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Abstract 
This thesis examines facial expression recognition ( F E R ) using deep learning by focusing on 
its appl icat ion i n devices w i t h l imited memory and computat ional resources. It begins by 
researching emotions and facial expressions from psychological, biological, and sociological 
perspectives. T h e core of this thesis involves the design and implementation of an auto
mated F E R system using the F E R - 2 0 1 3 dataset. Thi s system uses a customized SqueezeNet 
architecture enhanced w i t h a simple bypass, dropout layers and batch normalizat ion layers. 
Thi s system achieves an accuracy of 66.37% on the F E R - 2 0 1 3 dataset. For comparative 
analysis, this model was compared w i t h a customized V G G 1 6 architecture which achieved 
an accuracy of 65.09%. Thi s thesis provides valuable insights into the development of 
smaller, more efficient machine learning models for F E R which are usable i n a wide range 
of devices, including low-performance C P U s and embedded devices. 

Abstrakt 
T á t o práca s k ú m a rozpoznávanie výrazu tváre (angl. facial expression recognition - F E R ) 
pomocou hlbokého učenia so zameraním na použit ie v zariadeniach s obmedzenou p a m ä ť o u 
a výpočtovými zdro jmi . Začína v ý s k u m o m emócií a výrazov tváre z psychologického, bio
logického a sociologického hľadiska. Jadro výskumu tvorí návrh a implementác ia automati
zovaného sys tému pre F E R s použi t ím súboru dá t F E R - 2 0 1 3 . Tento sy s t ém využíva prispô
sobenú architektúru SqueezeNet rozšírenú o jednoduchý obchvat, vrs tvy náhodného odpadu 
neurónov a vrs tvy dávkovej normalizácie . Tento sy s t ém dosahuje na súbore dá t F E R - 2 0 1 3 
presnosť 66,37 %. Pre porovnávaciu ana lýzu sa tento model porovnal s upravenou architek
túrou V G G 1 6 , k torá dosiahla presnosť 65,09 %. T á t o p r á c a poskytuje cenné poznatky 
o vývoji menších, efektívnejších modelov strojového učenia pre F E R , ktoré sú použiteľné 
pre široké spektrum zariadení v rá tane nízkovýkonných procesorov a vstavaných zariadení. 

Keywords 
facial expression recognition, emotions, facial expressions, anatomy of the face, convolu-
t ional neural networks, machine learning, deep learning, SqueezeNet, V G G 1 6 , embedded 
devices, F E R - 2 0 1 3 

K lícová slova 
rozpoznávanie výrazov tváre , emócie, výrazy tváre , a n a t ó m i a tváre, konvolučné neurónové 
siete, s tro jové učenie, hlboké učenie, SqueezeNet, V G G 1 6 , v s tavané zariadenia, FER-2013 

Reference 
Z I M A , Samuel. Creating a Python-based Automated System for Recognizing Emotions from 
Facial Expressions. Brno , 2024. Bachelor's thesis. Brno Univers i ty of Technology, Faculty 
of Information Technology. Supervisor Yas ir Hussain 



Rozšířený abstrakt 
T á t o práca je z a m e r a n á na rozpoznávanie emócii z výrazov tváre pomocou hlbokého učenia 
so zreteľom na použit ie v zariadeniach s obmedzenou p a m ä ť o u a výpočtovými zdro jmi . A k o 
prvé sú v tejto práci p re skúmané emócie a ich vp lyv na výrazy tváre. 

Biologický základ emócii možno ná j s ť v mozgu, konkrétne v l imbickom sys téme, ktorý 
je zodpovedný za emočné reakcie. Z psychologického hľadiska sú emócie definované ako 
vrodené a prirodzené alebo pomocou teórie konštruovaných emócii . E m ó c i e sa pre javujú 
n a j m ä vo výrazoch tváre človeka, ale taktiež v gestikulácii a v reči. 

Výrazy tváre sú formou emočnej reakcie a s p ô s o b o m komunikácie medzi ľuďmi. Výrazy 
tváre sú tvorené b u d vedome alebo nevedome. T ie to vedomé prvky znamena jú , že človek je 
schopný predst ierať ne jakú emóciu v podobe výrazu tváre . Napriek tomu je možné pomocou 
nevedomých automat ických mechanizmov zistiť , že d a n á emócia v podobe výrazu tváre nie 
je pravdivá . J e d n ý m z týchto automat ických mechanizmov sú aj takzvané mikrovýrazy, 
ktoré sú veľmi krátke a nevedomé výrazy tváre, ktoré prezrádza jú pravdivý emočný stav 
človeka. Ďale j je v tejto práci p r e s k ú m a n á aj univerzálnosť výrazov tváre medzi kul túrami , 
ktorá ukazuje na možné ma lé odhýlky v rozpoznávaní a kategorizáci i výrazov tváre medzi 
kul túrami . 

A k o ďalšie je v tejto práci p r e s k ú m a n á a n a t ó m i a tváre , konkrétne svaly tváre . Tieto 
svaly tváre sú delené na žuvacie svaly a mimické svaly. Obidve skupiny svalov sú zodpovedné 
aj za vytváranie výrazov tváre. 

Nás ledne je v tejto práci pre skúmaný dopad niektorých chorôb na výrazy tváre . Choroba
m i , ktoré ovlývňujú možnosť tvorby alebo rozpoznávanie výrazov tváre sú Alzheimerova 
choroba, Parkinsonova choroba, Bellova obrna a ďalšie. 

Ďale j je v tejto práci p r e s k ú m a n á aj dôležitosť výrazov tváre z pohľadu komunikácie 
a sociálneho života ľudí. 

Jadro práce tvorí sy s t ém pre rozpoznávanie emócii z výrazov tváre . Súbor dá t , ktorý 
tento sy s t ém používa je F E R - 2 0 1 3 . Predspracovanie obrázkov zo súboru dá t F E R - 2 0 1 3 je 
nasledovné. N a j p r v sú obrázky prevedené zo s t u p ň a šedej do formátu R G B . Tieto obrázky 
sú následne normalizované a triedy jednotl ivých obrázkov sú prevedené do kódu 1 z N (angl. 
one-hot encoding). Nás ledne sú vypoč í tané váhy jednotl ivých tried, keďže súbor dá t F E R -
2013 je nevyvážený. A k o pos ledná je použ i tá technika rozširovania úda jov , k torá vytvára 
náhodné transformácie vstupných obrázkov. 

Základom tohto sy s tému je konvolučná neurónová sieť SqueezeNet, k torá je rozšírená 
o jednoduchý obchvat, t r i ohňové moduly, vrs tvy náhodného odpadu neurónov a vrs tvy 
dávkovej normalizácie . T á t o archi tektúra takt iež používa krížovú entropiu ako s t ra tovú 
funkciu a opt imal izátor A d a m . 

Tento sy s t ém dosahuje na súbore dá t F E R - 2 0 1 3 presnosť 66,37 %. Pre porovnávaciu 
analýzu sa tento model porovnal s upravenou architektúrou V G G 1 6 , k torá dosiahla presnosť 
65,09 %. T á t o p r á c a poskytuje cenné poznatky o vývoji menších, efektívnejších modelov 
strojového učenia pre rozpoznávanie emócii z výrazov tváre , ktoré sú použiteľné pre široké 
spektrum zariadení v rá tane nízkovýkonných procesorov a vstavaných zariadení. 
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Chapter 1 

Introduction 

H u m a n beings are social creatures and as such we communicate and interact w i t h each other 
daily. Communica t ion allows us to pass information, share experiences, convey needs, ex
press thoughts, and bu i ld relationships. A p a r t from exchanging information, expressing and 
perceiving emotions is an essential part of a successful communicat ion. E m o t i o n perception 
is helpful for understanding the intent and meaning of the message being communicated. 
B y recognizing and acknowledging another person's emotions we can connect w i t h them on 
an emotional level and respond appropriately. 

Emotions are often conveyed through nonverbal cues such as facial expressions, body 
language, and tone of voice. Pay ing attention to these cues helps grasp the complete 
message being communicated, not just the words spoken. F r o m these nonverbal cues facial 
expressions are the most prevalent form of expressing emotions. Facia l expressions are 
a central element of human expressive behaviour and are part icular ly suitable for expressing 
emotions and communicat ing them to the outside world . The technique of recognizing 
a person's facial expression of an emotion is known as facial expression recognition. 

Facial expression recognition can have benefits and applications across various fields. 
The most notable one being healthcare. Some diseases and conditions, such as Alzheimer 's 
disease and depression, can manifest as changes i n facial expressions and body language. 
Facial expression recognition can help to identify these changes and a id in diagnosis and 
monitor ing of treatment effectiveness. 

Facia l expression recognition is a problematic topic even today because emotions remain 
one of the most fascinating and mysterious products of bra in function. This is evident in 
the difficulty of defining emotions and the difficulty of l ink ing these emotions to facial 
expressions. 

The goal of this thesis is to study and find relations between emotions and facial ex
pressions, identify the current methods, restrictions and challenges of facial expression 
recognition, and then create an automated system that w i l l be able to recognize emotions 
from facial expressions. 
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Chapter 2 

Human Emotions and Their 
Relations to Facial Expressions 

2.1 Emotions 

Emotions play a v i t a l part i n every person's dai ly life and they are an important aspect 
of human mental life. Emotions are helpful for communicat ion and understanding between 
people. They are also helpful in bui ld ing relationships w i t h others. Furthermore, emotions 
are also very important to oneself as they can be the dr iv ing force for a person and their 
actions. O n the other hand, emotions can also cause conflicts and a lack of understanding 
between people. Emotions can also be a destructive force for people who are suffering 
from mood or anxiety disorders. Despite a l l that the concept of emotion is s t i l l not clearly 
defined and there is no scientific consensus on the fundamental nature of emotions. 

There are two distinct perspectives on the nature of emotions i n the field of affective 
science. The first perspective being that emotions are biologically given action plans that 
help humans to navigate the complexities of the world . F r o m this perspective emotions 
are decoupled reflexes, and are like reflexes and fixed action patterns [46]. E m o t i o n a l 
reactions are quite stereotypical and a person cannot invent a new emotional expression or 
experience a new emotion that is not i n the person's biological inventory to begin w i t h . 
However, unlike w i t h reflexes, people have some control over how emotions cause a certain 
behaviour typica l for that emotion, and therefore the emotion and the behaviour can be 
separated or suppressed i n t ime [14]. Thi s view of emotions is also called natura l k i n d . Thi s 
natural k i n d view of emotions emphasises the crucial role that emotions play i n influencing 
our decisions, remembering past experiences, and colouring our perception of the future. 
Emotions can cause certain behaviours in the person experiencing the emotion while the 
perception of emotions i n others can cause adaptive behaviour on the part of the observer. 
In addit ion, the natura l k i n d view of emotions also suggests that people are endowed w i t h 
a set of basic emotions that are universally recognized and experienced, and that these 
emotions are triggered by distinct neural circuits [46]. Therefore, emotions like happiness, 
sadness, anger, fear, disgust and surprise are widely considered to be these universally 
recognized and experienced basic emotions [44]. Furthermore, i n 2017 researchers identified 
27 distinct categories of emotion based on videos intended to evoke a certain emotion [38]. 

The second perspective being the theory of constructed emotion. F r o m this point of 
view emotions are constructed throughout the entire bra in by mult iple bra in networks in 
collaboration. Thi s construction includes interoception, which is the collection of senses 
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providing information to the organism about the internal state of the body, concepts and 
social reality. Interoceptive predictions produce basic and affective feelings between pleasure 
and displeasure (valence), and between high arousal and low arousal. Concepts include 
emotion concepts as cul tura l knowledge and social reality provides the language that makes 
the perception of emotion possible among people [22]. The dimensional approach of valence 
and arousal has led some scientist to th ink that what people perceive and experience as 
distinct emotions are actually conceptual constructions that emerge from categorization of 
a more basic psychological process called core affect. The core affect is experienced along 
w i t h the dimensions of valence and arousal which are then categorised into an emotion 
category based on the cognitive appraisal of the current context [46]. Evidence for this 
constructed emotions perspective has come from an extensive meta-analysis which found 
out that that emotions are not localised to distinct bra in regions, and that in fact multiple 
brain regions are active during emotional experiences across the range of distinct emotion 
categories [64]. 

These two perspectives have emerged from different research traditions and methodolo
gies. Researchers on the side of emotions as natura l k i n d typica l ly utilise evidence from 
neuroscience studies on humans and animals, and they asses whether emotional states are 
associated w i t h distinct neural or cognitive reactions such as facial expressions. O n the 
other hand, researchers on the side of constructed emotions typica l ly utilise evidence from 
the analysis of subjective experience of emotions i n humans usually by means of self-report, 
and they also utilise evidence from neuroimaging studies [46]. 

I th ink that i n order to better explain and understand emotions, emotional expressions 
and experiences both of these perspectives should be taken into account. 

2.2 The Biology of Emotions 

Figure 2.1: The l imbic system [5]. 

The area of the bra in which is involved in emotional and behavioural responses is called 
the l imbic system. The l imbic system is a group of interconnected structures located deep 
w i t h i n the bra in . The ful l list of structures that make up the l imbic system is not consis
tently stated i n literature, however the l imbic system generally includes the hypothalamus, 
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hippocampus, amygdala, thalamus and l imbic cortex. Experts s t i l l have a lot of questions 
about the brain's role i n emotions and what areas of the bra in are involved i n different 
emotions, however they have pinpointed the origins of some common emotions like fear, 
anger and happiness [87]. 

There are several different systems i n the bra in that connect a stimulus w i t h an emo
t ional value or appraise the stimulus. E m o t i o n a l systems do not exist i n isolation and they 
communicate and influence each other. The first system involved w i t h appraisal is the 
dopaminergic reward system. Thi s system motivates people to repeat something that feels 
good. Another system involves the aforementioned amygdala. A m y g d a l a are two small 
clusters of nerves that sit i n each temporal lobe. The amygdala pr imar i ly mediates the re
sponses of fear, anger and aggression. Furthermore, a structure of the bra in called insula is 
also involved w i t h an emotion of disgust [76] [87]. 

Once the structures for appraisal associate a stimulus w i t h an emotional value a reaction 
begins. The amygdala is connected to the hypothalamus and can stimulate an increased 
heart rate and increased blood pressure which are important physical symptoms of the 
emotion of fear or anger [76]. 

However, sometimes as an emotion manifests it must be regulated or suppressed. A per
son may t ry to suppress the emotion by not permit t ing the face or the body to natural ly 
show what they are feeling. The orbitofrontal cortex is activated i n these cases of emotional 
regulation [76]. 

In summary, emotions are not generated by one part of the brain, and they rely on 
mult iple interwoven neural networks involving the l imbic system and also other parts of the 
brain which appraise the external or internal s t imul i , generate an emotional response, and 
if needed regulate the emotional response. A n y damage to these bra in areas can result in 
the inabi l i ty to regulate, recognize or generate an emotion. 

2.3 Facial Expression 

The term facial expression describes visible muscle movements on the face that can be per
ceived and interpreted by other people. Fac ia l expression can be considered as a form of 
emotional response and as a form of social communicat ion. B o t h of these forms then shape 
a facial expression, although sometimes one form is more prevalent than the other. For ex
ample i n involuntary spontaneous facial expressions the emotional response is the dominant 
form, and on the other hand in arbi trary facial expressions the social communicat ion is the 
dominant form. The muscular mobi l i ty of the face which is highly developed i n humans 
is controlled by a complex neural control that encompasses both automatic and vol i t ional 
components [13]. 

2.3.1 Voluntary and Involuntary Facial Expressions 

The vol i t ional component enables individuals to consciously control their facial muscles, al
lowing them to mimic or feign various emotional states. Thi s abi l i ty plays a significant role 
i n social interactions, where individuals often modify their facial expressions to influence 
or deceive others. However, this deception is not always directed outwardly. Sometimes, 
people use facial expressions to deceive themselves as a coping mechanism in stressful sit
uations [61]. 

O n the other hand the involuntary or automatic aspect of facial expressions is controlled 
by automatic neural mechanisms that can override conscious control . These spontaneous 
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expressions often reveal a person's true emotional state, regardless of their attempts to 
conceal i t . This emotional override does not have to be accompanied by large movements 
of facial muscles, it can instead involve very subtle or discreet facial muscle movements 
[61]. These subtle and discreet facial muscle movements are called microexpressions. M i -
croexpressions are very brief and involuntary facial expressions that reveal person's genuine 
emotional state, even if they t ry to hide i t . These expressions are typica l ly rap id and subtle, 
making them difficult to detect without proper tra ining or keen observation [85]. 

In an experiment conducted by P a u l E k m a n and Wallace V . Friesen they highlighted 
the significance of microexpressions i n uncovering concealed emotions. They observed and 
filmed a psychiatric patient who attempted to conceal their emotional distress and simulated 
opt imism, control of affect, and feelings of well being dur ing an interview. Despite the 
patient's efforts, E k m a n , Friesen, and the interviewer identified several microexpressions 
and nonverbal cues that clearly indicated deception from the patient. A t the end of the 
interview, the patient suffered an emotional breakdown, cried and admitted to not feeling 
well . Thi s confirmed the presence of concealed distress from the patient [45]. 

The abi l i ty to detect and interpret concealed emotions using microexpressions has a po
tential i n various fields. Healthcare professionals can use microexpressions to better un
derstand their patients' mental states and enhance empathy, and communicat ion. This is 
also valuable i n scenarios where patients may be unable or unwil l ing to verbally express 
their emotions. Similarly, microexpressions can be used in law enforcement and security. 
Understanding and observing microexpressions can a id in assessing truthfulness and detect
ing deception, which can be crucial dur ing interrogations and negotiations. Furthermore, 
microexpressions can be also used in any profession that requires face-to-face interpersonal 
skills [66]. 

2.3.2 Universality of Facial Expressions 

Facial expressions have also raised the question whether these facial expressions of emotions 
are universal across different cultures. 

Charles D a r w i n was the first scientist who systematically examined the universality 
of facial expressions and conducted various experiments. He conducted the first intercul-
tura l comparisons of facial expressions. His experiments also included observing expressions 
of young children, observing the expressions of people born b l ind , and analyzing the emo
t ional expressions of people that were suffering from a mental illness. F r o m his observations 
D a r w i n found strong similarities in facial expressions, and drew the conclusion about the 
universality of facial expressions [93]. Further notable experiments were conducted by P a u l 
E k m a n . He conducted an experiment w i t h isolated tribes of N e w Guinea which shown that 
the tribespeople could recognize facial expressions of emotion posed by westerners and vice 
versa. Another study from 2004 examined the expressions of 84 judo athletes from 35 coun
tries at the Athens O l y m p i c Games. The winners of the displayed smiles and expressions 
of happiness whereas losers displayed expressions of sadness, anger or disgust. These spon
taneous expressions by individuals from different countries and cultures i n a naturalist ic 
setting were also evidence of the universality of facial expressions of emotions [54]. 

O n the other hand people around the world observe, and under certain circumstances 
use facial expressions differently. A study has shown that Westerners represent each of the 
six basic emotions w i t h a distinct set of facial movements, whereas Asians do not. W h e n 
observing a facial expression A s i a n observers also tend to fixate on the eyes region and 
represent emotional intensity w i t h dynamic eye activity, but Western observers distribute 
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their fixations evenly across the face [56]. Thi s shows culture-specific, and not universal 
observation and representation of basic emotions. Furthermore, cu l tura l display rules also 
challenge the universality of facial expressions. Display rules are social norms that help 
individuals manage and modify emotional expressions depending on the social situations. 
In a study conducted by Wallace V . Friesen Americans and Japanese viewed stressful films 
alone, and then i n the presence of an older, higher status experimenter. W h e n viewing the 
films alone both parties expressed their positive and negative emotions fully, but when they 
viewed the films i n the presence of another person, the Japanese were more l ikely to smile 
in the presence of another person than when they were alone. The Japanese display rule 
to not express negative feelings in the presence of higher status person were activated, and 
therefore differences in expressions occurred between the Japanese and the Americans [54]. 

Cul ture therefore plays an important role in managing emotions and their expressions. 
It is also responsible for the different observation strategies for facial expressions used by 
people. However, spontaneous emotional reactions are produced unconsciously and person's 
cul tura l or social norms may not modify or manage the expression of emotion i n time. 

2.4 The Muscles of the Face 

The abi l i ty for humans to communicate non verbally w i t h so many different facial ex
pressions is possible because of the complex structure of the muscles of facial expressions, 
also known as mimetic muscles. 

The facial muscles are striated muscles and they are categorized into two groups of 
facial muscles. The first group being the aforementioned mimetic muscles and the second 
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group being the muscles of mastication. Despite this categorization of the facial muscles 
both groups of muscles usually act synchronously [92]. 

The mimetic muscles are innervated by the facial nerve, also known as the seventh 
cranial nerve. Thi s nerve provides motor innervation of facial muscles that are responsible 
for facial expressions. Thi s nerve is also divided into terminal branches where each of these 
branches innervate certain mimetic muscles [42]. 

Temporal branches 
Frontalis, orbicularis oculi, corrugatar supercilii 

Zygomatic branches 
Orbicularis oculi 

Buccal branches 
Orbicularis oris, buccinator, zygamaticus 

Marginal mandibular branches 
Mentalis, depressor labii inferioris, depressor anguli oris 

Cervical branches 
Platysma 

Figure 2.3: Innervation to the muscles of facial expression v i a the facial nerve ( C N VII ) [39]. 

The muscles of mastication are innervated by the tr igeminal nerve, also known as the 
fifth cranial nerve. Thi s tr igeminal nerve is also divided into three main branches. One 
of these branches is the mandibular nerve which supplies motor innervation to a l l muscles 
involved i n mastication [52]. 

• Opthalmic (VI) 

• Maxillary (V2) 

• Mandibular (V3) 

Figure 2.4: Overview of the deep dis tr ibut ion of the tr igeminal nerve and its terminal 
branches [70]. 
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The muscles of mastication are a group of muscles that are pr imar i ly responsible for the 
movement of the mandible (lower jaw) at the temporomanidbular joint . These muscles are 
divided into the pr imary muscles of mastication and the accessory muscles of mastication. 
The four pr imary muscles of mastication are the masseter, temporalis, lateral pterygoid 
and medial pterygoid [10]. 

The function of the masseter muscle is to elevate the mandible, approximate the teeth, 
and protrude or retract the mandible. The function of the temporalis muscle is to elevate the 
mandible and retract the mandible. The function of the lateral pterygoid is the depression 
of the mandible, and it also assists w i t h side to side movement of the mandible. The 
function of the medial pterygoid muscle is to assist w i t h elevation and protrusion of the 
mandible, and it also assists w i t h side to side movement of the mandible [23]. 

Chewing muscles (superficial) Chewing muscles (deep) 

Figure 2.5: Overview of the muscles of mastication [69]. 

The mimetic muscles are located under the hypodermis layer of the skin on the face. 
These muscles originate from the bone of the skul l and they are inserted onto the sk in of 
the face. The mimetic muscles are the only muscles that are attached directly to the skin. 
The contraction of various groups of these muscles results in various facial expressions. The 
mimetic muscles are categorized into three groups [92] [60]. 

The first group of mimetic muscles are the orbi ta l facial muscles. Thi s group includes the 
occipitofrontalis, orbicularis ocul i and corrugator supercil i i . The occipitofrontalis muscle is 
a long and wide muscle which covers a large part of the skul l . The functions of this muscle 
are raising the eyebrows and wr ink l ing the forehead. The orbicularis ocul i muscle surrounds 
the eye socket and extends to the eyelid. The main function of this muscle is closing the 
eyelid. This muscle is also involved in the drainage of tears. The corrugator supercil i i 
muscle is located above the eyelid and closer to the bridge of the nose. The function of this 
muscle is to lower the eyebrow and create vertical wrinkles on the bridge of the nose [60]. 

The second group of mimetic muscles are the nasal muscles. Thi s group consists of 
procerus, nasalis and depressor septi nasi. The procerus muscle is located along the bridge 
of the nose. The function of this muscle is lowering the eyebrows and creating wrinkles 
on the bridge of the nose. The nasalis muscle is located on the side of the nose and its 
functions are compressing or widening the nasal opening and depressing the t ip of the nose. 
The depressor septi nasi is located at the side of the nasal opening and its function is 
widening the nasal opening [60]. 
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The t h i r d group of mimetic muscles are the oral muscles. Thi s group includes the or
bicularis oris, buccinator and other oral muscles. The orbicularis oris muscle surrounds the 
lips. The function of this muscle is closing the lips and puckering the lips. The buccina
tor muscle is located along the cheek area and its function is pul l ing the cheeks inward. 
The other oral muscles are responsible for actions like elevating the angle of the mouth , 
lowering the angle of the mouth, pul l ing the angles of the mouth , elevating the upper l ip , 
lowering the lower l ip , protruding the lower l ip , wr inkl ing the chin and tensing the skin on 
the neck [90]. 

2.5 Impact of Diseases on Facial Expressions 

a person's abi l i ty to produce or perceive and interpret facial expressions or emotional states 
of others can be altered by various diseases and disorders. 

The first disease that has an impact on product ion or perception of facial expressions is 
Alzheimer's disease. Alzheimer ' s disease is a neurodegenerative disease pr imar i ly known for 
its impact on memory and cognitive functions. However, its effects extend beyond cognitive 
decline to include significant alterations i n emotional processing and social interactions. 
One of the key challenges faced by individuals w i t h Alzheimer ' s is a diminished abi l i ty 
to recognize and interpret facial expressions. A s Alzheimer 's disease progresses, there is 
a notable deterioration i n the abi l i ty to perceive or understand emotional states from facial 
expressions. Thi s decline is often at tr ibuted to the neurodegenerative processes affecting 
areas of the bra in involved in emotion recognition, such as the amygdala, the prefrontal 
cortex and others. The impairment i n recognizing facial expressions of emotions i n others 
can lead to misunderstandings and difficult social relationships. Moreover, individuals 
w i t h Alzheimer 's may also exhibit changes in their abi l i ty to express emotions facially. 
The degeneration of neural pathways can lead to a reduced range and intensity of facial 
expressions, making it difficult for them to convey their own emotions effectively. This 
change can be especially challenging for caregivers and family members, as it hinders their 
abi l i ty to understand and empathize w i t h the emotional state of their loved ones w i t h 
Alzheimer's disease [67] [51]. 

The second example of a disorder that affects facial expressions is Bell 's palsy. Bell 's 
palsy is a neurological disorder characterized by sudden onset of paralysis or weakness on 
one side of the face, which can significantly impact product ion of facial expressions. Thi s 
condit ion is caused by a dysfunction of the seventh cranial nerve, also known as the facial 
nerve ( C N V I I ) , which is responsible for innervating the mimetic muscles that control facial 
expressions. Notably, Bell 's palsy is the most common cause of facial paralysis [6]. 

The t h i r d example of a disease that affects facial expressions is Parkinson's disease. 
Parkinson's disease is a neurodegenerative disease that is also associated w i t h reduction in 
facial movements. In later stages of the disease this disease can severely restrict a person's 
abi l i ty to produce facial expressions. This condit ion of not being able to produce facial 
expressions is called hypomimia or face masking. Furthermore, Parkinson's disease also 
affects a person's abi l i ty to perceive facial expressions and interpret their meaning or the 
emotion behind the facial expression. This impairment can be at tr ibuted to the neurode
generative processes affecting areas of the bra in involved i n emotion recognition and social 
cognition. A s a result, social interactions can become more challenging, as the abi l i ty to 
perceive and respond appropriately to non-verbal communicat ion is diminished [75] [61]. 

Another example of a disorder that affects person's abi l i ty to perceive and interpret 
facial expressions is major depressive disorder. A study has shown that people suffering 
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from major depressive disorder tend to evaluate ambiguous and neutral facial expression as 
intensely more sad or less happy. Furthermore, they have increased attention towards sad 
facial expressions and less attention for happy expressions. Lastly, they showed reduced 
general accuracy in recognising sad and happy facial expressions [25]. 

Apar t from the four aforementioned diseases and disorders deficits in perception of facial 
expressions are also found i n people w i t h schizophrenia, borderline personality disorder, 
mult iple sclerosis, and alcohol use disorder [61]. 

2.6 Importance of Facial Expressions 

H u m a n beings are social creatures and as such person's everyday life is filled w i t h mult i tude 
of social interactions w i t h other people. These social interactions are carried out by verbal 
and non-verbal communicat ion. Facia l expressions are as stated before an important aspect 
of non-verbal communication. 

The first importance of facial expressions in social interactions is so called emotion 
mirror ing or emotion contagion. A person tends to unconsciously mimic the behaviour of 
another person that he or she is communicat ing w i t h or observing. Thi s mirror ing creates 
greater alignment of the communicants, and enhances communicat ion and understanding. 
Furthermore, if a person observes a fearful face for example, the observer is more l ikely to 
be more vigilant because there might be something to be afraid of. The facial expression 
of fear also enhances vigilance, the eyes widen which increases the visual field and the 
widening of nostrils enhances the sense of smell. Therefore, by observing and mimicking 
other person's expression of fear, the observer becomes more vigilant and enhances certain 
senses or sensory signals [47]. 

Another importance of facial expressions in social interactions is the usage of these facial 
expressions as communicative signals. In the dynamic of a conversation, participants react 
to the spoken content not just w i t h words, but also through a variety of facial expressions. 
These expressions serve as an immediate and often subconscious feedback mechanism. The 
person speaking can perceive these non-verbal cues and gain valuable insight into the lis
tener's reactions and emotions. Thi s awareness allows the speaker to adapt the pace and the 
content of their dialogue to better al ign w i t h the listener's mood and level of understand
ing. For instance, a puzzled look might encourage further explanation, while a nod might 
encourage continuation. Thi s emotional awareness enhances the depth and effectiveness of 
communicat ion, and it inspires a more empathetic and responsive interaction. E m o t i o n a l 
awareness can be very helpful both i n personal and professional life. It enables more mean
ingful relationships and effective exchange of ideas. Furthermore, emotional awareness is 
not an innate sk i l l , however it can be developed and refined over t ime like any other soft 
ski l l [61] [86]. 
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Chapter 3 

Facial Expression Recognition 

In the ever evolving field of art i f icial intelligence and machine learning, facial expression 
recognition is an important area of research that combines the complexities of human emo
t ion w i t h machine learning. This field aims to enable machines to interpret and classify 
human facial expressions. Thi s technology offers various benefits like a iding in psychological 
research, helping law-enforcement, enhancing user experience in electronic devices and im
proving interpersonal communicat ion and understanding. Despite the rap id advancements, 
this field faces many challenges such as understanding and categorization of emotions, 
variabi l i ty in expressions across different cultures and the need for robust datasets. This 
chapter focuses on dataset used in this thesis, emotion classification, emotion model and 
methodologies of facial expression recognition. 

3.1 Dataset 

The F E R - 2 0 1 3 dataset which stands for Facia l Expression Recognit ion 2013, is a significant 
resource i n the field of computer vision and arti f icial intelligence. It was introduced at the 
International Conference on Machine Learning in 2013. The F E R - 2 0 1 3 dataset consists 
of 35 887 grayscale images, each w i t h a resolution of 48x48 pixels. The faces have been 
automatical ly registered, so that the face is more or less centred and occupies about the 
same amount of space in each image. These images are categorized into seven distinct facial 
expressions: anger, disgust, fear, happiness, sadness, surprise, and neutral . The dataset 
was compiled to help i n the development and benchmarking of machine learning models 
capable of recognizing emotions from facial expressions. Thi s dataset is notable for its 
emphasis on capturing a wide range of demographics and spontaneous expressions, rather 
than posed expressions, which makes it a valuable resource for t ra ining more realistic and 
effective facial expression recognition systems. The images in F E R - 2 0 1 3 are sourced from 
the internet, which contributes to the diversity i n age, ethnicity, and l ighting conditions [82]. 

I have chosen the F E R 2 0 1 3 dataset because it pr imar i ly captures spontaneous expres
sions, and because it has many images for each of the six basic emotions. However, the 
dataset is unbalanced i n terms of the number of images for each emotion. Therefore, to ad
dress this, some data augmentation of certain expressions w i l l be necessary. I also th ink that 
this dataset is suitable for implementation of a deep learning facial expression recognition 
system. 
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AN DI FE HA NE SA SU 

Multil ' ie 0 22696 0 47338 114305 0 19817 

M M I 1959 1517 1313 2785 0 2169 1746 

CK+ 45 54 25 69 0 2S 83 

DISFA 436 5326 4073 28404 48582 1024 1365 

FERA 1681 0 1467 1882 0 2115 0 

SFEW 104 81 90 112 98 92 86 

FER20I3 4953 547 5121 8989 6198 6077 4002 

A N , DI, FE, HA, Ne, SA, SU stand for Anger, Disgust, Fear, Happiness, 
Neutral, Sadness, Surprised respectively. 

Figure 3.1: Number of images per each expression i n databases [68]. 

3.2 Emotion Classification 
E m o t i o n classification is an important field w i t h i n psychological research which encompasses 
the systematic categorization of emotions. Thi s field which is rooted i n psychological stud
ies, neurological and biological research identifies core emotions such as happiness, sadness, 
anger, fear, surprise, and disgust. Recent advancements i n this field extend the categories 
of emotions, and acknowledge more complex emotions such as trust, anticipation, love and 
many other emotions. These classifications are not only human constructs, but they reflect 
the underlying physiological and neurological processes. Diverse methodologies, ranging 
from observational studies to neuroimaging contribute to our understanding of how emo
tions manifest and influence human behavior. This multilayered approach highlights the 
complex interactions between cognitive processes and emotional responses, indicat ing the 
complexity of human emotional experience. 

E m o t i o n classification i n psychology is broadly segmented into two pr imary models: 
discrete categories and dimensional models. The discrete categories model argues that 
emotions are distinct and categorizable, typical ly identified as basic emotions like happi
ness, sadness, anger, fear, surprise, and disgust. This perspective, rooted i n the works of 
psychologists like P a u l E k m a n , suggests that these emotions are universal w i t h identifiable 
facial expressions and physiological responses. O n the other hand there are dimensional 
models such as Russell's c ircumplex model of affect. The dimensional model perspective 
proposes that emotions can be characterized on a two dimensional axis by valence (pleasant-
unpleasant) and arousal (activated-deactivated). Thi s approach emphasizes the fluency and 
spectrum of emotions, rather than distinct categories. B o t h models offer unique insights 
into emotional complexity, w i t h discrete categories underscoring the fundamental aspects 
of emotional experience, and dimensional models highlighting the nuanced interaction and 
degrees of emotional states [73] [50]. 
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3.3 Emotion Model 
In this thesis I w i l l be focusing on facial expressions of happiness, sadness, anger, surprise, 
disgust and fear which make up the F E R - 2 0 1 3 dataset along w i t h a neutral expression. The 
facial expressions of these emotions are explained i n the following table. 

N u m b e r Emot ion class Explanat ion of the facial expression 

1 Happiness 

upward curving of the corners of the mouth (smiling), 
crow's feet around the eyes, 
reduction i n the size of the eye opening, 
relaxed eyebrows 

2 Sadness 

downturned corners of the mouth , 
sl ightly closed eyes, 
unfocused or downward gaze, 
inner eyebrows slightly upward and drawn together 

3 Anger 
tightened or closed jaw, 
glaring eyes w i t h tightened eyelids, 
furrowed eyebrows 

4 Surprise 
opened mouth , 
eyes wide open, 
raised eyebrows 

5 Disgust 

upper l ip raised, 
nose wr ink l ing , 
raised cheeks, 
narrowed eyes 

6 Fear 

eyebrows raised and drawn together, 
eyes wide open, 
increased jaw tension or sl ightly opened mouth , 
pale face 

Table 3.1: Exp lanat ion of classes i n the F E R - 2 0 1 3 dataset. 

3.4 Facial Expression Recognition Using Machine Learning 
Facial expression recognition ( F E R ) through machine learning represents a significant pro
gress i n the area of artif icial intelligence and computer vision, offering various possibilities in 
fields such as psychological or medical research, security, and interactive media. Centra l part 
of this domain is the applicat ion of sophisticated machine learning models, which are capable 
of deciphering complex patterns in facial features and mapping these features to specific 
emotional states. B y mapping facial muscle movements and its patterns, machine learning 
models are trained to classify expressions into categories like happiness, sadness, anger, 
surprise, disgust, and fear. The accuracy and efficiency of these models are continuously 
enhanced by advancements i n dataset quality, data preprocessing and different machine 
learning architectures. 

The general approach to facial expression recognition using machine learning typical ly 
consists of: face detection, feature extraction, model selection and training. 
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-pul data 
(FER2013 dataset) Face detection Feature Extraction 

Model training and 
emotion classification 

Figure 3.2: The general steps of facial expression recognition. 

3.4.1 Face Detection 
Face detection is the first step in facial expression recognition, focusing on accurately locat
ing and identifying human faces w i t h i n an image. This process typical ly involves algorithms 
that can discern facial features from various backgrounds and l ighting conditions. Tradi
t ional methods like the Viola-Jones a lgori thm use Haar cascades to detect faces quickly. 
M o d e r n approaches largely rely on deep learning, especially Convolut ional Neura l Networks 
( C N N s ) , which offer greater accuracy and robustness. These networks are trained on large 
datasets of images, enabling them to recognize a wide range of facial types and orienta
tions. Once a face is detected, its posit ion and size are used to isolate it from the rest of 
the image, al lowing for more focused and accurate subsequent analysis of the facial expre
ssions [37] [62]. Thi s isolation is important for effective facial expression recognition, as it 
ensures that the algorithms analyzing and classifying facial expressions are focused only on 
the relevant facial features without interference from surrounding elements. 

3.4.2 Feature Extraction 

These techniques can be broadly categorized into geometric and appearance-based meth
ods. Geometric methods focus on identifying specific landmarks on the face, such as the 
corners of the mouth or the edges of the eyebrows, and quantifying changes in these fea
tures. This approach effectively captures the s tructural alterations associated w i t h different 
expressions. O n the other hand, appearance-based methods analyze changes in the texture 
and appearance of the face, often ut i l iz ing techniques like Gabor filters, L o c a l B inary Pat
terns ( L B P ) , and His togram of Oriented Gradients ( H O G ) . These methods are capable 
of recognizing subtle variations i n facial expressions by examining changes in skin texture 
and wrinkles. Moreover, w i t h the advent of deep learning, convolutional neural networks 
( C N N s ) have become increasingly popular i n this domain. They automatical ly extract 
hierarchically structured features, learning both details and facial attributes related to spe
cific facial expressions. Thi s integration of geometric, appearance-based, and deep learning 
methods offers a complex and more robust approach to facial expression recognition which 
enhances the system's accuracy and generalization capabilities [81] [79]. 

3.4.3 Models 

These models are designed to interpret and classify human emotions based on facial expres
sions, using a variety of algorithms ranging from tradi t ional machine learning techniques to 
advanced deep learning networks. Tradi t iona l models like Support Vector Machines ( S V M s ) 
and R a n d o m Forests have been employed for their effectiveness i n pattern recognition and 
classification. However, the advent of deep learning has brought forward more sophisticated 
and more complex architectures such as Convolut ional Neura l Networks ( C N N s ) and Recur
rent Neura l Networks ( R N N s ) . These architectures are part icular ly capable i n handl ing the 
complexities of the different features i n facial expressions and image classification. These 
models are trained on large datasets containing a wide array of human faces, capturing 
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a diverse range of emotions under various conditions. The challenge lies in accurately in
terpreting subtle changes i n expressions and ensuring the models are unbiased and effective 
across different demographics. The applications of these models range from enhancing user 
experience in various electronic devices to aiding mental health professionals i n diagnosing 
and treating emotional and psychiatric disorders. The development and refinement of these 
models continues to be a dynamic and evolving area of research, pushing the boundaries of 
machine learning and facial expression recognition [79] [81]. 

3.5 Machine Learning versus Deep Learning 

In the realm of t radi t ional machine learning, the approach to F E R is characterized by 
a reliance on manual feature extraction and the use of established algorithms like Support 
Vector Machines ( S V M ) or K-Nearest Neighbors ( K N N ) . This methodology requires a deep 
understanding of the facial features that are most indicative of various emotions and it 
typical ly involves less computat ional complexity. Machine learning methods are advanta
geous i n scenarios w i t h l imi ted tra ining data, as they require fewer data points to t ra in 
effectively. However, they may lack the complex understanding necessary to interpret the 
more complex and subtle variations in facial expressions [37] [81]. 

O n the other hand, deep learning, especially through the use of Convolut ional Neura l 
Networks ( C N N s ) , offers an innovative approach to F E R . B y automatical ly extracting fea
tures directly from raw images, deep learning models are capable of processing and learning 
from high-dimensional data. This abi l i ty enables them to capture a wide range of facial ex
pressions of emotions, from the most obvious to the most subtle ones. Deep learning models, 
due to their layered architecture, can learn hierarchical feature representations which makes 
them exceptionally good at handl ing the intricacies involved i n interpreting and classifying 
facial expressions. They require larger datasets for training, but they are more effective 
in diverse and real-world scenarios, where facial expressions vary greatly across individuals 
and contexts [63] [68]. 

Deep learning models are generally less interpretable than the t radi t ional machine learn
ing models, which can be a drawback i n applications where understanding the decision
making process of the model is crucial . However, the trade-off comes w i t h significantly 
enhanced accuracy when deep learning models are used. This makes deep learning-based 
F E R systems more effective and reliable i n pract ical applications [63] [68]. 

In summary, while machine learning offers a more straightforward, less data-intensive 
approach to F E R , it may fall short i n dealing w i t h the complexity and variabi l i ty in facial 
expressions. In contrast, deep learning brings a more sophisticated, data-driven method
ology, capable of comprehending the ful l spectrum of human emotions w i t h greater depth 
and accuracy. 

3.6 Facial Expression Recognition Using Deep Learning 

The general approach to facial expression recognition using deep learning typica l ly consists 
of: preprocessing, model selection and training. 

3.6.1 Data Preprocessing 

D a t a preprocessing is an important step i n developing a facial expression recognition system 
using a neural network architecture. Thi s phase involves several key tasks to prepare the 
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Figure 3.3: The general pipeline of deep facial expression recognition systems [63]. 

facial image dataset for effective tra ining. F irs t ly , images are resized to a consistent size 
to ensure uniform input dimensions for the neural network. P i x e l values are normalized, 
typical ly scaling them to a range of 0 to 1 or -1 to 1, to a id i n the convergence of the net
work during tra ining. D a t a augmentation techniques such as rotating, scaling, and fl ipping 
images are applied to increase the dataset's size, variability, and to balance the different 
categories of images. Thi s process also involves spl i t t ing the dataset into distinct sets for 
tra ining, val idat ion and testing. The tra ining and val idat ion set is used to t r a i n the model 
and the test set to evaluate the model's performance. Proper preprocessing is important for 
t ra ining more accurate models, especially in a complex task like facial expression recogni
t ion, where variations in l ighting, angles, and facial features can significantly impact model 
performance [12] [63]. 

3.6.2 Model Architecture 
Designing an architecture based on Convolut ional Neura l Networks ( C N N ) or ut i l i z ing deep 
learning for facial expression recognition is a process that involves constructing a network 
capable of accurately identifying and classifying various facial expressions of emotions. The 
architecture typica l ly consists of several layers, including convolutional layers, pool ing lay
ers, and fully connected layers. Convolut ional layers usually consist of numerous filters 
which are essential for extracting different features from the facial images, such as edges 
and textures. These features are very important in recognizing facial expressions. Pool ing 
layers reduce the spatial dimensions of the extracted features, helping in reducing the com
putat ional load. A s the network deepens, it becomes capable of recognizing more complex 
patterns. After several convolutional and pool ing layers, the network usually transitions 
to fully connected layers, which interpret these high-level features and perform the classi
fication task. The final layer often uses a softmax function for multi-class classification of 
facial expressions. The design of the C N N architecture is therefore a very important step 
that significantly influences the effectiveness, accuracy and computat ional load of the facial 
expression recognition system [12] [63]. 
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Chapter 4 

Designing Facial Expression 
Recognition System 

In this thesis I decided to design and implement the facial expression recognition system 
using deep learning. More precisely I want to implement this system using a smaller Con-
volut ional Neura l Network architecture w i t h fewer parameters, so that the entire model can 
be trained on low-performing C P U s w i t h l imited computat ional resources and that it can 
be deployed and applicable in a variety of devices including embedded devices. 

In this thesis I w i l l be using the F E R - 2 0 1 3 dataset for my facial expression recogni
t ion system. The dataset is described i n section 3.1. The ind iv idua l facial expressions of 
emotions which are covered by the F E R - 2 0 1 3 dataset are described in table 3.1 along w i t h 
a brief overview of the distinct features of ind iv idua l facial expressions. 

4.1 Dividing the Dataset 

Firs t of a l l , before I design the neural network model itself, the F E R - 2 0 1 3 dataset should 
be divided into three separate datasets. The first dataset should be the training dataset 
which should be the largest of a l l the three datasets. It w i l l be used for tra ining the 
implemented neural network model , so that the model can understand the patterns and 
relationships w i t h i n the data, and therefore learn to make predictions or decisions wi th
out being expl ic i t ly programmed to perform a specific task. The tra ining process involves 
repeatedly adjusting the model's parameters to enhance its decision-making and predic
tive capabilities. Furthermore, a larger t ra ining dataset allows the model to encounter 
a wide range of data that facilitate better generelization capabilities and reduce the risk of 
overrating [3] [43]. 

The second dataset should be the validation dataset. This dataset should be used 
alongside the tra ining dataset i n the tra ining phase to assess how the neural network model 
performs on the data that it wasn't trained on. The val idation dataset is also used to 
determine how the model is learning and adapting to the data overall. This dataset also 
helps to identify the signs of overfitting, where the model performs well on the tra ining data, 
but poorly on the val idation data. Moreover, the val idat ion dataset enables an iterative 
process of improvement. Based on its performance on tra ining and this dataset, adjustments 
can be made to the model's architecture, input data or tra ining process to enhance its 
accuracy and effectiveness. [31] [3]. 
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The t h i r d and last dataset should be the testing dataset. Thi s dataset w i l l be used 
after the neural network model is already trained and validated. Thi s dataset offers an 
unbiased evaluation of the model's effectiveness. Since the model has never encountered 
this data during its learning phases, its performance on the testing dataset is a strong 
indicator of its real-world applicabil ity. Last ly, the analysis of the model's performance on 
the testing dataset helps in identifying specific challenges and l imitat ions of the current 
model and provides useful information for future improvements [31] [3]. 

4.2 Data Preprocessing 

After the F E R - 2 0 1 3 dataset is split into the tra ining, val idat ion and testing dataset, I need 
to preprocess the images and categories from the ind iv idua l datasets before they can be 
used by the neural network model. 

4.2.1 Normalization 

The first step i n data preprocessing is normaliz ing the data, so that each image and its 
pixels are translated to the same range of values, typical ly to a range between 0 and 1 
or between -1 and 1. Normal ized data enhance the model's performance and accuracy. 
Normal izat ion scales down the wide range of input values and helps the neural network to 
treat a l l features equally, which prevents any feature from disproportionately influencing 
the model's learning process. Furthermore, normal izat ion speeds up the convergence of the 
tra ining process and allows the model to learn and generalize more effectively [59]. 

4.2.2 One-hot Encoding 

Next step i n data preprocessing is to convert the categories of images from the created 
datasets to a form which can be easily interpreted by the neural network. One-hot encoding 
is a method used i n machine learning to convert categorical data. It involves converting 
each categorical value into a new binary row and assigning a 1 or 0 i n the row's columns. 
Each category is represented by a row or a vector containing 1 i n the posit ion of the correct 
category and 0 i n a l l other positions. Thi s approach is part icular ly useful for handling 
data without any ordinal relationship or dependencies between categories, as it avoids 
artif icial hierarchies among categories. In machine learning models, this technique helps in 
processing non-numeric categories and maintaining the categorical distinctions clear and 
explicit for the a lgori thm [2]. 

4.2.3 Data Augmentation 

Another step that I l ikely need to do before the data can be inputted and processed by the 
neural network is data augmentation because the F E R - 2 0 1 3 dataset is imbalanced as it can 
be seen in figure 3.1. 

D a t a augmentation is a technique used in machine learning that artif icial ly increases the 
tra ining dataset by creating modified copies of the existing data in the tra ining dataset. Thi s 
is achieved by applying various transformations to the existing data to generate new and 
modified data. In image processing, as is the case for me i n this thesis, these transformations 
might include rotating, f l ipping, scaling, or changing the color of images. D a t a augmen
tat ion is beneficial for mult iple reasons. The first reason is to s imply add more data from 
which the model can learn. Another reason is to reduce the risk of overfitting and create 
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more variabi l i ty i n the data. Furthermore, data augmentation increases the generalization 
capabilities of the model and can help to resolve class imbalances between categories in the 
dataset. Last but not least, data augmentation reduces the costs necessary for collecting 
and labeling new data [19] [41]. 

O n the other hand, i f data augmentation is not done correctly augmented data can mis
lead the model and lower the model's accuracy and generalization capabilities. Therefore, 
it is important to choose plausible or realistic data augmentation because inappropriately 
augmenting data might lead to unrealistic features that the model might learn as val id pat
terns. Moreover, data augmentation and tra ining on larger datasets can lead to increased 
computat ional costs and tra ining t ime [9]. 

4.3 Architecture of the Model 

After the preprocessing I need to choose and implement the model's architecture. A s I 
already mentioned at the beginning of this chapter I decided to implement the facial ex
pression recognition system using a smaller and more lightweight Convolut ional Neura l 
Network. I found out that implementing and tra ining any k i n d of machine learning model 
is an iterative process. Therefore, at first I should t ry and t ra in different kinds of Convolu
t ional Neura l Networks w i t h different number of convolutional , pooling and fully connected 
layers. I should also t ry out different activation functions for the model's layers. Further
more, I should experiment w i t h the number of neurons i n each layer, and then observe and 
asses the performance of the model on the tra ining and val idation datasets. 

4.4 Training the Model 

The next step after I have the convolutional neural network model prepared is to start 
the tra ining process. However, there are s t i l l some parameters that have to be chosen and 
experimented w i t h for the tra ining of the model. 

4.4.1 Activation Function 

A n activation function is a mathematical function applied to the output of a neuron in 
a neural network. Thi s function decides whether the neuron should be activated or not 
based on whether each neuron's input is important or not in the process of predict ion. The 
pr imary role of the activation function is to transform a set of input values received by 
a neuron or a layer of neurons into an output value. This output is then send to subsequent 
layers or neurons in the network. Furthermore, this function is able to add non-linearity into 
the network. Thi s feature is essential because many real-world data patterns are non-linear 
and linear models would struggle to capture such complex patterns [21] [58]. 

There are various activation functions and I th ink should experiment w i t h multiple 
activation function and assess their performance w i t h my model. 

4.4.2 Loss Function 

Loss functions i n machine learning are fundamental concepts that are used to measure 
the error between predicted values and actual values. They play an important role in 
the tra ining algorithm, as they provide a quantifiable measure of how well the model is 
performing. In addit ion, loss function improves the model by directing the model to adjust 
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it's weights dur ing training. B y iteratively min imiz ing the loss, the model can enhance its 
predictions and accuracy, which is the pr imary goal of machine learning model tra ining. 
The objective of t ra ining a machine learning model is to find the set of parameters that 
minimize the loss function [89]. 

There are number of different loss functions that are broadly divided into two main 
groups. These groups are the loss functions for regression tasks and loss functions for 
classification tasks. Regression loss functions are used in tasks where the model is expected 
to predict continuous values. O n the other hand, classification loss functions are used in 
tasks where the model is expected to predict discrete labels which correspond to a specific 
class in the dataset [16]. 

M y task is to create a system which classifies images into discrete categories, therefore 
I w i l l be using a classification loss function in the tra ining phase of my model. 

4.4.3 Optimizer 

Optimizers in machine learning are algorithms or methods used to change the attributes 
of the machine learning model such as weights and learning rate in order to reduce and 
minimize the loss function and enhance the model's performance. These specialized algo
rithms facilitate the learning process of neural networks by iteratively adjusting the model's 
weights based on the feedback received from the data. There are mult iple optimizers and 
each one differs i n how they change the learning rate, and the approach i n processing 
gradients dur ing the tra ining phase which allows for more efficient movement towards the 
opt imal solution. Thi s variat ion i n approaches allows each optimizer to be more suitable 
for specific types of datasets and architectures [48]. 

Choosing the right optimizer for the task is also important , therefore I should also t ry 
out different kinds of optimizers and assess which one performs the best w i t h my dataset 
and my model. 

4.4.4 Batch Size and Epochs 

B a t c h size is a hyperparameter which refers to a number of t ra ining instances or samples 
used i n one iteration of the tra ining phase. W h e n tra ining a model the tra ining dataset 
is usually divided into smaller batches, and after the model processes the entire batch its 
weights are updated and another batch is given to the model , a smaller batch size often 
leads to more frequent updates and it can reduce the chance of overfitting and enhance the 
generalization capabilities of the model . However, it can also make the learning process 
longer due to more updates. O n the other hand, a larger batch size enables faster com
putat ion by efficiently using computat ional resources as more data are processed at once. 
However, this can lead to less detailed updates which might impact the model's abi l i ty to 
reach the best generalization and performance [33] [40]. 

The number of epochs is a hyperparameter that defines the number of times that the 
learning a lgori thm w i l l go through the entire t ra ining dataset during the tra ining phase. 
D u r i n g each epoch, the model has the chance to learn from every instance or sample in 
the dataset and make adjustments to its parameters. One epoch usually consists of one or 
more batches. More epochs mean the model has more opportunities to learn and adjust its 
weights which potential ly leads to better performance. However, too many epochs can lead 
to overfitting, where the model performs very good on the tra ining dataset and performs 
poorly on unseen data [33] [7]. 
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In summary, it is important to balance the batch size w i t h the number of epochs to 
achieve the best performance and accuracy from the model . Therefore, I should start w i t h 
smaller number of epochs and smaller to medium batch size, e.g. 128, 256 or 512. After 
the tra ining phase I should assess the results and then increase or decrease the number of 
epochs and batch size based on the results. 

4.5 Evaluating the Model 

The final step after a successful tra ining phase and its assessment is the evaluation of the 
model on unseen data which provides an unbiased interpretation of the models performance 
and real-wo r id applicabil ity. For the evaluation of the model I w i l l use the following metrics. 

4.5.1 Accuracy 

Accuracy is a metric that measures how often a machine learning model correctly predicts 
the outcome. In other words, it is the ratio of the number of correct predictions to the tota l 
number of predictions made. Accuracy is a statist ical metric that shows how well a clas
sification model can correctly identify the class labels of a given dataset. Mathemat ica l ly 
accuracy can be defined as [1]: 

Correct predictions 
Accuracy = — — 

A l l predictions 

4.5.2 Precision 

Precis ion is a metric that measures how often does the machine learning model correctly 
predict the positive class. Specifically, it calculates the proport ion of true positives, i.e. 
correctly predicted positive instances, out of a l l the instances that the model predicted as 
positive, which includes both true positives and false positives, i.e. instances which were 
wrongly predicted as positive. Mathemat ica l ly precision can be defined as [77] [1]: 

True positives 
Precis ion = — —— 

True positives + False positives 

A high precision score means the classifier is good at avoiding false positive predictions, 
however it may come at the expense of higher false negative rates [77]. 

4.5.3 Recall 

Recal l , also known as sensitivity is a metric that quantifies the abi l i ty of a model to correctly 
identify a l l relevant instances w i t h i n a dataset. In other words, it measures how often 
a machine learning model correctly identifies true positives from a l l the actual positive 
samples in the dataset. Mathemat ica l ly recall can be defined as [77] [53]: 

True positives 
Recal l = — ———— 

True positives + False Negatives 

This metric works well for problems that have imbalanced classes since it is focused on 
the model's abi l i ty to find objects of the target class. Thi s metric is important i n scenarios 
where missing a positive instance carries significant consequences and you want to find a l l 
objects of the target class [1]. 
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4.5.4 Fl-score 
The Fl-score is an important metric i n machine learning, part icular ly in classification tasks 
as it provides a balanced measure of a model's precision and recall . F l - score is the harmonic 
mean of these two metrics, which means it gives an equal weight to both precision and 
recall. F l - score combines both precision and recall into a single metric, providing a more 
comprehensive evaluation of the model's performance. Mathemat ica l ly F l- score can be 
defined as [77] : 

„ Precis ion • Recal l 
F l = 2 

Precis ion + Recal l 

F l-score metric is especially useful i n situations where an precision and recall is equally 
important . This metric is part icular ly also valuable in datasets w i t h imbalanced class 
distributions. The Fl- score serves as a single measure to gauge the effectiveness of the 
model i n terms of rel iabi l i ty i n its predictions [53]. 

4.5.5 Confusion Matr ix 

Confusion matr ix is a performance evaluation tool i n machine learning which represents the 
accuracy of a classification model . Confusion matr ix is an N x N matr ix used for evaluating 
the performance of a classification model , where N is the tota l number of target classes. 
The diagonal cells from the top-left to the bottom-right represent correct predictions by 
the model where the predicted class matches the actual correct class. The non-diagonal 
cells indicate errors made by the model . Thi s matr ix layout allows for a comprehensive and 
interpretable visual representation of how well the model is performing across a l l classes [24]. 
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Chapter 5 

Implementation of the Facial 
Expression Recognition System 

For the implementation of the facial expression recognition system I have chosen to use 
the Tensorflow and Keras libraries for P y t h o n . Tensorflow is a l ibrary that offers extensive 
options for creating machine learning models, t ra ining them iteratively and exporting them. 
TensorFlow provides robust capabilities to deploy machine learning models on a variety 
of environments such as servers, edge devices, smartphones, microcontrollers, C P U s and 
G P U s [11]. 

Keras is an A P I that works along w i t h Tensorflow. The goal of Keras is to reduce 
the congnitive load and offer consistent and simple A P I s which minimize the number of 
user actions required for common use cases. Furthermore, Keras focuses on code concise
ness, maintainabi l i ty and deployability. The codebases creating w i t h Keras are usually 
smaller, more readable and are easier to deploy on various environments. Keras also offers 
a straightforward way to create custom machine learning architectures or to s imply choose 
from a variety of well-known and established machine learning architectures [35]. 

5.1 Data Preprocessing 

Firs t of a l l , as described i n section 4.1 I have to import the F E R - 2 0 1 3 dataset and then 
divide the dataset into tra ining, val idation and testing datasets. For this exact purpose I 
am using the Deeplake l ibrary for P y t h o n . 

Deeplake is a specialized P y t h o n l ibrary that is designed for managing and ut i l iz ing 
datasets in machine learning applications. It pr imar i ly focuses on providing a robust and 
efficient means of accessing, storing and preprocessing large datasets that are commonly 
used i n machine learning projects. The core functionality of Deeplake revolves around its 
abi l i ty to interact w i t h a variety of database systems which makes it highly adaptable for 
different data storage environments. It simplifies fetching, transformation, and preparation 
of datasets for t ra ining and evaluation of machine learning models. Thi s makes it a valuable 
tool for those working w i t h extensive datasets, as it makes the data handl ing process easier 
and al lowing for more focus on model development and performance opt imal izat ion [49]. 
Furthermore, Deeplake offers an easy way to access and download well-known datasets for 
machine learning models such as the F E R - 2 0 1 3 dataset that I a m using i n this thesis. The 
FER-2013 dataset is also already divided into the tra ining, val idat ion and testing dataset 
i n the Deeplake databse [34]. 
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After loading the F E R - 2 0 1 3 tra ining and val idat ion datasets to local variables, the 
ind iv idua l tensors for images and labels must be separated and extracted for further pre
processing. 

The separated and extracted images from the tra ining and val idation datasets are sub
sequently converted to R G B representation. Thi s is necessary because the original images 
are grayscale, therefore they only have one colour channel and I have found out that certain 
layers from the Keras l ibrary need three colour channels to work correctly. Thi s conversion 
from grayscale to R G B representation is done w i t h the convert_to_rgb function. Thi s 
function transforms the grayscale images to three colour channel images by dupl icat ing the 
single channel across the three channels which makes the images compatible w i t h functions 
that expect R G B input. 

The next step after the images have been converted to R G B representation is to nor
malize the images from the tra ining and val idation datasets for the model . This is done by 
div id ing the tra ining and val idation dataset images by 255 which normalizes the values of 
pixels of each image between the values of 0 and 1, as originally the values of not normalized 
images were between 0 and 255. 

Another step is to perform one-hot encoding for the labels for the images i n tra ining 
and val idation datasets. Thi s is done by using the to_categorical function from Keras 
l ibrary which performs the one-hot encoding on the original numerical label of the target 
class. For example, i n the F E R - 2 0 1 3 dataset the facial expression of anger is encoded as 
a numerical value of 0, and it has seven categories for facial expressions, so the chain of 
encoding from the actual class name to one-hot encoding looks like this: 

Anger —> 0 —> [1, 0, 0, 0, 0, 0, 0] 

5.1.1 Data Augmentation 

After the images from the tra ining and val idation datasets have been normalized and their 
labels converted to one-hot encoding I implemented the data augmentation. D a t a augmen
tat ion is implemented using the ImageDataGenerator class from the Keras l ibrary. The 
ImageDataGenerator class generates batches of tensor image data w i t h real-time data aug
mentation which effectively increases the diversity of the tra ining dataset. This data aug
mentation class includes transformations like rotations, shifts, shear, zoom, flips, and other 
transformations which help in making the model more robust to different variations in new 
data. The process involves specifying the desired transformations and then integrating the 
augmented data into the tra ining process which often leads to better generalization capabil
ities and improved model performance. Furthermore, the ImageDataGenerator class also 
reduces overfitting because it exposes the model to a wider range of variations of the input 
data. 

Personally, in data augmentation I a m using rotations up to 20 degrees, very m i l d w i d t h 
and height shifts, shear and zoom. I a m also using the horizontal flip transformation, so 
that the faces on the images can be flipped and symmetrical images of faces and facial 
expressions can be created. 

5.1.2 Class Weights 

D u r i n g the implementation I have found out that data augmentation alone isn't enough 
for the class imbalance i n F E R - 2 0 1 3 dataset. Therefore, I decided to also use class weights 
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along w i t h data augmentation to help combat the bias for the majori ty classes i n the tra ining 
dataset during the tra ining phase. 

Class weights i n machine learning is a technique used to combat class imbalances in 
datasets where certain classes are underrepresented compared to other classes. In a typical 
dataset, each class might not be equally represented which can lead to biases i n the model. 
Thi s causes that the model performs poorly on the underrepresented classes. Class weights 
are a possible solution to this problem. B y assigning different weights to ind iv idua l classes, 
the model can be encouraged to pay more attention to the underrepresented classes. This 
is part icular ly useful i n classification problems. The weights can be set manually or auto
matical ly based on the frequency of the classes. B y adjusting the learning process to focus 
more on the minor i ty classes, class weights can help i n achieving a more balanced and fair 
performance across a l l classes [91]. 

For this purpose I am using the compute_class_weight function from the scikit-learn 
library. Scikit-learn is an another open-source machine learning l ibrary for P y t h o n which 
is well-known for its s implicity, efficiency, and accessibility. One of its key strengths is its 
extensive documentation and examples. Scikit-learn is widely used and popular due to its 
versatil ity and ease of use, making it an important part of the P y t h o n machine learning 
capabilities [72]. 

The mathematical definition for computing class weights and the formula that the 
compute_class_weights uses is as follows [91]: 

n 

k * Uj 

Here the Wj is the calculated weight for the class j. The n is the to ta l number of 
samples, k is the number of classes and rij is the number of samples i n the j class. 

The computed class weights are then added as a parameter to the tra ining function of 
the model. 

5.2 Mode l Architecture — SqueezeNet 

The architecture that I decided to implement based on my specifications is the SqueezeNet 
architecture. More precisely, I implemented a customized version of the SqueezeNet archi
tecture for the facial expression recognition. 

SqueezeNet is a convolutional neural network ( C N N ) designed to provide competitive 
accuracy while using significantly fewer parameters compared to other architectures. This 
makes it very efficient for deployment i n environments where computat ional resources are 
l imited , such as on smartphones or embedded systems. The key part and innovation in 
the SqueezeNet architecture is the use of so called fire modules. These modules consist of 
a squeeze layer which uses l x l convolutional filters to reduce the depth. The squeeze layer 
if followed by an expand layer which combines the l x l w i t h 3x3 convolutional filters. Thi s 
design drastically reduces the number of parameters i n the network. Despite its compact 
size, SqueezeNet achieves accuracy levels comparable to larger networks like A l e x N e t which 
makes it a significant development i n opt imiz ing deep learning models for efficiency without 
sacrificing too much performance [55]. 

SqueezeNet architecture (5.3) starts w i t h a standalone convolutional layer. Thi s layer 
is then followed by eight fire modules and the architecture ends w i t h a final convolutional 
layer. The network is quite deep due to the number of these layers, but it retains its 
efficiency regarding the number of parameters [18]. 
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Figure 5.1: Microarchi tectura l view: Organizat ion of convolution filters i n the F i re mod
ule. [55]. 

These convolutional layers i n C N N s perform convolution on the input image. They apply 
a filter on the input image and extract important features such as edges or specific shapes 
and patterns. The filter moves across the input image and performs the convolution on the 
parts of the image that the filter is currently covering. The output of each convolutional 
layer is the so called feature map. Thi s feature map is a transformed version of the input 
image where the most prominent features detected by the filter are highlighted. Mul t ip l e 
filters can be used in a single convolutional layer and each of these filters is designed to 
detect different features from the image. These mult iple convolutional layers allow the C N N 
to capture complex hierarchies and patterns i n the image [30]. 

Figure 5.2: Out l ine of the convolutional layer [94]. 

After each convolutional layer a R e L U , i.e. Rectif ied Linear U n i t , activation function is 
used. Thi s function is a calculat ion that returns the input value if the input value is positive 
and if the value is negative, then it outputs the value of 0. Thi s s impl ic i ty of the R e L U 
function accelerates the tra ining process compared to other act ivation functions like sigmoid 
or tanh. Furthermore, it provides a solution to the problem of vanishing gradients [29]. 

The vanishing gradient problem i n C N N s arises during the tra ining phase, specifically 
from the way gradients are computed and used to update the weights of the C N N . Learning 
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in a C N N occurs through backpropagation where errors are propagated backwards from 
the output to adjust the weights of the C N N . However, i f the derivative of the activation 
function used i n the convolutional layers is very close to 0, it leads to smal l gradients. This 
causes the weights i n the convolutional layers to change very l i t t le , making it difficult to 
effectively t ra in certain convolutional layers in the C N N . If R e L U is used as the activation 
function i n a C N N , the value of the derivative w i l l have values of 0 or 1 which prevents the 
gradient from vanishing. Therefore, the use of R e L U function prevents the gradients from 
vanishing [57]. 

The R e L U function has become widely used i n many C N N s because of its efficiency. 
Mathemat ica l ly the R e L U function can be defined as follows [8]: 

f(x) = max(0, x) 

Next layers used i n the SqueezeNet architecture are the Pool ing layers that are added 
after the th i rd , seventh and n in th fire module. 

A pooling layer is a layer that is added after the convolutional layer. M o r e specifically, 
it is added after the activation function has been applied to the outputted feature maps. 
Pool ing layers provide various benefits for the C N N . They play an important role in reducing 
spatial dimensions which enable the model to learn different features from the dataset. The 
l imi ta t ion of the outputted feature maps from convolutional layers is that they record 
precise positions of features in the input image. This means that when the posit ion of the 
feature changes, the resulting feature map w i l l be different [28]. Poo l ing layers address this 
problem by making the C N N invariant to changes in the input images from transformations 
such as rotations or shifts. Furthermore, pool ing operations downsample the feature maps 
which results i n a decrease of parameters and computat ional load for the subsequent layers. 
There are two types of pool ing layers and those are the max pooling layer or the average 
pooling layer [17]. The SqueezeNet architecture uses max pooling layer after the t h i r d and 
seventh fire module and global average pool ing layer after the final convolutional layer [55]. 

The max pool ing layer works by s l iding a specified window across the inputted feature 
map and taking the m a x i m u m value w i t h i n that window [17]. 

The global average pool ing layer calculates the average of a l l the values in each feature 
map. Essentially, it takes the entire feature map and compresses it into a single average 
value [17]. 

After the final convolutional layer which has a number of filters equal to the number of 
classes, and the R e L U activation function and global average pooling, the output is passed 
through the softmax activation function which calculates the probabilities for a l l classes. 
The mathematical definition of the softmax function is as follows [83]: 

softmax(xi) = —-^ 
}2j i ' X j 

Here the Xi is the output of the global average pool ing layer for the i - t h class. e X i is 
the exponential of Xj. K represents the number of classes. ^2f=i e X j is the sum of the 
exponential scores for a l l classes. Thi s sum ensures that the softmax function outputs sum 
up to 1. Output of this function represents the probabi l i ty that the input belongs to class 
i. 
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Figure 5.3: Macroarchitectural view of our SqueezeNet architecture. Left: SqueezeNet: 
M i d d l e : SqueezeNet w i t h simple bypass; R ight : SqueezeNet w i t h complex bypass [55]. 

5.3 Customized SqueezeNet 

For my facial expression recognition system I used the SqueezeNet w i t h simple bypass as 
a base model for my implementation. 

The architecture w i t h simple bypass allows the input of the fire module to be added to 
its output. This helps to reduce the problem w i t h vanishing gradients which is described in 
section 5.2. Furthermore, the addit ion of the bypass usually helps to stabilize the learning 
process of the model and can lead to faster convergence and better performance. It can also 
improve the accuracy of the model , as the bypass enables features that could potential ly 
be lost i n the convolutional layers to be carried from one fire module to another i n the 
model [55]. In my model the bypass connection is used in a l l fire modules, i f the channels 
of the output and input of the fire module match. 

The first addit ion that I have made to the original SqueezeNet architecture w i t h bypass 
is that I added addit ional three fire modules, so that the model has sl ightly more parameters 
and more convolutional layers that can extract features from the input images. 

Another addit ion that I have made to the fire modules of the SqueezeNet is adding 
a Dropout layer to the convolutional layers of the fire module after I experienced a problem 
w i t h overfitting during the tra ining phase. Dropout is a regularization technique that is used 
to reduce the overfitting of the model and enhance the model's generalization capabilities. 
Thi s method works by randomly removing or dropping inputs to another layer. Specifically, 
it sets a number of input units to zero at each update of the model dur ing the tra ining phase. 
In my case, this dropout layer sets random pixels i n the outputted feature maps from the 
convolutional layer to zero. Thi s random dropping of inputs is controlled by the dropout 
rate which represents the probabi l i ty w i t h which the inputs or pixels are dropped [27] [20]. 
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The dropout rate which I use i n my model is 0.2. Tha t means that each pixel has a 20 % 
probabil i ty of being dropped. 

(a) Standard Neural Network (b) Neural Net wi th Dropout 

Figure 5.4: A n i l lustrat ion of the dropout mechanism w i t h i n the proposed C N N . (a) Shows 
a standard neural network w i t h 2 hidden layers, (b) Shows an example of a thinned network 
produced by applying dropout, where crossed units have been dropped. [80]. 

Last addit ion that I have made to the fire modules of the SqueezeNet is adding Ba tch 
normalizat ion layer after the squeeze convolutional layer i n the fire module because I wanted 
to increase the t ra in ing speed of the model . Ba tch normalizat ion is a technique that im
proves the tra ining speed and model stability. Furthermore, batch normal izat ion can act as 
a form of regularization that reduces overfitting. B y normal iz ing the input by normaliz ing 
and scaling the output from the previous layer, batch normal izat ion allows each layer of 
the network to learn more independently. D u r i n g the tra ining phase batch normalizat ion 
reduces the so called internal covariate shift, which is the change i n the dis tr ibut ion of 
inputs due to the updat ing of weights i n previous layers. Thi s normal izat ion is performed 
for each tra ining mini-batch and it involves calculating the mean and variance [84] [26]. 

W h e n given inputs x for a mini-batch of size m, batch normal izat ion transforms each 
input follows [71] [65]: 

1. F irs t ly , the mean JJLB of the mini-batch is calculated. 

m 
Ms = — 7 Xi 

m ' i=i 
rn ^—* 

2. After that , the variance aB of the mini-batch is calculated. 

^ m 

o% = — yZ(xi-I^B) 2  

i=l 

3. Next the input data Xi are transformed into normalized data Xi using the calculated 
mean and variance. 

Xi - HB 
X >j 
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Here, the e is a very small constant that is added to avoid divis ion by zero. 

4. Lastly, the scaling and shifting transformations are applied using the 7 and (3 param
eters. These parameters are learned along w i t h other parameters of the model during 
the t ra in ing phase. 

The output yi is the new normalized input into the next layer of the model. 

The entire customized SqueezeNet architecture w i t h bypass is implemented i n the 
SqueezeNet and f ire_module_with_bypass functions. 

5.4 Training 

After implementing the entire model architecture, the model needs to be trained. The 
configuration of the model for tra ining is implemented using the compile method. The 
tra ining itself is implemented using the f i t method. A s I described in section 4.4 another 
important part of implementat ion is choosing the loss function and optimizer which are 
used by the model dur ing the tra ining phase. 

5.4.1 Loss Function — Cross Entropy 

Entropy and cross entropy are concepts in information theory which are often used in 
machine learning for evaluating and opt imiz ing the performance of classification models 
like C N N s , including models that were designed for mult i- label classification tasks. 

Entropy i n the field of information theory and machine learning is a measure of un
predictabil i ty or randomness w i t h i n a system. Specifically, it is the average uncertainty, 
surprise, or information characteristics to the possible outcomes. In short, entropy measures 
the uncertainty that is associated w i t h random events w i t h i n the system. The mathematical 
definition of entropy H(X) is as follows [78] [88]: 

Here the p{xi) represents the probabi l i ty of class i occurring i n the dataset. Constant 
K is the number of classes. 

The cross entropy loss function is an important element in tra ining C N N s , especially 
when the C N N is dealing w i t h classification tasks that involve mult iple classes, i.e. mult i -
label classification. This loss function measures the difference between the predicted prob
abil i ty output by the C N N and the true class, represented as a one-hot encoded array or 
vector. For each input , the C N N predicts probabilities across a l l classes of the provided 
dataset and the categorical cross entropy loss function computes the logar i thm of the proba
bi l i ty assigned to the true class. Essentially, this function penalizes the model more heavily 
when the model assigns a low probabi l i ty to the correct class. Thi s encourages the model 
to adjust its weights to increase the accuracy of its predictions [78] [88]. Mathemat ica l ly 
the categorical cross entropy loss function L is defined as follows [4]: 

yi = 7 Xi + (5 

K 
H{ x) = ~ ^2 P(xi) logp(Xi) 

i=l 

K 

i=l 
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Here the K constant is the number of classes. The \ji is the binary indicator, i.e. 0 or 
1, i f the class label is the correct classification for the current observation or image. The 
p(i) is the predicted probabi l i ty that the current observation or image belongs to class i. 

5.4.2 Optimizer — Adam 
A d a m optimizer, i.e. Adapt ive Moment Es t imat ion , is an opt imizat ion a lgor i thm used 
i n t ra in ing machine learning models. A d a m is a popular optimizer that is used in many 
machine learning tasks because it is straightforward to implement, computat ional ly efficient 
and requires l i t t le memory. It works well across a wide range of problems and typical ly 
converges faster than other optimizers [32]. 

A d a m optimizer is a combinat ion of two other opt imizat ion algorithms. Those being 
the Stochastic Gradient Descent w i t h momentum, i.e. S G D w i t h momentum, and Root 
M e a n Squared Propagat ion, i.e. R M S P r o p . M o m e n t u m speeds up the tra ining by acceler
ating gradients in the right direction by adding a fraction of the previous gradient to the 
current one. In R M S P r o p parameters w i t h high gradients get smaller update steps, and low 
gradients get bigger update steps. In short, momentum is about accelerating i n consistent 
directions and R M S P r o p is based on controll ing the potential overshooting by modulat ing 
the step size [15]. 

Mathemat ica l definition of A d a m opt imizat ion a lgori thm is as follows [74] [15]: 

1. F i r s t ly , the gradient gt is calculated using the derivative of the loss function L and 
derivative of weights w at t ime t. 

5 L 
9t S wt 

2. Secondly, the momentum is calculated. 

mt = fcmt-i + (1 - Pi)gt 

Here the mt is the average of the gradients. Us ing averages makes the a lgor i thm con
verge towards the global m i n i m u m faster. The (3\ is a decay rate for the momentum, 
and typical ly it is set to 0.9. 

3. Next , the R M S p r o p is calculated. 

vt = fhvt-i + (1 - h)9t 

Here the vt is the average of the squared gradients. The squared gradients mean that 
when the variance of gradients is high the learning rate is reduced, and when the 
variance of gradients is low the learning rate is increased. The 02 is a decay rate for 
the squared gradients, and typical ly it is set to 0.999. 

4. Another step is to perform the so called bias correction for the calculated mt and vt-

mt 

Vt 

1 - / 3 * 

vt 

This is done so that the mt and vt w i l l not be biased towards 0 and to prevent high 
oscillations near the global m i n i m u m . 
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5. F inal ly , the weights of the model are updated using the bias corrected rrit and vt-

wt+i =wt- a —= 
Vvt + e 

Here, the a is the learning rate of the model and e is a very small constant that is 
used to avoid divis ion by zero. 

5.4.3 Model Checkpoint 
D u r i n g the first couple tra ining experiments I discovered that I should save the model 
during the tra ining phase. Thi s way I could t ra in the model for more epochs and not worry 
about overfitting, as I would have saved the model which had the best accuracy and loss 
metrics. 

For this exact purpose I used the ModelCheckpoint class from Keras l ibrary. Thi s class 
allows to save the model dur ing the tra ining phase after certain conditions that I defined 
are met. I added parameters to the ModelCheckpoint class, so that it monitors model's 
accuracy on the val idation dataset. Furthermore, I added a parameter that saves the model 
only when the accuracy on the val idation dataset improves. This way I can t ra in for more 
epochs and know that only the best performing model is saved. 
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Figure 5.5: A diagram of the implemented architecture. Left: Architecture of the entire 
model. Right : Architecture of a single fire module. 
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Chapter 6 

Training and Evaluation 

A s I already mentioned implementation of machine learning models is an iterative process 
that requires experimentation w i t h various hyperparameters and architecture of the model. 

F irs t of a l l , a l l t ra ining and evaluation of models was done using either my laptop or 
Google Colab . O n my laptop the models were trained on my laptop's C P U , which i n this 
case is an Intel Core i9 2.3 G H z 8-core processor. In Google Colab I used various G P U s 
for t ra ining my models. This G P U s were the N V I D I a T 4 , N V I D I a L 4 Tensor Core and 
N V I D I a A100 Tensor Core. I used the Google Colab G P U s to greatly increase the tra ining 
speed, so that I could make more frequent modifications to the implemented models. The 
durat ion of a single epoch for the customized SqueezeNet architecture on my laptop's C P U 
was around 125 second and on Google Colab's L 4 G P U it was around 25 seconds. 

Before settling for the SqueezeNet architecture I tr ied using various different convolu-
t ional neural networks ( C N N ) . The Keras l ibrary allows accessible and easy way to use 
well-known and widely used deep learning models [36]. 

6.1 ResNet50 and EfficientNet 

After implementing a l l of the data preprocessing I started w i t h the ResNet50 architecture. 
Thi s architecture does not follow the specification that I set for a smaller network w i t h fewer 
parameters, but I wanted to see how does a deeper network w i t h a lot of parameters perform. 
I started w i t h t ra ining the ResNet50 model that was already trained on the ImageNet 
dataset w i t h just modifying the fully connected layers to fit my F E R - 2 0 1 3 dataset and fine-
tune it for my classification task. I quickly discovered that the model overfits extremely 
just after 20 epochs. After that, I added dropout to the fully connected layers, but the 
model s t i l l overfitted and was not very stable. 

After that I gave up on ResNet50 and tr ied the EfficientNet architecture to see how 
it performs. The EfficientNet model performed better than the ResNet50, however it s t i l l 
overfitted slightly and the loss metric was too high. Furthermore, I wanted to use a smaller 
network w i t h fewer parameters. Therefore, the ResNet50 and EfficientNet architectures 
were not suitable for my specification and applicable i n i n wide range of devices including 
devices w i t h l imi ted memory and computat ional capabilities. 
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6.2 V G G 1 6 and V G G 8 
Next up I moved to a smaller and well-known V G G 1 6 architecture. F irs t ly , I t r ied to 
fine-tune the V G G 1 6 model that was trained on the ImageNet dataset. This approach 
performed s imilar ly to the ResNet50 architecture in the fact that it overfitted. After that I 
tr ied to use a V G G 1 6 architecture that was not pre-trained and implemented the V G G 1 6 
architecture using the Keras A P I , so that I could modify the entire architecture of the model. 
Thi s way I added dropout layers after every convolutional block and fully connected layers. 
Furthermore, I added batch normalizat ion at the beginning of every convolutional block. 
Thi s model performed much better than the pre-trained one, although it s t i l l overfitted 
slightly and I wanted to t ry even smaller networks. 

Subsequently, I tr ied to remove some convolutional layers from the V G G 1 6 architec
ture to create a smaller V G G 8 network. This architecture performed very s imilar ly to the 
V G G 1 6 architecture without considerable improvement i n performance on the F E R - 2 0 1 3 
dataset. I also modified this V G G 8 architecture w i t h dropout layers after the fully con
nected layers and added batch normalizat ion after every convolutional layer. Unfortunately, 
this model usually overfitted more than the V G G 1 6 architecture and the accuracy metrics 
were similar. 

Class i f i cat ion Report 

0 - 0 .6294 0.5153 

1 - 0 .8788 0.5273 0.6591 

2 - 0.5155 0.3144 0.3906 

3 - 0.9197 0.8339 0.8747 

4 - 0 .4441 i m 0.5420 

5 - 0.7070 0.8293 0.7633 

6 - 0 .6434 0.6342 0.6388 

accuracy - 0.6509 0.6509 0.6509 

macro avg - 0 .6768 0.6214 0.6336 

we igh ted avg - 0.6683 0.6509 0.6489 

recall f l - s c o r e 

Figure 6.1: Classification report of the trained V G G 1 6 architecture. Labels : 0 = Anger , 1 
= Disgust, 2 = Fear, 3 = Happiness, 4 = Sadness, 5 = Surprise, 6 = Neutra l . 
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Figure 6.2: Confusion matr ix of the trained V G G 1 6 architecture. 

6.3 Squeeze-Net 
After I tr ied the aforementioned architectures I decided to use the SqueezeNet architecture 
which was the perfect candidate based on my specification. 

First ly , I started experimenting and tra ining using the original SqueezeNet architecture 
without any bypass connections between fire modules. However, like the other models 
this model suffered from overfitting and achieved lower accuracy than the other models. 
Therefore, I chose to implement the SqueezeNet architecture w i t h bypass to combat the 
vanishing gradient problem and increase the accuracy. T h i s proved to be a good step 
because the accuracy of the model improved, but the problem w i t h overfitting s t i l l remained. 
Tha t is why I also added the dropout layers w i t h 0.2 dropout rate after each convolutional 
layer i n the fire modules. Thi s addit ion helped w i t h the overfitting, but the accuracy of the 
model dropped slightly. To address this I also added the batch normalizat ion layer after the 
first convolutional layer i n the fire modules. Thi s helped w i t h the learning convergence of 
the model and slightly increased the accuracy. Lastly, I changed the batch size from 512 to 
256 to enable the model to learn more from the tra ining dataset and enhance the model's 
generalization capabilities. 
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Figure 6.3: Classification report of the trained SqueezeNet architecture. Labels: 0 = Anger , 
1 = Disgust, 2 = Fear, 3 = Happiness, 4 = Sadness, 5 = Surprise, 6 = Neutra l . 

Confusion Matr ix 

Anger Disgust Fear Happiness Sadness Surprise Neutra l 
Predicted Labels 

Figure 6.4: Confusion matr ix of the trained SqueezeNet architecture. 
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6.4 Evaluation 
In the classification report of the SqueezeNet architecture (6.3) the facial expressions of 
emotions w i t h the lowest Fl-scores are the expressions of sadness and fear. In the confusion 
matr ix of the SqueezeNet architecture (6.4) we can see that the expression of sadness has 
been mostly confused w i t h the neutral expression because they share common features. 
Furthermore, we can see that the expression of fear was the hardest to classify overall 
because the expression of fear has features which can make it easily confused w i t h other 
emotions like surprise, sadness or even neutral emotion. O n the other hand, the facial 
expression of emotions w i t h the highest Fl-scores are the expression of happiness, followed 
by the expression of surprise. The reason for having the highest F l - score is that the 
expressions of happiness and surprise have the most unique features out of a l l the expressions 
of emotions i n the F E R - 2 0 1 3 dataset which make them the easiest to classify. 

In the classification report of the V G G 1 6 architecture (6.1) the facial expressions of 
emotions w i t h the lowest Fl-scores are the expressions of fear and sadness. In the confusion 
matr ix of the V G G 1 6 architecture (6.2) we can see that the expression of sadness has been 
heavily confused w i t h the neutral expression. Furthermore, we can see that the expression 
of anger was mostly confused w i t h the expression of sadness, and that the neutral expression 
was mostly confused w i t h the expression of sadness. O n the other hand, the facial expression 
of emotions w i t h the highest Fl-scores are the expression of happiness, followed by the 
expression of surprise. 

If we compare both confusion matrices, we can see that the SqueezeNet architecture 
makes less confusions between the facial expressions of emotions, as the confusion mat r ix of 
the SqueezeNet is more diagonal than the confusion matr ix of V G G 1 6 . Next , i f we compare 
the classification reports, we can see that the F l- score for the expression of fear is 12 % 
higher i n the Squeezenet architecture. The Fl-scores of other expressions are s imilar i n both 
SqueezeNet and V G G 1 6 architectures. The overall accuracy of the implemented SqueezeNet 
architecture is 66.37 % and the the accuracy of the implemented V G G 1 6 architecture is 
65.09 %. The implemented SqueezeNet model has 1 377 655 parameters and the size of the 
whole model is 5.26 M B . The implemented V G G 1 6 model has 28 913 223 parameters and 
the size of the whole model is 110.3 M B . 
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Chapter 7 

Conclusion 

In this thesis I studied the psychological background of emotions and facial expressions. 
I found out that there are mult iple approaches to categorizing and defining emotions and 
facial expressions. I researched the biological background of emotions and the anatomical 
background for the muscles of the face. Furthermore, I studied the sociological aspects of 
facial expression of emotions such as the universality of facial expressions, the so called 
microexpressions and the overall importance of facial expressions i n our lives. Last but not 
least, I also researched the impact of certain diseases on facial expressions. 

Another part of this thesis was designing and implementing an automated facial ex
pression recognition system using machine learning. M y ma in goal was to use or create 
a smal l C N N w i t h fewer parameters, so that the model could be applicable in embedded 
devices w i t h l imited memory and computat ional resources. Tha t is why after t ra ining and 
experimenting w i t h various C N N s , such as Resnet and V G G 1 6 , I ma in ly focused on the 
SqueezeNet architecture which I customized to serve my specific requirements. The results 
of the customized SqueezeNet architecture prove that the SqueezeNet architecture can be 
uti l ized i n facial expression recognition and it's results can be comparable to other much 
larger C N N s such as the V G G 1 6 . 

In conclusion, this thesis provides valuable insights into facial expression recognition 
( F E R ) . It establishes a foundation for future work aimed at not only enhancing the accuracy 
of automated F E R systems but also at developing smaller, more efficient machine learning 
models suitable for use i n embedded devices. 
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Chapter 8 

Future Work 

In future studies, I suggest using different dataset such as the AffectNet dataset for archi
tectures used in this thesis or s imilar architectures and evaluate these architectures on the 
chosen dataset and compare the results. 

Furthermore, it is essential to make further improvements i n accuracy of automated 
facial expression recognition systems by experimenting w i t h different smaller and more 
efficient networks such as Mobi leNet . Addi t ional ly , accuracy could be improved by further 
modifying the proposed or s imilar architectures w i t h addit ional layers, hyperparameter 
opt imizat ion and ut i l i z ing lasso regression or ridge regression apart from dropout and batch 
normalizat ion to combat overfitting. 

Last but not least, since this thesis also puts an emphasis on the usage of automated F E R 
systems i n embedded devices, it is important to research the capabilities and applicabi l i ty 
of facial expression recognition systems on devices such as Raspberry P i . 
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