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ABSTRACT

The diploma thesis provides an introduction to Direct Time of Flight LIDAR systems
and Time to Digital Converters used in these systems. It discusses the problem of
clock distribution in LIDAR Time to Digital Converter arrays, and examines one of the
possible solutions to this problem based on injection locked oscillators. The injection
locking phenomenon is thoroughly mathematically described and a Matlab model of
an injection locked ring oscillator is presented, confirming the analytic predictions. In
ONKG®65 processing technology, an injection locked ring oscillator biased by a delay locked
loop meant specifically for application in Time to Digital Converters for LIDAR systems
has been designed. The designed oscillator has been verified by computer simulations
taking process, voltage and temperature variations into account and offers specified
time resolution of 50 picosecond as well as two times less clock jitter than an equivalent
free-running oscillator in the given processing technology.

KEYWORDS

LIDAR, time of flight, time to digital converter, injection locked oscillator, CMOS

ABSTRAKT

Diplomova prace priblizuje systémy LIDAR pfimo méfici Cas priletu a Casové digitalni
prevodniky urcené k pouziti v téchto systémech. Predstavuje problematiku distribuce
hodinovych signali napfi¢ soubory ¢asové digitalnich prevodniki v LIDAR systémech a
vénuje se jednomu z novych feSeni této problematiky, které je zaloZené na injekci za-
vésenych oscilatorech. Technika injekéniho zavéseni oscilator(l je dlikladné matematicky
popsana. V programu Matlab byl vytvofen simulacni model injekci zavéSeného kruho-
vého oscilatoru, ktery potvrzuje spravnost uvedenych analytickych predikci. Ve vyrobni
technologii ONK65 byl navrzen injekci zavéseny kruhovy oscilator stabilizovany pomoci
smycCky zavésu zpozdéni, urleny pro implementaci Casové digitalniho prevodniku pro
systém LIDAR. Navrzeny injekci zavéseny kruhovy oscilator byl verifikovan pocitacovymi
simulacemi zohlednujicimi vliv procesnich, napétovych i teplotnich variaci. Oscilator po-
skytuje specifikované Casové rozliseni 50 pikosekund a dosahuje dvakrat nizsi hodnoty
fazového neklidu nez ekvivalentni volnobézny oscilator v dané technologii.
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LIDAR, ¢as priletu, ¢asové digitalni prevodnik, injekci zavéseny oscilator, CMQOS
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ROZSIRENY ABSTRAKT

Vynalez jednofotonové lavinové diody a moznost jeji integrace do fady standardnich
CMOS vyrobnich procesii umoznily rozvoj novych snimacich a zobrazovacich technologi.
Citlivost tohoto fotodetektoru na jednotlivé fotony a schopnost detekovat ¢as dopadu
s pikosekundovym rozliSenim vyuzivaji pozitronové emisni tomografy, riizné druhy spek-
troskopie a mikroskopie nebo pravé systémy LIDAR s pfimym mérenim doby priletu.

Zakladnim principem téchto systémi je méreni ¢asového intervalu od okamziku, kdy
je vyslan laserovy paprsek, do okamziku, kdy je opétovné detekovan detektorem, ktery
se sklada pravé z jednofotonovych lavinovych diod. Jelikoz je rychlost svétla v prostfedi
zndma konstanta, Ize s pomoci zméreného Casového intervalu vypocditat vzdalenost k
prekazce, od které se paprsek odrazil. Systémy LIDAR proto funguji jako zobrazovaci
snimace, které misto vinové délky nebo intenzity dopadajiciho elektromagnetického zareni
snimaji Cas priletu, a tedy vzdalenost k objektim v jejich zorném poli. Ve srovnani s
ostatnimi metodami méreni vzdalenosti v 3D prostoru, jako jsou napfiklad ultrazvukové
senzory, stereoskopické kamerové systémy nebo mikroviné radary, mohou systémy LIDAR
nabidnout lepsi rozliSeni, vétsi dynamicky rozsah, nizsi naro¢nost na vypocetni vykon a
schopnost pracovat v prostredich s dennim svétlem i ve tmé.

Systémy LIDAR casto nachazi uplatnéni v automobilovém primyslu, kde tvofi jednu
z klicovych komponent modernich pokrocilych asistencnich systémi, protoze umoznuji
presné méreni vzdalenosti k prekazkam v prostoru. Uz nyni také existuji prototypy
samoridicich automobill, které se pri orientaci v prostoru spoléhaji pravé na systémy
LIDAR [1].

Prvni kapitola semestrélni prace se vénuje systémim LIDAR a jejich hlavnim kom-
ponentam. Predstavuje dva zakladni pristupy snimani vzdalenosti v zorném poli, tedy
metodu skenovani, kterd zorné pole ozafuje postupné po jednotlivych segmentech, a
metodu zablesku, kterd zorné pole ozafi rozptylenym svétlem v jediny okamzik a snima
jej celé soucasné. Dalsi sekce prvni kapitoly se pak zabyva laserovymi zdroji a pozadavky,
které jsou na né kladeny. Vybér vinové délky nebo optického vykonu laseru urcuje do
velké miry odstup signalu od Sumu celého systému.

Velka ¢ast prvni kapitoly je vénovana jednofotonovym lavinovym dioddm, které jsou
optimalnimi fotodetektory pro systémy LIDAR. Je popsana jejich struktura, jednotlivé
faze prlrazu, Sum a preslechy, Gcinnost detekce nebo tzv. “hasici” obvody. Protoze
se od systémi{ LIDAR ocekava vysoké prostorové rozliseni, jsou diskutovany i moznosti
zapojeni téchto detektorl do vétsich soubord.

V posledni sekci prvni kapitoly je pak osvétlena dilezitad technika, kterda umoznuje
presnou rekonstrukci Casu priletu fotonl i v zasuménych venkovnich prostredich. Tato
technika se nazyva Casové korelované cCitani fotond. Principem této metody je méfeni

Casu priletu v nékolika cyklech, kdy je kazdy vysledek méreni uloZzen do histogramu. Na



konci méfeni je pak vysledny cas priletu uréen jako modus jednotlivych konverzi. Jsou
diskutovany i dalsi moznosti zlepseni tohoto algoritmu.

Druha kapitola se vénuje Casové digitalnim prevodnikiim, které méfi Cas priletu.
Jejich parametry, jako dynamicky rozsah, rozliseni, Sum apod., jsou tedy urcujici pro
presnost celého systému. V této kapitole jsou priblizeny techniky pouzivané pri jejich
realizaci pro LIDAR systémy, slouzici pro zvyseni linearity prevodni charakteristiky nebo
snizeni vykonové spotfeby. Vykonova spotreba téchto prevodnikl je obzvlasté dilezita,
protoze LIDAR systémy obsahuji velké soubory fotodetektoril, a tedy i velké soubory
Casové digitalnich prevodnik.

Dale jsou predstaveny jednotlivé typy prevodniki — hrubé prevodniky s velkym dy-
namickym rozsahem zalozené na jednoduchych ¢&itacich, dale tzv. “jemné” prevodniky
spoléhajici na propagacni zpozdéni digitalnich signali a umoznujici dosazeni rozliseni v
fadu desitek pikosekund, i skute¢né pokrocila feseni umoznujici dosazeni rozliseni v radu
jednotek pikosekund. Protoze nastaveni operaéniho bodu zpozdovacich bunék jemnych
Casové digitalnich prevodnik( se v praktickych feseni nastavuje pomoci tzv. zavési
zpozdéni (DLL), ¢ast druhé kapitoly se vénuje i jim a zplGsoblim implementace fizenych
zpozdovacich bunék v CMQOS vyrobnich procesech.

Na zavér druhé kapitoly je predstavena problematika distribuce hodinovych signali
napri¢ soubory Casové digitalnich prevodniki. Jelikoz je v LIDAR systémech velky pocet
prevodniki, vzdalenosti mezi nimi jsou na poméry integrovanych obvodi vysoké a pfi
distribuci hodinovych signald na dlouhé vzdalenosti mize vlivem parazitnich vlastnosti
kovovych propojovacich vrstev dochazet k velkym dynamickym ztratam. Alternativnim
pristupem je generovani hodinovych signall lokalné pomoci kruhovych oscilatort, coz je z
pohledu vykonovych ztrat optimalni feSeni, avsak vzajemny nesoubéh téchto oscilatorl se
projevi ndhodnou chybou zisku a vzorovym Sumem jednotlivych “pixeld” LIDAR systému.

Novy pristup feseni tohoto problému reprezentuji tzv. injekci zavésené oscilatory.
To jsou oscilatory, které je mozné pomoci periodickych injekci relativné malé energie
(nejéastéji v podobé proudovych pulzi, resp. davek naboje) zavésit na frekvenci injekci.
Treti kapitola je vénovana tomuto fenoménu, ktery je vysvétlen jak pomoci modelu har-
monického LC oscilatoru, tak pomoci modelu kruhového oscilatoru. Treti kapitola ob-
sahuje kompletni matematické postupy vedouci k odvozeni rovnic pro tzv. rozsah zavésu,
coz je rozsah frekvenci injekci, na které je oscilator schopen se zavésit. Je také pred-
staveno konkrétni feseni problému distribuce hodinovych signaldi napfic¢ soubory casové
digitalnich prevodnikd, které diky injekénimu zavéseni dokaze garantovat synchronizaci
frekvenci jednotlivych kruhovych oscilator(i, a to za pomoci slabych, a tudiz relativné
energeticky nendroénych periodickych injekci.

Dosavadni literatura o injekci zavésenych kruhovych oscilatorech se vsak nevénuje
nékterym neidealitdm jejich readlné implementace. Jednou z nich je napfiklad vliv sttidy
hodinového signalu, od kterého se odvozuji injekce, na rozsah zavésu injekci zavéseného



oscilatoru.

Ve Ctvrté kapitole je tudiz predstaven makromodel injekci zavéseného kruhového os-
cilatoru vytvoreny v programu Matlab Simulink, s jehoz pomoci byla prostrednictvim fady
analyz ovérena spravnost analytickych odvozeni predstavenych ve treti kapitole, a diky
némuz byla prozkoumana citlivost oscilatoru na variaci stridy injektovaného signélu. Bylo
zjiSténo, ze asymetrie sttidy injektovaného signalu snizuje rozsah zavésu, avsak oscilator
je na tento jev méné citlivy, pokud jsou injektované pulzy delsi v Case. To se shoduje s
hypotézou tzv. “citlivého okna", ktera je v této praci predstavena a intuitivné vysvétluje
princip zavéseni injekci zavéSenych kruhovych oscilatorli na jednoduchém modelu inver-
toru.

Pata kapitola se zabyva navrhem injekci zavéseného kruhového oscilatoru fizeného
pomoci zavésu zpozdéni, ktery je uren pro konstrukci Casové digitalniho prevodniku
pro systém LIDAR s rozlienim 50 pikosekund. Navrh probéhl ve vyrobni technologii
ONK®65, coz je standardni 65nm CMOS technologie. Pata kapitola vysvétluje dilezita
navrhova rozhodnuti jako volbu frekvence kruhovych oscilatord (625 MHz) nebo pocet
jejich stupnd (16). Velka cast kapitoly je také vénovana rozboru vzorové architektury
celého ¢asové digitalniho prevodniku, protoze ac je v této diplomové praci navrhovana jen
jeho Cast, pro navrhare dil¢ich obvodi je dilezité rozumét tomu, jakou roli navrhované
bloky v ramci systému spliuji, aby mohl optimalizovat jejich klicové parametry.

Samotny navrh na tranzistorové Grovni zacal navrhem a optimalizaci jednotlivych
zpozdovacich bunék, z kterych se kruhovy oscilator sklada. Poté nasledoval navrh in-
jekéniho obvodu, jehoz hlavnim cilem bylo zachovat co nejvyssi rozsah zavéseni, ale
zaroven neplytvat energii, k Cemuz byly vyuzity poznatky ze ¢tvrté kapitoly, ve které byl
injekci zavéseny oscilator modelovan v programu Matlab Simulink. Daéle se paté kapitola
vénuje navrhu zavésu zpozdéni, ktery slouzi k stabilizaci injekci zavéSenych oscilator
viéi procesnim, napétovym nebo teplotnim vychylkdm. Obvody zavésu zpozdéni byly
rozsireny o trimovaci obvody, které umoznuji kompenzovat chyby zpiisobené vyrobnim
rozptylem.

Funkce navrzenych obvodi byla ovéfena pocitacovymi simulacemi zohlednujicimi pro-
cesni, napétové a teplotni (PVT) extrémy. Az na jednu statisticky nepravdépodobnou a
z hlediska celkové vytéznosti zanedbatelnou kombinaci téchto extrémi bylo prokazano,
Ze jsou navrzené injekci zavésené kruhové oscilatory schopny zachytu na cilovou frekvenci
625 MHz i v nepriznivych podminkach. VysSe zminénd problematickd kombinace PVT
extrém( byla analyzovana a potencidlni feSeni spolecné s jejich pfipadnymi nevyhodami
byla diskutovana. Simulace zohlednujici Sum navrzenych obvodi dale potvrzuji, ze fa-
zovy neklid zavéseného oscilatoru je az o polovinu nizsi oproti volnobéznému stavu, coz
je v souladu s teoretickymi poznatky. Pocitacové simulace také dokladaji, Ze stfredni hod-
nota Casového rozliSeni, které navrzené oscilatory poskytuji, je skutecné specifikovanych
50 pikosekund, pfi¢emz smérodatnad odchylka tohoto Casového rozliseni je cca 17 %,



coz je dano zejména vlivem nesoubéhu jednotlivych stupnt oscilatoru. Dosazeni lepsiho
soubéhu a presnosti casového rozliseni by bylo mozné pouze za cenu zvyseni velikosti jed-
notlivych stupn(i, a tudiz i zvySenf jejich parazitnich kapacit, navazujiciho snizeni rychlosti
oscilatori, nutnému navyseni proudové spotieby pro kompenzaci snizené rychlosti a v
konec¢ném disledku nezanedbatelného zhorSeni vytéznosti v pfipadé “pomalych” proces-
nich odchylek. Toto byl jen jeden z mnoha kompromisdi ucinénych béhem navrhu, jez
dokladaji, Ze specifikace rozliseni 50 pikosekund je na hranici praktické dosazitelnosti
pro danou vyrobni technologii. Pata kapitola je zakoncena kratkou diskuzi nékolika al-
ternativnich YeSeni, které byly objeveny béhem navrhu a které by mohly prispét k reseni
nékterych vyse zminénych problémi nebo k odstranéni jednoho z trimovacich krokd.
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INTRODUCTION

The invention of the Single Photon Avalanche Diode (SPAD) and its integration
in standard Complementary Metal Oxide Semiconductor (CMOS) fabrication pro-
cesses has enabled rapid growth of a wide range of new imaging applications. The
single photon sensitivity and picosecond level temporal jitter of SPADs has been
utilized for low illuminance imaging, positron emission tomography, various types of
spectroscopy, fluorescence lifetime imaging microscopy, diffuse optical tomography
or Direct Time of Flight (DToF) based Light Detection and Ranging (LIDAR).

The DToF based LIDAR measures the time interval between the instant when
a laser pulse was transmitted, illuminating the scene, and the instant the reflected
photons have returned and were detected by the receiver. The time interval is then
used to calculate the distance to the obstacle. Compared to other 3D imaging and
ranging techniques such as ultrasonic sensors, stereo vision cameras or millimetre
wave radars, LIDAR can provide superior resolution and competitive dynamic range,
while requiring less computing power and operating reliably in environments with
uncontrolled ambient light or low illuminance conditions. This is achieved by uti-
lizing Time Correlated Single Photon Counting (TCSPC), a statistical technique
capable of restoring photon arrival times with picosecond resolution.

The superior spatial and longitudinal resolution of LIDAR has attracted atten-
tion from the automotive industry in particular, as it not only allows the detection of
road traffic, but also relatively small obstacles such as pillars, wires or road defects
at a distance. This information can be used by the Advanced Driver Assistance Sys-
tem (ADAS), which incorporates advanced cruise control, autonomous emergency
braking, pedestrian detection, forward collision warning etc. As new car assessment
programs across the world are expanding their safety rating criteria to include the
safety of pedestrians as well as the passengers, it is expected that in the near future,
safety systems like ADAS will be commonplace in cars across all price points. An
even more advanced driving system, autonomous driving, is another application for
LIDAR technology, as proven by Waymo, which uses a 360° LIDAR based computer
vision to operate their driverless car prototypes [1].

The main disadvantage of LIDAR has historically been its cost and size. To
scan the whole scene with a sufficient Signal to Noise Ratio (SNR), laser scanning
is needed, which requires complex optomechanical systems. The recent efforts are
therefore focused on bringing the cost and the size down by integrating the whole
scanning system on a single CMOS integrated circuit.

A DToF measurement system consists of the following main parts: the laser
source, the photodetector, the Time to Digital Converter (TDC) and the data pro-

cessing circuits. The TDC measures the time interval between the transmitted laser
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pulse and its reflected echo, and as such is one of the most critical parts, determining
the dynamic range and the resolution of the system. The key challenges of TDC
design are achieving the sub-nanosecond resolution, and the generation and routing
of the counting signals in a power efficient manner.

The chapter 1 of this thesis will introduce the general principles of DToF based
LIDAR systems, the operation of SPADs or the TCSPC technique. The chapter 2
will focus on TDCs, their key parameters, practical design techniques and their
various implementations. In the chapter 3, a novel approach to TDC architecture,
utilizing Injection Locked Oscillators (ILOs) to achieve power efficient clock gen-
eration and resolution on the order of tens of picoseconds will be described. In
chapter 4, a MATLAB model of an Injection Locked Ring Oscillator (ILRO) will be
presented. Finally, in chapter 5, an ILRO will be designed and simulated in a 65 nm
CMOS processing technology.
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1 DIRECT TIME OF FLIGHT LIDAR

This chapter will provide an overview of DToF LIDAR systems, as well as basic
insight into imaging strategies, laser sources, photodetectors and signal processing
techniques used in contemporary art. TDCs will be described later in chapter 2 in

more detail.

1.1 System overview

The basic structure and operation of DToF LIDAR systems is illustrated on Fig-

ure 1.1.
PULSE J\L
LASER
DETECTOR
TRIGGER [—® ARRAY
lSTOP
POINT
% TDC ||—s| DSP |—s( cLOUD
DATA

Fig. 1.1: DToF LIDAR system diagram

An electronically driven pulsed laser emits a light pulse, illuminating the scene,
also known as the Field of View (FoV). The same trigger signal, which fired the laser
pulse, is used to start the TDC measurement. As the travelling pulse hits objects
inside the FoV, a portion of the pulse, which (amongst other factors) depends on
the distance, the incident angle or the reflectivity of the surface of the object, is
reflected back and hits the detector. Upon detection, the detector produces an
electrical pulse, freezing the TDC. The TDC consequently outputs a digital value,
corresponding to the time interval between the firing of the laser and the detection
of its reflection. This time is called the Time of Flight (ToF), and can be used to
determine the distance travelled by the light pulse, which is simply

d = g - ToF (1.1)

where d is the distance to the obstacle and c is the speed of light. The division
by 2 needs to be included, because the reflected photons have travelled the distance
between the LIDAR device and the obstacle twice.
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A Digital Signal Processing (DSP) block performs various filtering and noise
rejection techniques on the TDC readings, namely Time Correlated Single Photon
Counting (TCSPC) which is described in more detail in section 1.5. The processed
data can be then used to build a “point cloud”, which is the desired representation
of the FoV with the distance measurements represented by points in a 3D coordinate

space.

1.2 Imaging methods

Since the final output of the LIDAR system is a 3D point cloud of the objects in
the FoV, and the FoV for applications such as automotive spans tens of degrees in
angular size, the method of its illumination has to be carefully considered.

There are two main types of DToF LIDAR differing in their approach to FoV
illumination. In this section, these methods will be briefly described and compared

according to their advantages.

1.2.1 Scanning LIDAR

The “scanning LIDAR” utilizes a laser beam with low angular divergence to scan
the FoV step by step using dual axis scanning. The beam needs to be steered across
the FoV over time, which is a challenge of its own. The precision and speed of the
scanning mechanism are now another factor determining the overall performance of
the system, and depending on the implementation, the scanning system can add

both significant costs and reliability issues.

SCANNING

|
D 7 LASER

5

4

I
DETECTOR
OPTICS

g4

DETECTOR

FIELD OF VIEW

Fig. 1.2: Hlustration of scanning LIDAR
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There are two main types of scanners which utilize actual mechanical movement
to direct the laser beam. The movement can be done with electrical stepper motors,
which has the benefit of a wide FoV but brings larger cost, power consumption,
size and reliability issues. In these cases, a polygon mirror reflecting the laser beam
can be rotated instead of the whole laser or LIDAR assembly, as demonstrated in
[2]. Despite the disadvantages, this is still the dominant method of scanning in
automotive applications because of its long range performance and wide, up to 360°
FoV [3, p.12).

A promising alternative are Micro-electro-mechanical System (MEMS) actuators,
which steer the laser beam using electrically driven micromirrors. The advantages
of such optical systems are clear: low weight, compactness, low cost and low power
consumption. Although the technology is already proven at short to medium range
(25m range demonstrated by [4]), it has not been able to reach the FoV and the long
range of rotational scanners. This technique is however getting increased attention
and the company Innoviz Technologies is claiming they achieved 600 m range and
73°%20° FoV with their new product [5], which could be the best commercially
released MEMS LIDAR so far.

Optical Phased Array (OPA) is a novel fully solid state method of beam steering.
The operating principle is identical to phased array antennas, where the direction of
the beam is determined by the phase difference between neighbouring transmitters,
allowing constructive interference of the electromagnetic waves in the desired direc-
tion and destructive interference in others. OPA scanners share the same advantages
of MEMS scanners, but since there are no moving parts at all in OPA scanners, they
can reach even higher scanning speeds (100 kHz reported by [6, p.409]) and better
reliability. However, the method does have issues with insertion power loss of the
phase shifting waveguides. Quanergy is a company aiming to provide a commercial
automotive OPA based LIDAR in the near future, claiming 120° FoV, 150 m range
and mean time between failure (MTBF') of more than 100 000h [7].

Finally, another novel option of implementing fully solid state beam steering is
to use an array of Vertical Cavity Surface Emitting Lasers (VCSELSs) and a special
optical lens. An identical lens can be used for the detector array, which has the same
size and number of pixels as the VCSEL array. Because the arrays and the optical
systems match, by activating certain pixels of the laser array, a small section of the
FoV is illuminated and the reflected photons arrive at the corresponding detector
array pixels. Ibeo Automotive, a company which has implemented multiple products
of this type, calls the method “sequential flash”, as it combines the philosophy of
both scanning and flash LIDAR. Their product ibeoNEXT Generic contains 10240
pixels in both the VCSEL and detector array, and claims 250 m range, FoV ranging
up to 60°x30° and angular resolution as good as 0.05° [8].
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1.2.2 Flash LIDAR

The other approach known as “flash LIDAR” uses an optical diffuser to increase the
angular divergence of the laser, illuminating the scene as a whole in a single pulse.
The challenge is therefore shifted away from the transmitter to the detector, which
needs to detect the reflections of the diffused laser, and the optical system, which
needs to restore the directional information in order to determine the distance to
obstacles in various regions of the FoV. Detectors positioned at the focal plane of a
lens are called Focal Plane Array (FPA) detectors. A natural advantage of the flash
LIDAR is the absence of moving parts and high refresh rate, as the whole FoV is

illuminated at once.

LASER
DIFFUSER

DETECTOR
OPTICS

g v

DETECTOR

FIELD OF VIEW

Fig. 1.3: Tlustration of flash LIDAR

The detector optical system is designed to match the divergence of the laser
diffuser, so that all the detector array pixels are illuminated simultaneously. The
spatial resolution is therefore determined by the pixel density of the array, which is
limited by the process node, the size of the chip and cost.

The main challenge with flash LIDAR is the SNR. Because the output power
of the laser is spread across the whole FoV, the reflections are weaker. Therefore
there is a clear inverse relationship between the size of the FoV and the maximum
detectable range. Special attention has to be given to the detector array design in
order to maximize its optical sensitivity and efficiency. Another potential issue is
the power consumption and associated thermal dissipation. With flash LIDAR, a
large number of TDCs need to be active simultaneously, requiring significant power
and producing large amount of heat.

An example of a flash LIDAR system implementation is described in [9], where

a 252x144 detector array was used, achieving 50 m range.
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1.2.3 Comparison

Although currently most widely used automotive LIDAR systems are based on rotat-
ing mirror scanners, “there is a quite general agreement that mechanically scanning
LIDARs need to move towards a solid-state version” [3, p.11]. While their up to
360° wide FoV is desirable, the size, cost and overall unreliability and maintenance
complexities, which are critical factors in automotive systems, will outweigh the
benefits in the future.

If solid state systems are to be compared, there are promising solutions on both
the scanning and flash LIDAR side, as well as somewhere in between like the sequen-
tial flash technology. Generally though, it can be said that flash LIDAR seems to be
better suited for short to medium range applications, which require high frame rate.
The fact that the whole FoV is illuminated and detected virtually simultaneously
is also beneficial for automotive, where the LIDAR system is moving relative to
the surrounding objects at high velocity, as in such applications, scanning the FoV
(an inherently slower process) can cause movement artefacts and distortions in the
resulting image.

On the other hand, scanning LIDAR solutions promise higher maximum de-
tectable range, as the output power of the laser is focused into a much smaller
angular diameter, at the cost of slower frame rate. Further development of fast

scanning OPA systems could however erase this disadvantage.

1.3 Laser sources

The laser source is a key part of the DToF LIDAR system, as its parameters define or
contribute to many performance characteristics of the overall product. Quantities
like peak output power, wavelength, pulse with, spectral purity, power efficiency,

size, weight and many others are of interest.

1.3.1 Wavelength

Perhaps the most important of these specifications is the wavelength. Naturally,
wavelengths invisible to human eyesight are necessary. In order to transmit the laser
pulse as far as possible and subsequently differentiate the reflected photons from the
surrounding ambient light, a wavelength with both high atmospheric transmittance
(see Figure 1.4') and low solar irradiance (see Figure 1.5) needs to be chosen. These
two conditions do not necessarily go hand in hand, therefore a compromise is nec-

essary.

LATRAN parameters: altitude 2500 ft, latitude 39°, 2 atmospheric layers, zenith angle 20° [10]
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Fig. 1.4: Computed NIR atmospheric transmission spectrum from ATRAN [10]

There are three regions of interest: 0.8 to 0.95um, 1.06 pm and 1.55um [3, p.18].
The third region would be the ideal one in terms of the distance to the optical range
(due to safety concerns, as will be detailed later in this section), the high atmospheric
transmittance and the low solar irradiance in the region, but it is outside the optical
window of silicon (more details in subsection 1.4.5) and requires InGaAs or InP
detectors, which are expensive and due to processing technology limitations do not
reach pixel densities comparable to traditional silicon nodes [11].

The most commonly utilized range is the 0.8 to 0.95 um one. Although it suf-
fers from power limitations due to eye safety, slightly worse atmospheric transmit-
tance and potentially larger solar activity (although there is a noticeable dip around
0.93 um, as visible on Figure 1.5), silicon based detectors are the most sensitive to
electromagnetic radiation in this region and offer best sensitivity. The cost efficiency
of CMOS processes is vastly superior to more exotic InGaAs technologies and as such

lasers working at these wavelengths are chosen for primarily economical reasons.

1.3.2 Output power and eye safety

Another important specification of the laser source is the peak output power trans-
mitted by the pulse. The higher the peak power transmitted by the laser, the higher
the power of the reflection, and the higher the probability of its detection. This
improves the SNR of the system, and effectively increases the maximum detectable

range.
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Fig. 1.5: Direct normal solar spectral irradiance at 1.5 air mass [12]

The relationship between the transmitted and collected power is described by
the “LIDAR equation” [11, p.16]:

P = %PtAd cos(f)e 2k (1.2)
T

where P, is the collected power, p is the reflection constant, R is the distance to
the reflector, P; is the transmitted power, A4 is the detector optical receiving area, 6
is the incident angle respective to surface normal and « is the absorption coefficient.
It is clear that R is the most dominant factor.

The limit to the peak optical power is however regulated by eye safety standards
such as IEC 60825-1, which determine the Mazimum Permissible Exposure (MPE)
limits, commonly expressed as the maximum allowable exposure time for a given
irradiance (given in Watts per cm?) for the given wavelength.

Because LIDAR systems need to be safe under all conditions (Class 1 as defined
by IEC 60825-1), the MPE limits are quite strict especially for the Near Infrared
(NIR) range. To decrease the energy delivered to a unit area and meet the standards,
either the pulse length can be decreased, or, for flash LIDAR systems, the diffusion

angle can be increased so that the energy is spread over larger FoV.

1.3.3 Diode lasers

While the use of fiber or microchip lasers in LIDAR systems is possible (and they
offer superior pulse rate and pulse widths as well [3, p.21]), the most widely used

devices are diode lasers because of their compactness and price. This is especially
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the case for systems relying on an array of lasers, as semiconductor diode lasers are
the only economical option of fabricating laser arrays.

Semiconductor diode lasers come in two types: Edge Emitting Laser (EEL) and
Vertical Cavity Surface Emitting Laser (VCSEL). EELs are well established diode
lasers, based on PN or PIN junctions. The laser shines from the edge, i.e. in parallel
to the plane of the silicon wafer it is constructed from. After fabrication, EELs need
to be cleaved and coated with reflective materials on the sides to create a cavity with
high optical gain. A disadvantage is that the beam they produce is not spherical
and needs to be shaped with optical components [13].

VCSELs have been receiving increased attention recently. As the name suggests,
the beam produced by the VCSEL device is emitted in a direction perpendicular
to the top surface of the semiconductor die. Instead of using reflective coating, the
mirrors are made from thin layers of planar Bragg reflectors. In [14], InGaAs Bragg
reflectors were used to produce a 940 nm VCSEL.

The direction of the beam is a significant advantage for testing, as VCSEL de-
vices can be tested before the wafer is cleaved, which is faster and more economical.
The beam produced by VCSELs is also spherical even in the absence of additional
lens [14] and less divergent. Finally, VCSEL arrays enable technologies like OPA
scanners [15] or sequential flash imaging, which were discussed previously in subsec-
tion 1.2.1. The main challenge in current VCSEL development is the heat generation
and transfer, as it is the factor limiting the maximum power or the VCSEL array
size [16].

1.4 Single Photon Avalanche Diodes

The Single Photon Avalanche Diode (SPAD), also known as Geiger-mode Avalanche
Photodiode (GAPD), is the dominant photodetector used in DToF LIDAR systems.
It is capable of detecting a single photon with a high temporal resolution (on the
order of low tens of picoseconds), while also being compatible with standard CMOS
processes, which is critical for the viability of commercial products.

In this section, the operation and characteristics of SPADs will be described in
more detail, in order to understand the implications for the LIDAR system archi-

tecture and performance.

1.4.1 Avalanche Photodiode

The SPAD is structurally nearly identical to the Avalanche Photodiode (APD). The
APD consists of a PN junction, operated in the reverse region, close to but not
above the SPAD breakdown voltage (Vpp ), which is usually between 10 to 50 V [17].
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A depletion region is created, where no charge carriers exist and virtually no current
flows through the junction. As soon as an incoming photon hits the depletion region,
it can be absorbed, generating an electron-hole pair, which is immediately separated
by the electric field in the depletion region. If the reverse voltage and the power
of the incident light are both high enough, the generated charge carriers multiply
along the way via impact ionization, producing an avalanche.

The intensity of the avalanche is proportional the power of the incident light,
therefore the APD provides both the ToF information as well as an analog current
representation of the intensity of the reflection. In order to convert the current to
voltage while preserving the resolution of both time and intensity, a Trans-impedance
Amplifier (TIA) capable of satisfying high bandwidth, high gain and low noise re-

quirements is required.

1.4.2 Basic operation of SPAD

Contrary to the APD, which is biased below Vgp, the SPAD is biased above Vgp
in the so-called Geiger mode. The name comes from the Geiger-Miiller tube, which
operates in a similar manner. The difference between the applied reverse voltage
and Vgp is the SPAD excess bias voltage (Vg), also known as the overvoltage, and
it commonly ranges from 2 to 7V.

While the avalanche in APDs eventually stops on its own, the avalanche in the
SPAD devices is self-sustaining, as the PN junction breaks down completely and
the impact ionization multiplication process produces an evergrowing number of
charge carriers. In order to save the diode from overheating and self-destruction,

the avalanche has to be quenched externally.
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Fig. 1.6: SPAD I-V characteristic with key stages Fig. 1.7: Typical passive
of the avalanche breakdown highlighted quenching SPAD circuit

The avalanche breakdown mechanism in SPADs will be described in more detail.

Figure 1.6 depicts an I-V characteristic of a SPAD, including the three main phases
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of its operation, and Figure 1.7 shows a typical SPAD circuit connection with passive
quenching. At the start of the cycle, there is no current flowing through the diode
and the full Vgp+V%g voltage is applied across the junction in reverse. While this
voltage exceeds Vpp, the diode can exist in this pseudo-stable state for an extended
period of time, as long as no charge carriers exist inside the depletion region. As
soon as a charge carrier appears inside the depletion region, a run-away avalanche
develops and the current through the diode spikes within a few tens of picoseconds,
moving the operating point of the diode from the pseudo-stable state to the steady
state -V curve (phase 1 — seeding and spreading). The current spike is fed into
the quenching resistor Rq, producing a growing voltage drop at the expense of
the voltage across the diode (phase 2 — quenching). As the voltage across the diode
decreases, the diode current eventually becomes lower than the latching current (1),
the avalanche is no longer self-sustaining and it stops shortly thereafter. When there
are no more charge carriers in the depletion region left, the junction capacitance of
the diode is charged to Vzp+Vg and the diode can detect incident photons again
(phase 3 — recharge).

Since the optical gain of the SPAD is theoretically infinite (a single photon can
produce a self-sustaining avalanche), the information about the power of the incident
light provided by the APD is traded off for single photon sensitivity and superior
temporal resolution (on the order of low tens of picoseconds). Because the SPAD is
essentially a digital photodetector, the read-out circuitry is also significantly simpler.
The digital STOP pulse (required by the TDC, as depicted by Figure 1.1) can be
provided with a simple fast positive-feedback inverter gate connected directly to the

SPAD as opposed to a more complex TIA.

1.4.3 Timing characteristics

Perhaps the key characteristic of the SPAD is the timing jitter, which quantifies
the statistical fluctuation of the delay between the photon arrival time and the
SPAD response. The timing jitter essentially defines the best possible achievable
temporal resolution of the DToF LIDAR system containing the SPAD device. It is
commonly expressed as the Full Width at Half Mazimum (FWHM) of the statistical
distribution of the SPAD reaction time. Most published SPAD implementations
report under 100 ps FWHM jitter [17, p.7], and a FWHM timing jitter as low as
7.8 ps has been achieved in [18].

The timing uncertainty arises from several factors. According to [19, p.14], “the
most important timing factor is whether the carrier is generated in the depletion
region itself, or if it must diffuse into the depletion region”. This diffusion process

follows exponential distribution. If and once the avalanche is started, the impact
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ionization events follow Gaussian distribution (for example because of thermal vi-
brations etc.) and contributes some cumulative uncertainty [20, p.31], therefore it
is important to detect the avalanche with the following circuitry as soon as possible

to minimize the jitter accumulation.

1.4.4 Dead time, quenching circuits and afterpulsing

The time it takes for the diode to be quenched and recharged after detection is called
the dead time, because during this time, the SPAD is unable to detect any incident
photons.

If a passive quenching and recharging circuit as shown on Figure 1.7 is used,
the quenching resistor Rq has to be sized carefully. High values of the resistance
speed up the quenching phase at the expense of the recharging phase and vice versa.
There is an optimum value of resistance which minimizes the dead time, usually
in the region of tens of kQ, but a dead time shorter than a few microseconds is
impossible to achieve with resistor based passive quenching [21].

This is not necessarily a negative aspect, as having a quenching circuit which
quenches and recharges the SPAD too quickly is undesirable because of an effect
called afterpulsing [19, p.14]. Fabrication defects inside the PN junction can act as
traps in the forbidden energy band, which become filled with charge carriers once
the avalanche builds up. The relaxation time of these traps can be as long as tens
of nanoseconds, depending on the quality of the fabricated SPAD, which places a
minimum dead time constraint. For example, suppose the SPAD was quenched
and recharged virtually instantly, i.e. well within a nanosecond. The excited traps
would relax several nanoseconds later, releasing the trapped carriers back into the
depletion region, starting another avalanche. This “false positive” afterpulse would
be indistinguishable from avalanches caused by incident photos, acting as a time-
correlated noise source.

Transistor current sources can be used for passive quenching as well, providing
some level of control over the length of the phase, but thick oxide Metal Oxide
Semiconductor (MOS) devices have to be used, as SPAD diodes are biased with
relatively high voltage (10 V and more).

The current state of the art is commonly based on Passive Quenching Active
Recharge (PQAR) circuits, an example of which from [22] is depicted on Figure 1.8.
When the avalanche starts, the anode of the SPAD is rapidly pulled high, quenching
the diode, and the inverter output goes low. The parasitic capacitance Cp, which
represents the total capacitance of the devices connected to this node as well as
the free charge carriers in the PN junction of the SPAD, is slowly discharged by

the current Iqcu, which is smaller than I, guaranteeing that afterpulsing cannot
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Fig. 1.8: Two-step PQAR circuit [22]

occur. This slow discharge phase continues until the voltage at the anode of the
SPAD crosses Vrys. At that point the NOR gate output goes high, turning M; on,
which discharges the rest of the parasitic capacitance quickly, recharging the diode
junction capacitance and completing the detection cycle as the invertor gate output
goes low again, shutting M; off.

The advantage of this two-step PQAR circuit is the ability to control the dead
time via Iqcn as necessary (low Igen safely prevents afterpulsing at the cost of
longer dead time).

According to a survey of current art [23], the dead time of actively recharged
SPADs usually ranges from 10 to 100ns, and a 6ns dead time has been achieved
by [22]. It has to be noted that a large part of the decrease of dead time has
been caused by the progress of SPAD manufacturing, as higher quality processes
decreased the chance of afterpulsing dramatically and the recharge phase could be
hastened [24]. This is demonstrated by [25], where a dead time of 8 ns was reached
with an afterpulsing probability of 0.08%.

1.4.5 photon detection efficiency

To quantify the quality of a SPAD diode, its photon detection efficiency (PDE) can
be evaluated. The PDFE is defined as a product of the geometric fill factor (FF) and
the photon detection probability (PDP), which is, in turn, a product of avalanche
probability (AP) and quantum efficiency (QF) of the SPAD [24]:

PDE = FF - PDP = FF - AP - QE (1.3)

The fill factor is the ratio of the optically sensitive area of the diode and its total
area. The quantum efficiency of a diode is a factor quantifying the probability of

the photon penetrating into the silicon, being absorbed in the depletion region and
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creating an electron-hole pair. However, even if an electron-hole pair is created in
the correct area of the diode, it is still possible it will not create a self-sustaining
avalanche due to statistical effects (thermal vibrations of the crystalline lattice etc.).
This is quantified by the avalanche probability.

The fill factor is determined by the physical structure of the diode, its quenching
and recharge circuits and the design of the pixel array. Usually, the larger the
individual SPAD, the higher the FF. More complex quenching and recharging
circuits or in-pixel TDCs take more space, reducing FF.

The avalanche probability is dependent on Vi. The higher the overvoltage, the
higher the probability of a successful avalanche, as the electron-hole pair is acceler-
ated by a higher electric field intensity. It is possible to reach AP of 1 with sufficient
overvoltage. High AP however comes with a cost, as it also increases the possibility
of undesired avalanches caused by crosstalk or the dark current.

Finally, the quantum efficiency of the diode is strongly dependent on the wave-
length of the incident photon. For silicon SPAD, maximum PDE is usually reached
for wavelengths between 400 to 500 nm, and less than 10% PDE is common for

900 nm photons, as seen on Figure 1.9.
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Fig. 1.9: PDE as a function of incident photon wavelength for two commercial SPAD
based Silicon Photomultipliers, biased at AP = 0.9 [27]

The reason for this inefficiency with longer wavelengths is that the PN junction
of the SPAD in common CMOS processes is manufactured as P /N-well junctions,
which are at maximum only a few micrometers deep (depending on the process node)

[17]. Photons with wavelengths longer than 790 nm have mean absorption depth in
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silicon over 10 pm (see Figure 1.10) and therefore simply pass through the depletion

region or through the whole die most of the time.
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Fig. 1.10: Mean absorption depth of photons in silicon at 300 K as a function of
wavelength [28]

To increase the depth of the depletion region, custom thick epitaxial layers were
used in [26] to achieve PDE of 18% at 850nm. Nearly 9% PDE at 900nm was
reached by [25] with the use of Backside Illumination (BSI) technology. More ex-
pensive materials such as InGaAs can be used for SPADs even more sensitive to NIR
and Infrared (IR) light due to their different absorption coefficient characteristics,
increasing the SNR and therefore the range of the LIDAR system, but this is not

an economically viable option for many commercial products.

1.4.6 Dark count rate and crosstalk

Dark current is a well known phenomenon in photodetectors and image sensors and
is defined as the current flowing through the detector when no photons are entering
it. In relation to SPADs, the term dark count rate (DCR) is more commonly used,
as SPADs are essentially digital detectors, and the unit of DCR is cps (counts per
second).

Dark counts are avalanches triggered even when no incident photons are hitting
the SPAD. There are two main causes of these avalanches: thermal generation and

tunnelling.
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Thermal generation occurs in any semiconductor even without any external forces
applied, as it is caused simply by the energy of the crystalline lattice thermal vi-
brations. These vibrations can generate electron-hole pairs on their own, but most
commonly via trap-assisted generation, also known as Shockley-Read-Hall genera-
tion, where the traps are formed by fabrication defects in the crystalline structure.
As soon as there is an electron-hole pair in the depletion region, an avalanche can
be started, producing a dark count. In a SPAD array, the pixels with traps can
produce significantly more dark counts than the others, compromising the quality
of the image. Due to the strong thermal dependency of this effect (DCR doubles for
every 5 to 7°C of temperature increase [24]), LIDAR devices usually provide better
image quality when cooled.

The second mechanism is tunnelling, which is dependent on electric field in-
tensity. Strong fields are created when the PN junction is narrow because of high
doping concentrations of the PN region. In that case, the energy barrier stopping
the carriers from jumping from the valence band on one side of the junction to the
conduction band on the other side is narrow as well and can be crossed via quantum
tunnelling.

If the DCR of a SPAD is only weakly temperature dependent, it is clear that the
tunnelling effect dominates, which is not optimal, as tunnelling can be minimized
by better physical design of the SPAD device. Both causes of DCR are naturally
proportional to Vg as well.

While DCR represents temporally uncorrelated noise, crosstalk between neigh-
bouring SPADs acts as a correlated noise source (which is more difficult to filter out
with DSP). Electrical crosstalk can occur when the electron-hole pair is generated
deep within one device (beyond the depletion region, i.e. in the substrate), as it
is possible for them to diffuse sideways and trigger an avalanche in a neighbouring
SPAD [20, p.32]. It can also be triggered by other types of substrate noise or power
supply noise [19, p.16]. This type of crosstalk can be reduced by substrate isolation,
such as deep N-wells or P-wells, but this reduces the PDP at longer wavelengths.

Optical crosstalk is caused by photons created during an avalanche breakdown
of the SPAD. Photons are emitted via electro-luminescence and can travel laterally,
triggering an adjacent device. Optical crosstalk can be reduced by limiting the
avalanche current, increasing the distance between the SPADs (the array pixel pitch)

or by separating the neighbouring SPADs with deep trench isolation [20, p.33].

1.4.7 SPAD imagers and Silicon Photomultipliers

As was explained in section 1.2, arrays of detectors are used in DToF LIDAR systems

so that high spatial resolution and/or high frame rate is achieved. There are two
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possible ways of creating SPAD detector arrays. They do not differ in the connection
of the SPADs themselves, but rather in what terminal or terminals do they consider
the output of the array.

The first method does not have a specific widespread name in literature, and
will be called simply “SPAD imager”. This is simply an array of SPADs and their
quenching circuits, sharing the ground and the high voltage supply line, as depicted
on Figure 1.7 or Figure 1.8. Each individual SPAD has its own digital output which
is routed separately.

The other possibility contains SPADs connected together in the same way, but
the individual SPADs no longer have their own output terminals. Instead, the output
signal is either the current flowing through this parallel array of SPADs, or the
voltage at the so-called “fast output” This array is called a Silicon Photomultiplier
(SiPM) and is depicted on Figure 1.11.
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Fig. 1.11: Simplified SiPM schematic

By connecting the SPADs together, the SiPM is no longer an imaging device
and does not resolve spatial information. Instead, by summing the current from all
the SPADs, it provides analog representation of immediate incident optical signal
intensity (which individual SPADs cannot do), and depending on the number of
pixels, this representation is very linear to a limit (when the light intensity is high
enough, the SPADs are mostly on all the time and the SiPM is saturated). The loss
of spatial information makes SiPMs incompatible with flash LIDAR, but viable for
scanning LIDAR, which only illuminates a section of the FoV at any given time.

While it is possible to restore some sense of spatial resolution by making an array
of SiPMs, as demonstrated by [29], there are limits to this technique due to scale.

If a resolution on the order of 100x 100 pixels is required, and each pixel actually
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consists of a SiPM with at least a few tens of individual SPADs, the number of
devices can easily reach hundreds of thousands, which is very problematic due to
cost, die size and yield of the fabrication process.

To convert the analog current signal of a SiPM to a voltage, a TTA is used, such

as on Figure 1.12.
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Fig. 1.12: Standard SiPM readout with a TTA

The problem with this type of analog readout is the capacitance of large SiPM
arrays. The individual SPADs which are turned on and the ones which are turned
off act as a capacitive divider, and further parasitic capacitance is provided by the
metal routing [30]. The signal the TIA needs to amplify is therefore very small.
If the picosecond level temporal resolution of the SPAD is to be preserved, the
bandwidth of the TIA needs to be in the order of a few GHz at least, which combined
with the mV-level input signal (high precision, low noise requirement) is extremely
challenging.

The prediction in the industry is that SPAD imagers will be the photodetectors
of choice in the future [31, p.13]. They preserve spatial information, allow flash
LIDAR and interface with fully or nearly fully digital front-end electronics, which
makes them better suited for contemporary, primarily digital CMOS processing tech-
nologies. While SPAD imagers are inherently digital detectors and cannot provide
analog intensity information, digital processing can partially restore it via photon
counting (more details will be provided in the following section 1.5).

An example of a contemporary state-of-the-art SPAD imager is described in [32].

1.5 Time Correlated Single Photon Counting

Time Correlated Single Photon Counting (TCSPC) is a statistical technique, allow-
ing the restoration of the photon arrival times with picosecond resolution.

Let us suppose that our DToF LIDAR device consists of a single SPAD diode. A
single laser pulse is sent and a photon is detected by the SPAD. The time interval
between the laser pulse start and the photon detection is converted by the TDC

and a ToF data point is created. In an ideal system with no noise sources, external
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effects, timing jitter etc. such a reading would be valid, however, in a real world, it
is practically worthless. The detection in the SPAD could have been a dark count
caused by a thermal generation or a tunnelling event. Alternatively, the photon
entering the detector could have been a photon originating from the Sun or other
ambient light sources. And even if the photon did come from the laser pulse reflected
from a distant target, the timing jitter of the SPAD diode and the TDC could have
produced a significant random uncertainty in the final timestamp.

To solve this problem, the TCSPC technique performs a large number of ToF
measurements and builds a statistically significant histogram out of them. To in-
crease the statistical sample, several laser pulse cycles are performed and an array
of SPADs and TDCs is active at any given time. Assuming all the noise sources
are temporally uncorrelated to the laser pulses (which might not always be a valid
assumption, see subsection 1.4.6), the invalid readings act like white noise in the
histogram, while the reflected photons pile up over time and produce peaks which

can be discerned. An illustration of the technique is on Figure 1.13.
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Fig. 1.13: Tllustration of a TCSPC histogram

Usually the least computing-power intensive method of determining the correct
ToF is finding the ToF corresponding to the highest peak in the histogram. Sec-
ondary peaks can also appear in the histogram, which is especially the case for Flash
LIDAR systems where multiple objects are illuminated by the diffused laser pulse
at a time. In some cases, it can be difficult to determine whether the secondary
peaks correspond to real objects, which is why these systems frequently employ
more complex and power and area intensive post-processing, such as Finite Impulse
Response (FIR) filters applied to the histogram, using dynamic thresholds etc.

There is an obvious trade-off between the time spent acquiring the data for the
histogram and the frame rate. Especially in applications where the LIDAR system
is moving, it is important to build the histogram as soon as possible to prevent the

peaks from smearing over time.
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It has to be noted that while the histogram building logic does consume area and
power, it is not a practical option to perform the histogram building elsewhere, i.e.
on a separate microprocessor or an Field Programmable Gate Array (FPGA), as the
amount of ToF conversions performed in larger arrays would require an extremely
high bandwidth. For example, a 32x32 SPAD array with in-pixel 14-bit TDCs
each producing conversions at 10 MS/s would produce 143 Gbit/s of raw ToF data
in total. Building the histogram on-chip or on a nearby chip (3D chip stacking,
multi-chip modules etc. can be used for great benefit in these applications) and
only transmitting the histogram data or the estimated correct ToF makes the data

rates much more manageable, saving power as well.

1.5.1 Coincidence counting

For LIDAR systems used outdoors, TCSPC might not be enough to produce an
accurate ToF reading in a practical time period. While optical bandpass filters at-
tenuating wavelengths outside the spectrum of the laser are commonly equipped in
LIDAR systems, the disparity between the power of the laser and the solar ambient
light can nevertheless prevent building a histogram with discernible peaks in time.
When increasing the laser power, narrowing the optical filter or improving the pho-
ton collection efficiency are no longer an option, additional DSP techniques need to
be employed.

Coincidence or concurrency counting is a noise rejection technique enhancing
TCSPC. It takes advantage of the fact that reflected photons should be detected by
the detector array at roughly the same time. A digital circuit called the discriminator
or a coincidence detector is placed between the detector array and the TDCs and
determines whether a sufficient amount of detections was detected in a defined time
window. If the threshold condition is not met, the detections are ignored. If the
number of detections is higher than the threshold, only then is the TDC activated
and the result is added to the histogram.

An illustration of the technique is shown on Figure 1.14. Digital pulses produced
by the SPADs are put out on the CH 1 to CH N bus. A hit is counted only when at
least three detections are made within tyiuq0w, denoted by a green rectangle. Over
a period of M laser pulse cycles, a histogram of successful hits is built, containing
less noise and more easily discernible peaks in comparison to simple TCSPC.

In current literature, two main ways of implementing coincidence counting are
common. The first method, used by [33], is to use a large OR tree to combine
several SPAD output lines together, forming a unit called a macropixel. Whenever
this combined line goes high, a timer is started. A detection is registered only if the

subsequent pulses on the combined line cause a counter to reach its threshold before

40



twindow

cH1 ] | [ ] [ 1
Pulse 1 CH 2 [ |_|. T

CH N M T M

CH 1 [ [
Pulse 2 CH2_|_| [ . [T

can_ ] M T M

cu1 |1 L[] [ [1
Pulse M CH2 |—| . |_| |—|

env_ T T T

A _

count

Toen  TOF

Fig. 1.14: Tllustration of coincidence counting

the timer runs out.

A second method, employed by [34] or [2], is to shorten the SPAD pulses to a de-
fined time (the coincidence window) and check their concurrency via combinational
logic. In [34], a macropixel of 12 SPADs is checked for a concurrency of at least two
pulses via a combinational logic network made from full adders, half adders and a
large OR.

The advantage of the second method over the first one is that with D-latches and
another adder, the number of concurrent detections is registered as well, which is a
valuable piece of information for building the histogram in a time efficient manner.
The first method loses the ability to count the number of concurrent pulses, as it
combines the SPAD outputs into a single digital line and the pulses can overlap.
This also decreases the spatial resolution of the array, as it is no longer determined

by the size of an individual pixel, but rather the whole macropixel.
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On the other hand, the second method requires a well balanced timing network
for all the signal paths and is generally more area intensive and therefore harder to
implement for larger SPAD arrays. Another advantage of the first method is its ca-
pability of changing the threshold digitally during the operation, possibly depending
on the ambient light level, while the second method’s concurrency threshold is fixed

by the combinational logic design.
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2 TIME TO DIGITAL CONVERTERS

Time to Digital Converters (TDCs) are a key part of the DToF LIDAR signal path.
They do not only define the distance resolution and maximum measurable range.
Just like Analog to Digital Converters (ADCs), they exhibit non-linearity, noise or
a non-zero conversion time. And because modern DToF LIDAR detectors contain
hundreds to thousands of pixels, the chip does not contain only one TDC, but
commonly at least a few hundreds of them. Therefore, the TDCs represent a large
part of the overall footprint and the power consumption. That is why the TDC
design deserves special attention and a chapter of its own.

In this chapter, firstly, general requirements for the TDC will be discussed. Af-
terwards, three main types of TDCs will be presented. A section on Delay Locked
Loops (DLLs) will be included as well, as these circuits are a crucial part of many

popular TDC topologies today.

2.1 General considerations

In this section, general aspects of the TDC will be discussed. First, its full scale and
resolution specifications, important for the topology of the TDC, will be described.
A subsection detailing the overall architecture of the TDC array will follow. Finally,
two subsection about more power efficient or linearity improving timing schemes

will close this section.

2.1.1 Full scale and resolution

The Figure 2.1 plots the linear relationship between the distance to the obstacle and
the time the photon travels to the obstacle and back, i.e. the ToF (see Equation 1.1).

For automotive applications, the desired maximum range usually lies in the order
of a few hundred meters. This is the range required to be able to measure to distance
to other cars on the highway, or to be able to brake in time in case an obstacle
appears on the road.

On the other hand, the desired minimum resolution is on the order of a few
centimetres or even sub-centimetre. This is not only because such LIDAR can be
used as a parking assist, but also because modern ADAS do not use LIDAR data to
measure the distance to obstacles or other cars only, but they can follow the time
evolution of the 3D point cloud in order to gauge the velocity of the surrounding
objects relative to the observer as well. For this velocity measuring ability, high

resolution is beneficial.
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Fig. 2.1: Time of flight of a reflected photon as a function of distance to the obstacle

Assuming the maximum range required is 150 m with a resolution of 1cm, the
full scale of the TDC should correspond to 1ps with a resolution of 66 ps. This is a
dynamic range of 83 dB, requiring a minimum of 14 bits.

Such a TDC is not trivial, and no single topology is capable of meeting such
requirements in a power and area efficient manner. Instead, the problem is split
into two smaller, more easily manageable parts: the so-called Coarse Time to Dig-
ital Converter (CTDC) and Fine Time to Digital Converter (FTDC). The CTDC
measures time coarsely (i.e. with a low resolution), and determines the full scale
range. The FTDC splits the Least Significant Bit (LSB) of the CTDC even more
finely, achieving the required resolution of the overall TDC. The bits coming from
the CTDC form the most significant bits of the overal TDC output bus, while the
FTDC output bits are appended as the least significant bits.

By splitting the TDC into two distinct parts, optimal TDC topologies can be
chosen for the CTDC and FTDC separately.

2.1.2 TDC array architecture

As was mentioned in the introduction to this chapter, due to the number of pixels
in the detector array, having only one TDC is not viable. It could be theoretically
feasible if the level of illumination of the detector was extremely low and the rate
of incoming photons would be smaller than the conversion rate of the TDC, but for
any daylight application, this is not the case.

There are two main approaches to the number of TDCs in the TDC array. Either

44



there could be one TDC for each pixel of the detector array (so-called in-pixel TDC),
or there could be a smaller TDC bank, which will be somehow allocated to the
detector array dynamically.

For flash LIDAR, it might seem that in-pixel TDCs is the optimal choice. While
this approach makes sense, as there is a TDC available for every pixel at any time,
and has been demonstrated in practice by [35] or [36], it has its shortcomings,
which are mainly the comparatively large power consumption of the large number
of concurrently running TDCs and the decrease of SPAD fill factor, as in-pixel TDCs
take up pixel area.

Flash LIDAR using a TDC bank has been presented in [9], where 36288 pixels
share a bank of 1728 TDCs. The dynamic allocation is done with a collision detection
bus. This approach has allowed the authors to achieve a relatively high SPAD
fill factor (28 %) on a single die, although they do not comment on the frame
rate, the maximum allowable incoming photon rate and other related performance
characteristics, which might potentially suffer, as the TDC allocation takes time
which decreases the effective conversion rate.

Scanning or sequential flash LIDAR are more flexible. In-pixel TDCs can be
implemented, but only small sections of the array can be activated at any given
time time, corresponding to the section being illuminated by the laser scanner. This
decreases the power consumption significantly.

The inherent trade-off between SPAD fill factor and the in-pixel TDC area can be
also solved with 3D stacking technologies [20, p.5], which allow the use of one die for
SPADs only, while a second die includes all the readout and processing circuits. An
advantage of this approach is not just the very high SPAD fill factor (approaching
100 %) but the fact that the two dies can be fabricated in different process tech-
nologies, optimizing the optical characteristics of SPAD and circuit characteristics
for the digital CMOS die separately.

2.1.3 Reverse timing scheme

The START-STOP timing scheme described in section 1.1, where the START signal
is produced by the laser trigger and the STOP signals are produced by the detector
array, is intuitive and its implementation is straightforward.

However, let us suppose that there are 1000 TDCs in a TDC bank, all of which
start counting the moment the laser is fired. Let us also suppose that only 300
SPADs detect a photon and stop their respective TDC before the time runs out and
another laser pulse is fired. Clearly, 700 out of the 1000 TDCs did not produce any

meaningful conversion, while still consuming power.
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A reverse timing scheme fixes this issue. Instead of the TDCs being started by
the laser trigger, they are started individually at various time instants by photon
detections. The STOP signal is then synchronized to the next laser pulse. The

equation for ToF for such a reversed timing scheme is no longer

ToF = tsTop — tSTART (2.1)

but instead

ToF = Teyae — (tsTop — tSTART) (2.2)

where Teyce is the period of the laser pulsing cycle.
This timing scheme is more energy efficient, as the TDCs spend most of the time
in idle mode, waiting for the detection, and only consume significant power when

producing valid conversions.

2.1.4 Sliding scale technique

If the reverse timing scheme (described in subsection 2.1.3) is used, the START
signal is a pulse produced by a SPAD from the detector array, while the STOP
signal is synchronized to the laser pulse trigger. Because the laser trigger is periodic,
if the same ToF is measured (the same distance to an obstacle), the same part of
the TDC range is exercised every single time. The measurements therefore have a
systematic error due to the integral non-linearity (INL) at the given point of the
transfer characteristic.

The sliding scale technique is a well known technique in ADC design, invented
by Cottini et al. in 1963 [37]. Its purpose is to improve linearity at the cost of
noise. A random but known analog noise is added to the converted signal and then
subtracted in the digital domain. Even if the magnitude of the converted signal
does not change, due to the noise, different parts of the converter range are utilized
during repeated conversions. Therefore, the non-linearity can be averaged out over
time.

The same method can be applied to TDCs. Sliding scale TDCs do not measure
the time interval between the START and STOP signals, but instead measure the
time intervals between the START and the reference signal, and the STOP and the
reference signal. Because the reference signal is asynchronous with respect to the
periodic STOP signal, different portions of the TDC range are utilized each mea-
surement cycle and the non-linearity at various points of the transfer characteristic
is converted into random noise of the resulting conversions.

An illustration of the sliding scale technique as applied to TDCs is depicted on
Figure 2.2.
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Fig. 2.2: Sliding scale TDC illustration

The illustration assumes that the TDC consists of coarse and fine TDCs, where
the CTDC counts the number of reference clock periods from when START went
high until STOP goes high. The depicted FTDC slices the reference clock period
into 8 smaller slices (i.e. it is a 3-bit FTDC), and it counts the number of these slices
since START went high until the first reference clock rising edge, and the same for

the STOP signal. The final conversion result is therefore

Tresult = TREF : C’coarse + tﬁne : (Cstart - Cstop) (23)

While this technique improves the linearity of the TDC, it only does so if re-
peated conversions of the same time interval are performed and averaged in the
DSP. Moreover, the single shot precision is actually decreased, because there are
two separate quantizing events, each contributing quantization noise. Finally, the
technique also requires two FTDC copies in each TDC block. Although in the il-
lustration on Figure 2.2 it might appear as if one FTDC is enough to count both
Cstart and Clop, it is possible for the STOP rising edge to occur very shortly after
the START rising edge, possibly even before Cg;,¢ count is finished. In such a case,

one FTDC would not be able to count both counts concurrently.

2.2 Counter based TDCs

Digital counters are the simplest TDCs imaginable and they are the implementation
of choice for CTDCs. Their design is straightforward, they are power efficient and
increasing their range is often as easy as adding another flip-flop.

On the other hand, due to non-zero setup and hold times, there is a maximum
operating frequency they can reliably count at. This depends on the topology of

the counter (synchronous/asynchronous), the standard cells used and the CMOS
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processing technology itself. In either case, operating frequencies over a GHz and
therefore resolution better than high hundreds of picoseconds are only possible in

the most cutting edge processes.
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Fig. 2.3: Asynchronous ripple counter
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A popular counter topology is the asynchronous ripple counter, depicted on Fig-
ure 2.3. Its main advantages are high operating frequency, low power consumption
and small size, as it contains no combinational logic and scales extremely well. On
the other hand, the counting signals count asynchronously and can be in invalid or
metastable states until the counter settles. A synchronizing circuit, which is neces-
sary to interface the counter with synchronous logic, might sample incorrect data
which has not settled yet. A conversion to Gray code can be performed to decrease
the size of the possible error, as with Gray code, the binary representation changes
from one state to the next by flipping only one bit at a time.

Another option is to use a synchronous counter which counts in Gray code di-
rectly, as in [11, p.69]. Its maximum operating frequency is lower and it requires
extra combinational logic and therefore has larger area and power consumption, but

it does not require synchronization circuits.

2.3 Delay Locked Loops

Delay Locked Loops (DLLs) are a common part of popular FTDC topologies and
it is necessary to provide a brief, qualitative description of their operation before
proceeding.

DLLs share some commonalities with their better known counterparts, the Phase
Locked Loops (PLLs). In comparison, DLLs are simpler, but also more limited in
their application. They are mostly used for clock recovery, zero-delay clock buffers,
multiphase clock generation or for Process Voltage Temperature (PVT) immune
biasing of controllable Delay Line Units (DLUs). The last two applications are
of interest for the purpose of implementing FTDCs.

The illustration on Figure 2.4 shows an example of a DLL. A clock signal is
connected to a controllable delay line made up from four Voltage Controlled Delay
Line Units (VCDLUSs). Each VCDLU delays its input signal by tq, which is variable.
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Fig. 2.4: Delay Locked Loop illustration

The output of the last VCDLU and the original clock input are both connected to a
phase detector, which compares the phase shift between the two signals and produces
a digital pulse proportional to the size of the phase shift at its output. The output
of the phase detector is low pass filtered and applied to the VCDLUs as the control
input. The negative feedback loop adjusts the delay of the VCDLUSs, until the phase
shift between the clock signal at the input and at the output of the delay line is
360°, i.e. the phase detector detects no difference. Since the delay line on Figure 2.4
consists of four elements, the intermediate signals of the delay line are phase shifted

by %Oo = 90°. This particular DLL circuit therefore serves as a multiphase clock

generator.
>
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Fig. 2.5: DLL-assisted PVT immune VCDLU biasing

Another common use of DLLs in FTDCs is PVT immune DLU biasing, as show-

cased on Figure 2.5. Assuming the loop is able to lock, the following equation can
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be written
Tk 1

- —
¢ N forx'N

and this relationship will be followed regardless of temperature, supply voltage

(2.4)

or process skew. This method however requires high quality clock source and does
not account for mismatch between the DLUs.

DLLs have a limited locking range. The limitation is determined by all three
parts of the DLL: the delay line, the phase detector and the low pass filter. Firstly,
for a DLL to be able to lock, the delay line needs to be able to produce a 27 phase
shift for the given input clock frequency. However, it would be undesirable if the
delay line was able to produce a phase shift of 47 or more, as in that case, it would
be possible for the DLL to lock to the input signal delayed by two periods (instead of
just one) by creating too large of a delay in the DLUs. This is called false locking and
is problematic, as in such case, the DLUs present higher RC constants and attenuate
the input clock, increasing jitter. More complex phase detector implementations or
initialization of the DLUs at the lower end of their delay range can alleviate this [38,
p.16]. Lastly, the bandwidth of the phase detector or the low pass filter can prevent
locking to higher input clock frequencies, though that is something the designer
should be able to avoid.

Contrary to a PLL, a DLL has only one pole, which is given by the filter (as-
suming first order approximation) [39, p.10]. It is therefore unconditionally stable.
The commonly used filter is an integrator, as it guarantees zero error at DC. It
also integrates well into the system. Phase detectors usually have two output bits:
UP and DWN, which go active depending on whether the delay line is supposed
to delay the input clock less or more. Therefore, implementing an integrating filter

can be done with a simple charge pump, as presented on Figure 2.6.
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Fig. 2.6: Simplified charge pump based Delay Locked Loop control circuits
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This particular illustration of DLL control circuits also depicts a V-to-I converter,
used for driving Current Controlled Delay Line Units (CCDLUSs). This implemen-
tation has its benefits, as replicating current with current mirrors and routing it to
the point of use is simple and less sensitive to crosstalk, noise, supply voltage (Vpp)

variation or IR drops than routing voltage signals.

2.3.1 Delay Line Unit circuits

There are many types of DLU implementations. DLUs can be voltage controlled
(VCDLU) or current controlled (CCDLU) and the mechanism allowing the control
of the propagation delay can be based on variable resistance, capacitance or current.

A few typical DLU implementations will be presented.

Vbp
Vhbias,P °—°|:|_
B
Vin o—1 }_"Vout
™
Vbias,N °—|
1

Fig. 2.7: Current starved inverter

A classic circuit called “the current starved inverter” is shown on Figure 2.7.
The lowermost NMOS and the uppermost PMOS function as current sources, which
can limit the current available to charge the output capacitance of the inverter. The
biasing voltages determining the current are generated with current mirrors, which
are not depicted.

A different approach is depicted on Figure 2.8. The control voltage adjusts the
switching resistance of the NMOS connecting the lower PMOS diode to the output
node. The PMOS diode diverts some of the current used to charge the output
node capacitance to ground, therefore the higher the V., the higher the delay.
This VCDLU demonstrates high linearity of the t4 = f(Vi1) function (as long as
Vetr1 > VinN), as proven by [40], where it was used to construct a 17 ps resolution
TDC.

An alternative to the PMOS diode can be a MOS capacitor. In such implemen-

tations, increasing V., increases the effective capacitance at the output.
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Fig. 2.9: Differential Current Controlled Delay Line Unit

Differential delay lines or differential ring oscillators offer some advantageous
properties to single ended solutions, mainly in the area of common mode noise or
power supply rejection. There are many options of implementing a differential delay
unit, an example of which is on Figure 2.9 [41]. This cell consists of two inverters
with additional positive feedback provided by the cross-connected PMOS transistors,
which allows fast synchronized transitions. The delay of the cell is controlled by the
current I, therefore the principle is similar to the current starved inverter from
Figure 2.7. Routing biasing currents over larger distances is beneficial to routing
biasing voltages, as current signals are in general less sensitive to Vpp disturbances,
noise, IR drops and other sources of error.

It has to be noted that the presence of the current sources in the current branch
of both single-ended and differential current starved DLUs limits the input voltage

range and different solutions might suit low voltage applications better.
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2.4 Propagation delay based TDCs

Propagation delay based TDCs are the next step after counter based CTDCs, pro-
viding higher resolution not limited by setup and hold times of flip flops but by
propagation delay of simple logic gates or DLUs. While the resolution of counter
based CTDCs can reach higher hundreds of picoseconds at best, propagation delay
based FTDCs can offer a LSB as small as tens of picoseconds.

The simplest propagation delay based TDC, known as tapped delay line TDC
or flash TDC (due to its similarity to flash ADC), is shown on Figure 2.10.

Vetr) o——————=

STOP o——> LATCHING REGISTER

(1

TB CONVERTER

1

OUT [M:0]
Fig. 2.10: Flash TDC illustration

The delay line, consisting of k& DLUs, is initialized to zero and a START step
is connected to its input. The step signal forces the output of the DLUs high as it
gradually propagates through the delay line. When the STOP signal activates, the
latching register latches the current state of the delay line. The number of active
DLU outputs ko, corresponds to the time interval between the START and STOP
signals t;, via ti, = kon - tq, i.€. tou is encoded in thermometric code, which can be
decoded with a Thermometric to Binary (TB) converter.

The resolution of a flash TDC is equal to t4, and the dynamic range is given by
tmax = k - ta. The number of equivalent (binary encoded) bits is log,(k + 1), i.e. to
produce a 4-bit flash FTDC, 15 DLUs are necessary.

The precision of this FTDC is heavily dependent on t4, which is why a DLL
is commonly used to bias the DLUs, making their delays predictable and immune
to PVT variation, as shown on Figure 2.5. Nevertheless, mismatch between the
individual DLUs is still present, contributing to the differential non-linearity (DNL),
respectively the INL of the FTDC.
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Since the delay line outputs are asynchronous to the STOP signal, it is possible
for the delay line transitions to not meet the setup and hold time conditions of
the flip flops inside the latching register and cause a metastability at their output,
which, once resolved, could settle into an incorrect state, producing a +1 LSB error.
This would look like noise between consecutive measurements, whose noise power is
related to the size of the setup and hold time interval. This is because the longer
the setup and hold time, the higher the probability of the STOP signal violating
them. It is therefore important to minimize the setup and hold time of the latching
register, so that the noise contribution of metastability is comparable or smaller
than the “naturally” present quantization noise.

A possible method of implementing the sliding scale technique (described in

subsection 2.1.4) is shown on Figure 2.11.

START o———> LATCHING REGISTER > B —\—o NsTART

CONVERTER
OLKref W i M

STOP o——> LATCHING REGISTER [v> TB ——o NsTop

CONVERTER

Fig. 2.11: Sliding scale flash TDC illustration

Instead of the START pulse being the signal which propagates through the de-
lay line, a reference clock asynchronous to the START and STOP pulses is chosen
instead. Both START and STOP pulses latch the state of the delay line at the
moment of their assertion. The time interval between the pulses t;,; is then cal-
culated as tiny = tq - (Nstop — NstarT). This way, even if ¢, is the same in each
consecutive conversion, the sampled state of the delay line is different each time
due to the asynchronism between the control pulses and the reference clock. The
mismatch between the DLUs is converted into noise between conversions, which can
be averaged.

An implementation of flash TDC integrating both CTDC and FTDC blocks is
shown on Figure 2.12.

The delay line has been transformed to a gated ring oscillator. When EN goes
high, the ring oscillator starts oscillating and the coarse counter starts counting,
clocked by one of the ring oscillator output phases. As soon as EN goes low, the ring
oscillator stops oscillating, the coarse counter is disabled and the latching register
latches the current state of all the ring oscillator phases. The state of the ring

oscillator can be decoded with a phase decoder to provide fine temporal resolution.
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Fig. 2.12: Gated ring oscillator based flash FTDC with a counter based CTDC

The problem with using a single ended ring oscillator as a FTDC is that the
number of unique states it can exist in during the oscillation period is 2k, where £ is
the number of stages, which is an odd integer. Therefore, it is impossible to achieve
a number of states equal to a power of two, which would be ideal for utilizing the
whole binary bus. This issue can be solved with a differential ring oscillator, which

can have an even amount of stages.

2.5 Sub-gate delay based TDCs

If the resolution provided by propagation delay based TDCs is not enough, so-called
sub-gate delay based TDCs, also known as Sub-Fine Time to Digital Converters
(SFTDCs), can be employed. SFTDCs provide temporal resolution better than low
tens of picoseconds, and 1.2 ps resolution was achieved by [42]. There are multiple
ways to implement a SFTDC, all of them however rely on the difference between
DLU propagation delays.

A very popular SFTDC architecture is called the Vernier line, which is depicted
on Figure 2.13.

In the Vernier line topology, two delay lines made from identical DL Us are con-
structed. Each delay line is however biased by a different control signal, i.e. their
delays differ so that tq; > tq2. To achieve stability over PVT variation, the control
signals are generated with DLLs (see Figure 2.5).

A START pulse propagates through the delay line with the longer delay tq;.
Later, a STOP pulse is sent through the faster delay line. Because of the difference
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Fig. 2.13: Simplified Vernier line SFTDC schematic

between the two delays, the STOP pulse catches up to the START pulse eventually.
The flip flops in-between the delay lines serve as arbiters — when the STOP pulse
finally overtakes the START signal, the flip flop outputs of the following stages
stay low. The bits ag to ax_; are encoded in thermometric code, where the LSB
corresponds to the temporal resolution of tg = tq1 — tq2. A 30 ps resolution was
achieved with a Vernier line based TDC by [43].

The dynamic range of the Vernier line SFTDC depends on the number of stages
k via tyax = k-tqir, and the number of equivalent binary bits is log,(k+1). However,
the number of DLUs used is 2k. This is a shortcoming of the architecture: to achieve
dynamic range of four bits or more, the amount of DLUs required is rather large,
contributing to large area occupation and power consumption.

A second issue of the Vernier line SFTDC is mismatch. Because the difference
of propagation delays is so small, any mismatch between the delay cells contributes
strongly to overall non-linearity. It also limits the minimum practical size of the
LSB — the difference between tq; and t4o should be large enough to guarantee that
the relationship tq; > tq2 always holds even under statistical variation between all
DLU pairs.

A modified topology solving both of these issues is called the cyclic Vernier line,
depicted on Figure 2.14 and presented in [40], [44] or [45].

Instead of using two lines of DLUs, the cyclic Vernier line folds the delay lines
into single stage delay loops, i.e. ring oscillators. When START goes high, the
coarse phase of the measurement cycle begins. The slower ring oscillator starts
oscillating, incrementing the coarse counter Ng. As soon as STOP goes high, the
fine measurement phase starts. The coarse counter is frozen, the slightly faster
oscillator (tq; > tq2) starts oscillating and the fine counter Ny increments. A phase

detector made up of the two flip flops and an AND gate activates as soon as the
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Fig. 2.14: Simplified cyclic Vernier line SFTDC schematic

faster oscillator overtakes the slower oscillator — at that point the fine counter stops
counting as well and the conversion is complete.

The final conversion result is

tout = Ng - Ts + Np - (Ts — 1) (2.5)

where Ty is the period of the slower ring oscillator and 7% the period of the faster
one [45, p.1512].

The advantage of the cyclic Vernier line SFTDC is that there is only one pair of
DLUs which has to match. Any mismatch between the two does not translate to non-
linearity, but a gain error instead, which can be calibrated [40, p.563|. Increasing the
dynamic range of the coarse and sub-fine measurements is simply done by extending
the counters.

A drawback of this TDC is that the fine measurement has a long conversion time.
To resolve a time difference of tq; — tq2, one full period of the fast oscillator Ty needs
to elapse. Moreover, the shorter the temporal resolution, the longer the conversion
time of the fine measurement phase, as described by the following equation [46,
p.44]:

Ts

_— 2.6
tar — ta2 (2:6)

tconv,ﬁne = (tSTOP - tSTART - tcoarse) .

where teoarse is equivalent to Ng-Tg. The longer the residual time between tcoarse
and the START-STOP time interval, the longer the fine measurement phase takes,
i.e. the conversion time is dependent on the input signal level.

An implementation of a cyclic Vernier line TDC in 65nm CMOS is presented in
[44], where a resolution of 5.5 ps was achieved on die area as small as 0.006 mm?.
However, a lengthy (and therefore costly) calibration scheme had to be utilized.

There are other SEF'TDC topologies, most of which share either the drawbacks of

the classic Vernier line (large area) or the cyclic Vernier line (long conversion time).
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These are the cyclic pulse shrinking TDC [47], successive approximation TDC [42],
pipelined TDC [48], noise shaping TDC [49] etc.

These drawbacks make these topologies unsuitable for DToF LIDAR applications
requiring fast frame rates (short conversion time needed) and/or SPAD array based
flash or sequential flash LIDAR (small area needed, as each SPAD has its own TDC).
Picosecond level temporal resolution corresponds to millimetre or sub-millimetre
distance resolution (see Figure 2.1), which are too short distances to be of interest

in automotive LIDAR, and therefore for most applications, FTDCs are good enough.

2.6 Clock distribution schemes

It was already explained why DToF LIDAR systems contain multiple TDCs (hun-
dreds or even low thousands), and why the TDCs consist of a CTDC and a FTDC
(since SFTDC disadvantages outweigh the advantages for large pixel arrays and/or
fast frame rates).

In section 2.4, two possible implementations of FTDCs were illustrated, both
requiring N accurately phase shifted clock phases, where N = 28 B being the
number of bits of the FTDC.

The clock phases needed for both the CTDC and FTDC have to be generated
somewhere, and subsequently routed to the TDCs. Because of the size of the TDC
array, the architecture of the clock distribution has big impact on the performance

of the system, from power consumption to precision or uniformity:.

2.6.1 Global counting

The first type of clocking scheme is to create the clock phases in one place of the chip
and distribute them to all the blocks which require them. These schemes are called
global counting. Their main advantage is the fact, that the clock signals received
by one TDC should be in phase with the ones received by the others, as long as the
routing is symmetrical.

The first, simplest example of a global counting scheme is shown on Figure 2.15,
where all the clock phases are generated with a single DLL and distributed via a
single large clock buffer.

The problem with this scheme are the parasitic capacitances and resistances.
Firstly, assuming the TDC array is large, the length of the metal interconnects can
be substantial. Long metal interconnects lead to large parasitics, which in turn lead
to large dynamic power consumption via the well known CV?2f dependency. Since

each interconnect is present N times, this can be a substantial amount of power.
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Fig. 2.15: Global clock counting with single buffer

Secondly, the large parasitics act as a distributed RC low-pass filter, slowing
down the edges of the clock phases. This, along with interference and crosstalk
picked up by the long interconnects, increases the jitter and therefore decreases the
precision of the system.

The signal integrity issue can be solved with the multiple stage clock tree ap-

proach, as shown on Figure 2.16.

TDC
TDC
TDC
TDC

CLK[N-1:0]
CLK —— DLL a

TDC
TDC
Fig. 2.16: Global clock counting with multiple stage clock tree

Instead of using a single clock buffer with high driving capability, a number
of clock buffers is used, splitting the distribution path into segments. Each buffer
restores the edge of the clock signal and decreases the loading of the previous buffer.
The Figure 2.16 is just an illustration — the clock tree can be made from a higher
number of stages, the last stage driving more than just two TDC etc. In practice,
TDCs are often laid out in groups of four or eight.

On the other hand, this improvement is balanced by an additional increase of

power consumption, since the number of clock buffers has increased significantly.
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2.6.2 Local counting

Opposite to global counting stands the local counting method. Instead of generating
the clock phases only once and routing them all over the chip, with local counting,
the clock phases are generated in multiple blocks located at various places of the
chip, each block distributing the phases to the nearest TDCs.

There are multiple possible ways of implementing local counting, one of them is

shown on Figure 2.17.

CLK[N-1:0] TDC

DLL 4 E:
TDC
CLK[N-1:0] TDO

LK DLL ’

CLK CLE but ﬁ E: TDC
CLK[N-1:0] TDC

DLL ’ ﬁ
TDC

Fig. 2.17: Local clock counting with DLLs

This solution is only partly “local”, as each DLL which is generating all the
required clock phases has to be driven by the global clock. Therefore the same
problems as with global counting appear — the global clock needs to be distributed to
the DLLs somehow. Since only one clock phase is routed this way, the parasitics are
less of an issue than with global counting (especially for high N), but nevertheless,
their contribution to the power consumption is not negligible. Furthermore, DLLs
are not small blocks and take considerable amount of footprint, which is not ideal
if there are a large number of them on the chip.

It has to be noted again that in practice, the size of the TDC group sharing clock
sources is usually four or eight, although the pictures show only two member TDC
groups for simplicity.

A truly local counting technique is shown on Figure 2.18.

In this scheme, the clock phases are generated in ring oscillators. A single, global
DLL is used to bias the CCDLUs in the ring oscillators, guaranteeing PVT immune
oscillation frequency. In order for this PVT stabilization to work, the DLL needs to
be made from the same CCDLUs as the ring oscillators. The control signal routed
to the ROs is current, because it is more immune to IR drops, noise or crosstalk.
The current is essentially DC, therefore no dynamic power losses are generated.

Both of the local counting methods consume less power than the global counting

schemes, as the interconnect parasitics issues are diminished, which is especially the
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Fig. 2.18: Local clock counting with ring oscillators

case for the RO based local counting scheme. However, the local counting schemes
also share the same problem with mismatch and phase asynchronism. While the
PVT stabilization can compensate for global (shared) variations in process, voltage
or temperature, mismatch between the DLLs or ROs can cause mismatch of the
clock phases between the blocks, or even worse, as is the case with the RO based
scheme, the oscillation frequency can vary between the ROs as well. The mismatch
of the oscillation frequency can cause systematic error in the ToF measurements
with the affected TDCs, and the phase shift between the clock signals can cause
fixed pattern noise in the final depth map.

2.6.3 Summary

In this section, examples of both global and local counting schemes were presented.

The main advantage of the global counting clock distribution schemes is their
simplicity and the synchronism, as all the TDCs should receive the same clock signals
at any given instant, as long as the routing is symmetric. The main drawback, on
the other hand, is the power consumption, as the clock distribution interconnect
networks can posses large parasitic capacitance and resistance. Symmetric routing
also takes a lot of area.

The local counting schemes, on the other hand, improve the power consumption
at the cost of higher mismatch sensitivity and loss of synchronised clock phase inputs
across the TDC array.

The ideal solution would be to implement the local counting scheme as shown on
Figure 2.18, as it offers the best power efficiency, and add some power efficient mech-
anism capable of perfectly synchronising the oscillators. This can be achieved with
the so-called injection locking technique, which will be described in the subsequent

chapter 3.
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3 INJECTION LOCKED OSCILLATORS

In this chapter, Injection Locked Oscillators (ILOs) will be described and analysed.

Firstly, a brief derivation of general oscillation principles and criteria will be
presented. Afterwards, a closer look at harmonic LC tank based ILOs will follow,
including phasor analysis and locking range derivation using its linear model.

A different, time domain based approach will be taken for the analysis of Injection
Locked Ring Oscillators (ILROs), as they are highly non-linear.

Finally, ILRO based FTDC will be discussed, since its advantages are the main
motivation of using ILROs in DToF LIDAR systems in the first place.

3.1 Oscillation criteria

A generalized feedback system consisting of a single block with a Laplace domain

transfer function of H(s) is shown on Figure 3.1.

Vsum
Vin o—>» H(S) © Vout

T

Fig. 3.1: General feedback system

The closed loop transfer function of the overall system can be derived

Vout(s) = H(s) - Vaum(s) = H(5) - [Vin(5) + Vour(s)] (3.1)

Vout(s) = H(s) - Vin(s) + H(s) - Vous(s) (3.2)

Vout(s) - [1 — H(s)] = H(s) - Vin(s) (3.3)
Vour(8) _ H(S)

Vals)  T-H() 3

This is essentially identical to the well known Black’s formula [50].
This chapter is devoted to oscillators, therefore, Equation 3.3 will be examined
more closely. For oscillators, Vi,(s) = 0, as the oscillator should be able to oscillate

on its own without any external input signal. Therefore, we can write
Vour(s) - [1 — H(s)] =0 (3.5)

This equation has two distinct solutions. The first one is Vou(s) = 0. This is
not an interesting solution, as it only states that with the absence of any signal in
the loop, the loop does not start oscillations on its own, whatever H(s) may be. In

physical reality, noise is always present and V,, is never exactly equal to zero.
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The other solution, H(s) = 1, is the interesting one. One interpretation of it is
that as long as H(s) = 1 for a given frequency wy, Vout(s) can be a non-zero signal
indefinitely, i.e. oscillations can occur at the given frequency. To allow this, the

following conditions need to be satisfied

H(s)| =1 (3.6)
ZH(s) =2krm (3.7)
where k is a non-negative integer.
These are the well known Barkhausen criteria. It has to be noted that these are
necessary, but not sufficient criteria for sustained oscillations [51].

For reasons which will be explained in the following sections, the feedback system

shown on Figure 3.2 will be analysed next.

Voum
H(S) O Vout

T—%«—

Fig. 3.2: General feedback system with additional phase shift

‘/ino_>

This system includes an additional phase shift of ¢, in the loop. The goal of
the following analysis is to determine the way the additional phase shift affects the

oscillation criteria. In the following derivation, Vj,(s) = 0 will be assumed.
Vou(s) = H(s) - Vaumn(s) = H(s) - Vous(s) - €% (3.8)
Vout(s) - [1 — H(s) - e#*] =0 (3.9)
Equation 3.9 leads to similar conditions as previously, with a small adjustment.
|H(s)| =1 (3.10)
LH(S) + ¢, = 2k (3.11)

Finally, assuming the simplest case of & = 0, the phase condition for sustained

oscillations can be rewritten as
ZH(s) = —p, (3.12)

To intuitively understand what this means for the oscillation frequency of the
system, a plot of the phase response ZH(s) is useful. A generic plot of such a phase
response is shown on Figure 3.3.

When a phase shift of ¢, is inserted into the feedback loop, the criteria for sus-

tained oscillations change and they are no longer satisfied at the “natural” oscillation
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Fig. 3.3: Phase response of a general feedback system with additional phase shift

frequency wy (where ZH (jwo) = 0, which would satisfy the original phase criterion
from Equation 3.7). Instead, the condition is fulfilled at w,, where ZH (jw,) = —@a.
In other words, an additional phase shift inserted into a closed loop oscillator shifts
its oscillation frequency.

Injection Locked Oscillators are oscillators, whose oscillation frequency is locked
to the frequency of an injected periodic signal. The injection mechanisms can differ
in implementation, they are, however, always based on the previously described
principle. The injected periodic signal somehow injects an additional phase shift

into the feedback loop of the ILO, thereby changing its oscillation frequency.

3.2 LC tank based ILO

While the focus of this thesis is on ILROs, harmonic ILO analysis requires specific
mathematical apparatus which provides different kind of insights, some of which are
applicable to ILROs as well and which improve the general understanding of the
injection locking phenomenon.

Since the seminal paper by Robert Adler from 1946 [52], LC tank based ILO
has been used for explaining injection locking in most papers, theses and other
publications on the topic, most notably [53] but also [54], [55], [56] etc.

To simplify the mathematical analysis, the circuit examined is an equivalent
half circuit of a differential CMOS based negative resistance oscillator [57, p.21], as

shown on Figure 3.4.
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Fig. 3.4: Half circuit of a differential negative resistance LC tank based ILO

3.2.1 Phasor analysis

Without the injection current Iy, the oscillator would oscillate at the resonant

frequency of the LC tank
Wy = —— (3.13)

sometimes also called the free-running frequency, and because a parallel RLC
circuit contributes zero phase shift at its resonant frequency, ZVy = £liank.

Since the dynamics of injection pulling are very complex, let us now assume,
that after connecting the harmonic injection current Iy, the oscillator locks to its
frequency winj, where wiyj # wo.

If the oscillator is locked, all its internal currents and voltages oscillate at wiy;,
including Ii,,.. However, because the phase response of a parallel RLC circuit is

non-zero for frequencies w # wy, we can write
évout = éltank + 2 (314)

where ¢ is the phase shift of the parallel RLC circuit at wiy;.
Furthermore, assuming the negative resistance represented by the ideal inverting

buffer and the NMOS device contributes no phase shift, we can also write
LV = £ lose (3.15)
Finally, simple nodal analysis provides
Liani = Tose + Lin; (3.16)

Piecing these three equations together, it can be deduced that there is a non-

zero phase shift between Iy and I[in;. If there was no phase shift between the two
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harmonic currents, I, would be in-phase with /s (because of Equation 3.16) and
therefore with V,s. (via Equation 3.15), which we already know is not true from
Equation 3.14. This knowledge allows us to draw a phasor diagram, as seen on

Figure 3.5.

Iinj
Fig. 3.5: LC tank ILO current phasor diagram

The angle between Ios. and Iiyj, also known as injection angle and denoted as ¥,
reaches a value necessary to ensure that Equation 3.14 and Equation 3.16 are both
satisfied.

To derive an equation for ¢, a right triangle can be constructed by extending
the I,s phasor by x and constructing a line perpendicular to I, connecting with
the tip of the i,y phasor. The length of this perpendicular line is y. Right triangle
trigonometry leads to

tan ¢ = 7 y—}—a: (3.17)

To derive the lengths of z and y in terms of known phasor lengths and angles,

we can take advantage of the fact that the hypotenuse of the right triangle with legs

x and y is equal to [;y;. Therefore

sing = 2 (3.18)
Iinj
cost) = — (3.19)
Iinj
Combining with Equation 3.17 produces
Lip;sin v Ksind
tan ¢ = 57 o (3.20)

Iose 4 Iinjcos ¥ "1 + K cost

where K is the so-called injection ratio, quantifying the strength of the injection
current relative to the oscillator current, defined as
Iin;

K=
IOSC

(3.21)
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3.2.2 Locking range derivation

According to [53, p.1418], the phase shift of a parallel RLC circuit in the vicinity of

wp can be approximated by

2
tan o = —Q(wo — Wosc) (3.22)
Wo

where () is the quality factor, equal to w% for a parallel RLC circuit, and weg is
the frequency the RLC circuit currently oscillates at.
Combining Equation 3.22 and Equation 3.20 produces

2Q) Ksind

— —Wosc) = T - . 9 2
o (Wo — Wose) 1+ K cosv 329
20 Ksind
20, .. Ksny 24
o [(WO Wlnj) (Wosc Wlnj)] 1+ K cos® (3 )

where (wp — winj) = Awyp is the difference between the free-running and injection
frequency and (wese — winj) is the difference between the instantaneous frequency of
the oscillations w.s. and the injection frequency. Since instantaneous frequency is
defined as the time derivative of phase, and the phase shift between the oscillations

and the injection is ¢/, we can write

2Q) 09 K sind

“lAwg— — | = —— 2
wo < “o 875) 1+ K cos? (3.25)
09w Ksind

7 _ T LA 2
ot 2Q 1+Kcos19+ o (3.26)

In the state of injection lock, wese = wiyj, therefore %—f =0.

_ wo K sind
-~ 2Q 1+ Kcosd

To determine the minima and maxima of Awy, the function needs to be differ-

Awg (3.27)

entiated with respect to 1, the only variable which is not determined by design.

wo . _Ksing sin ¥
0Awy . 8(2@ 1+K00519) . Kuwy 8<1+K00519)

oy 00 2Q) oV
_ Kuwo cos? - (14 K cos?) —sint - (—K sind}) (3.28)
2Q (1+ K cosv)?
_ Kuwy cos?- (14 K cos?) + K sin® ¥
T2 (1 + K cosv)?
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The minima and maxima can be found by finding the solution to 22% = (.

a0
Therefore
Kwy cos? - (1+ Kcos?) + K sin®J 0 (3.29)
2Q (1+ K cosv)?
KWO . 92
20 [cos? - (1 + K cosv) + Ksin®d] =0 (3.30)
K
22)20 (cos¥ + K cos®d + K sin® ) =0 (3.31)
K
250 [cos ) + K (cos* 9 + sin®9)] = 0 (3.32)
Applying the well known trigonometric identity cos? x + sin?x = 1 we can con-
tinue
K
22’20 (cos? + K) =0 (3.33)
KWO KQWO
- 34
20 cos v 0 (3.34)
cost = —K (3.35)
¥ = tarccos(—K) (3.36)

The angle ¥ can therefore reach + arccos(—K) at its extremes. Combining with
Equation 3.27

wo K sin (£ arccos (—K))

A =— :
WLR 2Q 1+ K cos (Farccos (—K)) (3:37)
wo Kv1-K?
K
Awpg = £-2 (3.39)

i@'\/l—f{?

The Equation 3.39 defines the locking range of the LC tank based ILO in terms
of its free-running frequency wy, the quality factor of the parallel RLC circuit )
and the injection ratio K. The locking range is the range of injected frequencies
the oscillator can lock onto. It can be seen that by increasing K, the locking range
can be widened. This seems intuitive, as the stronger the injection signal, the more
easily it can “coerce” the oscillator to oscillate at the injection frequency.

It has to be noted that while Equation 3.39 works well for the so-called weak
injection (K < 1), it does not encompass the effects of strong injection. A more
general solution compatible with stronger injection signals is presented in [58]. The
so-called perturbation model notes that when the injected signal is not negligible in

magnitude, it does not only change the phase of the oscillation, but also modulates
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the amplitude. The analysis requires understanding of large signal non-linearities of
the given oscillator. In most practical applications, however, weak injection is the
operating mode of interest, as the higher the K, the higher the power consumption.

To connect the results from Equation 3.39 with the phasor diagram, the phasor
angles need to be examined. We can define ¢ = ¥ — ¢, i.e. the angle between
Iiy; and Iiank. The maximum attainable value of ¥, i.e. the value of ¥ at the edge
of the locking range, is known from Equation 3.36. To quantify the maximum ),

Equation 3.36 can be combined with Equation 3.20.

K
max = Umax — Pmax = arccos(—K) — arctan | ———
v ¢ (-K) ()

= arccos(—K) — arcsin(K) (3.40)

= 1 — arccos(K) — (g - arccos(K))
=7 — arccos(K) — g + arccos(K) =
At the edge of the locking range, v reaches exactly 90°, as seen on the phasor
diagram of an LC tank ILO at the edge of the locking range on Figure 3.6. This
result makes intuitive sense. Assuming weak injection, ¢ is close to 0° at the edge
of the locking range and ¥ ~ 90°. Since ILinx > I, for Iy to make the most
difference to the oscillator, it needs to inject its energy when I, = 0, otherwise
it would be easily overshadowed by it. The peaks of I,; become synchronized with
the zero crosses of i, when the phase shift between the two currents is precisely
90°. By shifting the phase of I;; in either direction away from this point, its impact
to the oscillator can only be lessened. Therefore, when I;,; is shifted by 90° at the
edge of the locking range, it is already doing the most it possibly can for the given

injection ratio.

Iinj
Fig. 3.6: LC tank ILO current phasor diagram at the edge of the locking range

A plot of the injection angle 9 as a function of Awy is shown on Figure 3.7. A

quality factor @) of 4 was chosen for the plot. Per Equation 3.39, higher () leads to
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narrower locking range. The injection ratio K is a parameter in the chart, higher

K leads to wider locking range and larger maximum 1J.
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Fig. 3.7: Injection angle as a function of Awy for various K

3.2.3 Paradox of locking and phase noise performance

An apparent paradox needs to be addressed. Assuming the ILO is a perfectly linear
oscillator, via the superposition principle, the injected frequency wi,; should simply
add to oscillator, which would keep oscillating at wg as well as wi,j, responding to
the input.

A unique analysis and resolution of this paradox is presented by Behzad Razavi
in [53, p.1420]. According to Razavi, it is impossible to lock a perfectly linear
oscillator onto an injected periodic signal. However, as long as even a mildly non-
linear component exists in the system, the oscillator can be locked. In [53], the
non-linearity is inserted via slightly non-linear negative resistance (represented by
the inverting buffer and the NMOS in Figure 3.4), which is only natural, since the
NMOS is a non-linear device. Needless to say, the role of the negative resistance is
to replenish the energy dissipated by the resistor of the parallel RLC circuit.

The result of Razavi’s analysis is that when wi,; = wg, the feedback weakens
the negative resistance effect. This is because when wi,; = wp, ¥ = 0° and the
energy added to the oscillator by the injection signal is in-phase, therefore the neg-
ative resistance does not need to compensate for the full energy loss of the resistor.
The negative resistance is weakened proportionally to the energy received by the

oscillator by the injections.
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On the other hand, when wi,j = wy = Awy 1, the injected energy comes with a
90° phase shift and therefore the negative resistance effect is at its maximum again,
as it is needed to compensate the dissipated energy.

The main outcome of this analysis is that for injected frequencies somewhere
in-between the two extremes, the negative resistance effect is weakened only slightly
compared to the state with no injection. This means that the original oscillation at
wo gradually dies out (as the negative resistance no longer has the value necessary
to sustain it), while sustained oscillation at wi,; becomes possible, as the dissipated
energy is replenished in-phase by the injection circuit.

Razavi subsequently uses this insight to explain one more useful effect. Since
the overall impedance of the parallel RLC circuit (including the negative resistance
effect) is now dependent on wi,; and K (as explained in the previous paragraphs), the
gain of the noise injected into the RLC circuit is dependent on the injection as well.
In fact, if the oscillator is locked and the negative resistance effect is consequently
weakened, the overall impedance of the RLC circuit is lowered (as the negative
resistance no longer cancels out the normal, positive one in the RLC circuit) and
therefore the noise is attenuated compared to the state with no injection. The result
is that the phase noise of an injection locked oscillator is improved in the range of
frequencies where the above holds true, i.e. the locking range, as seen on Figure 3.8
(53, p.1422].

L(w)A

free-running

injection

wo—Awrr wo wotAwrr w

Fig. 3.8: Phase noise of a free-running and injection locked oscillator [53, p.1422]

3.3 Injection Locked Ring Oscillators

Ring oscillators, like any other oscillator, can be injection locked as well. However,
since they are non-linear relaxation oscillators, the analysis of the locking phenomena
has to take a different approach from the phasor based analysis of injection locking

of a linear harmonic oscillator in section 3.2.
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While linearised models of ring oscillators and their injection locking mechanism
have been presented in literature, such as in [59], these approaches yield very limited
accuracy when more realistic ring oscillator circuits are to be modelled.

A time domain based approach, which takes into account the inherent non-
linearity of ring oscillators, has been presented in [60]. In this section, this approach
will be explained and derived with more detail, including the mathematical assump-
tions not discussed in the paper. The main advantage of this approach is the ability
to generalize it for any relaxation oscillator configuration with simple transient sim-

ulations, which will also be shown in chapter 4.

3.3.1 Ring oscillator time domain analysis

The starting point for this analysis is the differential ring oscillator model shown
on Figure 3.9 (let us ignore the injection stage in this subsection). The differential

mode of operation actually makes the analysis considerably simpler mathematically.

Fig. 3.9: Differential injection locked ring oscillator model [60]

The inverters in this model are represented by voltage sensing current outputting
comparators driving a parallel RC load. The parallel RC load represents the output
resistance of the driving stage and a combination of its output capacitance with
the input capacitance of the following stage. When the comparator is in its high
state (the non-inverting input voltage is higher than the inverting one), the current
flowing out of the non-inverting output is I, otherwise, it is —I,i.. The voltage
waveform across the RC load while the comparator is in a constant state is a charging
or discharging exponential, characterized by the well known time constant 7 = RC'

Since the implementation is differential, the next comparator in line transitions
from its current state to the opposite state when the waveform of the RC load
crosses zero in either direction. Because the ring oscillator has N stages, and each
transitions when the output waveform of the previous one crosses zero, we can derive
the frequency of the oscillations analytically.

Looking at the oscillation waveform on Figure 3.10, for the discharging part of

the waveform (0 <t < %) we can write

t
Uosc(t) = _V;)sc,max + (Vosc,max + V;)sc) + €Xp (_;> (341)
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Fig. 3.10: Ring oscillator model voltage waveform [60]

where v (t) is the waveform of the oscillations, Vs the amplitude of the os-
cillations and Vis max the maximum possible amplitude of the oscillations, which is
defined as Vosemax = Leomp - [2. It is self-evident that the period of the oscillations

can be defined as
T = 2Nty (3.42)

where N is the number of stages and t4 the time it takes for a single stage to
transition from V4. to zero.

The equation for tq can be derived analytically, since vos.(tq) = 0. Therefore

Uosc(td) =0 (343)
t
_V;)sc,max + (Vosc,max + V;)sc) +€Xp (__d> =0 (344)
T
td ) V;)sc max
_0) = __“osomax 3.45
P ( T V;)sc,max + Vosc ( )

v
tq= —7ln [ —— =oM% 3.46
¢ <V;)sc,max + Vosc) ( )

To evaluate t4, it is necessary to find a relationship between N, Vs and Vg max-
For this analysis, Equation 3.41 and Equation 3.42 can be used, along with a final
constraint, which is that wvgec (%) = —Vose. Then, the following system of two

equations can be written and rearranged.

Uosc(td) =0 (347&)
T
Vosc (E) = _V;)sc (347b)
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t
_V;)sc,max + (Vosc,max + V:)sc) - €XP (_?d> =0 (348&)
T
_V;)sc,max + (Vosc,max + V;)sc) - €Xp (_§> == _Vosc (348b)
tq
(V;)sc,max + Vosc) - €Xp (_;> = Vosc,max (349&)
2Nt
(V;)sc,max + Vosc) - exXp (— 27_d> = Vosc,max — Viee (349]3)
V;)sc max Vosc t
Yosomax + Vose oo (——d) =1 (3.50a)
V;)sc,max
V;)sc max V;)sc Nt
Vo) = (3:900)
—VOSC"Z z:;X%SC = exp (t—d> (3.51a)
V;)sc max + Vosc td )] N
= — 3.51b
V;)sc,max - V;)sc |:eXp (7- ( )

(3.52)

Voseanax + Vose [ Vosoamax T Vosc |
Vosomax — Vs < )

The Equation 3.52 can be solved for any given number of stages /N, and the ratio

Viose/ Vose.max can be obtained. For example, for N = 3, Vise/Vosemax = 0.62, while

for N =5, Viose/Vose.max = 0.93. This is intuitive: the higher the number of stages,

the more time each individual stage has to settle, approaching Viscmax ever closer.

V;)sc,max

Since for N > 5 it can be approximated that Vi & Visemax, returning to Equa-
tion 3.46 yields

‘/;)SC max 1
td - n <V;)sc,max “7’ V:)sc,max> -7 n (§> - Tln (2) (353)
and therefore ]
0SC = A AT/ Y1 N .04
/ 2NRC'In (2) (3:54)

As a side note, for ring oscillators used for FTDCs, the number of stages is often
N > 8, since the larger the number of stages, the higher the number of output clock
phases slicing the period and therefore the finer the resolution of the FTDCs. For

these ring oscillators, Equation 3.54 is sufficiently accurate.
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3.3.2 Ring oscillator under injection

At this point in the analysis, the injection stage from Figure 3.9 can be considered.
Since the gain of the injection stage is K relative to the stages in the ring oscillator
itself, its output current is [;,; = £K ., depending on the state of the input clock
CLKny. Naturally, K is the injection ratio, which was already discussed in the
context of harmonic oscillators in section 3.2, and it will be assumed that K < 1.

In the context of this analysis, K can be also expressed as

Mn' Vvin' max
K== (3.55)

The injection of a periodic square wave current [i,; into an RC load creates
a periodic charging and discharging waveform wv;,;(t) very similar to v, (t) with
two differences: firstly, the amplitude of viy;(t), Vinj, and the maximum possible
amplitude Viyjmax are smaller than their v,s(¢) counterparts. Secondly, there is a
phase shift between viyj(t) and vos(t), defined by a time interval A.

Via the superposition principle, the waveforms vi,j(t) and ves(t) add at the
differential nodes where the injecting stage is connected, producing v, (t). This
is the physical waveform which consequently determines the time instant when the

following stage flips its state. A diagram of this mechanism is shown on Figure 3.11.

t
Fig. 3.11: Time domain based model of injection locking [60]

It can be seen that depending on the injection ratio and the phase shift A, the
injection signal can either hasten or delay the zero-crossing point of v, (t) by d.
This can decrease, respectively increase the oscillation period. If the injection signal

is strong enough, it can lock the oscillation period to its own.
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Graphical analysis of Figure 3.11 yields that the new oscillatory period of the
ILRO is Ty + 2d, where Tj is the free running period and d is the temporal difference
between the original and new zero cross point of the ring oscillator stage under

injection. Therefore, the locking range can be defined as !
TO + 2dmin S Enj S TO + 2dmax (356)

The challenge is therefore to find out what is the maximum and minimum attain-

able d. We can describe v;,;(t) analogically to vos(t) from Equation 3.41 as follows

ing(£) = ~Vinjanax + (Vinjanax + Vi) - xp <‘t * A) (3.57)
and therefore we can write
() = ose(£) + g (£) = = Voo + (Vs + Vi) - ex0 (2 )
— Vinjmax + (Vinj,max + Vinj) - exp <_t + A) (3:3%)
For d, we can symbolically write
d(A) = te{Vsum(t), A # 0} — t,e{Vsum(t), A = 0} (3.59)

where t,c{Vsum(t), A # 0} is the zero crossing time of Vg, () when non-zero A is
considered. This equation includes the insight that when A = 0, the zero crossing
of Vgum(t) is not delayed with respect to v,e.(t). This is because in such case the
injection signal is perfectly in phase with the oscillation and can only affect the
amplitude.

After several steps of mathematical rearranging, which are presented in sec-

tion A.1 of the appendices, the following result can be obtained for A > 0

V;)sc + V;)sc max T (Vvinj + Mnj max) + €XP (é)
d(A =7l : : u 3.60
( )|A>O T V;)sc + Vosc,max + Mnj + Mnj,max ( )
and similar derivation for A < 0 is presented in section A.2, resulting in
V;)sc max + Vosc - (Mnj max + Vvinj) - €Xp (é)
d(A =17l : : z 3.61
( )|A<O T V;)sc,max + Vosc - Mnj,max - Vvinj ( )

The final, but most mathematically tedious step of the determination of locking

range is expressing the maximum and minimum values of the d (A) function.

Tt can to be noted that the Equation 3.56 holds true regardless of what the oscillation or
injection waveform actually looks like. As long as the relationship between d and A is known
(analytically or simulated), Equation 3.56 can be used for expressing the locking range of any ILO.
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A crucial finding helping in the process is the realization that vosc(Amax) = — Vinj-
For A < Aax, the maximum of v;,j(t) occurs sooner than the zero cross of v (t).
Therefore, the full capability of delaying the zero cross has not been utilized. When
A > Ay (which is the case shown on Figure 3.11), the maximum of the vi,;(t)
waveform occurs too late, when vy (t) has already crossed zero and its magnitude
is much higher than the vi,j(t) maximum.

However, when A = Ay, the maximum of vy;(¢) perfectly cancels out the
current value of vUesc(t), i.€. Uosc(Amax) = —Vinj and vinj(Amax) = Vinj, therefore
Usum (Amax) = 0 and the zero cross has been delayed as much as possible, i.e. dp. =
d(Apax)- Similarly, dyin = d(Apin), Where vose(Amin) = Viny and vigi(Amin) = —Viy;-

The results of the mathematical derivations and simplifications presented in sec-

tion A.3 and section A.4 are

1
=7ln | —— .62
rax Tn(l—K) (3.62)
1
N B .
fuin =7 n(l +K> (3.63)

As explained in section A.3 and section A.4, these results are based on the
assumption that N > 5. Otherwise, the expressions for d., and d,;, are much
more complicated and impractical. Both Equation 3.62 and Equation 3.63 are useful
because of their simplicity, as K is a design parameter and 7 is a constant easily
determined via simulation of the ILRO inverter cell.

Returning to Equation 3.56, the locking range of an ILRO is

Ty + 27 In (#) < Toy < To+ 2710 (#) (3.64)
1+K) = "m= 1- K

where Tj, the free-running period, is defined by Equation 3.54.

When plotting Equation 3.64, the injection ratio K is definitely of interest and
will be swept on the X axis. There are two possible choices for a parameter: 7 and
N (the number of stages N is “hidden” in the equation for Tj). Both parameters
affect the absolute value of Ty in the same way. Interestingly enough, when the
maximum and minimum periods (or frequencies) are normalized to the free running
period or frequency, varying 7 does not affect normalized locking range at all. This
is because 7 appears in the equation for d as well as Ty, and when normalizing, it
cancels itself out. On the other hand, N appears only in the equation for 7T, and
therefore causes variation even in the normalized locking range plot. This plot is
shown on Figure 3.12.

The upper lines in Figure 3.12 show the upper limit of the locking range and
the lower lines show the lower limit. There are two interesting insights this plot
provides. First of all, increasing N decreases the locking range width. Secondly, the

lower limit of the locking range is highly non-linear for high values of K. This is
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Fig. 3.12: Locking range of ILRO for various number of stages

because the denominator in Equation 3.62 approaches zero and the fraction grows
in value rapidly. This non-linearity is not physical and is a mathematical artefact
instead, serving as a reminder that these analyses are only valid for K < 1.

Before closing this subsection, one more concept needs to be addressed: it is
theoretically possible to inject the signal into multiple stages of the ILRO, as proven
in [59]. In this diploma thesis, however, only single-input injection will be considered.
The main benefit of the multiple-input injection is that the locking range widens,
which makes intuitive sense, as more energy is injected in total. The second benefit
is that when the injection signal is injected into multiple inputs, the propagation
delay of more stages rather than just one is adjusted, and therefore the necessary
total propagation delay adjustment is more evenly distributed, leading to better
DNL performance of the FTDC.

To give an example, let us assume that a 16-stage ILRO oscillates at 600 MHz.
This means that each stage produces 52.1 ps delay (this can be calculated by rear-
ranging Equation 3.54). When injecting 625 MHz into single input, assuming the
ILRO locks, 15 stages still produce 52.1 ps delay, while the so-called injection stage
has to produce 18.8 ps delay to compensate for the rest and produce total delay
matching the period of the injections. However, if the injection signal was injected
into two points rather than just one, 14 stages produce 52.1ps delay, while the two
injection stages produce 35.4ps delay each. The linearity of the time-slicing action
is therefore significantly improved.

However, there is also an important drawback: it is necessary to inject energy
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into the multiple inputs in correct phase. Quoting [59, p.1908|, “the locking range
[for multi-input injection] decreases or becomes even worse than the case for the
single-ended one as the input phase difference departs from the optimum value”.
This is a problem for practical implementation, as it is difficult to guarantee precise
phase alignment of digital signals. If the multiple injection waveforms were to be
injected with incorrect phase shift, not only would the injection range suffer, but the
phase noise of the oscillator as well, as the improperly injected energy could shape
the waveform in such a way which would degrade its spectral purity. If the phase
error between the inputs changed over time, this could also manifest as jitter. It is
needless to say that creating the phase-shifted injection signals would also take up
more area and consume more power. Therefore this concept will not be explored

further in this thesis.

3.3.3 Limitations of the analytical model

While the results attained by the previous analysis are valid and useful, they do
not necessarily translate perfectly to practical design. There are various reasons for
this, some of which will be explained below.

First of all, this analysis is not directly applicable for single ended ring oscillators,
although the basic qualitative insights provided by the analysis are transferable.
Differential ring oscillators are however preferable for applications in DToF LIDAR,
so this is not a big issue.

Secondly, it was assumed that the duty cycle of the injections is 50 %. This is
not the most efficient implementation. In real ring oscillators, there exists a finite

time-window t..,s where the inverter is sensitive to injections.

Vy
I | § threshold - - =\ - - - - -
inj L : :

v, v, .
YJ/ \L " threshold - - - " /

Iiano Vi

—p. — —p. .G
Lsens Lsens

Fig. 3.13: Ring oscillator injection sensitivity time window

The reason for this sensitivity can be explained as follows. In the illustration on
Figure 3.13, the injection stage signal V, starts off low, and the physical voltages

are very close to supply rails. Any charge injected during this state is quickly
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absorbed by the supply rails and produces a rather small change of V, (K <« 1
is assumed again), as there now exists a low impedance path through the output
driving transistors of the previous stage, some of which now operate in linear region.
Once the previous stage voltage V crosses threshold, and the inverter driving the
injection stage starts transitioning, the low impedance path to supply rails begins
to weaken. The capacitance at the injection stage starts charging up and any charge
injected during this time can hasten or delay the threshold crossing. Once V; finally
crosses the threshold, injecting further charge does not speed up the transitions of
the following stages any more and when the injection stage settles at high, a low
impedance path to the supply rails is formed once again, absorbing any injected
charge rather easily.

Therefore, for real applications, injecting shorter pulses is more energy efficient,
as less charge is injected during the periods when the injection stage sensitivity is
weakened. An example of a practical injection circuit is shown on Figure 3.14 [41,
p.2]. This circuit produces short, exponentially decreasing current pulses, whose
magnitude (and therefore the total injected charge) depends on the size of the ca-
pacitors. The resistive feedback path opens up the bandwidth and improves the rise

time of the pulses [61].

C
CLK1Ny o— o Iin;

CLKinj© o Tiny
R C

1
]

Fig. 3.14: Pulse injection circuit [41, p.2]

The reason why the previous analysis cannot account for this fact is that it
models the oscillations as exponential charging and discharging of an RC circuit.
This is not physically accurate and the dynamics are actually significantly more
complex, as transistors are inherently non-linear devices.

Final limitation of the previously derived time domain based model of ILROs
to be mentioned here is that often, the duty cycle of the injection clock cannot be
guaranteed to be exactly or even close to 50 %. Even though a PLL and a divider
are used to drive the injection circuit with a very symmetric clock signal, the duty
cycle at the point of use can vary by several % due to parasitic capacitances, delays
and non-ideal gate switching transients. Therefore the distance between the current
pulses produced by the injection circuit can vary as well. The effect of this factor

on the locking range, phase noise and other performance metrics of the ILRO needs
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to be considered. However, so far no literature known to the author has provided
analysis of the impact of injection clock duty cycle.
As mathematical analysis of these non-idealities would be impractical, a MATLAB

model taking these factors into account will be described in chapter 4.

3.4 Injection Locked Ring Oscillator based TDCs

An example of an ILRO based 3-bit flash FTDC is shown on Figure 3.15.

L 3 o
ctrl © 7 7 I 7 T X
CLKx; 0 Ph[0] Ph[1] \[Ph[Z] Ph[3] .
OLKINJ o v> > /2
puB[0]| [PnB[1| [PuB2]| |PhB3]
STOP o >  LATCHING REGISTER

48

PHASE DECODER

Jgs
Fine|[2:0]
Fig. 3.15: Differential ILRO based 3-bit flash FTDC

The ILRO consists of 4 differential inverter stages in a ring oscillator configura-
tion. These differential inverter stages are CCDLUSs, and they can be implemented
as shown on Figure 2.9. The current control, provided by a DLL (not shown) adjusts
the free running frequency of the ring oscillator coarsely and brings it closer to its
target value, so that the injection clock CLK 1y can successfully lock the ILRO via
the pulse injection circuit from Figure 3.14.

The way this ILRO based FTDC can fit into overall architecture is shown on
Figure 3.16.

This scheme is similar to the one discussed in subsection 2.6.2, where the clock
phases CLK[N-1:0] are generated locally with ring oscillators. As was discussed
previously, this scheme is power efficient, as the clock phases are only generated at
the point of use and therefore their routing is short, minimizing dynamic power loss
caused by interconnect parasitics. The ring oscillators were made of CCDLUSs biased

by a DLL, so that their free running frequency was close to target. The main issue
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Fig. 3.16: Local clock counting with ILROs

of this local ring oscillator based counting scheme was the mismatch of the ROs,
which would cause them to oscillate at slightly different frequencies and phases.

The scheme shown on Figure 3.16 fixes this issue, as all the ILROs are synchro-
nized in frequency by injection locking. The ILRO mismatch therefore no longer
affects the oscillation frequency, although it still affects the DNL (the CCDLUs
inside each ILRO can vary relative to each other). As was discussed in subsec-
tion 3.2.3, the phase noise of clock phases also reduces, leading to less temporal
jitter and higher precision.

The price paid for these improvements are additional dynamic losses caused by
the routing of the injection clock, but since it is only a single phase which is routed

(or two, for differential routing), the benefits outweigh the cost.
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4 INJECTION LOCKED RING OSCILLATOR
MODELLING

In this chapter, a MATLAB! model of a differential ILRO will be presented. In the
first section, the motivation for the model will be discussed. Afterwards, the model
itself will be described. Following that, the various simulation outputs of the model
will be discussed, and in the penultimate section, the various analyses that can be
performed using the model will be presented. Finally, the limitations of the model

will be acknowledged.

4.1 Motivation and goals

It is important to discuss the motivation for the model, and the questions it should
be able to answer.

MATLAB models of Integrated Circuit (IC) blocks are, in general, used for top-
level block simulations from the system design point of view during architecture
definition project stages. It is important to note that when a low level or a device
level block is to be modelled, MATLAB models offer limited accuracy. The reason is
that in reality, the real behaviour of these low level blocks is far from ideal, governed
instead by complicated transistor device physics. The lower the level of the block,
the more inaccurate are the idealized macromodels.

In this thesis, a MATLAB model of a differential ILRO will be created to obtain
and/or confirm knowledge and intuition about the injection locking phenomenon,
reveal some design trade-offs and answer some of the unanswered questions with
regards to ILROs. The goal is to create a relatively simple model quickly, capable
of helping the designer reach conceptual understanding of the ILRO during the
architecture definition stage, i.e. before the design stage even begins. The actual
physical implementation can be optimized later with better suited tools such as the
Cadence Virtuoso & ADE suite.

There are a few questions related to the behaviour of an ILRO that the literature
has not answered yet. These are the effects of injection clock duty cycle variation on
the locking range, or the effect of injection pulse width on locking range or injection

clock duty cycle sensitivity.

IMATLAB R2019b and R2020b were used.
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4.2 Model overview

There are two main ways a MATLAB model of a circuit can be created. Either the
transient waveforms can be calculated step by step with explicit difference equation
loops via a script, which is a very flexible but challenging and time-consuming
method (as essentially a custom transient simulation engine needs to be created), or
a Simulink model can be created using Simscape blocks schematically. The second
approach yields results much faster and is therefore preferable for pre-design models
such as the one in this thesis, although it does offer less control to the user.

There were two variants of the model created - an eight stage ILRO, as shown
on Figure B.1 in the appendices, and a sixteen stage ILRO. The sixteen stage
oscillator schematic is wide and not legible on an A4 paper, the full sized schematics

are therefore available in the accompanying digital appendix (see chapter C).

4.2.1 Differential inverter model

Since an ILRO only consists of several inverters and an injection circuit, the choice
of model for the inverter is important.

The simplest possible model of an inverter which still bears some semblance to
its real counterpart is shown on Figure 4.1. This model is functionally identical to
the one used for the mathematical analysis on Figure 3.9.

An input capacitance is followed by a voltage sensing double pole switch, con-
necting the output either to ground or the supply rail through a resistor. If the
voltage on the capacitor crosses a specific threshold, the switch changes state in
an opposite way, i.e. if the voltage rises above the threshold, the switch connects
the output to ground and vice versa. Therefore, the input capacitance of the next
inverter in the ring is charged or discharged through the output resistance of the
previous inverter. The differential action is not implemented faithfully, as the dif-
ferential inverter model simply contains two independent single ended inverters.

Clearly, this model has its shortcomings. It does not reflect any non-linearity
of inverter gain or g, and it is pseudo-differential at best. However, the model
is simple enough to guarantee relatively fast simulation time. This is important,
as when oscillators are simulated and relatively high frequency domain precision is
desired, a large number of samples and periods is required (easily in the range of
hundreds of thousands of sampled points over thousands of oscillation periods).

Several parameters of this model have been “masked” so that they can be set
from the top hierarchical level in Simulink. Apart from the obvious ones, such as R,
C, Vbp or Vip e, the initial voltage of the capacitor Vi is crucial for “kickstarting”

the oscillations as soon as possible during simulation runtime.
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Fig. 4.1: Differential inverter model in Simulink

4.2.2 Injection signal

While it would be possible to recreate the injection circuit from Figure 3.14 in
Simulink, it is not necessary. First of all, the inverter model is idealized as it is,
and secondly, Simscape is not very efficient at solving feedback systems. It was
determined that implementing the injection circuit from Figure 3.14 slowed down
the simulation by as much as a factor of ten.

Instead, the current will be injected using ideal rectangular pulses via dependent
current sources. It is expected that the dominant factor is not the shape of the
pulse, but the charge injected in a given time period.

Default Simulink blocks are used to implement waveform shaping. Any zero-
crossing waveform source block can be used at the input of the shaper to produce
constant width rectangular pulses. The advantage of this approach is that the
source block can be a pulse train block, where the duty cycle can be varied, or

a chirp, sweeping through a range of frequencies over time. In both cases, the
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waveform shaping blocks create a train of identical pulses at the times when the

source waveform crosses zero, whatever its original shape.

| LJ\ ~_|—

v

\ 4

Fig. 4.2: Injection pulse train generator

all >~
Py

Fig. 4.3: Injection pulse chirp generator

The way this is done is shown on Figure 4.2 and Figure 4.3. First, the source
waveform is delayed by pw. Then, the delayed and the original waveforms pass
through the “sign” block, which returns 1 for positive values, -1 for negative values
and 0 for zero. The results are subtracted, and the outcome of this subtraction is
non-zero only during zero-crossings of the source waveform for the time specifed by
pw. This way, pulses of fixed length pw and amplitude +2 are created. The 0.5 gain
block brings the amplitude to £1, and the final gain block scales the size of the
pulse by a_ inj, which is the height of the current pulses in Amperes. This value is
then fed into the Simscape current sources.

Additionally, a noise source is added to the rectangular pulses, as seen on Fig-
ure B.1 (the red white noise source block on the left). Even though the noise is
injected along with the current pulses, it models the noise of the ring oscillator

itself. This is useful for phase noise simulations.

4.2.3 Default simulation parameters

The simulation parameters listed in Table 4.1 were used for all simulations which
will be discussed in the following sections, unless specified otherwise. Similarly, the
sixteen stage ILRO model will be used by default.

Via Equation 3.54, the free running frequency of the eight stage ILRO model

using the parameters listed in Table 4.1 is

1 1
Jonc = 2NRCIn(2) 2-8-1000-72.5-1071 -1In (2)

and similarly for the sixteen stage ILRO model, 621.9 MHz (a half of the eight stage

fosc) can be calculated.

= 1.244 GHz (4.1)
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Tab. 4.1: Default simulation parameters

Parameter  Default value Note
res 1000 Q inverter output resistance
cap 72.5fF inverter input capacitance
cap_esr 00 inverter input capacitance ESR
vdd 1.2V supply voltage
vth 0.6V inverter switch threshold
Sw_g_open 1nS inverter switch open conductance
sw_r_closed 0.10 inverter switch closed resistance
pw 100 ps injection pulse width
a_inj 200 pA injection pulse height
duty_cycle 50 % injection clock duty cycle
noise_power 0 height of PSD of white noise
ts 10 ps sampling period

4.3 Simulation outputs

There are multiple types of simulation outputs which the model offers. The transient
data can be viewed on its own, transformed into the frequency domain or viewed
from both time and frequency points of view simultaneously with a spectrogram.
It has to be noted that the model is sensitive to solver accuracy. Optimum
performance was achieved using the “ode45” variable-step solver along with a relative
tolerance no larger than 107, Otherwise, the solver errors accumulate and the

waveforms can even erroneously stop oscillating.

4.3.1 Transient waveforms

The primary type of output from Simulink models are transient waveforms, an
example of which is shown on Figure 4.4 and Figure 4.5. On these two figures, iiy,j is
the differential injected current waveform, vy, is the differential voltage at the stage
preceding the injection stage and vy, is the differential voltage at the injection stage
(the reason their polarity is the same is that the preceding stage is cross connected
to the injection stage, as seen on Figure B.1).

Transient waveforms can be used directly or for further post processing, as shown

in subsection 4.4.2.
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Fig. 4.5: ILRO model period of oscillation for fi,; > fo
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4.3.2 Frequency domain

Transient waveforms can be used to calculate their frequency domain representation
via Discrete Fourier Transform (DFT). To obtain power spectral density (PSD),
the pwelch() command can be used, utilizing Welch’s method of pre-processing
the transient signal by cutting it into segments, windowing and transforming them
into frequency domain separately and averaging the spectra. This method achieves

easily readable low noise plot at the cost of lower frequency resolution.
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Fig. 4.6: PSD of ILRO model when injection pulled and locked

An example of a PSD calculated with the pwelch() command is shown on Fig-
ure 4.6, focusing on the first harmonic region of the frequency range. In the first
case, finj = 606 MHz, which is just outside the lower edge of the locking range for
the default simulation parameter (see Table 4.1) sixteen stage ILRO. The oscillator
does not lock, but is pulled instead. The first harmonic frequency decreases and the
spectrum smears, containing a large number of products of injection frequency ( finj)
and free-running frequency (fo).

In the second case, finj = 606.5 MHz, which is a frequency only slightly different
to the previous case, but “inside” the locking range. The oscillator is locked and its
spectrum is clean, containing only a single harmonic at fi,;. This observation can
be used for determining the size of the locking range.
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4.3.3 Spectrogram

A spectrogram is shown on Figure 4.7. This spectrogram focuses on the first har-
monic of the sixteen stage ILRO model, where the input injection signal is a chirp
rising linearly in frequency over time.

From the start of the simulation until ¢ = 2.5 ps, the oscillator is free running,
oscillating at roughly 621.9 MHz, as calculated in subsection 4.2.3. At ¢t = 2.5 ps, the
injections start at roughly fin; = 604 MHz. This is outside the locking range of the
oscillator, but close enough so that the oscillator is pulled to this frequency immedi-
ately. This is clearly visible, as the first harmonic frequency quickly decreases from
621.9 MHz to approximately 619.5 MHz, and additional frequency content appears,
as discussed and shown previously in subsection 4.3.2.

As the frequency of the injections fi,j increases, the oscillator is pulled more and
more, until ¢ &~ 6 s, when the oscillator locks at fi,; = 607 MHz and all other har-
monics disappear. This clean harmonic rises in frequency along with fi,;, until fi;
crosses the free running frequency 621.9 MHz at t =~ 30 ps. This is accompanied by
a slight but visible disturbance in the frequency contents, as the envelope of the os-
cillations suddenly changes shape (this is visible on the plots from subsection 4.3.1).
Finally, at t ~ 47 ns, fin; reaches approximately 634 MHz and the oscillator unlocks.

The spectrogram can be clearly used a crude way of determining the locking
range, but because the number of points per period needed to achieve high frequency
resolution is very high, and the length of the transient simulation to achieve good
temporal resolution has to be very long, both the simulations and the spectrogram
building take a long time.

4.4 Analyses

In the following subsections, analyses meant to provide the desired insights about
the ILROs, such as the locking range, duty cycle sensitivity or injection pulse width
dependencies will be presented.

Unless otherwise specified, all the following analyses were performed on the six-
teen stage ILRO model by default.

4.4.1 Locking range

In this subsection, locking range of the ILRO models will be determined and com-
pared to analytical predictions, which have been derived in section 3.3.

In order to determine the locking range, the locked state needs to be distin-
guished. There are two main approaches to this: the frequency domain approach

and the time domain approach.
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The frequency domain approach was foreshadowed in subsection 4.3.2 or sub-
section 4.3.3. When the oscillator locks, the magnitude spectrum features a single
clean tone in the first harmonic region of the frequency range at fiy;.

The time domain approach works more visually, as when the oscillator is not
locked, the envelope of the injection stage voltage is periodically pulsating at a fre-
quency significantly lower than fi,; due frequency pulling which resembles amplitude
modulation.

Whatever the method used, the results for the locking range are the same. The
absolute locking range of the sixteen stage ILRO model is shown on Figure 4.8, and
the relative locking range of the two models is shown on Figure 4.9. The relative

locking range is calculated as

AfLR _ finj,max - finj,min
o Jo
therefore the locking range can be also expressed as +0.5-6 fi.r - 100% distributed

0fLr =

(4.2)

approximately symmetrically around f;.
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Fig. 4.8: Locking range of the ILRO model as a function of injection ratio

Based on the charts on Figure 4.8 and Figure 4.9, this symmetry of the lock-
ing range only holds for K < 0.3, which is the range of interest for most FTDC
applications. The reason why for higher K the center of the locking range strays
away from fy towards the lower frequencies is unknown. It could be a physical effect

manifesting also in device level simulations, or it might be a quirk of this type of
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Fig. 4.9: Relative locking range of ILRO models as a function of injection ratio

models, as it is predicted by both the equation Equation 3.64 and this Simulink
model.

The locking range predicted by Equation 3.64 and determined with the Simulink
model match well for K < 0.3. The discrepancy between the analytical prediction
and the model is significant only for the fi,j min limit when the injection ratio is high.
The analytical model behaves hyperbolically in this region, which is clearly not a
physical result, while the Simulink model clearly approaches a finite value.

The fact that the Simulink model and the analytical expression match so well is
interesting, as the analytical derivation assumed a different shape of the injection
signal - for that derivation, a wide 50 % duty cycle square wave was used, while
the Simulink model features short injection pulses. While the shape of the injection
waveform might not affect the width of the locking range significantly, as the deciding
factor is the amount of charge injected in total during the “sensitive period” as
discussed in subsection 3.3.3, it does affect other parameters, as will be discussed

later in subsection 4.4.5.

4.4.2 Time domain measurements

In this subsection, the time domain metrics used by the analytic ILRO model from
section 3.3 such as the injection waveform phase shift A and its equivalent injection
angle v} or the zero cross delay caused by the injection d will be measured.

First, it is necessary to define these quantities in context of the different injection
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waveform. This is showcased on Figure 4.10. The injection phase shift A, or the
injection angle 9 respectively, were measured with a MIATLAB script as the distance
between the zero crossing instant of the differential voltage signal of the falling edge
of the previous stage and the rising edge of the injection pulse.

The zero cross delay d measurement is a bit more complicated. First, assuming
the stage immediately preceding the so-called injection stage is the last stage, the
time between the zero cross of the second to last stage and the last stage is measured
by a MATLAB script. This time interval is unaffected by the injections in this model.
Then, the time interval between the zero crossing of the previous stage and the
injection stage is measured. The difference between these two time measurements
is d.

V;nj.stage

A e

Tin;

Fig. 4.10: Definition of time domain measurements

The charts mapping the various time domain metrics against fi,; are shown on
Figure 4.11, Figure 4.12 and Figure 4.13. The injection frequency in these charts is
swept from 607 MHz to 634 MHz, as that is the locking range for the sixteen stage
ILRO model with default simulation parameters as listed in Table 4.1.

In the charts plotting A or ¥, it is clearly visible that when fin; > fo, the injection
pulses aligns in phase with the injection stage oscillation waveform and hasten its
zero crossings. On the other side of the locking range, when fi,; < fo, the injection
waveform is in the opposite phase, delaying the zero-crossings of the injection stage.
The transition between these two regions is rather sharp for reasons which will be
explained shortly.

In contrast to the charts of A or ¥ stands Figure 4.13, depicting the d = f ( fi;)
function, which is nearly perfectly linear (linear regression yields R? = 0.9997, sig-

nalling precise fit). This is not surprising. When the oscillation frequency of the

94



A [ps]

800
700 - a
600
500 :
400
300 + 5
200
100 - ]
ol M\

—100 : : : : :
605 610 615 620 625 630 635

finj [MHZ]
Fig. 4.11: The phase shift A of the ILRO model as a function of fi;
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Fig. 4.12: The injection angle ¥ of the ILRO model as a function of fiy;
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ILRO needs to match finj # fo, a non-zero value of d is required, and the oscillatory
period Tis. is a linear function of d as shown in Equation 3.56.

An interesting quirk of the chart on Figure 4.13 is that while at the lower end of
the locking range, the d can reach nearly 20 ps, at the higher end of the locking range,
d can only reach approximately 16 ps. The source of this asymmetry is unknown,
but is clearly identical to the source of the asymmetry of the locking range itself, as
discussed in subsection 4.4.1.

On the figure Figure 4.14, the function d = f (¢}) is shown. This chart explains
why the A = f(finj) and ¥ = f(fi;) functions feature such an abrupt transition
in the vicinity of fy. The reason is that the injection pulses can only really signif-
icantly affect the zero-crossing delay during the “sensitive period” as discussed in
subsection 3.3.3. When ¢ = 0°, the injection pulse adds to the rising edges, when
¥ ~ 180°, the injection pulse subtracts from the rising edges. When ¢ is in-between
(approximately 30° to 90°), the injection pulses align with the flat parts of the in-
jection stage voltage waveform, where they have little to no effect, producing no
significant change to d.

An interesting feature of the function shown on Figure 4.14 is that the function
is asymmetric, i.e. the positive d and the negative d parts have a different shape
(the positive d part is much less linear). The reason for this asymmetry is not
known, but it might be a quirk of models approximating inverter gate transitions
with exponential RC' circuit charging waveforms, and/or might be linked to the

source of the locking range asymmetry.

4.4.3 Phase noise

Another analysis that was performed is the PSD analysis. The goal here was to
determine whether or not injection locking improves phase noise performance of the
oscillator.

Two 50 s long simulations of the differential voltage at the last stage before the
injection stage were performed. Noise was injected into the injection stage with the
“Band-Limited White Noise” block (noise power = 107%?). In one case, the oscil-
lator was free-running, in the other, it was locked to fin; = 618 MHz. The first 10 ps
of the simulations were cut off due to transients at the start of the oscillations. The
rest of the signals formed 450002 points, which were processed with the pwelch()
command to obtain Welch’s PSD estimate. A 112500 points long Hann window
was used to provide a clearer plot. The result is shown on Figure 4.15, where the
oscillation frequency was normalized to enable comparative analysis.

It can be clearly seen that injection locking does improve phase noise of ILROs

in the vicinity of the main harmonic. This was explained for LC tank based ILOs
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Fig. 4.15: Power spectral density of a free-running and injection locked ILRO

back in subsection 3.2.3, but was not discussed for ILROs.

The reason why the phase noise is improved is that without injection locking, ring
oscillators accumulate jitter [56, p.46]. This means that the jitter of each transition,
i.e. the difference between the ideal zero cross time and the real one, directly affects
the zero cross time of the next stage and so on. Injection locking can overcome the
jitter by forcing the transitions to occur at a specified frequency, essentially resetting
the accumulated jitter with each injection. The noise is not removed altogether, but
it does not accumulate in the vicinity of the oscillation harmonics any more.

In subsection 3.2.3, it was determined that the frequency region where the phase
noise is improved corresponds to the locking range. According to the Simulink
model, this is not the case. Instead, the region seems to be about half of the locking

range.

4.4.4 Injection clock duty cycle

In this section, the sensitivity of the ILRO to the injection clock duty cycle variation
will be examined. The Figure 4.16 examines the effect of the injection clock duty
cycle variation on the injection pulses.

Based on the quantities highlighted on Figure 4.16, the duty cycle of the injection
clock, and by extension also the duty cycle of the injection pulses, can be calculated
with the following equation.

(4.3)
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Fig. 4.16: The effect of injection clock duty cycle on injection pulse timing

The effect of the duty cycle variation on locking range is shown on Figure 4.17.

As expected, the duty cycle variation certainly does not benefit the locking range,
but the shape of the curve is interesting. Naturally, it is symmetric. At first, it
falls off quite rapidly within £10% of duty cycle variation, but flattens from there
onward. The reason is that for such asymmetric injection clocks, if the oscillator
is able to lock at all, one polarity of the pulses completely misses the “sensitive
window” of the oscillation waveform. Varying duty cycle even more does not seem
to hurt the locking range as much, as the pulse polarity which is not delivering its
charge efficiently only weakly affects the oscillation frequency of the ILRO.

The “single polarity locking” is showcased on Figure 4.19, where the transient
waveforms of the ILRO are plotted. It is clearly visible that the oscillator locked
to the negative polarity pulse, as the positive pulse occurs after vi,; crosses zero,
thereby not affecting the zero cross timing d at all. On the other hand, the negative
polarity pulse performs as intended, because it occurs before the zero is crossed.

The relative locking range of both eight stage and sixteen stage ILRO models as
a function of duty cycle is shown on Figure 4.18. Since the two models have different
relative locking range (as seen on Figure 4.9), their relative locking range has been
normalized to 100% at DC = 50% to allow easier comparison. The plot shows a
difference of shape - the eight stage model seems to be less sensitive to the injection
clock duty cycle.

4.4.5 Injection pulse width

The final analysis of interest in this section is the analysis of the effects of varying
injection pulse width. As was already discussed in subsection 4.4.1, the locking

range does not seem to be affected by the shape of the injection pulses.
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Fig. 4.17: Relative locking range of the ILRO model as a function of injection clock
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Fig. 4.18: Normalized relative locking range of ILRO models as a function of injec-
tion clock duty cycle
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Fig. 4.19: ILRO model period of oscillation for DC' = 40%, finj > fo

However, the pulse width can affect the sensitivity of the ILRO to injection clock
duty cycle variation significantly, as shown on Figure 4.20.

For this analysis, the default pulse width pw = 100 ps an height a_inj = 200 pA
have been altered. Three variations of the pulse width were made. To achieve
comparative results, a_inj was fine tuned so that the locking range stayed the
same, i.e. for the 25ps pulse, the amplitude had to be increased, while for the
400 ps pulse, it had to be decreased etc.

The results clearly show that wider pulse width helps massively with the sensi-
tivity to the duty cycle. This can actually be explained with the “sensitive window”
approach again - when the pulses are wide, altering the timing of one of the polari-
ties within reasonable range still results in some overlap with the “sensitive window”
of the oscillation waveform. On the other hand, some part of the injection pulses

spends its charge outside of the window, burning power inefficiently.
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Fig. 4.20: Relative locking range of the ILRO model for various injection pulse sizes

4.4.6 Summary

In this section, several analyses have been discussed.

First of all, locking range equations derived in section 3.3 were verified. For
K < 0.3, the equations match the Simulink model within &~ 0.3% for both the eight
and sixteen stage models.

Secondly, the injection angle ¢ or the zero cross delay d were evaluated versus
finj or against each other. These analyses confirmed the intuitive understanding
of injection locking proposed by the “sensitive window” hypothesis (described in
subsection 3.3.3), at least within the context of the RC circuit based ILRO models.

Afterwards, phase noise analysis was presented, again confirming the findings
presented in subsection 3.2.3. The phase noise of the ILRO model improves when
injection locked as expected, although the range of frequencies where this improve-
ment occurs seems to be narrower than predicted by [53] for harmonic ILOs.

A novel analysis was described next, as the effect of the injection clock duty cycle
was investigated. There are two key insights: asymmetric injection clock hurts the
locking range of the ILRO, and this is more severe the higher the number of stages
of the ILRO.

Finally, the effect of the width of the injection pulses was examined. Naturally,
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the locking range changes when the pulse width is adjusted. This can be compen-
sated for by also adjusting the height of the injected pulses. Although this fine
tuning achieves the same locking range, the sensitivity to duty cycle variation of the
injection clock is nevertheless different. Simulations have shown that wider injec-
tion pulses lead to less sensitivity to the injection clock at the cost of higher power
consumption. This has been explained again with the use of the “sensitive window”
model.

These last two analyses provide insights which could be valuable for device level
design of the ILRO and its auxiliary blocks. Although the source of the injection
clock is usually a PLL followed by a clock divider, and the injection clock is therefore
symmetric enough, routing the clock through long multi-level clock trees can degrade
the symmetry. The duty cycle variation can be compensated for during injection
circuit design by widening the injected pulse width and decreasing the pulse height.
This, however, increases the total power consumption, as the overall amount of
injected charge is now higher. Power consumption of each ILRO is important though,
as in TDC arrays, there will be a high number of them. A performance trade-off

has been therefore identified before the device level design started.
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5 INJECTION LOCKED RING OSCILLATOR
DESIGN

In this chapter, the design of an ILRO based FTDC for application in LIDAR
systems will be presented.

The aim of this thesis is to design and simulate an ILRO meant to be used in a
DToF LIDAR FTDC along with its biasing circuits, which consist of a DLL. The
assignment of this thesis does not contain the design of the CTDC, the PLL which
drives the clock tree nor the latches and digital logic used for decoding the ILRO
clock phases into a time stamp. These blocks will be however commented and key
requirements for these blocks will be mentioned, as they operate in close conjunction
with the circuits designed in this thesis.

Firstly, the manufacturing technology ONK65 will be briefly introduced. A few
sections providing system level overview of the circuits to be designed as well as the
way they could fit into an overarching architecture will follow and some high-level
design decisions will be explained. The subsequent sections will delve deeper into
device level circuitry of the ILRO itself and its operation with the DLL. Finally, the

designed circuits will be simulated in conjunction to verify their performance.

5.1 Technology overview

The manufacturing technology ONKG65, developed by Global Foundries, is a stan-
dard p-substrate based 65 nm CMOS process. The name of the technology library
used in this project is CMOS10LPe, which is a library focused on low power digital
applications. The library contains somewhat limited options for analog designers
especially as far as bipolar devices are considered, which is the standard for com-
mon digital oriented process nodes. Further options for high performance analog
circuitry such as high-gain asymmetric MOS devices, inductors etc. are included in
the Radio Frequency (RF) design kit, which however requires additional masks and
which will not be utilized in this thesis.

The name ONKG65 does not actually come from the smallest gate length of the
1.2V MOS devices (also known as thin oxide devices), as the minimum length is
actually 60nm. There are also thick oxide devices available, which operate with
1.8V, 2.5V or 3.3V supplies and their minimum gate length is 260 nm, 280 nm or
400 nm respectively.

The process offers three different threshold voltage (Vi) options for thin oxide

transistors (low, standard and high) and a native V, option for thick oxide devices.

104



These variants can be useful for certain analog circuits where the voltage headroom
is restricting.

There are four resistor types available. The N-well resistor nwres does not require
any additional lithographic masks, while the N+ diffusion resistor opndres, P+
polysilicon resistor opppcres and the high yield P+ polysilicon resistor oprppres
do. The two polysilicon resistors are of particular interest for analog designers due
to their low thermal coefficient of resistance (TCR) and high sheet resistance. The
high yield version offers smaller process variation than its counterpart at the cost
of yet another mask and will not be used. The process offers a variety of metal
interconnect based capacitors as well, but since this application does not require
extremely linear and stable capacitors, standard MOScaps will be used instead.

This process features from 4 to 9 metal interconnect layers, filled with low-k
dielectric. All wiring levels are copper except for the final one, which is aluminium.
The operating temperature range for devices made in this process is the standard
automotive range of —40°C to 125°C.

The Process Design Kit (PDK) is well equipped for analog simulation purposes
with statistical variation support for Monte Carlo runs as well as a variety of pre-
defined fixed process corners for faster simulations at the extremes of the variation
space. The mixed MOS corners FS and SF (corresponding to fast NMOS & slow
PMOS or vice-versa respectively) correspond to 30 variation, and the FFF and SSF
corners (the last F stands for functional) are available in 30, 40, 50 and 60 varieties.

Resistor and capacitor process corners are only available in 30 varieties.

5.2 Choice of ILRO operating frequency

The thesis assignment provides a single specification, the resolution of the TDC,
which is 50 ps (and which corresponds to 7.5 mm via Equation 1.1). This is a de-
manding specification to reliably meet especially over PVT variation, but should be
ultimately achievable, possibly with some trimming.

The resolution specification directly translates to the ideal value of the prop-
agation delay of a single ILRO delay cell. Therefore, assuming the ILRO will be
implemented in a similar way to the example shown on Figure 3.15, by selecting the
number of ILRO stages, the frequency of the ILRO can be defined. This in turn
defines the frequency of the CTDC, as the LSB of the CTDC is supposed to be
“sliced” by the ILRO clock phases and therefore the frequency of the ILRO should
match the clock frequency incrementing the counter.

In practice, a double-counting CTDC can be used for various reasons, one of
which is the benefit of running at half the frequency of the ILRO (this will be further
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explained in section 5.3), but either way, there is a direct relationship between the
frequency of the CTDC and the ILRO.

Since the delay of a single ILRO cell specified, the larger the amount of its stages,
the lower the operating frequency of the ILRO and the CTDC and vice-versa. This

can be formulated with the following equation

1
f= 2Nty

where f is the frequency of the ring oscillator, t4 is the propagation delay of a

(5.1)

single oscillator stage and N is the number of stages of the ring oscillator. This equa-
tion holds true for both single-ended and differential ring oscillator implementations,
and was actually analytically derived back in subsection 3.3.1.

In order not to waste space, it is desirable to encode the resulting FTDC time
stamp in binary code without unused states. Therefore, N should be a power of
two, which is only possible for differential ring oscillators.

The choice of N is a very important one, as it bears implications not only for the
ILRO itself, but also for the preceding analog circuits and the CTDC counter. A list
of pros and cons of choosing a longer delay line for the ring oscillator (as opposed

to a shorter one) is shown in Table 5.1.

Tab. 5.1: Benefits and detriments of higher number of ILRO stages

lower frequency more delay line units

v relaxed CTDC counter specs X larger area usage
v lower dynamic power losses X higher static power consumption
v simpler PLL design X worse DNL due to mismatch and gradients

Perhaps the most critical is the CTDC consideration. Choosing a ring oscillator
length which is too short might result in a frequency which the CTDC is not able
to reliably operate at (due to setup and hold time constraints). This is essentially a
technology limitation, defining the shortest feasible ring oscillator length.

The second most important factor is the power consumption. While the longer
delay lines consume more static power simply due to the larger amount of delay cells
present (which all need to be biased with biasing currents etc.), it is reasonable to
expect that the dynamic power losses will be dominant due to the large amount of
ILROs and their clock phases routed throughout the chip. Therefore, doubling the
length of the delay line and halving the dynamic power consumption (via Pyy, o
CV?2f) for an increase in area could be a reasonable trade-off.

The number of units should not get too large, however. The more the units, the

more space they occupy, which means that not only more die area is used, but also
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that the processing gradients are going to have a larger effect on the units and an
increase in mismatch and therefore DNL is to be expected.

In this thesis, a decision has been made to design a 16-stage ILRO, which would
oscillate at 625 MHz (as per Equation 5.1). As mentioned previously, a double-
counting CTDC (discussed more in the following section) can run at half the rate,
which is 312.5 MHz in this case. This is a frequency the CTDC in this 65nm
technology can reliably run at, but high enough to not require unreasonably large
number of delay cells, which would cost not only more area, but also hurt the
linearity of the TDC.

5.3 TDC architecture overview

Although this thesis focuses on the design of the ILRO and its biasing DLL, it is
important to keep the overarching architecture of the whole TDC signal chain in
mind. An example of such an architecture is shown on Figure 5.1.1 Since there is
no architecture definition in the thesis assignment, this is the architecture which the
circuits will be designed for.

Since the diagram is quite complex, its description will be divided into several

smaller sub-sections for clarity.

5.3.1 SPAD and TDC array architecture

As discussed in chapter 1, LIDAR photodetectors commonly contain hundreds of
pixels and therefore a large number of TDCs is needed. The architecture therefore
needs to be designed in a scalable way.

The number of TDCs is given by the number of pixels active at any given time.
This depends on the LIDAR architecture as a whole, as discussed in section 1.1. If
the whole pixel array is illuminated simultaneously (i.e. flash LIDAR), the number
of TDCs matches the number of pixels and the whole TDC array has to be active at
the same time, which means that only relatively small spatial resolution is feasible, as
running a large TDC array consumes high peak power and cooling becomes a serious
issue. If only a part of the pixel array is illuminated at a time (i.e. sequential flash
or scanning LIDAR), the number of active TDCs can be much lower.

Let us suppose sequential flash architecture is used and both the VCSEL and
SPAD arrays have a resolution of 320x240 pixels, which is known as Quarter Video
Graphics Array (QVGA). Let us also suppose that there are always four tiles of the
VCSEL array active at a time, each 10x4 pixels large. In other words, the VCSEL

! This is a simplified diagram. For the sake of clarity, blocks such as clock buffers or synchronisers
and such have been omitted.
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array scans the FoV with four laser beams concurrently. Column by column, row by
row, these 10x4 tile scan their sections of the array, their respective sections being
called “clusters”. Since 320 =+ 4 = 80, each cluster is 80 pixels wide and 240 pixels
tall. The scheme is shown on Figure 5.2.

320 px
80 px
— - T T
8 horizontal
A, illuminated tile | scanning steps 60 vertical
= p scanning steps ;
(]
Cluster A Cluster B Cluster C Cluster D
40 40 40 40
T T T T
D D D D
C C C C
320 TDC

1280 TDC
Fig. 5.2: SPAD & TDC array scanning and converting scheme

Upon reflection and arrival of the emitted photons, the photons should hit the
corresponding area of the SPAD array (due to identical optical lensing systems, as
previously described in section 1.1). Therefore, in each cluster of the SPAD array,
only 40 SPADs are receiving valid signal at any given time, and therefore each cluster
requires only 40 active TDCs.

Routing the SPADs to the TDC is a complex floorplanning problem. A rea-
sonable approach is to implement an addressing scheme similar to memories, where
each SPAD is addressable via column and row selecting buses. The detection signal
from the SPADs needs to be sent to the TDCs in such a way to ensure that the
propagation delay from each SPAD to each TDC is the same. Otherwise, a fixed
pattern noise would appear, as some SPADs would always appear to trigger ear-
lier/later than others, even if they absorbed photons concurrently. The routing and
the logic along the way needs to be therefore perfectly symmetric.

Assuming the SPAD array is on a separate chip along with some basic readout
digital circuitry, connected to the signal processing chip via 3D connections (stacked
dies connected by through-silicon-vias or micro-bumps are the state of the art in
SPAD imaging and signal processing systems [20, p.5]), the only way to achieve
balanced routing known to the author is by implementing multiple TDC banks per
cluster, each consisting of 40 TDCs, as routing all SPADs to one bank of TDCs

would lead to serious issues with balancing the routing between various sections of
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the SPAD cluster. This is because SPADs can be as wide as low tenths of microme-
tres and a 320 pixel wide array can be several millimetres wide. Techniques such
as snaking to artificially lengthen the shorter paths would need to be employed,
consuming area and most importantly increasing the potential for coupling of dis-
turbances to the sensitive SPAD detection signal paths, which is something which
needs to be avoided at all costs.

This means that each cluster requires not 40, but 8 x as many TDCs in total, one
40 TDC bank for each horizontal scanning step, as shown on Figure 5.2. Although
this sounds like a high cost to preserve the propagation delay balance, the TDCs
can be made rather small (they consist of only digital circuits, as will be discussed
in the following sections) and only one bank per cluster is used at any given time,
which means the others could be in power down mode to save power.

With regards to quantities like the refresh rate or the number of collected samples
at each step of the scan, the following estimates can be calculated for the array shown
on Figure 5.2. For example, let us assume that the target refresh rate is 10 Hz, which
is reasonable for automotive applications. This means that the laser beams should
be able to fully scan the pixel array in 0.1s, and since there are 8 x 60 = 480
scanning steps, each step can last up to 208 us. The length of an individual TDC
conversion is defined by its maximum range — let us assume that it is roughly 1 ps,
which corresponds to about 150 m maximum measurable distance (see Figure 2.1).
In that case, approximately 200 laser pulses can be fired at each step of the scanning
mechanism in order to build a statistically significant TCSPC histogram for each
pixel of the array. If a larger histogram was desired, the refresh rate or the maximum
measurable distance would have to be lowered.

5.3.2 TDC conversion timing scheme

The architecture presented on Figure 5.1 features standard START-STOP timing
scheme, where the START signal will globally start the TDC conversion and indi-
vidual STOP signals coming from the pixel array will stop their corresponding TDC,
producing a timestamp. The reasons why the reversed timing scheme discussed in
subsection 2.1.3 cannot be used are several. First of all, assuming each TDC has its
own ILRO, enabling and locking each ILRO only after the corresponding START
signal has triggered is problematic, as it takes some time for the ILRO to lock and
taking a measurement of the ILRO clock phases before it locks onto the injected
frequency would corrupt the measurement. Additionally, implementing one ILRO
for each TDC is very area and power intensive. Instead, each ILRO will be used for
several TDCs (as discussed in section 3.4) and therefore needs to be running at all

times. To save power, only the ILROs driving the currently used TDC bank can be
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enabled, as well as the ones which are going to drive the TDC bank which will be
used in the next horizontal scanning step (see Figure 5.2), since these ILROs need
to power up, settle and lock to target frequency in advance before their clock phases
are used in the next step of the cycle.

While the reversed timing scheme from subsection 2.1.3 will not be considered
in the proposed architecture, a certain modification of the sliding scale technique
from subsection 2.1.4 will be. The reasoning is as follows. If a standard global
START signal was used to fire a laser pulse and to start the TDC conversions at
the same time, there would be a certain partly systematic, partly random error to
the conversion. This is because there will always be a delay between the START
signal triggering and the ideal time stamp zero (TS0). The ideal TS0 corresponds
to the time instant the reflected laser pulse would be detected by the photodetector
in case it was immediately reflected upon leaving the laser, i.e. when the distance
from the LIDAR device to the obstacle would be effectively zero. The delay between
the two is caused by the propagation delay of the START signal on its way to the
TDCs and the laser driver, the inherent delay of the laser driver, the laser itself, the
delay between the absorption of the photon in the SPAD and the activation of SPAD
detection signal and the propagation delay of the detection signal on its way to the
TDC. If the ideal value of TS0 was successfully acquired, it could be subtracted
from all consequent time stamps produced by TDCs during normal operation to get
a corrected timestamp, i.e. T'Sqna = TSN — TS0, where TSN are the time stamps
produced by the TDCs during normal operation. This implements a sliding scale,
as the reading is contained within the difference of two independent time stamps.

A novel way to acquire TS0 has been discovered during the work on this thesis.
A patent application has been made and as such the invention cannot be publicly
described until the application is processed. In Figure 5.1, the block is named “laser
sync” and its implementation will not be presented. For the purposes of this thesis,
which focuses on a different part of the TDC architecture anyway, it will be assumed
that the START signal produced by this block is precisely the START signal needed
to generate T'S0, which can be then used to correct future time stamps in the current
measurement cycle as defined above. More details on the operation of the TDCs
themselves and the timing scheme of the whole architecture will be presented in the

following sections.

5.3.3 Clock source, PLL and DLL

Before the description of the individual blocks in Figure 5.1 can start, the choice of
the voltage domain will be addressed. The choice is ultimately quite simple. Since

the circuitry making up the whole TDC signal chain needs to be as fast as possible
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and operates in a somewhat digital or mixed-signal regime, the 1.2V domain is
clearly the best option and brings an additional benefit of lower area usage as well.
The only classically analog circuit in the diagram is hidden inside the DLL block,
and as will be shown in section 5.6, its design is feasible in 1.2V domain as well.

The description will start from the beginning of the signal chain, which is the
external clock source. This would be a crystal oscillator, which can provide a stable
and spectrally clean clock signal, although at a relatively low frequency (higher tens
or lower hundreds of MHz). This is why the first important block in the clock
distribution scheme on-chip is a PLL. This PLL multiplies the frequency coming
from the crystal oscillator to the double of the desired ILRO injection frequency (in
this case 1.25 GHz), so that it can be halved again, producing a symmetric, close to
50% duty cycle clock.

This 625 MHz clock is the signal used to lock the ILROs and naturally also the
DLL. It is also used for the double-counting CTDC, but only after its frequency is
halved again to 312.5 MHz. The coarse counters will be discussed later in subsec-
tion 5.3.5.

The role of the DLL is to produce a PVT compensated biasing current Igiag
necessary to set the total delay of a 16-stage delay line to 0.8ns, which is the
period corresponding to the chosen frequency of 625 MHz (not 1.6 ns, because there
is a factor of 2 in Equation 5.1). In other words, the DLL produces a biasing
current setting the propagation delay of each CCDLU to 50 ps, which is the specified
resolution.

The design of the DLL will be presented in section 5.6, but the general principle of
the PVT compensated biasing has been already explained in section 2.3 in chapter 2.
It relies on the fact that the DLL delay line is essentially the same circuit made from
the same number of identical CCDLUs as the ILRO. Therefore, the biasing current
generated by the DLL to lock itself to 625 MHz is ideally the same as the current
the ILRO needs to set its fy to 625 MHz as well.

In practice, this is obviously not the case. The primary reason is that the way the
CCDLU is connected in DLL and ILRO topologies differs fundamentally, the DLL
delay line being a pass-through circuit, while in the case of ILRO, the delay line is
connected in a feedback system. This discrepancy can be decreased in magnitude by
dummy cells helping to simulate the ILRO connection in the context of the DLL, but
it is impossible to remove this discrepancy altogether. The consequence is that the
free-running frequency of the ILRO biased by the same current which satisfied the
DLL lock condition will not be precisely 625 MHz, but can actually differ by a few
percent. Furthermore, even if this particular issue was somehow perfectly solved,
there are more sources of error, such as the mismatch of the delay lines between

the DLL and the ILROs themselves, the mismatch of the biasing current mirrors
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distributing the current from the DLL, various error sources in the Frequency Phase
Detector (FPD) and Voltage-to-Current (V-to-1) converter circuits and so on. The
bottom line is that the DLL alone cannot set f, precisely.

Nevertheless, the DLL is still important in the context of the system, and that
is because trimming needs to be included. There are two reasons for why trimming
is necessary: first of all, trimming can eliminate the problems mentioned in the
paragraph above and help the DLL supply the correct biasing current to the ILROs.
Secondly, it solves the problem with propagation delay distribution in the ILRO,
which was already foreshadowed in subsection 3.3.1. If the ILRO naturally oscillated
at 600 MHz (either because of skewed biasing current or skew in the ILRO itself), its
propagation delay would amount to 52.1 ps assuming perfect matching between the
stages. When injection locked to 625 MHz, the propagation delay of the injection
stage would need to adjust to 18.5 ps in order for the propagation delays to amount to
half of the injection clock period. This would cause significant DNL of the FTDC. If
the ILRO is somehow pre-trimmed to oscillate relatively close to the target frequency
(for example within 2%), the DNL issue would be suppressed and as an added
benefit, the ILRO would more easily lock to the target frequency, requiring less
locking range and therefore less injected energy, conserving power.

Once trimming of individual ILROs is somehow incorporated in the system (more
discussion on trimming implementation will follow in subsection 5.6.4), the DLL can
fulfil its role of PVT immune biasing. This is because the problems causing the DLL
to bias the ILROs with wrong current are static in nature and can be trimmed out.
After trimming, the DLL can in principle correctly dynamically vary the biasing
current depending on the current supply voltage or die temperature. This way
the DLL helps to keep the ILROs locked even in extreme conditions. Simulations

proving the usefulness of the DLL will be presented later on in section 5.7.

5.3.4 1ILROs and clock phase latches

Each 16-stage differential ILRO outputs 32 clock phases, Ph[15:0] and PhB[15:0],
where PhB are the negations of Ph. These clock phases can exist in 32 unique states,
therefore they can be decoded into a 5-bit binary FTDC time stamp by the phase
decoder, which is a piece of combinational logic in each TDC. The clock phases are
shown in Table 5.22.

Each ILRO can be sampled by N TDCs. The precise value of N is mostly depen-
dent on the layout. The goal is to route the clock phases only over short distances

to minimize power loss and signal distortion. It is also necessary to distribute the

2The time step corresponds to the propagation delay of a single CCDLU. Negated phases
PhBJ[15:0] are not shown.
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Tab. 5.2: Clock phases of 16-stage differential ILRO
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phases via balanced interconnects so that they arrive at the destination at the same
time. This is easier if there are less TDCs per each ILO. On the other hand, having
one ILO for each TDC takes a lot of area and power. A reasonable value for N seems
to be 8, which will be assumed in this thesis and has been depicted in Figure 5.1,
where each TDC group (TDCG) consists of 8 TDCs connected to the same ILRO.
This also enables easy construction of the 40 TDC banks, as each bank would con-
tain 5 such TDC groups. As a sidenote, this means that if the VCSEL and SPAD
pixel arrays were implemented as described in the example from subsection 5.3.1,
the total amount of ILROs would be 1280 + 8 = 160.

The ILRO clock phases pass through a series of buffers growing in strength and
are finally connected to a latch in the TDC block. An example of what the latches
can look like is shown on Figure 5.3. The differential implementation allows the
latch to take advantage of the differential operation of the ILRO to improve the
signal integrity and shorten the transition times.

Vbp Vbp Vbp
CLKo—d| CLKo— —oCIK
0o e
Do : t t—oD
L s
cLKo—]|  CLKo—] F—ocrx

Fig. 5.3: Differential ILRO clock phase latch example

Since the STOP trigger is an asynchronous signal (in relation to the ILRO clock
phases), there are two main goals for the latch design: minimize the metastable
window (the sum of its setup and hold times) to reduce errors as much as possible
as was already discussed in section 2.4, and in the case of setup and/or hold time
violation, ensure the digital output quickly settles to a defined digital value as soon
as possible and does not stay in the middle of the rails for a prolonged period
of time. The circuit above can fulfil the latter requirement, and the worst case
metastable window of the latch in ONK65 has been simulated to be 30ps. This
value is sadly above the theoretical quantization noise level (approximated by the
well-known formula LSB/+/12 = 50 ps/+/12 = 14 ps), but this is ultimately limited
by the technology. However, since the occurrence of metastability is essentially

random, it also acts as noise, so in principle, it can be filtered out in the digital
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domain by histogram building (see section 1.5), as long as a sufficiently large set of
samples is taken. Either way, the design of the latch is out of the scope of the thesis

assignment.

5.3.5 Coarse TDC counters and digital controller

The first design choice related to the CTDC counters is their bit width, as this
will ultimately define the maximum measurable ToF and therefore the maximum
distance. In practice, the maximum distance is defined by laser power, atmospheric
conditions or obstacle reflectivity, so the coarse counters should be sized to ensure
its size is not the limiting factor. In the architecture shown on Figure 5.1, a 9-bit
CTDC is considered, which, assuming it runs at 625 MHz, corresponds to maximum
measurable distance of 123 m (as per Equation 1.1). If the limitations of the optical
system allowed practical measurements of longer distances, more bits could be added
to the counters and the relevant digital circuits. This however takes more area and
increases the requirements for the throughput of the data buses, histogram building
circuits etc.

The actual implementation of the coarse counters is not the subject of this thesis,
but some possibilities were presented in section 2.2. In this thesis, it is assumed the
counters are synchronous.

The counters shown in Figure 5.1 implement a double-counting CTDC, as they
count at a 180° phase angle in relation to each other. The leading counter CNTO is
active on the falling edge of the clock, while the trailing counter CNT1 is active on
the rising edge. Therefore, CNT1 preserves the previous value of CNTO for half a
clock period after the CNTO updates.

The main benefit of this scheme is the prevention of missing codes caused by
the phase misalignment of the CTDC and the ILRO clock phases. While ideally the
two blocks should be running in phase thanks to the injection locking mechanism,
in reality, there always is some phase shift due to varying and possibly not-equal
parasitic delays along the two diverging signal paths. When the double-counting
scheme is used, a copy of the 312.5 MHz clock delayed by 90° (easily implemented
with two flip-flops and the 625 MHz clock) can be used to decide which counter’s
value will be used for the final timestamp. In order to prevent the missing codes,
the counter which has not updated in the last half of the clock period prior to the
activation of the STOP signal has to be chosen. This will be shown on the timing
diagram discussed in the following subsection 5.3.6.

As the design of the digital circuitry controlling the TDC is not the focus of this
thesis, this technique will not be discussed further for the sake of brevity, but more

details on the technique can be found in [11, p.69].
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The LSB of the CTDC still corresponds to the ILRO frequency of 625 MHz,
even though it runs at half the rate. The LSB reconstruction can be done by simply
latching the state of the 312.5 MHz clock the moment the STOP signal triggers.
This logic would be included in each individual TDC block, i.e. each TDC block
has to accept the 312.5 MHz clock as well.

As depicted in Figure 5.1, a lot of functionality is offloaded to the digital con-
troller. This is a block containing all the relevant digital logic necessary to produce
the final timestamp, and its sequential circuits are running at 325 MHz. It includes
the logic controlling the laser firing cycle and the TDC measurement cycle, as well
as latches and logic registering and processing the values of the coarse counters.
This digital controller then connects to more complex DSP circuits used for TCSPC

histogram building. Some of its operation will be described in the following section.

5.3.6 Timing diagram

In this section the timing diagram shown on Figure 5.4 will be described. The
diagram features the vast majority of signals depicted on Figure 5.1 and features
a typical measurement cycle. It is heavily simplified, does not account for com-
binational logic delays and some signals might be optimized differently by digital
engineers, as LIDAR systems are very complex systems and their digital timing
controls are no exception. The point of the diagram is simply to show how the time
stamp could be produced in principle, utilizing the circuits which will be designed
in this thesis.

The first signal which has to activate is actually ILO ENA, which is not depicted
on Figure 5.4. This signal enables the ILROs and the injections, and because starting
the oscillator and locking it can take significant amount of time (simulations of the
locking transient will be presented later in section 5.5), it needs to be done well in
advance. In practice, there is no single ILO ENA bit. Instead, its a bus enabling the
ILROs which are going to be needed in the next scanning cycle by the next TDC
bank. Therefore, there are always 2 TDC banks (and therefore 10 ILROs) active at
a time per TDC cluster — one of them being actively used and the other starting up
in preparation for the next cycle. All the other banks can be kept in power-down.

When RST signal goes low, coarse counters CNTO0 and CNT1 are released from
reset and can start incrementing at the corresponding edges of the 312.5 MHz clock.
At the same time, TDC ENA (also a bus enabling whole TDC banks at a time)
goes high, enabling the sequential and combinational logic of the TDCs to operate.
The digital controller managing the measurement cycle also signals the laser driver
to fire a pulse, so this time instant is essentially the beginning of the conversion.

The first event of interest is the activation of the START signal. This signal
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has been mentioned in subsection 5.3.2 and is produced by the “laser sync” block.
Ideally, the instant the START signal activates is also the instant the earliest re-
flected photons could be detected by a SPAD in the pixel array, if they were reflected
immediately upon leaving the optical system of the laser. Therefore, the START
signal defines a true time zero and its timestamp TS0 is produced.

All timestamps consist of two main parts: the coarse part, i.e. the state of the
coarse counter at the time of the START activation CNT[8:0], and the fine part
Fine[4:0]. These are simply joined to form a timestamp TS[13:0], where the fine
part is less significant than the coarse part.

In order to produce the coarse part, first, it needs to be determined whether to
use the value stored in CNTO or CNT1. This can be done by latching the state
of CLK312p5d90 (the 90° shifted 312.5 MHz clock) — if it is low at the time of
START activation, CNTO is used, otherwise CNT1 is used?. This is done internally
in the digital controller and is not depicted on Figure 5.1. In the case shown on
Figure 5.4, CLK312p5d90 is low when START triggers, therefore the current state
of CNTO (1 in decimal) is used. This way the coarse counter bits CNT[8:1] have
been determined, but the LSB still needs to be reconstructed. This is done in each
TDC individually by latching the current state of the CLK312p5 clock. In the case
shown on Figure 5.4, CNT[0] for the TS0 timestamp is zero. CNT[8:0] is therefore
0000000105 or 2 in decimal representation.

At the same time, the state of the Ph[15:0], PhB[15:0] is latched and decoded in
the phase decoder. Using Table 5.2, it can be decoded that the phases depicted on
Figure 5.4 correspond to code 000015. Finally, by joining the coarse and fine parts,
the timestamp TS0 can be constructed, amounting to 000000010000015 or 651¢.

The same process is repeated for the timestamp TSN, which is produced later
when the STOP[N] signal (corresponding to the Nth pixel of the pixel array) fires,
hopefully due to an incoming reflected photon. The only two differences in the
timestamp production this time are that the LSB of the coarse counter happens to
be high (as the state of the CLK312p5 clock is high when STOP[N] triggers), and
CNT1 is chosen (as CLK312p5d90 is high at the moment of the trigger as well).
The resulting timestamp TSN[13:0] is 1731.

As was described in subsection 5.3.2, the ToF can be calculated by subtracting
TS0 from TSN. For the case shown in Figure 5.4, the ToF code is 173 - 65 = 108,
which amounts to 5.4ns or 81 cm.

An important point that needs to be made is that since the sliding scale tech-

nique is used (subtracting TS0 from TSN), the measurement is immune to phase

3This is highlighted with the blue areas on Figure 5.4, which depict which counter’s state would
be used if the trigger triggered at the given time.
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misalignment between coarse counters and ILRO clock phases. If there is any mis-
alignment, it will be present in both timestamps and subtracted out. This of course
assumes that the phase misalignment does not change over time, which should be
guaranteed by design, as thanks to injection locking, the frequency of the ILROs

should be exactly two times the frequency incrementing the counters.

5.4 Simulation conditions

In the following sections, simulation data from the Spectre circuit simulator will be
shown. Unless otherwise specified, the Table 5.3 lists the simulation inputs used for
these simulations. As is standard, the supply voltage is varied by +10% (reflecting
the limited accuracy of the voltage regulator) and the temperature corners exceed
the operating range of the process by additional 5 °C, which provides a safety margin

in case of inaccurate models at the temperature extremes.

Tab. 5.3: Default simulation conditions

Quantity Min. Typ. Max. Unit

Vbbaiva 1.08 1.2 1.32 \Y%
VBa 1.225 1.25 1.275 'V
temperature -45 27 130 °C

MOS corners SSF3, SF, typ, FS, FFF3

resistor corners hi3s, typ, lo3s

Capacitor corners will not be used as all capacitors used in the following design
will be made out of MOS transistors. Metal capacitors are not needed, as no designed
circuits require highly linear low variance capacitors. Instead, the occupied area is
the main concern and MOS capacitors provide higher capacitance per area due to
the thin oxide thickness.

A common occurrence in testbenches is the need for a biasing current. Unless
otherwise specified, the circuit shown on Figure 5.5 is used for creating a realistic
biasing current source.

The circuit consists of a Direct Current (DC) voltage source providing Vg volt-
age (nominally 1.25V), which is applied to a P+ polysilicon resistor. This resistor’s
resistance is set in such a way to ensure the nominal current is precisely the current
desired, i.e. R =1.25V/I. In PVT corner simulations, the value of Vgq is varied by
+2%, and 30 corners are used for the processing spread of the resistor, as listed in
Table 5.3. This circuit therefore essentially simulates a realistic biasing current gen-

erator made from a bandgap voltage reference of limited precision and a polysilicon
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Fig. 5.5: Realistic biasing current generator

resistor. The current flowing through the resistor is sensed and copied by Current
Controlled Current Sources (CCCSs), which finally feed this biasing current into the

current mirror input diodes of the designed circuits.

5.5 Injection locked ring oscillator design

In this section, the ILRO circuitry will be presented. In the first subsection, the
design of a single ring oscillator cell will be discussed, afterwards the biasing mirror
design will be explained and the third subsection will focus on the implementation
of the injection action itself. The final subsection will present simulations of the
locking transient.

Although the design has to be described linearly, the real process was itera-
tive over many cycles and therefore some design decisions might not be listed in

chronological order.

5.5.1 Ring oscillator design

The choice of 16 ILRO stages requires the choice of a differential CCDLU topol-
ogy. Such a topology has been already presented in subsection 2.3.1, and the final
version of it is shown on Figure 5.6. Not depicted is the NMOS current mirror
distributing Igras for all CCDLUs of a given ILRO, which will be discussed later on
in subsection 5.5.2.

Since the target for the propagation delay t4 is only 50 ps, which is a very short
amount of time, it is important to be able to meet this specification with the lowest
possible amount of current. Minimum-sized thin oxide MOS devices are the obvious
candidate.

Furthermore, low V;;, devices will be used for reasons illustrated on Figure 5.7%.

4The center line is the nominal corner, while the filled area is bounded by worst 3¢ corners.
The propagation delay has been measured between the inputs and the buffered outputs. Several
CCDLUs have been connected in a delay line to simulate realistic driving and loading of each cell.
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Fig. 5.6: Buffered differential CCDLU topology

Duty CYCLE
CORRECTOR

Although the biasing current needed to reach tq = 50 ps is quite close for the typical
corner of both MOS device types (cca 11 to 13pA), the problem is very visible
for slow process corners (the upper bounds of the filled area). Not even Igjag of
50 A can lower the propagation delay of a CCDLU made from normal V;;, devices
to 50 ps in case of a 30 slow process skew. Using low V}y, devices is the only practical
possibility in this use case for the given specification, and even then the specification

is clearly at the limit of the technology.
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Fig. 5.7: Simulated propagation delay dependency on biasing current for low Vi
(left) and normal Vj;, (right) minimum-sized CCDLU

A differential buffer stage is included each CCDLU, as depicted on Figure 5.6.
The outputs of these buffers do not connect to the inputs of the next CCDLU in line,

but instead connect to a duty cycle correcting circuit. The duty cycle correcting
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circuit ensures that the duty cycle of a ring oscillator made from these CCDLUSs
is very close to 50%, as if one of the phases was faster than the other, the cross
connected passgates would help the slower phase to transition as soon as possible,
equalizing the duty cycle.

The last inverter in the duty cycle corrector has increased driving capability (level
2 instead of level 1). The output of the last inverter will be connected to another
chain of inverters, each one having larger driving capability than the previous one,
ultimately connecting to the inputs of the TDC latches, as depicted on Figure 5.1.
Since there are multiple TDC’s connected to each ILRO’s outputs (as shown on
Figure 5.1), the task of the buffers is to charge the non-negligible input capacitance of
the TDC latches and minimize the capacitance connected to the internal unbuffered
output nodes. Increasing this capacitance needlessly would slow down the oscillator,
increase the power consumption and reduce the slew rate.

The connection of the ring oscillator is illustrated on Figure 5.8. Signals Ph[15:0],
PhB[15:0] are the clock phases which ultimately connect to the TDC latches via the

aforementioned chain of buffers.

Ph0] Ph1] Ph[15]
BOa —T BOa —T BOa —T
>< INa Oa INa Oa}p—---—INa Oa
INb Ob INb Obp—-+*—INb Ob
BOb —l BOb BOb
PhBJ|0] PhBJ[1] PhB[15]

Fig. 5.8: ILRO connection overview

The problem with the minimum sized MOS devices within the CCDLUs is mis-
match, which directly affects the DNL of the FTDC. It was simulated that when
the Current Controlled Delay Line (CCDL) made from minimum sized MOS devices
is connected as a free-running ring oscillator, the delay between the transitions of
the neighbouring buffered clock phases varies by up to £90% at 30, which is clearly
unacceptable non-linearity. The usual rule-of-thumb is that the DNL should be kept
below +£50% of the LSB.

In order to increase the precision of the LSB, the devices within the CCDLU
need to be widened and/or lengthened. They cannot be, however, enlarged without
consideration for the slowest PVT corners, as in such corners, large MOS devices
within the CCDLU could prevent the possibility of oscillation at the desired fre-

quency of 625 MHz, or only enable it for excessively large biasing currents. The
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iterative optimization process was difficult, as meeting both criteria with any safety
margin at all is on the very limit of the chosen processing technology, and the sizing
has to be optimized in conjunction with the biasing mirror (which will be discussed

in subsection 5.5.2), but eventually a satisfactory compromise has been found.

Tab. 5.4: CCDLU device sizes

Device Width [nm] Length [nm]

M 2 120 60
M, 4 180 60
Ms g 150 60
Mg 190 60
Mo 10 180 90

The device sizes achieving this compromise are listed in Table 5.4 (the device
names match those depicted on Figure 5.6), and they were optimized in conjunction
with statistical sensitivity analysis, which highlighted the most and least sensitive
devices with regards to their contribution to the propagation delay mismatch. As
Table 5.4 shows, the input NMOS pair M;  kept its minimum width and length, as
its contribution to the propagation delay mismatch is minimal, while the transistors
in the buffer stage (M7 to Mg) had to be enlarged considerably, because the sensi-
tivity analysis revealed their statistical variation plays a comparatively larger role.
The mismatch of the propagation delay has been simulated via Monte Carlo, and
its value is around 17%/0o, which for 30 is right on the edge of 50%.
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Fig. 5.9: Simulated CCDLU typical transient signals
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The simulation depicted on Figure 5.9 showcases CCDLU transients. Naturally,
the output of the buffered clock phases is delayed in relation to the unbuffered output
which drives the next CCDLU in line.

Perhaps more interesting is the transient of the current drawn by the cell from
the supply rail Ipp. The current quickly rises to around 25 pA when it starts charg-
ing the capacitances of the differential inverter delay cell itself. After the output
voltage of the differential inverter reaches a threshold of roughly Vpp/2, the current
stabilizes around 13 pA for a short while as it charges the buffer stage. The buffered
clock phase transitions much more sharply than the unbuffered one, as its driving
capability is stronger and the size of its capacitive load is smaller.

The most important takeaway here is that the biasing current behaves very
dynamically, which is not surprising given that the whole transient takes roughly
250 ps. In this simulation, the CCDLU was biased by 11.5 pA, which is the current
required to reach 50ps propagation delay as shown on Figure 5.7. However, on
Figure 5.9, the current is clearly not limited by the value of the biasing current.
Therefore it is important to keep in mind that feeding the CCDLU a certain biasing
current does not mean the CCDLUs will be actually charged by this current. There
is a relation between the biasing current fed into the input diode of the NMOS
mirror distributing the current into each CCDLU and the actual charging current
(as proven by Figure 5.7, because if there was no relation, it would not be possible
to control the propagation delay via the biasing current), but it is not a simple
equality and parasitic capacitances charging and discharging play a significant role

in the transient.
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Fig. 5.10: Free-running frequency f; as a function of Igjag for the designed ILRO
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An important chart on Figure 5.10 shows the free-running oscillation frequency
of a ring oscillator made from the designed CCDLUs as a function of the biasing
current. To achieve target fy = 625 MHz, a biasing current of roughly 16.22 pA is
needed for the nominal corner. The filled area marks the boundaries of 360 PVT
corners again.

The red line on Figure 5.10 is the slowest worst case, which starts flattening out
significantly just over 500 MHz. The worst corner would not be as slow if minimum
sized devices were used in the CCDLU, but this is not possible due to maximum
DNL requirements. This suggests that 625 MHz is at the practical limits of the
technology, as faster oscillations would either require smaller devices with more
mismatch, or much more biasing current for considerably less frequency gain, and
due to the PVT variation, a wide range of biasing currents would be required, which
would put demanding requirements on the V-to-I converter in the DLL.

It was discovered that the most critical factor for the worst case slowest corner
is the process and the supply voltage, while the temperature plays comparatively
smaller role. Depending on the project requirements, tighter Vpp specification could
be used (for example £5% instead of +£10%), which would require more precise
and/or trimmed voltage regulator, but could bring added benefit of ensuring the
slowest ILRO corners are not as slow and many other analog circuits would pass
PVT validation more easily and/or with a larger safety margin.

It also should be acknowledged that the corners do not actually correspond to
30 probability (0.27%), as when combined with the Vpp variation and extreme

temperature, this combination has significantly lower probability of occurring.
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Fig. 5.11: ILRO nominal biasing current for f; = 625 MHz
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The biasing current required to keep fy equal to 625 MHz across the temperature
range is shown on Figure 5.11. It is relatively linear and can be approximated by a
slope of cca —15.4nA /°C. This will be taken into account when designing the DLL

V-to-I converter in subsection 5.6.3.

5.5.2 Biasing mirror design

As already mentioned, each ILRO cell has a single input biasing current terminal,
and this current needs to be mirrored into each of the 16 CCDL cells as shown on
Figure 5.12.

CCDL
IBiAs 0 E_ 15
P 2

— C -
L T _|
—C

B .
[

Fig. 5.12: CCDL NMOS biasing current mirror

To preserve linearity, it would be desirable to achieve good matching in the cur-
rent mirror so that each cell would produce the same propagation delay. This is,
however, not very practical, because neither of the two main techniques for improv-
ing matching — increasing device area and increasing overdrive — are suitable for the
circuit.

Using large transistors is not suitable because of the need to minimize ILRO
footprint. The architecture contains a rather large amount of ILROs which need to
be routed in a particular way and the CCDLUs are otherwise quite small, as they
are made out rather small thin oxide devices.

Increasing the overdrive of the current mirror too much is problematic as well
because the current source supplying the current to the mirror (the V-to-I converter,
which will be discussed in subsection 5.6.3) has limited compliance and especially
in slow MOS, low Vpp and/or cold corners, the gate-source voltage (Vgg) of the
ILRO biasing mirror could make the PMOS current source step out of saturation,
lowering the output impedance as well as accuracy of the supplied current, which is
undesirable. The current source compliance constraint defines the minimum W/L
ratio for the NMOS biasing mirror devices, which was determined by simulation to
be 5/8, as longer and narrower devices were not able to meet the minimum 50 mV

saturation margin (vdsat_marg device parameter) over 30 PVT corners.
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Fig. 5.13: ILRO free-running frequency variation and mismatch for various biasing

current mirror device sizes

A Monte Carlo statistical analysis was performed to find the optimum size of
the current mirror devices. The goal was to find a relatively small device size
which minimizes the free-running frequency variation as well as mismatch. The fol-
lowing dimensions (width/length) were analysed: 0.21m/0.32 pm, 0.3 pm/0.48 pm,
0.4 pm/0.64 pm, 0.5 pm/0.8 pm and 0.6 pm/0.96 pm. The results of the analysis are
shown on Figure 5.13° (filled areas mark the span of the quantities across PVT
corners).

Clearly, the optimum device size which minimizes both types of statistical vari-
ation is the third option, i.e. 0.4pm/0.64pum. The reason for why larger devices
than that actually worsen the matching is probably connected to the fact that the
biasing mirror supplies current dynamically, and larger devices have larger parasitic
capacitance, which can easily vary due to manufacturing variation.

The biasing current mirror shown on Figure 5.12 features an RC low-pass filter
between the input diode and the 16 current sources. The reason for its inclusion is
that each of the 16 current sources only supply current dynamically during short
transients, as shown on Figure 5.9. The charging and/or discharging of their ca-
pacitance produced significant periodic spikes in the voltage at their gates, which
propagated backwards as far as into the V-to-1 converter which supplied the biasing

current into the mirror (the V-to-I converter will be described in subsection 5.6.3).

5The term “fy variation” refers to the statistical variation of the free-running frequency of
a single ILRO instance, while the term “fy; mismatch” refers to the difference of free-running
frequencies of two independent ILROs.
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The period of these spikes is 50 ps, as the CCDLUs are designed to transition one by
one after this period of time. The equivalent frequency of these spikes is 20 GHz and
therefore a simple RC low-pass filter made from 10 k() P+ polysilicon resistor and
a 00 fF NMOS capacitor is able to filter them significantly, as the cut-off frequency
of such a filter is roughly 32 MHz.

5.5.3 Injection circuit design

A possible injection circuit has been shown in chapter 3 on Figure 3.14. This circuit
has been published in [41] and was supposedly successfully used for locking an ILRO
with a resolution of 52ps. This circuit injects charge through capacitors directly
connected to an internal ILRO node.

The authors of [41] do not specify the size of this capacitance. If small ca-
pacitance is used, the maximum charge which can be injected is limited and the
locking range suffers. If high capacitance is used, large area is taken. In both cases,
however, the extra capacitance connected to the injection node imbalances the sym-
metry of the oscillator and the propagation delay from one cell to the other can differ
extremely even in free-running state, worsening the linearity of the FTDC signifi-
cantly. Therefore, identical dummy capacitance must be connected to each internal
node of the oscillator just to equalize the propagation delays again. However, this
not only takes significant area (depending on the size of the capacitance), but it also
necessitates the use of a larger biasing current, as the CCDLUs now have to charge

larger total capacitance. Therefore, power consumption is increased as well.
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Fig. 5.14: Alternative injection methods

The injection circuit from Figure 3.14 has been thoroughly simulated, but it has
been decided that its implications for the performance of the ILRO are too disad-
vantageous and a better solution has been sought after. Such a solution does not

need to necessarily add zero capacitance to the injection node, as that is clearly
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impossible. It should, however, provide a better trade-off between parasitic capac-
itance, area and locking range, as well as perhaps better PVT stability. Four such
proposals are shown on Figure 5.14.

All of these methods share the same devices which are directly connected to the
injection stage — minimum sized MOS switches. The switches represent relatively
low capacitance (as low as realistically possible in a given technology) and also
relatively low impedance to the flow of current in their “on” state. The minimum
size of the switches also helps minimize charge injection and clock feed-through, as
these effects could degrade the phase noise performance of the oscillator.

The four methods shown on Figure 5.14 were all simulated and compared accord-
ing to various values such as power consumption, area, injected charge etc. It turned
out that the simplest possible mechanism (switches only) is the best on paper, as it
offers the largest possible locking range and the smallest area. Every other method
such as injection through resistors, MOS current sources or switched capacitors is
more area intensive and only lowers the locking range as it ultimately limits the

maximum possible charge transferred.
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Fig. 5.15: Designed injection circuit

In the end, however, the resistor option has been chosen anyway and is depicted
on Figure 5.15. There are two reasons for this choice. First of all, MOS switches on
their own are quite sensitive to PV'T variation, which could change the behaviour
of the injection circuit significantly. Adding the resistors should in principle make
the circuit more predictable. Secondly, in fast MOS corners where the drain-source
on resistance Rpg oy is unusually low, adding the resistors should reduce the harsh
spikes experienced by the 1.2V rail when the injection switches switch. These spikes
could negatively affect the stability of the supply rail.

The precise value of the resistance of 1k() has been chosen as it is the highest

amount of resistance which does not affect the locking range of the ILRO signifi-
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Fig. 5.16: Locking range of the designed ILRO for various sizes of Rjy;

cantly, as shown on Figure 5.16°. The standard P+ polysilicon resistor device has
been selected to implement the resistance.

As Figure 5.15 shows, the injection circuit is designed so that it injects energy
after a rising edge of the injection clock. It does not, however, inject energy after a
falling edge. This decision has several consequences. First of all, injecting only on
one edge of the clock naturally lowers the locking range, as less energy is injected on
average. However, this should not be an issue because the ILROs will be pre-trimmed
quite close to target frequency, as was discussed in subsection 5.3.3. Injecting on
one edge only should therefore save some power. Second reason is the area saving
— injecting on one edge saves second instance of the switches, resistors and pulse
shaping circuits, as well as additional dummy switches which would be required to
balance the delay line. This leads us to the third reason, which is additional power
saving — the additional dummies would increase the biasing current requirement of
the ILRO, as the added capacitance would slow down the oscillations. The final
reason is phase noise. If the duty cycle of the injection clock at the point of use
is not very close to 50%, the ILRO would lock to only a single edge of the clock
anyway. This was demonstrated in subsection 4.4.4. The edge which the ILRO

would not lock onto will burn power needlessly and could potentially decrease the

6This chart is similar to Figure 3.12 and indeed the size of the resistance is inversely proportional
to injection ratio introduced in chapter 3. The injection ratio is not evaluated in practical transistor
level design because it varies significantly over PVT corners and because the non-linear behaviour
of transistors produces irregular dynamic waveforms, which reduces the usefulness of the concept
in this context.
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spectral purity of the clock phases with its out-of-phase energy injections.

There is also a reason for why the resistors on Figure 5.15 connect to the supply
rails and the switches connect them to the rest of the ILRO and not the other
way around. While the MOS switches could drive the resistors better if they were
connected to the supply rails instead, as the voltage drop on the resistors during
the transient would not subtract from their Vg, the resistors have some parasitic
capacitance which differs from the parasitic capacitance of the minimum sized MOS
switches. As the goal is to match the capacitive load of each ILRO stage in order to
ensure that each stage has the same amount of propagation delay, dummy injection
circuits need to be added to all stages. If the order of the resistor and the switch
was reversed, identical resistors and switches would need to be added to each stage,
as the resistor and switch combination acts as a II RC circuit. This would take a
lot of area due to the resistors. Instead, if the resistor is connected to the rails and
the switches to the ILRO, only the dummy switches need to be added to all other
nodes, excluding the resistor. This is because the resistor capacitance of the injection
circuit is somewhat shielded from the ILRO by the switch. It has been simulated
that this way the propagation delays match quite well as shown on Figure 5.17. For
perfect matching, resistors would need to be added to the dummy injection circuits
anyway, but the improvement in matching would be less than a picosecond, which

is well below the size of the LSB and is simply not worth it.
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Fig. 5.17: Propagation delay distribution within the ILRO with and without dummy

switches, when free-running at fy = 625 MHz

The circuit which shapes the injection pulses themselves is simply a rising edge

detector with a pulse width set by the propagation delay of the standard cell buffers,
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which are followed by an inverter, so that logic inversion is achieved. The circuits
produce a pulse of roughly 80 ps length in typical case. This pulse width has been
chosen so that the time roughly matches the length of the transition at the injection
node, so that the “sensitive window” of the ILRO is covered (see subsection 3.3.3).
The pulse width produced by the circuit varies over PV'T, but thankfully the ILRO
is quite insensitive to the variation of the pulse width. This is because the ILRO,
once locked, always aligns its phase in such a way to accept the exact amount
of energy it needs. Varying the pulse width affects this phase alignment between
the injection clock and its injection stage, but the phase of the clock phases does
not matter as much, because thanks to the sliding scale operation inbuilt into the
architecture, the FTDCs only depends on the frequency of the output clock phases,
which is unaffected (this benefit of the sliding scale technique was discussed in
subsection 5.3.6).

5.5.4 Locking simulations

Since the ILROs will be biased by the DLL, in this section, only a few simulations

will be discussed. A more thorough evaluation will be presented in section 5.7.
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Fig. 5.18: Typical waveforms of the injection stage voltage, the injection pulse and
the injected current for a locked ILRO of fy = 590 MHz

Typical transients of the unbuffered output voltage of the 15th stage (the node
which is injected into), the injection switch signal SYNC and the injection current
are shown on Figure 5.18. Unsurprisingly, the injection current is rather dynamic
similarly to the CCDLU charging current from Figure 5.9. The width of the SYNC
pulse roughly matches the length of the transition of the voltage at the injection

node.
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Fig. 5.19: Various waveforms of injected current into ILROs of various f, when
locked to 625 MHz

The shape of the injection current waveform varies dramatically depending on
the fy of the ILRO. In some cases, the ILRO’s fy is quite close to the target, not
a lot of charge is needed to lock it and the injected current is relatively flat. In
other cases, however, the fy is on the edge of the locking range and the injection
current waveform has to be relatively large and long in order to deliver the charge
required to lock the oscillator. Several picked shapes of these injection waveforms
are depicted on Figure 5.19.

The charge injected into the circuit for various sizes of the injection resistor as
a function of the free-running frequency is shown on Figure 5.20. The dataset in
the chart is limited to free-running frequencies the oscillator was able to lock onto
(the locking range was already shown on Figure 5.16). An interesting takeaway
is that for a given free-running frequency, the charge injected by the circuit with
higher injection resistance is less. This seems to suggest that the injection circuits
with less resistance inject energy needlessly, as less injected charge would have been
sufficient. On the other hand, the higher the injection resistance, the narrower the
locking range, which is the more important concern.

The second takeaway is the asymmetry between the right and left half of the
chart. While for f, > 625MHz the injected charge grows quite linearly, for f, <
625 MHz, the situation is very different. The source for this asymmetry has not
been definitively identified, but it is most likely caused by the interaction of the
asymmetry of the rise and fall times of the unbuffered CCDLU output (listed in
Table 5.5) as well as the asymmetry of the injection circuit (the PMOS side and the
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Fig. 5.20: Charge injected by the injection circuit into an ILRO per cycle once locked

to 625 MHz as a function of initial free-running frequency

NMOS side of injections do not necessarily operate exactly the same way).

The instantaneous frequency of ILROs of various free-running frequencies under
locking is shown on Figure 5.21. In the chart, injection starts at t = 22 ns, which
is why there is an abrupt change of instantaneous frequency, often caused by the
injection pulse deforming the shape of the measured clock phase. This can even
cause the frequency measurement function (freq from Cadence ADE) to erroneously
return extremely high frequencies, which can be seen on Figure 5.21. The free-
running frequency of the waveforms can be seen at roughly ¢ = 15ns, before the
injections start.

As a side note, the transient simulation shown on Figure 5.21 is precisely how
locking range is actually determined. There is no other reliable way other than
trying to lock the ILRO in transient simulation, letting it run for several hundreds
of oscillatory cycles and seeing if the instantaneous frequency matches the injected
one by the end of the simulation. This is a very time intensive simulation, which is
why this simulation cannot be practically performed in Monte Carlo runs or for PVT
corners in conjunction with fy variation. The locking range shown on Figure 5.16
has been therefore only determined for the nominal case (and the concept of locking
range, when PV'T corners are taken into account, is not as useful of a design tool
any more anyway).

As Figure 5.21 shows, in all the depicted simulation runs, the ILROs are able to

lock to the injected frequency eventually. The locking transient itself is very abrupt,
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but there can be a big difference in the time it takes for the ILRO to lock. In some
runs, the ILRO was able to lock as soon as the injections start, while for others, it
can take hundreds of oscillatory cycles to lock.

Upon closer inspection, there seems to be an inverse relationship between fo— fin;
and the time it takes for the ILRO to lock. In other words, the closer the ILRO’s
natural oscillations are to the target frequency, the longer it actually takes to lock to
it. This might appear counter-intuitive at first, but it can be explained in a simple

manner, and the mechanism is shown on an idealized diagram on Figure 5.22.

sensitive windows

/o
Vo(fo<finj)_/_\_/_\_/_\_/_\_/_\_
Linj(finj) /_\ /—\ /_\ /—\ /_\

unlocked locked
Fig. 5.22: Injection locking process

When the injections start, the phase shift between the injection pulse and the
transition of the voltage at the injection stage it needs to synchronise with (the
“sensitive window”) in order to lock is random. If the f; is several percent off the
finj, this difference in frequency will ensure that the phase shift between the two
waveforms will vary quickly and the injection pulse will line up with the sensitive
window soon. Once the two waveforms line up correctly in time, the frequency of
the ILRO locks to the injected frequency immediately and abruptly (as long as the
frequency is within the locking range of the oscillator), as proven by Figure 5.21. If]
however, the f; is very close to target frequency, the difference in frequencies is so
small that it can take hundreds or even thousands of cycles before the phase shift
between the injection pulse and the sensitive window adjusts properly.

Theoretically, if fo was equal to fiy, the phase shift between the two waveforms
would stay constant forever and the ILRO would actually never lock. In reality, this
will not occur due to noise, temperature variations etc. but the locking process in
these cases could take longer than usual.

Finally, some scalar quantities of interest related to the designed CCDLU or
ILRO are listed in Table 5.5.

With regards to the listed areas, it has to be noted that they refer to the total
device area of the designed circuits. After layout, the total area would be likely
50—100% larger, depending on the circuit, any special routing needs as well as the

experience of the layout engineer.
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Tab. 5.5: ILRO performance

Quantity Min. Typ. Max. Unit
CCDLU area 14.7 nm?
ILRO area 342 nm?
Supply current 502.4 nA
Power consumption 602.9 W
tq mismatch 17 %/o
Duty cycle variation 0.83 %/o
Vo rise time 75.9 87.1 102.8 ps
Vo fall time 40.6  48.6 54.6  ps
VBo rise time 12.1  16.0 222 ps
Vio fall time 12.1  16.0 222 ps

SYNC pulse width  59.8 78.7 86.6 ps

The supply current and power consumption figures listed in Table 5.5 are re-
lated to the nominal corner under locking. Minimum and maximum values are not
provided for these quantities because the values depend too much on the way the
ILRO is biased, which has not been discussed yet.

5.6 Delay Locked Loop design

In this section, the design of the DLL will be presented. First, the overview of the
loop will be given. Afterwards, the FPD and charge pump cell will be designed,
followed by the V-to-I converter. In the final subsection, the implementation of
trimming will be thoroughly discussed.

5.6.1 Overview

A simplified overview of the designed DLL is shown on Figure 5.23. It consists of
three larger blocks: the delay line, the FPD & charge pump block, and the V-to-I
converter.

The role of the DLL is to provide a PVT compensated biasing current for the
ILROs. Fortunately, much like the ILROs, the DLL will only ever be locked to
625 MHz and therefore many issues regarding its locking range, behaviour at various
frequencies etc. are not relevant, which greatly simplifies the design process.

A key consideration for the design of the DLL is the need to connect the delay line
in a way as similar as possible to the connection of the ILRO in order to ensure that

the biasing current which satisfies the DLL lock condition is as close to the current
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needed to set the free-running frequency of the ILROs to 625 MHz as possible. There
are only two things that can be done to achieve this, both of which are depicted on
Figure 5.23: driving the delay line by a preceding delay line and loading the delay
line by a dummy delay line as well. This is because the delay line in the ILROs is
connected in a ring connection, driving and loading itself.

Other than that, there are no critical requirements for the DLL. Since the DLL
is a block which will be only instantiated once, minimizing area is not as important
as with other blocks like the ILRO. The speed of the start-up and the feedback
loop of the DLL is also not as important, as the DLL has to be active at all times
during the TDC conversion and will not be switched on and off dynamically during
conversions. A few things which should be kept in mind, however, is prevention
of false locking, good filtering of the charge pump, adequate speed of the V-to-I
converter opamp loop that is able to follow the DLL and some attention should be
also paid to power supply rejection (it is expected that the 1.2V supply might be
rather polluted with high frequency switching noise).

The design of the DLL blocks will be discussed in the following sections.

5.6.2 Frequency Phase Detector and Charge Pump

The role of the FPD and the charge pump, which form a single cell together, is to
convert the phase difference between the clock input and its delayed counterpart
into a corresponding change in voltage at the charge pump output. A variation of a
common topology has been chosen as shown on Figure 5.25. The FPD consisting of
two D-type flip-flops and a resetting NAND gate is shown in the upper left, while the
rest of the schematic shows the charge pump along with its biasing current mirrors
and pre-charge circuit.

If enabling signal EN is low, the circuit is disabled and does not react to the
clocked inputs. Aslong as EN is high, the FPD operates as normal, and the sequence
of the signals can be seen on Figure 5.24.

terror
— | -—o

REF __/ o
DLY [T
L A
DWN A

RSTB \/

Fig. 5.24: FPD signal sequence
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An important feature of the operation of the FPD is the delay between the mo-
ment when the second flip-flop activates and the moment the flip-flops are actually
reset. This delay, on Figure 5.24 marked as t..or, is caused by finite speed of the
digital gates.

There is a consequence to this error. First of all, the finite speed of the reset
path means that there is a time period where the signals UP and DWN overlap.
This could cause the charge pump to pull in both directions. Theoretically, if the
charge pump current source and the current sink matched perfectly, this would have
no effect on charge pump output voltage (Veopo), but in reality, any mismatch can
cause an erroneous change in Vopo during this short period of time. Gating the
signals to shorten the overlap would be possible, but gates have limited speed and
do not match perfectly either.

The consequence of this erroneous change of Vipo is that while the DLL will
settle, the phase difference between the reference and delayed clock signals at the
input of the FPD will not be zero. This is because the DLL tries to stabilize Vipo
by any means necessary, and if there is an error current I..., flowing into the charge
pump capacitor due to mismatch, the loop will compensate it by inducing a non-zero
phase shift at the input of the FPD. Other than increasing the size of the charge
pump current mirror devices to improve matching, there is not much more that can
be done to prevent this issue. Trimming, which will be discussed in subsection 5.6.4,
can alleviate it though.

Simulating the exact relationship between the error current e, and the phase
shift seen at the input of the FPD is not straightforward. The following simulation
has been devised to provide a reasonable approximation. An ideal DC current
source representing the error current has been connected in parallel to the charge
pump output capacitor, and its current has been swept. A transient simulation
simulating the whole DLL operation has been performed for each swept point, and
the input phase shift at the FPD has been saved. This phase shift then has to be
re-evaluated, as the ideal DC current source provides current at all times, while the
real error current only flows when both UP and DWN signals are active. The length
of these signals when the input phase shift is zero is around 90 ps, while the period
of the DLL input signal is 1.6 ns, i.e. the duty cycle of the error current is around
5.6%. Therefore the simulated phase shift is scaled accordingly by this factor to
produce an estimate of phase shift seen at the input of the FPD based on the size
of the error current I, in relation to Icp, as depicted on Figure 5.26.

The error current has been swept from —20% to 20% as a Monte Carlo simulation
has shown that the designed charge pump current sources match to 6.4% /o, which is
nearly 20% for 30. The worst case phase shift at the input of the FPD caused by this
mismatch is around 12ps. This is about 1.5% of the target delay of 800 ps, which
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Fig. 5.26: FPD input phase shift as a function of charge pump current source mis-

match when connected in a DLL

corresponds to a similar error of fy in an ILRO biased by this DLL, which is an error
small enough to not matter significantly (this will be proven in subsection 5.6.4).
Mismatch caused by fabrication is static and produces a static error that can be
trimmed out, but it does not endanger the capability of the DLL to track Voltage
Temperature (VT) variation.

There is actually a benefit to the limited speed of the digital gates. If the phase
error at the input of the FPD was rather small, extremely fast digital gates could
produce extremely short digital pulses which would be reset much sooner than the
charge pump could react to them. This would lead to a dead-zone of the FPD &
charge pump transfer characteristic in the vicinity of zero input phase error. The
consequence would be that within the dead-zone, the delay of the DLL delay line
and therefore the free-running frequency of the ILROs biased by this DLL could vary
very slightly without any correction of the DLL loop, as the dead-zone would make
this small variation essentially invisible. This would naturally result in degraded
phase noise performance. As long as t..or is larger or similar to the bandwidth of
the charge pump switches, the dead-zone is not present and the FPD & charge pump
system can in principle react to very small phase errors at its input properly.

The values of t.... and some other scalar quantities of interest are listed in
Table 5.6. The quantities were evaluated for zero input phase error, which is the
state the FPD is expected to work in most of the time when DLL settles.

The size of the charge pump current has to be selected in conjunction with the

output capacitor. The goal is to choose a capacitor large enough to sufficiently
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Tab. 5.6: FPD performance

Quantity Min. Typ. Max. Unit

Device area 228 nm?

Supply current 55.7 77.3 103.9 pW
Power consumption 60.1 92.7 1372 pW

trRSTB 51.9 85.6 164.5 ps
terror 62.1 102.2 194.5 ps
Ierror/ICP 6.4 %/O'

smooth out the transitions at the output, but not too large either, as that would
increase the footprint. Luckily there is only one DLL in the system (another advan-
tage over the architecture shown on Figure 2.17) and therefore a rather large NMOS
capacitor can be used. In this design, the values 1 pF and 4 pA were chosen for the
capacitor and the current sources respectively.

The start-up time of the circuit has been improved with a circuit shown on
Figure 5.25. When EN is low, the circuit pre-charges the capacitor to a voltage
one Vgg drop below the supply rail, which should be (very roughly) 0.5xVpp. This
hastens the locking of the DLL, as such a voltage should, after being converted to a
biasing current by the V-to-I converter, produce a reasonable starting delay in the
delay line.

The schematic on Figure 5.25 features twice the amount of current mirrors
needed. The motivation for their inclusion is to stop transient disturbances from
travelling backwards from the charge pump output switches to the biasing circuits.
On the other hand, the additional mirrors increase the overall current mismatch.
The current mirror devices were therefore scaled accordingly to minimize it.

There are two switches connected to each MOS transistor sourcing/sinking cur-
rent to/from the charge pump capacitor. The additional switches (the PMOS switch
connected to UP signal, and the NMOS switch connected to DWN signal) are not
necessary for correct operation of the FPD, but they serve a purpose nonetheless.
Their purpose is to keep the current sources supplying current at all times (when the
EFPD is enabled). If they were not included, the other switches would turn off the
current paths completely and no current would flow. While this would save power,
it would also slow down the operation, as some time would have to be spent on
charging various parasitic capacitances before the current sourcing MOS transistors
would supply current to the output capacitor again.

The transfer characteristic of the FPD & charge pump cell is shown on Fig-
ure 5.27. The input frequency was 625 MHz, which corresponds to a period of
1.6 ns.
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Fig. 5.27: RMS charge pump output current as a function of FPD input phase shift

As the span of the filled area shows, the transfer characteristic is somewhat PVT
sensitive (which ultimately does not matter from a DC standpoint, as it only really
affects how quickly the DLL reacts to changes in input phase), but it also features
an abrupt change as the input phase shift gets closer to £7},. This sharp edge
is caused by the finite speed of the digital cells (when the phase shift approaches
+T:,, the reset pulse can overlap with incoming input signal edges and prevent the
FPD from reacting to them) and is unavoidable in the given topology. It could in
principle cause false-locking of the DLL, which is why pre-charging the charge pump
capacitor is important, as it ensures that the default state of the charge pump output
creates a phase shift not too far from the target. Trimming of the DLL, which will
be discussed in subsection 5.6.4, also helps prevent harmonic false locking.

The chart on Figure 5.28 shows how the Vopo affects the charge pump output
current. In this simulation, both UP and DWN signals were made active, and the
desired value of output current is therefore zero, as the current supplied by the upper
current source should be consumed by the lower current sink. The DC value of Vipo,
however, imbalances these current sources due to their finite output impedance and
an error current flows out of the charge pump.

The chart shows that in order to minimize this error current, Vepo should be
kept somewhere in-between 0.5V and 0.8V, as in this region, both current sources
are saturated and their output impedance is at its maximum. This is important for
the design of the V-to-I converter (which ultimately defines the Vipo the DLL will

settle at) as well as trimming.
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Fig. 5.28: RMS charge pump output current as a function of Vopo when UP and
DWN signals are both active

5.6.3 Voltage to Current converter

The task of this V-to-I circuit is to convert the Vipo to a current, which is in turn
used to bias the CCDLs and set their propagation delay correctly.

The obvious choice of converting voltage to current is the well-known opamp
and resistor circuit shown on Figure 5.29. The primary problem of this circuit, the
resistor’s process variation, is not a critical issue thanks to the DLL locking mecha-
nism. As long as the circuit is capable of producing the required current (which is
a function of the resistor’s resistance, opamp gain, V-to-I converter’s current mirror
mismatch etc), the Vepo will adjust to accommodate it. Therefore, the resistor’s
process variation is transferred to charge pump output variation. As was already
discussed in the previous section, though, this is a problem as well, as it is desired to
keep Vepo reliably in a certain region to maximize charge pump output impedance.

The first important design choice is the choice of the voltage domain. While
all the other cells of the TDC signal chain have to be designed with thin oxide
1.2V devices due to the frequencies they operate at, the operation of the V-to-I
circuit is fundamentally analog and could potentially benefit from thick oxide 2.5V
devices with regards to quantities like power supply rejection ratio (PSRR), current
mirror output impedance etc. Furthermore, in the settled state, the circuit should be
effectively DC and speed is not critical. On the other hand, 1.2V devices take up less
area and offer faster reactions to voltage or temperature variation as well as faster

start-up for a given biasing current. Additionally, keeping everything in a single
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voltage domain prevents lots of issues with voltage domain separation, guarding
(saving even more area), Safe Operating Area (SOA) violations etc. This is why the
1.2V domain was chosen as well for the designed V-to-I converter.

Finding a topology suitable for 1.2V domain which would pass PVT corners,
especially with regards to sufficient (> 50mV) saturation margin of each MOS
device, is not obvious. The classic topology shown on Figure 5.29 is not suitable, as
the voltage across the resistor should be close to Vpp/2 (which is the ideal operating
point of the charge pump output) and the Vgg of the NMOS therefore pushes the
opamp output voltage extremely close to Vpp where it loses gain regardless of the
topology.

Driving a PMOS device instead of an NMOS one leads to voltage headroom
issues with regards to the topmost PMOS current mirror. Assuming the opamp
output voltage is reasonably low (cca 0.25xVpp), the source of the PMOS is one
Vs higher, and the remaining voltage needs to accommodate the PMOS mirror. It
has been simulated that this is not feasible due to PVT variation.

A suitable topology is depicted on Figure 5.30, where the opamp is driving the
topmost PMOS mirror directly.

The opamp output is a Vg below Vpp, which for normal Vi, thin oxide PMOS
devices amounts to roughly middle of the rail. This enables the use of a folded
cascode topology, which brings many benefits such as high gain, decent input and
output voltage range and output dominant pole stabilization. This is especially
beneficial as the opamp drives a lot of PMOS mirror devices, which all contribute
with their gate capacitance to the compensation capacitance stabilizing the opamp
loop. In order to improve the input voltage range even further, low Vi, NMOS
devices have been used for the input differential pair of the opamp.

In the case of this diploma thesis, only one ILRO current branch was implemented
in the V-to-I converter’ current mirror for simplicity. In reality, there would be tens

or hundreds of ILRO current branches, each supplying biasing current to its ILRO.
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Fig. 5.30: Designed DLL V-to-I converter

These extra current branches would act as extra opamp output capacitance, as
mentioned previously, so in this particular design, the compensation capacitor had to
be increased proportionally to stabilize the loop. The capacitance used for stabilizing
the loop across PVT corners was about 2 pF. Once the full amount of ILRO branches
would be included, the capacitor’s size could be decreased dramatically.

The sizing of the PMOS current mirror devices is very important, as they will
be trimmed, which will be discussed in subsection 5.6.4. The goal was to ensure
that the Vg of the devices in nominal case is roughly 0.6V, so that the opamp
output voltage is also around 0.6V and its output cascodes are therefore safely in
saturation. Mismatch is also a concern and minimum length was therefore not viable
— less than 10% mismatch at 30 was sought after. The W/L size which satisfied
both conditions is 9 um/0.75 pm. This is a rather wide and short transistor, which
is not ideal for a current mirror (matching current mirrors is more area efficient for
larger Vig), but due to the low voltage supply, such a compromise needs to be made.
The actual sizes of the PMOS transistors will be discussed in subsection 5.6.4.

The resistor which effectively converts the charge pump voltage to current is
actually made up of two separate devices. The reason is the optimization of the
TCR. As was shown on Figure 5.11, the amount of biasing current necessary to set
the ILRO free-running frequency to 625 MHz decreases with temperature at a rate of
cca —15.4nA/°C. As a constant Vepo is desired, this requires the resistor to have a
positive TCR. An approximation for the desired TCR can be calculated as follows.
First, the ratio of the ideal resistance value at hot (135°C) and cold (—45°C) will

be evaluated, utilizing the values of the required current from Figure 5.11.

Ryot _ Vero  Leo _ Teoia _ 17.5pA
Rcold I hot VCPO I hot 14. 8 lJ_A

The result means that the resistor must grow by 18.2% over the temperature

~ 118.2% (5.2)
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range. The desired TCR can be estimated by the following equation.

18.2%
TCR =~ ~ 1040 K™ 5.3
130°C — (—45°C) PP (5:3)
In ONKG65, the P+ polysilicon resistor has a TCR of —154 ppm K~!, while the N
diffusion resistor has a TCR of 1400 ppm K~!. The desired TCR can be implemented

by combining the two resistors in series in a certain ratio r, which can be calculated

using the following equations.

TCR=r-TCRNar+ (1 —7) - TCRppoly (5.4)
_ TCR— TCRpygy 1040 — (—154)
~ TCRyait — TCRppoly 1400 — (—154)

r

= 0.768 (5.5)

The value of r was then optimized by simulation to 0.8 as this ratio seemed to
produce more stable Vopo when Vpp variation was taken into account as well.

The total resistance of the combination was calculated as follows

VCPO . 0.6V
Ipias  16.221A

Rtotal == == 37 kQ (56)

and this value was optimized by simulation to 34kQ. The reason for the dif-
ference is the previously discussed fundamental discrepancy between the way the
CCDL is connected in an ILRO and in the DLL. The DLL delay line actually re-
quires more current to produce the desired 800 ps delay than the ILRO requires to
produce the desired 625 MHz oscillations.

There is a problem that needs to be considered when a combination of two
resistors manufactured by different processing steps is utilized — these resistors are
uncorrelated. It is perfectly possible for the P+ polysilicon resistor to skew towards
higher resistance, while the N diffusion resistors skews towards lower resistance and
vice versa. These “cross” corners (the resistors skew in opposite directions) will affect
the overall TCR and it is necessary to validate that the system operates correctly
in these corners as well.

The problem with validating these cross corners is that the resistor corner model
files only define two corners: hi3s and lo3s, which vary the resistors in the same
direction as if they were perfectly correlated. Correct simulation of the uncorrelated
variation can be done via Monte Carlo simulations, but because simulating the whole
DLL is very time intensive and Monte Carlo simulations require hundreds of runs,
it is not practical.

Instead, a separate short Monte Carlo simulation was run to determine the vari-
ation of these resistors on their own. It was simulated that the P+ polysilicon
resistor varies by 5%/ 0, while the N diffusion resistor varies by 6.7%/0o. For 30, this

corresponds to 15% and 20% variation respectively.
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Fig. 5.31: Charge pump output voltage stability over temperature for nominal and

cross resistor corners

In order to validate the cross corners, the resistors were manually skewed by the
aforementioned 15% and 20% in opposite directions, and the resulting value of the
Vepo is shown on Figure 5.31. This simulation considers only VT variation, MOS
process corners were not applied as MOS process variation would skew the mean
Viepo value heavily and trimming will trim out this static source of variation anyway
(as will be discussed in subsection 5.6.4).

While the mean value of the Vopo varies in these cross corners as the total
resistance of the series combination changes, this will not be an issue due to trim-
ming (which will be discussed in the following subsection 5.6.4). The important
takeaway here is that thanks to TCR compensation, Vepo is remarkably stable
over temperature even in the cross resistor corners. Furthermore, as these resistors
are uncorrelated, skewing both resistors by 30 actually corresponds to much lower
probability. In this particular case, since the probability of a skew larger than 3o
in either direction is around 0.27%, the probability of two such skews happening in-
dependently and concurrently is 0.00272 = 0.000729%, which actually corresponds
to nearly 4.50. The cross corner cases depicted on Figure 5.31 are therefore overly
pessimistic.

The transconductance (gn) from Vpp to output current of V-to-I converter’s
current mirror is shown on Figure 5.32 (this is similar to PSRR, but for an output
current quantity and not relative, in this case). The transconductance starts rising
once the opamp loop starts loosing its gain and grows to rather large values at

high frequencies. The special frequencies of interest are the harmonics of 625 MHz,

150



1074

T T TTTT] T T TTTT] T TTTTT T T TTTT] —1—TTT1H

10—°

T TTTTTT
5

1

106

gm (Vop to lout) [A/V]

T TTITTT
5

|
I

10—7 Lol Lol Lol Lol [N
10* 10° 10° 107 10® 10?

f [Hz]
Fig. 5.32: Transconductance from Vpp to output current of V-to-I converter’s cur-

rent mirror

where the transconductance is obviously far from ideal. The problem is that with
only 1.2V supply voltage, better power supply rejection is difficult to implement.
At hundreds of megahertz, in this processing technology, it is unrealistic to expect
that disturbances this fast can be effectively blocked. The designers and layouters
should be focused instead on preventing the coupling of high frequency disturbances
to sensitive parts of the supply rail in the first place. This can be achieved with
proper layout techniques such as increasing distances between noisy and sensitive
nodes or by implementing RC low pass filters for the Vpp on chip to filter both
external and internal noise.

A list of scalar quantities related to the designed V-to-I converter is shown in
Table 5.7.

The input voltage range of the opamp was defined as the range of input voltages
for which the systematic offset does not exceed 3 mV. This was set empirically, as
outside this range, the systematic offset increases rapidly due to loss of gain.

The offset of the opamp (and therefore the open loop gain as well) is not critical
in this application, as the only consequence of it will be the offset of Vepo. While
Vepo should be kept around middle of the rail in order to balance the charge pump
current sources, it is not so sensitive that a few millivolts would make any significant
difference.

The saturation margins and stability were investigated for extreme input voltages
of 0.4V, 0.6V and 0.8V, as well as for extreme trim code combinations (trimming
will be discussed in the following subsection 5.6.4). The results listed in Table 5.7

151



Tab. 5.7: V-to-I converter performance

Analysis Quantity Min. Typ. Max. Unit

Random mismatch 2.8 %/0

PMOS t mi
CUTTent tirror Systematic offset ~ -4.2 0 3.3 %

Device area 219 nm?

Supply current 10.7 13.8 17.9 nA
Power consumption 11.5 16.6 23.6 W

O
bamp Input voltage range 0.25 0.95 \Y
Systematic offset -2.7 0 0.75 mV
Random offset 2 mV/o
Open loop gain 55.1 69.2 74.7 dB
GBW 4.2 8.9 15.7 MHz
Feedback loop .
Phase margin 60.5 82  96.8 °
Gain margin 185 247 322 dB

are therefore overly pessimistic, but still satisfactory, which proves the robustness
of the design.

The gain bandwidth product (GBW) of the feedback loop is important for the
settling time, and it should not be slower than the charge pump output — otherwise,
the DLL could actually ring for a long time. In this design, there is no ringing of
Viepo, which will be shown later in section 5.7, and if there was, either the charge
pump capacitor could be increased or the charge pump current sources could be
made to supply less current. This would slow down the charge pump output in

relation to the opamp loop, so that it is not the bottleneck any more.

5.6.4 Trimming

As was discussed previously in subsection 5.3.3, trimming is a necessary addition to
the system.

The first reason for this is the inability of the DLL to bias the ILROs accurately
on its own. As was already discussed in previous sections, this is because the delay
line in the two circuits, while identical, is connected in a different manner. Fur-
thermore, mismatch between the DLL and ILRO delay lines, FPD non-idealities,
mismatch in the V-to-I converter current mirror and many other sources of error
contribute to the discrepancy. Trimming each ILRO individually is necessary to
bring their free-running frequencies closer to target 625 MHz so that they can be
reliably locked in all conditions. An equally important benefit of the ILRO trimming

is the reduction of systematic DNL error, as was also discussed in subsection 5.3.3.
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The second reason is the need for trimming the DLL itself. In some process
corners, the output of the charge pump could settle to a voltage that is close to
the ground or the supply voltage. As was foreshadowed in subsection 5.6.2, in such
cases, the charge pump current sources would be heavily imbalanced and the charge
pump would therefore integrate some error current, which would lead to the DLL not
producing the correct amount of delay in the delay line and therefore the supplied
biasing current to the ILRO would not be (close to) the current needed to achieve
the desired free-running frequency. Furthermore, even if the charge pump were to
be ideal and perfectly balanced, a charge pump output voltage too close to the rails
could be problematic due to limited V-to-I converter input voltage range.

An added benefit of trimming the DLL is the prevention of false harmonic locking
of the DLL. The harmonic locking can occur easily for example when the process
variation sets the V-to-I converter’s resistor’s resistance rather high and/or makes
the MOS transistors (and therefore the delay lines) rather slow. In such a case, the
DLL could by-default generate smaller than usual biasing current because of the
unusually high resistance, and the resulting unusually low current would produce
a very long delay in the unusually slow delay line. In such case, it is possible for
the DLL to settle incorrectly, producing not one clock period worth of delay in the
delay line, but two clock period delay instead. Consequently, the biasing current
produced by the falsely-locked DLL would, when biasing the ILROs, produce very
slow oscillations. These oscillations would be too slow to enable the ILROs to
be locked to the target frequency. Trimming the DLL itself can prevent this by
trimming out this process skew and steering the DLL to the desired operating point,
i.e. when the charge pump output is roughly in the middle of the supply rails, as
was discussed previously in subsection 5.6.2. During the trimming process correct
locking can be verified by also measuring the signals entering the FPD, as long as
these signals are made accessible to the tester.

Since all the aforementioned problems are caused by fabrication variation (mis-
match and process), these errors are static, i.e. they are set at the point of fabrication
and should not change significantly over time. Therefore they can be in principle
trimmed out and trimming is a valid option.

A decision has been made to trim the circuits in two steps: first, the DLL will
be trimmed to set the operating point of the charge pump close to the ideal middle
of the supply rail. Then the ILROs will be trimmed individually to set their f, as
close to target (625 MHz) as possible.

Trimming will be performed in a controlled environment at a specified tempera-
ture and with an accurate power supply. In practical applications, the temperature
and the supply voltage will vary, but this variance should be compensated by the
DLL to ensure that the ILROs still lock properly, which will be verified by simula-
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tion.
The implementation of both trimming steps is shown on Figure 5.33.- Both steps
are implemented by trimming the PMOS transistors in the V-to-I converter’s current

mirror.
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Fig. 5.33: Designed DLL V-to-I converter with trimmed devices highlighted

The DLL trimming is done by trimming the width of the PMOS transistor in the
resistor branch. By trimming the width of this transistor, the current gain of the
mirror from this reference current branch to all the other branches (both the ones
supplying current to the DLL delay line as well as the numerous branches supplying
the ILROs) can be adjusted. This can be therefore thought of as a kind of global
trimming, as it affects both the DLL as well as all the ILROs, and therefore it clearly
needs to occur first. The goal here is to adjust the width of the trimmed PMOS
transistor so that the output voltage of<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>