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Abstract 
Drones have become increasingly valuable i n various fields, such as surveillance, disas­

ter management and search and rescue operations. However, t ransmit t ing the data and 
geographic information captured by drones to ground personnel presents a significant chal­
lenge. The task becomes even more complex when mult iple drones are used, making the 
processing of information by a single drone operator highly inefficient. 

The objective of this thesis is to develop a system capable of displaying objects detected 
by a drone i n M i x e d Reali ty. The thesis assess the usabil i ty of such a system for information 
conveying, and identifies suitable devices and technologies that can be incorporated into 
the system. 

Abstrakt 
Drony se s távaj í s tá le cennějš ími v různých oblastech, jako je bezpečnos t , ř ízení kr izových 
s i tuac í a z á c h r a n n é operace. P ř e n o s dat a geografických informací zachycených drony k 
p o z e m n í m u p e r s o n á l u však p ř e d s t a v u j e v ý z n a m n é výzvy. Úkol se s t ává j e š t ě s loži tějš ím 
při použ i t í více d ronů , což způsobuje , že zp racován í informací j e d n í m o p e r á t o r e m dronu je 
velmi neefekt ivní . 

Cí lem t é t o p r á c e je vyvinout s y s t é m schopný zobrazovat objekty de t ekované dronem 
v Smíšené Rea l i t ě . P r á c e posuzuje použ i t e lnos t t akového s y s t é m u pro p řenos informací a 
identifikuje v h o d n á zař ízení a technologie, k t e r é lze do s y s t é m u začleni t . 
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Rozšířený abstrakt 
Díky rych lému pokroku v technologii d r o n ů a smíšené reality se o tev í ra j í nové možnos t i 

pro z lepšení interakce člověka s p r o s t ř e d í m . Bezpi lo tn í letadla ( U A V ) či drony nacházej í 
u p l a t n ě n í v různých oborech, vče tně z á c h r a n á ř s t v í , zemědě l s tv í a fotografie. S m í š e n á realita 
propojuje fyzický a d ig i t á ln í svět , č ímž v y t v á ř í p o u t a v é a i n t e r a k t i v n í záži tky. Microsoft 
HoloLens 2, jedny z p ř edn í ch brýl í pro smíšenou realitu, nab íz í skvělou platformu pro 
z k o u m á n í nových apl ikací , k t e r é využívaj í s chopnos t í d r o n ů i smíšené reality. 

Tato p r á c e m á za cíl navrhnout a vyvinout sy s t ém, k t e r ý integruje drony s headsetem 
Microsoft HoloLens 2 pro smíšenou real i tu a u m o ž n i t u ž i v a t e l ů m vizualizovat de tekované 
objekty z perspektivy dronu v r e á l n é m p ros t ř ed í . K o m b i n a c í le teckého pohledu dronu 
a p ros to rového p o c h o p e n í p o s k y t n u t é h o headsetem pro smíšenou reali tu mohou uživate lé 
z ískat lepší s i t uačn í povědomí , zlepši t r ozhodován í a zvýši t svou schopnost reagovat na různé 
situace. Tento s y s t é m m á p o t e n c i á l ovl ivni t r ů z n é oblasti, vče tně z á c h r a n á ř s t v í , inspekce 
infrastruktury a m o n i t o r o v á n í ž ivo tn ího p ros t ř ed í . 

H lavn ími cíli t é t o p r á c e jsou: 
Analyzovat p o t ř e b n é součás t i , zař ízení a technologie p o t ř e b n é pro integraci dronu s 

b rý lemi Microsoft HoloLens 2 pro smíšenou reali tu do s y s t é m u . Identifikovat v ý z v y a prob­
lémy spo jené s vývo jem n a v r h o v a n é h o sy s t ému . Prozkoumat existuj ící řešení a p ř í s tupy , 
k t e r é lze p ř i způsob i t tomuto sys t ému . Vyvinou t p r o t o t y p o v ý sys t ém, k t e r ý demonstruje 
proveditelnost vizualizace de tekovaných o b j e k t ů z dronu v headsetu Microsoft HoloLens 2 
pro smíšenou reali tu. Vyhodnot i t výkonnos t a použ i t e lnos t v y v i n u t é h o s y s t é m u a navrhnout 
oblasti pro b u d o u c í z lepšení . Tato p r á c e je s t r u k t u r o v á n a nás ledovně : 

K a p i t o l a 2 poskytuje zák l adn í informace o rozš í řené rea l i tě K a p i t o l a 3 p o j e d n á v á o 
použ i t í d r o n ů s m o d e r n í m i technologiemi. K a p i t o l a 1 poskytuje p ř eh l ed o brýl ích Microsoft 
HoloLens 2. K a p i t o l a 5 diskutuje o p o t ř e b n ý c h součás tech , zař ízeních a technologi ích pro 
n a v r h o v a n ý sys t ém, řeší v ý z v y a p r o b l é m y a z k o u m á k o m p a t i b i l n í existuj ící řešení . K a p i t o l a 
6 de t a i lně popisuje implementaci p r o t o t y p o v é h o sys t ému , vče tně volby n á v r h u , metodo log i í 
a n á s t r o j ů použ i tých př i jeho vývoj i , a h o d n o t í v y v i n u t ý sys t ém, jeho v ý k o n n o s t , použ i te l ­
nost a omezení . Závěrečná kapi tola 7 shrnuje p rác i , zmiňuje klíčové poznatky a navrhuje 
b u d o u c í oblasti v ý z k u m u a vývoje. 

Tento projekt demonstruje koncept pro s y s t é m detekce o b j e k t ů dronem a jejich vizual­
izace v smíšené rea l i tě p o m o c í brý l í Microsoft HoloLens 2. S y s t é m umožňu je už iva t e lům 
lépe identifikovat a lokalizovat de t ekované objekty v r e á l n é m čase . Ačkoliv s o u č a s n á im­
plementace m á svá omezení , jako jsou p řesnos t , viditelnost a synchron izačn í p rob lémy, 
poskytuje zák l ad pro b u d o u c í z lepšení a rozšíření . 

Po t enc i á ln í aplikace t akového s y s t é m u jsou rozsáhlé , od zách raných ope rac í p řes inspekci 
infrastruktury až po m o n i t o r o v á n í ž ivo tn ího p ros t ř ed í . Z lepšen ím přesnos t i , spolehlivosti 
a použ i t e lnos t i s y s t é m u by se mohl s t á t c e n n ý m n á s t r o j e m pro r ů z n é o d v ě t v í a použ i t í , 
a u t o m a t i z a c í n ě k t e r ý c h úkolů a uvolnit ruce už iva te lů pro p rováděn í j iných č innos t í . 
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Chapter 1 

Introduction 

R a p i d drone technology advancements and mixed reality have opened up new possibilities 
for enhancing human interaction wi th the environment. Unmanned aerial vehicles (UAVs) 
or drones, have paved their way in various fields, including surveillance, agriculture, and 
photography. Meanwhile, mixed reality technology has matured, blending the physical and 
digi ta l worlds to create immersive and interactive experiences. The Microsoft HoloLens 2, 
one of the leading mixed-reality headsets, provides an excellent platform for exploring novel 
applications that leverage the capabilities of both drones and mixed reality. 

This thesis aims to design and develop a system that integrates drones wi th the M i ­
crosoft HoloLens 2 mixed-reality headset, enabling users to visualize detected objects from 
a drone's perspective i n real t ime. B y combining the drone's aerial view wi th the spa­
t i a l understanding provided by the mixed reality headset, users can gain better si tuational 
awareness, enhance decision-making, and improve their abi l i ty to interact w i th the environ­
ment. This system has the potential to impact various fields, including search and rescue 
operations, infrastructure inspection, and environmental monitoring. 

The main objectives of this thesis are to: 

• Ana lyze the necessary components, devices, and technologies required to integrate a 
drone wi th the Microsoft HoloLens 2 mixed reality headset. 

• Identify the challenges and problems associated wi th the development of the proposed 
system. 

• Investigate existing solutions and approaches that can be adapted for this system. 

• Develop a prototype system that demonstrates the feasibility of visualizing detected 
objects from a drone i n the Microsoft HoloLens 2 mixed reality headset. 

• Evaluate the performance and usabil i ty of the developed system and suggest areas for 
future improvements. 

Th is thesis is structured as follows: 

• Chapter 2 provides background information about extended reality and its defini­
tions. 

• Chapter 3 discusses the use of drones wi th modern technologies. 

• Chapter 4 provides an overview of the Microsoft HoloLens 2 headset. 
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• Chapter 5 discusses the necessary components, devices, and technologies for the pro­
posed system, addressing the challenges and problems faced and exploring compatible 
existing solutions. 

• Chapter 6 details the implementat ion of the prototype system, describing the design 
choices, methodologies, and tools used in its development and evaluates the developed 
system, discussing its performance, usability, and l imitat ions. 

• Chapter 7 concludes the thesis, summarizing the key findings and suggesting future 
research and development 

The work presented i n this thesis creates a foundation for future research and develop­
ment in the area of using drones and mixed reality for autonomous object detection and 
visualizat ion. 

4 



Chapter 2 

Extended reality 

This chapter provides an overview of V i r t u a l Reality, Augmented Reality, M i x e d Reality, 
and Extended Rea l i ty technologies, their definitions, applications, and their overlap and 
differences. 

2.1 V i r tua l Reality 

V i r t u a l Real i ty ( V R ) is a computer-generated simulat ion of an environment i n which users 
can interact w i th v i r tua l objects. V R systems use head-mounted displays ( H M D s ) and 
input devices such as gloves or controllers to allow users to experience and interact w i th 
the v i r tua l environment. The main goal of V R is to create an immersive experience that 
blocks as many sensory inputs from the real world as possible. V R is mostly known for its 
application i n gaming but has uses i n fields such as education, exercise, and healthcare [5]. 

2.2 Augmented Reality 

Augmented Real i ty ( A R ) superimposes v i r tua l objects or information onto the user's view 
of the physical world. Unl ike v i r tua l reality, augmented reality does not immerse the user in 
a completely v i r tua l environment but instead augments the real world w i th d igi ta l content. 
Augmented Real i ty applications can be experienced through common consumer devices 
such as smartphones and tablets, through specialized devices including A R glasses, or 
integrated into common objects, for instance, motorcycle helmets and car windshields, as 
shown i n Figure 2.1 A R , has been applied in many areas, including navigation, education, 
and retai l [1]. 
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Figure 2.1: A R Heads U p Display integrated into a car windshield. 

2.3 M i x e d Reality 

M i x e d Real i ty ( M R ) is a blend of V i r t u a l Real i ty and Augmented Reality, where real 
and v i r tua l worlds coexist and interact. A l t h o u g h it is sometimes seen as an umbrella 
term itself for V i r t u a l and Augmented Reality, it is i n between on the Rea l i ty -v i r tua l i ty 
continuum [8]. M i x e d Real i ty allows users to manipulate both real and v i r tua l objects 
in a shared environment. M i x e d Real i ty uses devices like the Microsoft HoloLens, which 
combines aspects of V i r t u a l Real i ty H M D s and A R glasses. M i x e d Real i ty has potential 
applications in various fields, including collaborative design, remote assistance, and medical 
simulations (see Figure2.2). 

1Image source: https://wayray.eom/#who-we-are 

G 
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Figure 2.2: Med ica l s imulat ion using Hololens 2. 

2.4 Extended Reality 

Extended Real i ty ( X R ) refers to a range of technologies, including V i r t u a l Reality, A u g ­
mented Reality, and M i x e d Reali ty. The „X" in X R is multifaceted, serving both as an 
abbreviation for „eXtended Real i ty" and as a placeholder for one of the letters from the 
V R , A R , or M R acronyms. This term is used because of the overlap in the usage and 
development of these technologies. 

1Image source: https://www.caehealthcare.com/hololens/ 
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Figure 2.3: Extended Rea l i t y 1 

2.5 O p e n X R 

O p e n X R 2 is an open standard developed by the Khronos Group, t ry ing to simplify the 
development of X R applications and provide a common applicat ion programming interface 
(API ) for a l l X R platforms. O p e n X R allows developers to create applications compatible 
w i th a wider range of hardware and promotes interoperabili ty and reduces fragmentation in 
the X R space. B y providing a unified A P I , O p e n X R allows applications to run on different 
devices without the need for developers to write mult iple implementations. Th is reduces 
development t ime and cost. 

1Image source: https://bit.ly/42fcvM9 
https: //www.https: //www.khronos.org/openxr 
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Figure 2.4: Defragmentation of X R development 1 

1Image source: https://www.khronos.org/openxr/ 
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Chapter 3 

Uses of drones with modern 
technologies 

This chapter discusses the various applications of drones wi th some modern technologies 
and discusses the advantages that drones br ing into these areas and what l imitat ions are 
s t i l l present. 

3.1 Georeferencing with drones 

Georeferencing is a technique in the field of geospatial science that involves assigning real-
world coordinates to spatial data, enabling the integration of various datasets into a common 
coordinate system. This section discusses the benefits, l imitat ions, and different strategies 
for collecting and processing geospatial data w i th drones. 

Benefits of using drones for Georeferencing 

Advancements in drone technology and their decreasing price has made them the best tool 
for georeferencing. Some of their advantages are: 

• High-resolution imagery: Even newer consumer-level drones are capable of capturing 
high-resolution images, which allows for the identification of smaller features and 
finer details. Th is improves the usabil i ty of georeferencing and enables more precise 
analyses. 

• R a p i d data acquisition: Drones can cover large areas in a relatively short amount of 
t ime and can be automated, significantly increasing data acquisit ion speed compared 
to aerial photography and ground-based methods. 

• Cost-effectiveness: Georeferencing wi th drones is more cost-effective [2]. than other 
methods, such as aerial photography and satellite imagery. 

• F lex ib i l i ty and frequency: Drones can be deployed i n various environments, under 
different conditions, and at various times, providing greater flexibili ty for geospatial 
data collection. Furthermore, they can be deployed more frequently. A few clouds 
can completely block the view of satellites or aircraft depending on altitude. 
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Georeferencing methods 

There are several methods for georeferencing wi th drones. The two most common methods 
are: 

1. Direct georeferencing: This method uses data from a G P S receiver from the drone 
or a separate high-precision receiver attached to the drone, which records the drone's 
position and orientation during image acquisit ion. The G P S coordinates are then 
embedded into the captured images' metadata and used for direct georeferencing. 

2. Ground control points ( G C P s ) [4]. In this method, a set of known geographic coor­
dinates are marked on the ground using visible landmarks. These landmarks ( G C P s ) 
are then identified i n the drone-captured images and used to georeference the rest of 
the dataset. 

Usages of obtained data 

Once the captured images have been georeferenced, they are processed and analyzed for 
various uses. They can be stitched into one continuous orthomosaic (see Figure 3.1). Or-
thomosaics are a seamless and highly detailed map-like image. They are usually created 
using an orthographic (top-down) view which enables precise measurements. Another pos­
sible use of georeferenced images is obtaining elevation and topography data. Georeference 
images can also be used for feature classification, identifying and classifying specific features 
and objects in the orthomosaic, such as roads, buildings, and vegetation. 
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Figure 3.1: Drone captured orthomosaic. 

Limitations 

Despite the numerous advantages, using drones for georeferencing is not without l imitat ions. 

• Laws and restrictions: Drones are subject to various regulations, including airspace 
restrictions and privacy concerns, which may l imi t their use in certain areas or cir­
cumstances. For example, restrictions that apply while flying close to people. 1 

• Weather conditions: B a d weather conditions, such as strong winds, heavy rain, or fog, 
negatively affects the performance of drones, resulting i n lower-quality imagery and 

1Image source: https://bit.ly/3nE5k0o 
x h t t p s : //www.easa.europa.eu/en/light/topics/f lying-drones-close-people 
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potential errors i n georeferencing. However, weather affects other methods as well, in 
some circumstances to a higher degree (for example satellites and clouds). 

• G P S accuracy: The accuracy of the G P S system used for georeferencing is crucial . 
Low-qual i ty G P S data w i l l lead to errors i n the final geospatial dataset. These solu­
tions such as using R T K 2 (Real-time kinematic) posit ioning modules to improve the 
accuracy. 

3.2 Computer vision and drones 

This section discusses the usage of computer vision and drones i n conjunction and looks at 
mult iple examples where this proved useful. 

Obstacle avoidance 

Obstacle avoidance is a cr i t ical aspect of drone navigation that ensures safe and efficient 
operation, especially i n complex challenging environments. Computer vision plays an im­
portant role in helping drones to detect and avoid obstacles i n real t ime, reducing the risk 
of collisions and improving overall flight safety. 

Search and rescue 

In search and rescue missions, drones are already significantly useful. W i t h computer 
vision, their capabilities to quickly scan large areas, locate missing individuals or objects, 
and provide essential information to rescue teams are enhanced. The rma l imaging sensors 
can also be used to detect heat signatures of humans or animals, significantly improving the 
chances of a successful rescue. Larger drones can be modified to deliver and drop medical 
supplies or rescue equipment (see Figure 3.2). 

Surveillance 

Similar to search and rescue, drones wi th computer vis ion can be employed to detect threats 
or anomalies i n large areas. This can be useful, for example, i n a mi l i t a ry setting, border 
patrol , or i n large facilities such as warehouses and power plants to prevent accidents. 

Agriculture 

Drones combined w i t h computer vision technology can be employed for precision agricul­
ture, which includes tasks such as crop health monitoring, pest detection, and yield estima­
t ion [10]. Mul t i spec t ra l imaging and machine learning algorithms allow the identification 
of stressed, damaged, or diseased plants, al lowing faster intervention and maximiz ing crop 
yie ld [7]. 

Inspection 

The high demand for inspecting buildings, bridges, and large-scale infrastructure such as 
power lines can be a t ime-consuming process when conducted manually. However, the im­
plementation of computer vision technology and drone automation can significantly improve 

2 h t t p s : //en. wikipedia.org/wiki/Real-time_kinematic_positioning  
1Image source: https://bit.ly/44pvJjK 
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Figure 3.2: Drone assisting i n search and rescue. 

the speed and efficiency of these inspections. B y t ra ining computer vision algorithms to 
search for cracks and s tructural damage, drones equipped w i t h this technology can identify 
and report any issues, simplifying the inspection process and saving t ime and resources [9]. 
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Chapter 4 

Microsoft HoloLens 2 

This system uses the Microsoft Hololens 2 headset, an advanced mixed reality ( M R ) head-
mounted display designed to blend digi ta l information wi th the user's physical environment. 
Th is chapter briefly describes this device and its capabilities. 

4.1 Hardware Specifications 

The HoloLens 2 features impressive specifications 1 , a custom-built , holographic processing 
unit ( H P U ) , and a Qua lcomm Snapdragon 850 processor, for a more seamless M R ex­
perience. It employs a 2k, 3:2 light engine that offers a 52-degree diagonal field of view 
( F O V ) for displaying holograms. The device also contains a depth-sensing camera, which 
enables accurate t racking of hand gestures and environmental understanding, as wel l as 
an 8-megapixel camera for capturing images and videos. The HoloLens 2 contains mul­
tiple sensors, including an accelerometer, gyroscope, and magnetometer, which allow the 
device to track user movement and orientation i n real t ime. Addi t ional ly , it is equipped 
wi th a time-of-flight ( T O F ) depth sensor for spatial mapping and measuring distances. 
The device's bui l t - in microphones enable spatial audio and voice recognition, which allow 
hands-free interaction wi th the digi ta l environment. 

x h t t p s : //www.microsoft.com/en-us/hololens/hardware 
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HoloLens 2 

Figure 4.1: Microsoft Hololens 2 component list. 

4.2 Interaction possibilities 

One of the key improvements of the HoloLens 2 over its predecessor is the enhanced in ­
teraction capabilities. The device supports inst inctual interactions, which allow users to 
engage wi th holograms using natural hand gestures and movements. The system recog­
nizes gestures such as air tap, pinch, and push, and is capable of t racking ind iv idua l finger 
movements, al lowing for more precise manipulat ion of v i r tua l objects. The HoloLens 2 
also incorporates eye-tracking technology, enabling the device to determine where the user 
is looking and adjust holograms accordingly, providing a more intuit ive experience. Th is 
feature also allows for gaze-based interactions, such as scrolling through menus or selecting 
objects by looking at them. The device also supports voice commands, al lowing users to 
control holograms and navigate menus without the need for physical inputs. This hands-free 
interaction method is part icular ly useful for physically challenged users. 

1Image source: https: //learn.microsoft.com/en-us/hololens/hololens2-hardware 
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Figure 4.2: Al ternat ive one hand gesture to open the main menu i n Microsoft HoloLens 2. 

4.3 Applications 

The HoloLens 2 has a wide range of potential applications across various sectors, including 
healthcare, education, and construction. In healthcare, the device can be used for surgical 
planning, medical training, and remote consultations. For example, physicians can overlay 
3D models of patients' anatomy onto their bodies dur ing surgery, providing a more accu­
rate and immersive visualizat ion of the surgical field. In education, the HoloLens 2 can be 
employed to create immersive learning environments, facil i tating a better understanding of 
complex concepts. Addi t ional ly , the device can be ut i l ized for remote collaboration, allow­
ing students and educators to interact in real t ime from across the world. In the industr ial 
sector, the HoloLens 2 has applications in fields such as maintenance and inspection. Work­
ers can access schematics overlaid onto physical equipment, reducing errors, and increasing 
efficiency 

1Image source: https: //learn.microsoft.com/en-us/hololens/hololens2-basic-usage 
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Chapter 5 

Analysis and design 

This chapter discusses the necessary components, devices, and technologies required to 
visualize detected objects from a drone i n the Microsoft HoloLens 2 mixed reality headset, 
addressing the challenges and problems faced by this system while considering compatible 
existing solutions. 

5.1 Components requirements 

The pr imary components of this system include a drone, mixed reality glasses, and a server 
to facilitate communicat ion between these devices. Th is section outlines the general re­
quirements for each component. 

Drone requirements 

The drone must be capable of the following: 

• Self-positioning 

• Video streaming 

• Transmit t ing flight data to the server 

• Hav ing a known field of view ( F O V ) 

• Downward facing camera or gimbal 

The drone needs a posit ioning system such as G P S to know its posit ion and needs to send 
this information and its alt i tude and heading to a server. It needs to send its video to the 
server for object detection to run. Lastly, its field of view has to be known to precisely 
calculate an object's posi t ion i n the drone's video feed. 

Mixed Reality Headset requirements 

The mixed-reali ty headset needs the following capabilities: 

• Six degrees of freedom ( 6 D O F ) 

• Inside-out tracking 

• Connect ion to the server 
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Six degrees of freedom are required to keep track of the posit ion of the headset. Inside-
out t racking is necessary while targeting outdoor use. Connect ion to the server allows the 
device to receive data from the drone. 

Server requirements 

The server is required to perform the following tasks: 

• Host ing a server for video streaming 

• Host ing a server for drone's flight data transmission 

• Performing real-time object detection i n the video stream 

5.2 Similar existing solutions 

Some existing projects are s imilar to a part of this system. 

Work by M a r t i n Kyjac 

This work focuses on allowing easier control of the drone wi th the help of the Microsoft 
HoloLens 2 headset. The project explores the idea of displaying relevant information, 
such as the drone's flight data and an indicator of the drone's posit ion to the user i n the 
Microsoft HoloLens 2 headset [6]. It's implemented in U n i t y 1 using a tool called M a p b o x 2 . 
Th is approach is viable for this system. 

Drone-Augmented H u m a n Vision 

This article explores the use of drone-augmented human vision to enhance spatial under­
standing and improve interaction wi th drones i n indoor environments. B y providing an 
exocentric 3 view through a see-through display, the system simulates X - r a y vision, allow­
ing users to explore occluded environments more intuitively. The user interface reduces 
cognitive load by delegating flight control to the drone's autopilot system, al lowing users 
to focus on exploration [3]. This is similar to this system as it also aims to allow users to 
focus on other tasks while object detection and localizat ion happen autonomously. 

5.3 Drone analysis 

D J I drones, used for testing, support R T M P video streaming and have G P S capability. 
W h i l e flight data cannot be sent through consumer applications, it can be accessed v i a 
the software development ki t ( S D K ) . The D J I streamer app l ica t ion 1 has the capabil i ty of 
sending flight data to a WebSocket server. The app sends the following data required for 
the system i n J S O N format: 

• Drone Id 
x h t t p s : //www.unity.com/  
2 h t t p s : //www.mapbox.com/ 
3 h t t p s : //www.usabilityf irst.com/glossary/exocentric-viewpoint/index.html  
4 h t t p s : //github.com/robof it/drone_dji_streamer 
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Alt i tude 

• Lat i tude 

• Longitude 

• Compass 

The app was implemented using DJ I ' s M S D K and U X S D K . It is compatible w i th DJ I ' s 
drones M a v i c P R O , M a v i c M i n i , and others. However, the D J I M i n i 2 drone used for 
most of the testing does not support U X S D K and therefore requires a different solution. 
D J I provides a sample app for the M S D K , which can be adjusted to send flight data to a 
WebSocket server i n the same format as the D J I streamer. Th is solution is compatible w i th 
al l of the mentioned drones. D J I also lists the field of view value on their website. However, 
during testing, it was found that these values represent the m a x i m u m possible values and 
are not val id in a l l situations. 

5.4 Determining drone's field of view 

Drone manufacturers, such as D J I , usually provide field of view ( F O V ) values on their 
websites (e.g., D J I M i n i 2). However, these values are often the m a x i m u m possible values 
only val id in specific modes and may not apply in other situations. It is based on photo 
mode, where the whole sensor is used. In video mode, part of the sensor may be used for 
image stabil izat ion, resulting i n lower F O V values. Thus, it becomes necessary to measure 
the F O V manually. Two methods were used to measure the F O V of the D J I M i n i 2: 

Wall Measurement Method 

1. Place the drone on an elevated surface facing a flat wall . 

2. Measure the distance between the drone and the wal l . 

3. M a r k the vert ical and horizontal edges of the image on the wall . 

4. Measure the distance between the marked points on the wall . 

5. Use tr igonometry to calculate horizontal and vert ical F O V . 
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W i d t h 

Distance from wall 

M 

Figure 5.1: W a l l F O V measurement 

In this test, the following values were measured: 

• Distance from wal l : 2.381 meters 

. Height: 1.597 

. W i d t h : 2.900 

Using right-angle trigonometry, we can calculate half of the vert ical or horizontal field of 
view: 

nnnnsit.fi half width 
(5.1) tan 9 = -^ß = half horizontal F O V 

distance from wall adjacent 

This gives a value of 31.341 degrees as half of horizontal F O V , which is 62.682 degrees 
for the whole horizontal F O V . The vert ical F O V is calculated i n the same manner. 

half vert ical F O V 
half height 

distance from wal l 
(5.2) 

A n d gives a value 18.54 degrees for half the vert ical F O V or 37.08 degrees for the whole 
vert ical F O V . This method has l imitat ions, such as the size of the wal l and the accuracy of 
the measurement device. 

Landmark Measurement Method 

1. F l y the drone outdoors and identify two spaced landmarks. 

2. Pos i t ion the drone so that each landmark is at one edge of the video feed. 
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3. Note the drone's alti tude. 

4. Use a tool to measure the distance between the landmarks (for example Google 
Earth 's ' ' measure function). 

5. A p p l y tr igonometry to calculate horizontal and vert ical F O V , as i n the previous 
method. 
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Figure 5.3: Google E a r t h Screenshot for measurement. 

Figure 5.2 shows the actual photo from a drone wi th flight data i n subtitles. Here only 
the height (H) or alti tude value is important . Figure 5.3 shows the approximate distance 
along the top edge of the drone's image. The calculat ion is done i n the same manner as in 
the previous method: 

, ,„ , half distance 
half vert ical F O V = (5.3 

altitude 

W h i c h gives a value of 33.4 degrees for half of horizontal F O V or 66.8 degrees for 
the whole horizontal F O V and 21.1 degrees for half of vert ical F O V or 42.2 degrees for 
the whole vertical F O V . This method has l imitat ions, such as the availabil i ty of suitable 
landmarks and differences i n terrain elevation. A large flat space such as a field would be 
ideal, however, such locations conversely tend to have fewer landmarks. 

Conclusion 

Using these two methods, we obtained two estimates, 62.682 and 66.8 degrees for the 
horizontal field of view and 37.08 and 42.2 degrees for the vert ical field of view. These 
values are very different from DJI 's advertised 83 degrees. 6 However, even from these two 
methods, we get results that are 4 to 5 degrees apart and w i l l result i n different accuracy. 
Further testing or information provided by the manufacturer would be needed to enable 
better accuracy. We can expect F O V to be similar i n drones that share the same sensor 
size, such as DJI M a v i c M i n i and M i n i 2 (see Figure 5.4). 

6 h t t p s : //www.dj i.com/mini-2/specs 
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DJI Drone Sensor Size Comparison 

23.5x15.7mm 
Zenmuse X7 (Inspire 2) 

Zenmuse X5S (Inspire 2] 
Zenmuse X5R [Inspire 1] 
Mavic 3 (24mm Main Camera) 

13.2xB.8mm 
DJI Air 2S ["Mavic Air 2S") 
Mavit 2 Pro 
Phantom 4 Pro 
Phantom 4 Advanced 
Phantom 4 Pro v 2.0 
Zenmuse X4S (Inspire 2) 

Mini Pro 3 

djzphoto.com/gear 
Movie Air 2 Spark 
Mavic 3 (7x) Phantom 3 SE 

Movie Pro 
Movie Pro Platinum 
Movit Air 
Mavic 2 Zoom 
Mavit Mini 
DJI Mini 2 
DJIFPV 

Figure 5.4: Sensor sizes of D J I drones. 

5.5 Headset analysis 

The Microsoft HoloLens 2 headset allows for six degrees of freedom, is inside-out tracked, 
and can connect to an external server. It does not have G P S capabil i ty and therefore, an 
in i t i a l cal ibrat ion wi th the drone's posit ion data and orientation is required. M a p b o x allows 
for G P S coordinates to be used i n a uni ty project which can init iate the positions of the 
headset and drone and keep track of the drone's posit ion from the flight data. 

5.6 Server analysis 

The server can use a solution such as the Node-Media-Server ' for hosting the R T M P video 
server. The data transmission of the server only needs to resend messages to a l l its other 
clients. Older version of the R o b o F I T ' s drone_server 8 can be used. Lastly, the Y O L O v 5 9 

l ibrary is the best option for real-time object detection as it provides a pre-trained model 
capable of detecting common objects. This model is not trained on data taken from drones 

1Image source: https://bit.ly/41jLqWC 
7https://www.npmj s. com/package/node-media-server?activeTab=readme 
8 h t t p s : //github.com/robof it/drone_server 
9 h t t p s : //github.com/ultralytics/yolov5 
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therefore its precision i n correctly identifying objects is significantly lowered, however, this 
does not affect the object locating aspect required for testing. 
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Chapter 6 

Implementation 

6.1 Overview 

The drone transmits video feed and flight data to the server v i a the user's phone. A d d i ­
tionally, the user's location data can be sent to the server if enabled. The server hosts a 
R T M P server instance, an object detection process, and a WebSocket server instance. The 
drone's flight data and detection results are sent from the server to the headset where they 
are visualized. A n overview of the entire system is i l lustrated in Figure 6.1. 

^ VMflO atr Mm 

Figure 6.1: System overview. 
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6.2 Drone 

DJI Streamer 

The D J I Streamer applicat ion ( h t t p s : / / g i t h u b . c o m / r o b o f i t / d r o n e _ d j i _ s t r e a m e r ) im­
plements the capabil i ty to send flight data to a WebSocket server. W h e n using this appl i ­
cation wi th this system it is advised to change the interval at which flight data is sent from 
100 milliseconds to 1000 milliseconds to prevent buffering which can cause higher latency 
in the system. The delay is set i n the MainAct iv i ty . java file v ia a variable named delay. 
The flight data is sent in J S O N format w i th a specific structure. The J S O N object contains 
the following keys: 

• Drone ld : A string representing the unique identifier of the drone. 

• A l t i tude : A floating-point number, the alt i tude of the drone in meters. 

• Lat i tude: A floating-point number, the latitude of the drone's posit ion. 

• Longitude: A floating-point number, the longitude of the drone's posit ion. 

• P i t ch : A floating-point number, drone's pi tch angle i n degrees. 

• R o l l : A floating-point number, drone's ro l l angle i n degrees. 

• Yaw: A floating-point number, the drone's yaw angle i n degrees. 

• Compass: A floating-point number, drone's compass heading i n degrees. 

A n example of the J S O N format adhering to the specification is shown below: 

{ 

"Droneld": "DJI-MAVIC_PRO", 
"Altitude": 1 5 . 6 , 
"Latitude": 49 .22720288202451, 
"Longitude": 16.597363361433125, 
"Pitch": 4 . 9 , 
"Roll": - 0 . 1 , 
"Yaw": - 3 3 . 9 , 
"Compass": - 3 3 . 9 

} 

The app is buil t using DJ I ' s M S D K (Mobi le S D K ) and U X S D K (User Experience S D K ) . 
The M S D K is a platform that allows developers to bu i ld custom applications for D J I prod­
ucts. The U X S D K is a suite of user interface components and tools that simplifies the 
development of D J I app interfaces. Some devices support only the M S D K and not the 
U X S D K . The app is therefore l imi ted to devices that support U X S D K . O n the A n d r o i d 
operating system, the D J I streamer app should work w i t h the following D J I devices: 

• M a v i c 2 Enterprise Advanced 

• M a v i c A i r 2 

• M a v i c M i n i 
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Matr ice 300 R T K 

. Matr ice 200 V 2 

. Mat r ice 210 V 2 

. Mat r ice 210 R T K V 2 

. Phan tom 4 R T K 

• M a v i c 2 Enterprise 

• M a v i c 2 Enterprise D u a l 

. M a v i c 2 P ro 

• M a v i c 2 Zoom 

This excludes the following drones: 

. D J I M i n i 2 

. D J I M i n i S E 

. D J I A i r 2S 

Because most of the testing was done wi th D J I M i n i 2 a different solution was introduced. 

Modifications to D J I Sample A p p 

The D J I Sample A p p is designed to showcase the capabilities of the M S D K , aimed at devel­
opers who wish to better understand M S D K functionalities, and create custom applications 
for D J I drones. The app offers options for drone control and sending video to an R T M P 
server. To use the S D K , developers are required to register on DJ I ' s website 1 to obtain an 
S D K key. The app requires a registering action done by cl icking the Register but ton (see 
Figure 6.2) on the main screen at every start. Several adjustments have been made to the 
D J I Sample A p p to fulfill the system requirements: 

• A d d e d WebSocket Capabil ity: WebSocket functionality has been integrated to 
enable communicat ion between the app and a WebSocket server. The code for Web­
Socket functionality is taken from the D J I Streamer A p p . The data sent follow the 
same J S O N format as the D J I Streamer app w i t h changes l imi t ing the interval at 
which data is sent to the server from 100 milliseconds to 1000 milliseconds. 

• G U I changes: The L ive stream page was changed i n files LiveStreamView.java 
and view live stream.xml. A text input field has been added for entering the 
WebSocket server IP address. Addi t ional ly , buttons have been included to connect to 
the WebSocket server and to send a reset message. 

x h t t p s : //developer.dji.com/mobile-sdk/ 
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• Sending Locat ion Provider Data: The app adds the capabil i ty to send location 
data from the user's phone to the WebSocket server. Google's FusedLocat ionProvider 2 

is ut i l ized to achieve this functionality. The FusedLocat ionProvider is a location A P I 
provided by Google that intelligently combines G P S , W i - F i , and cellular network data 
to provide accurate locat ion information while opt imizing battery usage. Addi t ional ly , 
a compass heading of the mobile device is sent along wi th location data. Th is data is 
sent only when a l l the sensors are enabled. 

Status: DJIAircraft connected 
DJI Mini 2 

Figure 6.2: M a i n screen of the D J I Sample A p p 

https://developers.google.com/location-context/fused-location-provider 
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Component List 

' 4.15 New Interfaces 

Lidar > 

* 4.14 New Interfaces 

L D M 

* 4.12 New Interfaces 

> 

L D M 

* 4.12 New Interfaces 

Mult ip le Lens Camera 

Device Heal th Information > 

Waypain tV2 M i s s i o n Operator > 

U T M I S S > 

* 4.11 New Interfaces 

Fi rmware Upgrade > 

* 4.9 New Interfaces 

Live Stream » 
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A c c e s s Locker > 
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;ure 6.3: M e n u of the D J I Sample A p p showcasing different S D K abilities 

please input your websockel url here 

BfiilMliHlB^I 

Figure 6.4: Adjusted Live Stream page i n D J I Sample A p p 
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6.3 Server 

Websocket Server 

The websocket server's requirements are straightforward: it must resend any received 
message to a l l other connected clients. Th is functionality is already implemented i n the 
R o b o F I T ' s websocket server, per its requirements, and therefore does not necessitate any 
modifications. The drone's flight data are t ransmit ted to the server's I P address and a 
predefined port. 

R T M P Server 

For the R T M P server, the node-media-server implementat ion also remains unaltered. S imi ­
lar to the WebSocket server, the drone publishes its video stream to the server's IP address 
and the specified port. 

Object Detection with Y O L O v 5 

Object detection is performed using the Y O L O v 5 library, a real-time object detection sys­
tem developed by Ul t ra ly t ics . The acronym „ Y O L O " stands for „You O n l y Look Once", 
which signifies the system's capabil i ty to detect objects i n an image using a single forward 
pass of a neural network. This property enables real-time performance. 

The l ibrary includes a pre-trained model for detecting common objects such as people, 
vehicles, clothing, or animals (see Figure 6.5). A l imi ta t ion of this model is that it is trained 
on images of common objects captured from typica l angles. To simplify object detection 
calculations, the drone is required to transmit its video from a top-down (90 degrees down) 
view. This perspective can confuse the model, as most drone-captured images are not 
directly taken from a top-down view. For instance, the model may misidentify cars as cell 
phones (see Figure 6.6) or generate mult iple detections for a single object (see Figure 6.7). 

This issue is not significant for testing purposes, as in real-world applications, the model 
would be trained for a specific task, such as detecting a drowning person in water or heat 
signatures i n an avalanche or similar use cases described in section 3.2. 
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Figure 6.7: M u l t i p l e detection results on a single object on source image taken from a top-
down view. 

Y O L O v 5 source, result and adjustment 

Y O L O v 5 supports various input sources, such as webcams, images, videos, YouTube l inks, 
and R T S P , H T T P , and R T M P stream links. The algori thm processes the source images 
and returns an identification (name) of the object while displaying a bounding box around 
it. For this system, two adjustments to the file detect.py are required: 

1. The first adjustment involves obtaining the center coordinates of detected objects. 
This is calculated from the bounding boxes. 

2. The second adjustment incorporates WebSocket connectivity into the system. The 
detection results are transmit ted to the WebSocket server using a J S O N format w i th 
a specific structure. The J S O N object contains a key named DetectedObjects, which 
holds an array of detected object instances. E a c h instance in the array is an object 
containing the following keys: 

• DetectedObjectName: A string representing the name or class of the detected 
object (e.g., „person" , „fire hydrant") . 

• x: A n integer representing the x-coordinate of the center of the detected object's 
bounding box. 
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• y: A n integer representing the y-coordinate of the center of the detected object's 
bounding box. 

Example of the detection result J S O N message: 

{"DetectedObjects": [ 
{ 

"DetectedObjectName": "person", 
"x": 970, 
"y": 416 

}. 
{ 

"DetectedObjectName": " f i r e hydrant", 
"x": 730, 
"y": 354 

} 

]} 

6.4 Headset 

Server communication 

The server communicat ion script listens for incoming messages, which can be detected ob­
jects messages, drone flight J S O N messages, or reset messages. Fl ight data J S O N messages 
are deserialized into a drone class object, identified by its I D . Detected objects messages 
are deserialized into a list of objects detected by a specific drone. This design allows for 
potential future improvements, such as support ing object detection from mult iple drones 
simultaneously. 

Dur ing a session, drone objects are persistent, ensuring that their data remains available 
throughout the session. O n the other hand, detected objects are not persistent. Due to the 
lack of continuity between previously detected objects and the current detection results, 
a l l detected objects must be deleted and recreated w i t h each new detection update. Th is 
approach only displays the most recent object detection information. 

Object position calculation 

To accurately display the posit ion of an object i n the U n i t y project, it is essential to 
determine the user's location, the drone's location, and the object's posi t ion wi th in the 
drone's image. The drone's flight data, which includes its G P S coordinates, serves as 
the real-world reference point. Mapbox , a mapping platform, is integrated into the U n i t y 
project to enable the usage of real-world coordinates. 

Ma pbox is a mapping platform that allows developers to access various mapping services 
such as vector tiles or geocoding. It provides a U n i t y S D K , which facilitates the integration 
of real-world mapping data into U n i t y projects, enabling interaction between v i r tua l and 
real-world environments. 

Due to the absence of a compass and G P S capabilities i n the Microsoft Hololens 2 
headset, its posi t ion and orientation are synchronized wi th the drone's coordinates and 
heading when the user is standing directly beneath the drone. A t this point, the drone 
and headset share the same coordinates and heading. This is done when the drone is 
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Drone 

attitude 

j bearing 

Figure 6.8: Diagram showcasing the ground sample distance calculat ion. 

first connected to the WebSocket server and again whenever a reset message is captured 
from the server (But due to an issue described later in 6.5 it is required to start the 
application while standing directly beneath the drone i n flight). The drone's posi t ion is 
then continuously updated using Mapbox , while the headset tracks its posi t ion u t i l iz ing its 
6 degrees of freedom capability. 

A s the drone's video feed captures a flat area below it while facing directly downward 
(90 degrees), the center of the image corresponds to the drone's ground posi t ion (see Figure 
6.8. The horizontal and vert ical ground distance from edge to edge can be calculated using 
the drone's horizontal and vert ical field of view ( F O V ) values and alti tude, as described in 
section 5.4 but solving for the distance instead of the F O V . 

The D J I drone's R T M P stream resolution is 1920x1080, which allows for the calculation 
of the ground sample distance ( G S D ) i n both vert ical and horizontal domains. The G S D 
represents the real-world distance covered by one pixel . 

Ground sample distance is calculated as follows: 

W i t h the knowledge of the detected object's x and y coordinates in the image, its 
posit ion can be calculated by mul t ip ly ing the distance from the center of the image in 
resolution by the G S D . This process is conducted separately for the vert ical and horizontal 
domains to ensure higher accuracy. Now the coordinates represent the distance from the 
drone i n meters which are equal to uni ty coordinates. 

Since the drone's orientation may not always be the same, a rotat ion mat r ix is ut i l ized to 
adjust the object's posi t ion accordingly. The rotation matr ix pivots the x and y coordinates 

1Image source: https: //blog.roboflow.com/georeferencing-drone-videos/ 

GroundDistance = 2 * A l t i t u d e * t a n ( F O V i n R a d i a n s / 2 ) 

G S D = GroundDimension/ ImageSize lnDimension 
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around the origin. Uni ty ' s support for local object coordinates, i n this case, the drone, 
allows the calculation to be performed using zero as the origin. Final ly , the coordinates are 
transformed into global U n i t y coordinates using Uni ty ' s bui l t - in transform method. 

Object Visualization 

In the Hololens 2, the height is set to zero at the headset's posi t ion, necessitating an 
adjustment to remove this offset. However, the adjustment may not always be accurate. 
A 180-degree rotated cone-shaped object was chosen as an indicator for detected object 
locations, as it appears to point to the ground when above ground, and appears as a flat 
circle indicator when viewed from above. The object name, identified by the server's object 
detection, is displayed above the object, along wi th the distance to the object. 

The text above the object is rendered using the Tex tMeshPro U n i t y package. A s objects 
located farther away might be invisible or l imi ted by the Hololens 2's resolution, the text 
is scaled to mainta in a consistent apparent size at any distance (see Figure 6.9). W h e n 
viewed i n the headset, the text w i l l appear farther but bigger, further al lowing an intuit ive 
distance judging. This effect is not possible to show i n a flat image. Addi t ional ly , the text is 
rotated to always face the main camera. This ensures that the object's name and distance 
information remain visible and easily readable, regardless of the object's distance from the 
user or the user's viewing angle. 

Figure 6.9: Scaled text shown on an object at distance 
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Figure 6.10: Scaled text shown close to user 

6.5 Testing 

Testing was constrained by several factors, including l imi ted access to the Microsoft Hololens 
2 headset, weather conditions, and the drone's flight t ime. To mitigate some of these issues, 
an indoor testing method was employed. This method involved using O B S S tud io 3 to create 
an R T M P stream representing the drone's video feed and a script to simulate the drone's 
flight data. W h i l e this approach facilitated progress, it had l imitat ions i n identifying specific 
issues, which were only discovered during proper outdoor testing. 

Issues identified dur ing testing: 

• Clut ter : W h e n a large number of objects were detected far from the user, the text 
indicators overlapped and became unreadable (see Figure 6.11). 

• Outside vis ibi l i ty : Microsoft HoloLens 2 is designed for indoor use. In good weather 
conditions suitable for drone flights, the sunlight sometimes made the headset and 
objects barely or not visible at a l l . 

• Syncing the drone wi th the headset: D u r i n g indoor testing, the angle synchronization 
of the U n i t y scene w i t h the real world could be tested and worked as expected. How­
ever, posi t ion synchronization could not be thoroughly tested due to the constraints 

3https://obsproject.com/ 
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Figure 6.11: Mul t ip l e object detections cluttering the user's view. 

of the physical room. W h i l e this error was not entirely resolved, it can be overcome 
by starting the applicat ion direct ly in the synchronization posit ion below the drone, 
maintaining Uni ty ' s origin point i n this spot. 

F O V inaccuracy: The field of view ( F O V ) calculations differed by a few degrees, 
introducing more inaccuracy i n object posit ioning. 

G P S inaccuracy: The G P S accuracy fluctuates during the drone's flight. Furthermore, 
the drone's G P S coordinates exhibited a deviat ion of about 15 meters when compared 
to the user's locat ion data sent to the server. Th is deviation appears to be persistent 
and synchronization wi th the headset cancels it out. However, this issue would hinder 
the system's use for addi t ional georeferencing or s imilar purposes. 

Bandwid th l imitat ions: To connect to the server when testing outdoors, cellular data 
were used for the connection. The upload speed l imi t of cellular data could not meet 
the required speed for handling the R T M P stream and caused severe lag, rendering the 
video feed unusable for object detection. This required the use of a laptop, connected 
to a local network created on the phone, to handle the R T M P server and object 
detection. A n adjusted system overview diagram can be seen i n Figure 6.12. 
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Figure 6.12: Adjusted system overview accounting for l imi ted cellular data bandwidth. 

W i t h proper synchronization and alt i tude of above approximately 20 meters and de­
pending on other circumstances such as G P S satellite count and accuracy. The accuracy 
was under 3 meters. Th is was tested by detecting the wearer of the headset and not ing the 
distance shown on the detected object representing the wearer (see Figure 6.13). 
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Figure 6.13: Headset wearer indicator shown from the wearer's point of view. 

6.6 Future Improvements 

The current system would greatly benefit from enhanced accuracy i n its t racking systems 
and calculations. Some potential improvements and future directions include: 

• Accurate F O V measurements: Obta in ing precise F O V measurements from the drone 
manufacturer or conducting more accurate measurements would significantly reduce 
the system's inaccuracy and improve object positioning. 

• High-precision localizat ion: Exp lo r ing the use of higher-precision G P S modules or 
alternative local izat ion methods, such as inert ial navigation systems, could further 
increase the system's accuracy i n t racking and posit ioning. 

• Support for mult iple drones: A d d i n g support for mult iple drones would enhance the 
system's capabilities, as automation is one of the key benefits of employing drones for 
various tasks. 

• Improved headset technology: Future headsets designed for outdoor use could enable 
better v is ib i l i ty in bright conditions, expanding the range of applications, environ­
ments and conditions i n which the system could be effectively ut i l ized. 

B y addressing these areas, the system's overall performance and applicabi l i ty could be sig­
nificantly improved, making it a more versatile and accurate solution for various scenarios. 
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Chapter 7 

Conclusion 

This project demonstrates a proof of concept for an MR-based object detection system using 
a D J I drone and Microsoft Hololens 2 headset. The system allows users to identify and 
locate detected objects i n real time, augmenting the object information onto their field of 
view. W h i l e the current implementat ion has l imitat ions, including accuracy, visibil i ty, and 
synchronization issues, it provides a foundation for future improvements and enhancements. 

The potential applications of such a system are vast, ranging from search and rescue 
operations to infrastructure inspection and environmental monitoring. B y improving the 
accuracy, reliability, and usabil i ty of the system, it could become a valuable tool for various 
industries and use cases, automating certain tasks, while freeing the hands of users for 
performing other tasks. 

In conclusion, this project highlights the potential of combining M R and drone tech­
nologies for object detection and visualizat ion, providing a glimpse of what can be achieved 
i n the future wi th this system wi th newer and better devices. 
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Appendix A 

Medium contents 

• xosval04.pdf - Thesis text. 

• t ex / - WF^K. latex source files. 

• s rc / - source files of the system. 

• video.mp4 - Video showcase of the system. 
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