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Anotace

Cilem této prace je ukazat, jak ChatGPT-3.5 zvlad4 moralné problematické otazky a
jak se interakce celkové lisi od pfirozené konverzace mezi lidskymi ucastniky. Vyzkum se
zamétuje na jevy, které jsou typicky ptritomny v bézné interakci. Osvétluje tak nékolik
zpiisobll, jakymi interakce napodobuje lidské rozhovory, a také jevy, diky nimz interakce
pusobi neptirozené. Analyza je provedena za pomoci dvou lingvistickych metodologickych
pfistupt — konverzacni analyzy a analyzy diskurzu. Prace se rovnéz zabyvd moznymi
etickymi problémy a disledky, které vyplyvaji z pozorovani provedenych pfii analyze.
Vsechny poznatky jsou ilustrovany na jednotlivych vzorcich dat vytvofenych a

shromazdénych na webovych strankdch OpenAl pro ChatGPT-3.5.

Kli¢ova slova: um¢la inteligence (Al), chatbot, ChatGPT, konverza¢ni analyza,

analyza diskurzu, etika



Abstract

This thesis aims to show how ChatGPT-3.5 navigates morally problematic questions
and how the interaction overall differs from naturally occurring conversation between human
participants. Focusing on phenomena that are typically present in regular interaction, the
research illuminates several ways in which the interaction mimics human conversations as
well as aspects which make the interaction feel unnatural. This is done with the combination
of two linguistic methodological approaches — Conversation Analysis and Discourse Analysis.
The thesis also discusses potential ethical concerns and implications that stem from the
observations made in the analysis. All of the findings are exemplified on individual data

samples generated and collected on OpenAl’s website for ChatGPT-3.5.

Key words: Artificial Intelligence (Al), chatbot, ChatGPT, Conversation Analysis,

Discourse Analysis, Ethics
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Introduction

There have been rapid advancements in the field of Artificial Intelligence (Al) in recent
years, which have brought forth a new era of human-computer interaction and communication.
The technology revolutionized various aspects of our daily lives and is still finding new
applications every day. One such Al domain which has seen a massive improvement is that of
chatbots — virtual assistants constructed primarily for interaction with humans —be it in a casual
setting or a professional one. ChatGPT, is among one of the most advanced chatbots deployed
today. Unlike its predecessors, ChatGPT employs Natural Language Processing (NLP) merged
with Neural Network (NN) learning, to engage with users in a strikingly natural and human-
like interaction. The model of ChatGPT has been integrated into several platforms, from which
other virtual conversational assistants have been created. All of them are capable of critical
thinking, answering complex questions, offering advice, and sometimes even emulating
emotion.

Although these innovations have redefined the boundaries of AI’s linguistic capabilities,
chatbots are, at least as of now, unable to form real opinions, or be partial in any way
whatsoever. Unlike humans, who are able to discuss and express themselves on many different
issues and take a definitive stance on matters, based on their subjective experiences and
feelings, ChatGPT relies on structured algorithms and data patterns, to which its answers are
ultimately confined.

With this an intriguing concern emerges — the ethical implications of interacting with
these systems. They are incredibly valuable and efficient tools for information retrieval and
assistance and are available for use to anyone who has access to the internet. Nevertheless, the
Al’s deficiency in emotional intelligence, common sense, and sensitivity to contextual nuances

imposes limitations on its responses, particularly when confronted with complex or problematic



queries. Thus, this study explores how these Al systems navigate such questions, particularly
within the realm of morality.

The main objective of this exploratory analysis is to employ the methodology of
Discourse Analysis (DA) and Conversation Analysis (CA) to investigate the dynamics of asking
ChatGPT questions which are commonly considered to be morally problematic. While CA is
primarily used for the study of spoken human interaction, its application to Al offers valuable
insights as to how users engage with these systems. DA, on the other hand, studies the
contextual relations of text that is spoken, as well as written. By applying DA together with CA
and by analyzing the structure of human-computer interaction, the study seeks to understand
how the interaction takes place, how the chatbot manages certain topics and steers the direction
of the conversation. In addition, the study will examine how the flow of the interaction feels
and what it does in terms of effect. Moreover, it aims to explore the potential consequences and
ethical dilemmas which arise from such exchanges, taking into consideration how certain topics
are addressed and whether or not the model projects unwanted bias.

The application of CA and DA methodology is suitable for identifying any power
imbalance between the Al and the user, uncovering potential bias and discrimination in the AI’s
responses, assessing the emotional and psychological impact on its users and much more. By
examining the dynamics of human-Al conversations, developers can use this information to
better understand the challenges and make informed decisions to ensure that their Al systems
are designed to be used in an ethical and responsible manner.

Because this study approaches the issue from the linguistic perspective, it manages to
highlight interesting facts from the language the Al uses, which can normally go unnoticed
without careful inspection and analysis. The thesis therefore aims to contribute to the already

existing knowledge concerning the moral and ethical implications of human-Al interactions,



thus potentially providing a deeper understanding of human engagement with this technology,
while also exploring the linguistic phenomena present in said interactions.

The structure of this thesis is designed to provide a comprehensive exploration of the
research topic chosen. Consisting of five chapters, each one builds upon the foundations
described in the Introduction. Chapter 1 provides the Literature Review, going over cited works
to demonstrate their relevance to the research topic. Chapter 2 delves into the language model
of ChatGPT, detailing its inner workings and technical architecture, revealing how it manages
its high level of coherence. Chapter 3 deals with the methodology of DA and CA employed for
the analysis. Chapter 4 involves the actual data analysis, applying the theoretical framework of
DA and CA, exploring the individual aspects and components within the data; the ending
portion of Chapter 4 is dedicated the ethical implications stemming from the research. Lastly,
Chapter 5 is a discussion of the findings and connecting them together while considering the
naturalness of the interaction and any ethical implications stemming from it. The Conclusion

and closing statements follow after, in which the key takeaways are summarized.



1. Literature Review

Because the emergence of Al technology and its improvements are still very recent,
there is not a wide variety of sources to choose from on this topic, specifically from the
linguistic point of view. Some authors have made textual analyses into ChatGPT and other
conversational chatbots’ generated responses, but few have yet utilized the methodology of CA,
or other linguistic methodology for that matter. Many of the sources which examine Al’s
linguistic capabilities, look at the data from a technical perspective, with a focus on the inner
workings of the program itself, as well as giving advice to developers on how to improve their
code structure to better their models for future use. Some of the works which approach the
textual analysis from this particular perspective also play a small part in this thesis, but only for
the purpose of explaining the technical architecture of ChatGPT. Therefore, the majority of the
observations made in this study will be supported by literature intended for analyzing regular

(written and spoken) spontaneous human conversation.

1.1.  Technical Aspects of ChatGPT

As has been mentioned in the previous paragraph, the architecture, and the inner
workings of ChatGPT, such as the introduction of the Transformer architecture, which gave rise
to its language capabilities, is explained to inform the reader of how the model processes
language data, learns from it and manages its high levels of coherence. A number of various
essays and research papers authored by university students of Computer Science programs and
researchers from different parts of the world will be utilized in explaining ChatGPT’s technical
nature. For the most part, however, this thesis draws upon Michael McTear’s Conversational
AI: Dialogue Systems, Conversational Agents and Chatbots.

McTear provides a comprehensive introduction to Conversational Al and explores

different approaches to the development of such dialogue systems — especially user-initiated



dialogue — which will help describe the process of exactly how chatbot models like ChatGPT
work and are developed. In one chapter of his book, McTear focuses specifically on OpenAlI’s
ChatGPT 3. The GPT model, which is being examined in this thesis, however, has now been
updated to version 3.5, therefore, information found on OpenAl’s website will be required to
describe the current model of ChatGPT in exact detail, as there have been significant changes
and improvements made. A short portion of McTear’s book is also dedicated to DA and the
phenomena associated with it, where he looks at how turn-taking and reference is achieved in
these chatbot systems. In addition to providing the technical aspects concerning Large
Language Models (LLMs), McTear also considers future challenges as well as social and ethical
issues surrounding dialogue systems, which developers need to consider for developing new

models.

1.2.  Ethics and Naturalness

There are many different ethical questions that come into light with new Al models
constantly being developed at a fast rate. Issues such as environmental considerations connected
to the energy consumption associated with high processing power, the question of employment
and job replacements, the question of how to regulate these very sophisticated language models
etc. For this thesis, the more important question is how to address the potential bias these
language models may be promoting or how well they manage to inform users about sensitive
topics. To address these issues, Paula Boddington’s A/ Ethics: A Textbook as well as several
other essays and research papers concerning the moral ethics of conversational systems provide
the foundation for the thesis’ discussion dedicated to the ethical implications of interacting with
Al chatbots.

Boddington opens her book with the reason for studying Al ethics as well as several

ethical concerns pertaining to the development and use of Al in general, and that of chatbots.



She offers information on central concepts, questions and debates in Al ethics and explores how
this plays out in practice. Her book also delves into topics such as whether or not it is
permissible to use Al as moral assistants, talks about the very prospect of morality, as well as
comparing Al to humans. Considering that the book was published in 2023, it offers a fresh
perspective on matters and is up to date with current technology, while also providing an
outlook on the issues relating to the future of Al and our lives with it.

In present time, models such as ChatGPT have become so advanced and already so
extensively trained that they seamlessly appear to be human in their speech. Users will quickly
realize this after interacting with ChatGPT for a while, as the way the chatbot ‘speaks’ is
incredibly human-like and convincing. Users may notice certain patterns starting to occur in
the generated answers, which resemble those of human speech. Because ChatGPT is trained on
data produced by humans, the algorithms inevitably adopt language tendencies which are
exhibited by humans as well. These aspects are examined in detail in the paper Does ChatGPT
resemble humans in language use? by Cai et al. In the study, the authors took psycholinguistic
experiments that have been used to test human participants and applied them to ChatGPT to
see, if the model resembles humans in the comprehension and production of language. The
experiments include sound-shape association, sound-gender association, lexical retrieval,
semantic illusion etc. From their analysis, they found that ChatGPT replicated all but two of
the twelve patterns which were derived from the psycholinguistic experiments. This reveals that
the model is already adapted through so much data that blindly distinguishing it from a real

human may prove troublesome.

1.3.  Linguistic Methodology
For the linguistic part of this thesis, two methodological approaches are used: DA and

CA. Many different authors who focus on CA contribute various valuable findings; Paul ten



Have with his Doing Conversation Analysis is a major asset in learning about CA methodology.
He introduces the CA paradigm along with all its properties, its roots and history, as well as
how to conduct analyses on data, giving the reader several analytic strategies to consider when
beginning new research. While predominantly being a CA guidebook, one part of Chapter 10
in Have’s book looks at examples of human-computer interaction.

Paul Drew and John Heritage’s Talk at Work approaches CA from the perspective of
institutionalized settings, where there is usually some kind of power imbalance and role
distribution at play — conversations with ChatGPT also exhibit this unequal dynamic, in the
sense that the user is the more powerful figure in the exchange. The user is the one who initiates
the dialogue by asking a question or typing in some kind of input, with ChatGPT being the one
obliged to answer. Another example of this unequal power dynamic display is that ChatGPT, in
most cases, asks whether or not the user wishes to ask any other questions and awaits the next
set of instructions. ChatGPT always explicitly states that it is “there to assist” putting the user
in a superior position. With Drew and Heritage’s book, where they include the contributions of
many other prominent linguists — such as Emanuel Schegloff, Stephen C. Levinson, Gail
Jefferson, and several others — they discuss the many different aspects which can be observed
in conversations taking place in institutionalized settings. Topics such as neutrality display,
management of disagreement, delivery of advice etc. are discussed, all of which are very
relevant for this thesis.

Rebecca Clift’s Conversation Analysis, and Jack Sidnell’s Conversation Analysis: An
Introduction, much like Have’s work, give a general overview of CA and its significance. Both
Clift’s and Sidnell’s books focus on the different phenomena which CA analyzes. Adjacency
pairs, turn-taking, turn construction, preference organization, and many more. They

present the reader with data, along with reported research, allowing students of linguistics to



pursue a research project of their own. All of these contributions are a means of providing
accurate descriptions of said phenomena found in the data samples.

CA does not focus on written communication but rather on casual spoken conversation
which happens daily and spontaneously. Because this thesis works with data, which was
produced in written form, it is necessary to extend the methodological scope with DA.

The Handbook of Discourse Analysis Il edited by Deborah Tannen et al., is, like its title
implies, a compilation of publications by various linguists, overviewing the major topics
pertaining to DA. In this second volume, aside from giving the basics of linguistic analyses of
discourse and various methodological approaches, the book focuses on the actual implications
of the findings stemming from DA. The individual societal and cultural issues, as well as real-
world scenarios of discourse are included. One of the chapters is also dedicated to computer-
mediated discourse, which serves as a good starting point for the DA analysis.

The book Textual Interaction: An introduction to written discourse analysis by Michael
Hoey, examines written text as a site for interaction and views text from a larger perspective.
Hoey looks at text mainly from a narrative perspective but also examines the structure of text,
as well as the lexical choices and the potential reasoning associated with it. This further helps

describe ChatGPT’s ‘thought-process’ during text generation.



2. What is ChatGPT?

ChatGPT-3.5 is a free-to-use language model built upon on the GPT (Generative
Pretrained Transformer!) model architecture, developed by OpenAl® and first released in
November 20223, Its primary purpose is Natural Language Processing (NLP)* and text
generation, making it a sophisticated conversational system — to be put simply, a chatbot.

ChatGPT has the ability to engage in multi-faceted conversations, answer questions,
summarize large amounts of information, translate texts into several different languages as well
as communicate in different languages, and generate coherent and contextually relevant text
based on user input prompts.

Today, many different developers and companies use ChatGPT’s model as a code
reference and even as a model base to create their own chatbot assistants, fine-tuning the
program to fit their work scenarios and specific needs. As a result of this, these conversational
systems have become even more widespread in many different varieties. Therefore, it is likely
that most readers will probably have already encountered and may even have interacted with
an LLM like ChatGPT, but fewer of them will know how these systems actually work and how
they are created. More and more initiatives encourage learning about these systems so that users
know exactly what they are engaging with and how to appropriately use these systems to their
benefit (Brittin). One might think that because these systems are so advanced that taking caution
in how a person approaches the interaction is unnecessary. However, despite appearances, these
systems still have some way to go before reaching a point of being impeccable. Certain
contextual nuances and subtle details will go amiss the chatbot’s understanding, which will

require users to adjust their prompts accordingly.

! the Transformer architecture was originally introduced in the paper “Attention is All You Need ” by Vaswani et
al.

2 American artificial intelligence research organization (https://openai.com)

3 https://help.openai.com/en/articles/6825453-chatgpt-release-notes

4 https://www.ibm.com/topics/natural-language-processing




It is important to note that ChatGPT does not have real-time access to databases and
cannot browse the internet freely’. Its knowledge is limited only to the training data it is
provided with. This has sprung some concerns about whether the information ChatGPT
provides is usage-safe and reliable, given the fact that it is incapable of fact-checking its answers
in real time. In addition to lacking personal experience, opinions and feelings, the model doesn’t
‘think’ like humans do, it rather only ‘understands’ (Schaffner Bofill). The model does not
employ any cognitive function or reasoning to ponder what something means — like humans do
when discussing certain topics. This striking difference is exactly what makes the interaction
fascinating to study.

To understand the analysis to its full extent it is crucial to have some general knowledge

about the internal architecture of ChatGPT.

2.1. Large Language Models (LLMs)

LLMs are a class of deep learning AI which are formed from Transformer Neural
Networks®; a type of Al of which ChatGPT is itself a part of. This category of Al is trained on
vast amounts of language data, mainly from sources such as articles, books, websites, forums,
and many other which usually cover a plethora of topics. ChatGPT, specifically, was trained
using several extensive corpora, web datasets as well as the English language version of
Wikipedia (McTear, 144).

LLMs are given numerous parameters which then make them capable of understanding
and generating very sophisticated text’. All of this is done with complex algorithms and
statistics that allow the LLM to produce an answer once prompted by the user’s query. Many

different LLMs are of varying sizes — the largeness of a model is most often determined by the

5 https://help.openai.com/en/articles/6783457-what-is-chatgpt
6 https://www.nvidia.com/en-us/glossary/large-language-models/
7 https://www.codecademy.com/article/setting-parameters-in-open-ai
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number of parameters assigned to it. The more parameters a model has, the more capable it will
be®. This means that the number of parameters given ultimately determines the language
model’s competence in decoding meaning from the given input as well as its ability to capture
complex patterns in the data it receives. To put this into perspective, ChatGPT-2, the early
predecessor of the current model, had 1.5 billion parameters and could perform basic language
tasks, the most recent predecessor, GPT-3, had around 175 billion parameters (McTear, 144).
Now, GPT-3.5 has gained 200 billion more parameters (Chude). Thanks to this, GPT-3.5 is able

to learn difficult tasks from only a few examples (144).

2.2.  Neural Networks (NNs)

The core part of any LLM is the Neural Network (NN). One might call it the ‘brain’ of
each and every chatbot, as the NN’s significance lies in its property of granting language models
their ability to learn complex patterns from large amounts of language data (Jones).

NNs act as powerful feature extractors, that can overtime and with ample data
automatically learn relevant features from the text, such as word embeddings — this means that
“each word is represented by a unique real-number vector, that captures its meaning and its
relationship to the other words in the vocabulary” (McTear 129). The vocabulary serves as a
kind of semantic space, where each word has its own location; based on the distance between

words, the network reads their meanings and can predict their similarity. (130)

2.3. Training Phase
All NN are composed of multiple layers of interconnected nodes® and all of them learn

linguistic patterns from language data in the process of training. During this training phase, the

8 https://www.pico.net/kb/overfitting-variance-bias-and-model-complexity-in-machine-learning/
9 https://dictionary.cambridge.org/dictionary/english/node
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NN is fed input data, from which it assigns a ‘weight’ to each individual node. In other words,
each word token receives a numerical probability value, which acts as a prediction of how likely
it is to appear next in the sequence of words present in the input. This process is repeated
numerous times until patterns start to appear (Hardesty). The model then begins making word
predictions which are paralleled to the actual words in the data in a process called back-
propagation (McGonagle et al.). With it, the model learns from its own errors and initiates a
kind of ‘self-repair’. At this stage the model is usually ready for deployment.

Fine-tuning and adjustments which are done manually by developers then follow
(Woodside and Toner). This helps adapt the model to specific use cases, as well as eliminate
any harmful or unwanted content it may be producing. Because the data that LLMs are trained
on is predominantly found on the internet, bias and stereotypes are impossible to completely
eliminate and inevitably find a way to surface. This requires developers to continuously work
on their product and ensure its usage safety.

There are several types of NNs and all of them process information in different ways,
making each suitable for different specific tasks. Overall, however, it suffices to understand that
many of them work on a similar principle — gathering input data, learning predictions,

comparing predictions to the actual desired output, and finally, producing an output itself.

2.4. Evaluating ChatGPT-3.5 in Comparison to Other Chatbots

As was already mentioned, ChatGPT is a chatbot, a type of Al which is solely intended
for human engagement and communication. Chatbots are part of a bigger group called Dialogue
Systems where two main types are distinguished: task-oriented dialogue systems and non-
task-oriented dialogue systems. Like the names suggest, task-oriented dialogue systems are
evaluated upon their completion of a task; their efficiency and success rate are determined by

how well they manage to execute a given command and their proficiency can therefore be
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measured objectively. In non-task-oriented dialogue systems there is not necessarily any task
to be completed, there is only the intention of interaction and engaging in general conversation.
(McTear, 11) Because of this, evaluating a non-task-oriented dialogue system is much more
open to interpretation, depending on what individual users expect or find likeable.

ChatGPT by the aforementioned definition, fits neatly somewhere in between, as a sort
of hybrid dialogue system. There is not necessarily a task given to ChatGPT at every instance
a user interacts with it, but at the same time, ChatGPT’s primary purpose is not plain everyday
conversation or chit-chat — it is to summarize information and produce answers based on
questions given by the user. In comparison, the Mitsuku chatbot created by Steve Worswick for
example, is a purely social chatbot (Lewis). Its main purpose is to engage human users in
friendly conversation, not only waiting for prompts from the user, but actively initiating
conversation by itself and prompting for the user to keep typing and chatting further. In this
way, it very naturally simulates human conversation, where both participants contribute out of
their own initiative.

There are several other chatbots which aim to imitate human communication, such as
Facebook’s BlenderBot or Google’s Meena, both of which strive for likeability, but for that sake
may lack in areas of fluency and naturalness (Piper). ChatGPT, in this respect. ranks above all
of the other chatbots in terms of accuracy, language comprehension, and the ability to read
contextual nuances. Most chatbots need to receive input in such a way that will enable them to
understand — meaning the text input has to be coherent and grammatically sound (McTear, 31).
ChatGPT on the other hand, manages to understand flawed input containing typos, grammatical
errors, and sometimes even input where the user has forgotten to type a word or has only typed
a part of it. ChatGPT then recalls what the user meant to say either based on the surrounding

context or manages to deduce it based on the question given.
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In addition to the already complex architecture of ChatGPT, it continuously learns
during its deployment by using Reinforcement Learning with Human Feedback (RLHF)!?. This
is precisely what makes it seem so human-like in its responses. Given the extensive number of
users engaging with ChatGPT on a daily basis (Singh) and its extended period of use, the
chatbot has managed to acquire a high level of proficiency in many different languages besides
English. Despite still having minor gaps in certain areas and not always fully comprehending
the received input, ChatGPT seems to have gotten to a point where it is near indistinguishable
from a human talking. However, because of its distant attitude and professional voice, there will
always be a feeling of disconnect between ChatGPT and the user; something which may not be

so apparent with the other chatbots mentioned.

2.5.  ChatGPT’s Performance (GPT-3 vs GPT-3.5)

According to numerous blogs, the capabilities of ChatGPT-3 at the time were impressive
but clearly still had limitations. Its text production quality was high, but several studies found
that the generated texts had a tendency of being repetitive, sometimes contradicted previous
statements, and struggled with coherence. (McTear, 145) Now with ChatGPT-3.5, the problem
of repetitive texts still somewhat persists but there have been constant efforts made to rectify
this!!. Nonetheless, if a user tries interacting with ChatGPT for an extended period of time,
posing different formulations of the same question for example, they will see that the problem
of ChatGPT repeating information and sometimes even unfortunately contradicting itself is still
present.

Hendrycks et al. found that there would need to be significant improvements made

before the model reaches human-level accuracy, especially concerning morally or socially

10 https://help.openai.com/en/articles/6783457-what-is-chatgpt
1T https://help.openai.com/en/articles/6825453-chatgpt-release-notes
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important topics (8). As for whether or not this has been achieved yet is still open to
interpretation; some users may deem the chatbot ready for handling such topics, whereas others

would still exercise caution.

2.6. The Unnaturalness of the Interaction with ChatGPT

The interaction with ChatGPT, in many respects feels natural — its production of highly
coherent and engaging texts, the ability of conversing about various topics, as well as being
able to recall things from context etc. However, upon close inspection and realization of how
the model operates, users will quickly realize that this is not the case. LLMs like ChatGPT
solely rely on their algorithms and training data. This means that nothing ‘truly new’ is being
created when ChatGPT produces text. The outputs it produces are always drawn from the data
it was previously trained on. In an organic human conversation, people tend to come up with
new ideas as the conversation or discussion moves forward.

Another reason for why the interaction with ChatGPT is unnatural, is because it operates
as a user-initiated dialogue system (McTear, 30). ChatGPT never ‘makes the first move’ so to
speak, it is always the user that has to write in the prompt to actually begin the conversation.
Similarly, when one segment of a conversation ends, ChatGPT does not show any apparent
wish for the conversation to continue out of its own volition, only awaiting the next piece of
talk the user types into the chat window.

ChatGPT has the unique property of recalling and retrieving information from previous
parts of a conversation, however, only up to a certain extent — the window in which ChatGPT
‘remembers’ what a user said is frankly quite small. When a user wants to bring up a point
mentioned previously to clarify or add information, ChatGPT may not be able to retrieve this
information as it may already be outside the span of its context (Kelk). As a result, the model

can produce inconsistent responses. This limitation paired with the fact that ChatGPT is unable
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to learn freely from new data and cannot update its responses with real-time real-world
information can lead to even more misinformation spread.

The model of ChatGPT, as any other Al, lacks emotional intelligence, does not
understand emotions, and may not fully comprehend sarcasm or nuanced expressions. It is,
however, sensitive to the way the questions/requests are worded by the user. Different sentence
structure may potentially lead to a different answer being generated. This further shows that the

model does not truly possess deep understanding of the words it is being given.

2.7.  The Accountability of ChatGPT
While it has been established in this thesis several times that ChatGPT and the
interactions users can engage in with it are inherently unnatural, there is another ethical aspect
which should be more closely examined — the accountability of ChatGPT.
OpenAl has a small subtext displayed in the bottom of the application’s main chat
window, which reads:
“ChatGPT can make mistakes. Consider checking important information.”

ChatGPT 3.5

®

How can | help you today?

Make up a story Create a personal webpage for me

Come up with concepts Recommend activities

Screenshot of ChatGPT chat window from chat.openai.com
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Given the small size of the text in the scale of the whole application window and the
fact that people generally neglect reading tiny subtexts in general, it is doubtful that many users
will heed this instruction, or even notice it to begin with.

The problem with ChatGPT in this case, is that after extended use, unwary users may
start to feel as if they are chatting with a sentient and intelligent being rather than a programmed
tool. This is a fundamental mistake; one many users nonetheless are prone to making. It is
always essential to keep in mind that ChatGPT is only a means for information retrieval and
language/text generation. Its algorithms, however sophisticated they may be, are incapable of
distinguishing biased information; unless there are exact specifications in place for this, and
even then, these restrictions could never fully eliminate the unwanted data. Implementing too
many specifications would make these already incredibly complex programs, such as ChatGPT,
over-saturated with code, which may as a result hinder other functions the algorithm is
ultimately designed for. Therefore, the bias, incorrect or outdated information found in the
training data later processed by the algorithm may resurface in the output of the chatbot.

The issue with this, along with ChatGPT’s accountability, is that because it presents and
reproduces information which users seek in a very well-arranged, clear, and plausible way, it
may sway some to view that information as correct without further verifying it using reputable
sources. Of course, many of the uses for ChatGPT now, are quite limited to small tasks or
information summary which do not affect decision-making in the outside world much. If
humans were to implement the system of ChatGPT into wide-scale and real-world uses and use
the information it presents us with without fact-checking, it may, most likely, bring about
unwanted results.

It should be apparent that users are the ones ultimately responsible for critically
evaluating the information they are presented with by ChatGPT. Because it is a tool, it does not

bear personal responsibility or accountability. It is understandable however, that because of its
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vast knowledge, some may be persuaded into thinking that the answers ChatGPT gives are
ultimately true.

In present times, with the amount of processing power currently at disposal, more and
more mundane and more recently difficult tasks as well are now being automated by machines
and Al This is where the unaccountability of Al may pose a problem for the ethical
development of these systems. The more we implement Al into our daily lives, the bigger
authority it will inevitably have over our choices.

Users should be educated and informed enough to cleverly make use of these systems,
employ critical thinking, and always rely on cross verification with multiple sources when it
comes to making decisions about serious matters. Staying aware of the limitations ChatGPT
currently has (such as its inability to fact-check in real time) will help users make a more
informed decision. It is therefore imperative to spread awareness of how these dialogue systems

operate and how they are programmed to work.
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3. Methodology

The methodology employed in this thesis combines two linguistic approaches —
Conversation Analysis (CA) and Discourse Analysis (DA).

The combination of both disciplines offers effective means of analyzing texts within
their linguistic context. CA and DA both examine linguistic phenomena and various verbal and
non-verbal cues present in interactions, aiding in understanding the context surrounding the
interaction. Although they differ in some key aspects, both contribute to different areas of the
data examined in this thesis. Therefore, to comprehensively embrace the analysis, the decision
to draw on both CA and DA was made, as their analytical approaches complement each other
effectively

CA leans more towards analyzing purely spoken conversation, focusing on aspects such
as pauses between the participants’ exchanges, how certain topics of the conversation are
introduced and positioned, how the organization of turns is facilitated etc. DA on the other hand,
analyzes both spoken and written communication and looks at it with the context surrounding
it already in mind; not necessarily paying as much attention to the actual structure of the
individual sentences or smaller sections, but rather as a whole. (Have, “Conversation Analysis
Versus Other Approaches to Discourse” 1-2)

In the case of this thesis, the DA approach examines the context and the circumstances
surrounding the interaction, highlighting how it differs from ‘normal’ conversation, meaning
‘real’ conversation, and will examine the different ethical implications which may come into
play as the analysis progresses. CA focuses more closely on smaller conversational segments,
known as ‘talk-in-interaction’, and examines these in detail to interpret how the interaction
unfolds step by step (Have, Doing Conversation Analysis 94). Additionally, it explores the

significance of each turn in terms of flow and conversational dynamics (103).
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3.1.  Conversation Analysis (CA)

As Paul ten Have writes in his Doing Conversation Analysis: “Conversation analysis is
a rather specific analytic endeavour” (3). Sidnell also states that “conversation analysis is a
deeply empirical tradition” (22). This means that it operates closely and in detail with the
phenomena it examines, more so than other approaches that study conversation (Have, Doing
Conversation Analysis 9). In essence, CA seeks to understand what communicative job a
particular utterance performs and how that is facilitated in a given turn. According to Have, CA
views interaction as an organized event which continually develops along the way (Doing
Conversation Analysis 9). Additionally, he points out that CA “stresses the moment-by-moment
evolving interactional production of linguistic structures which can be understood as
collaborative achievement of different interlocutors” (52).

This is the approach to applying CA to the data examined in the thesis. CA will be
applied to analyze the shorter, more detailed parts of the conversation, illustrating how the
unfolding nature of the interaction with ChatGPT occurs, as well as highlighting the

conversational outcomes resulting from the AI’s specific turn design.

3.1.1. CA Application

The unique challenge in applying CA to interactions with ChatGPT, arises from the
distinct nature of the data. While there are evident linguistic elements present for CA to
examine, they manifest in a fundamentally different manner. For example, certain features like
hesitations or other disturbances, which are typical in human conversation, are completely
absent in the interactions with ChatGPT. This inherent dissimilarity attracts analytical interest,
as ChatGPT simulates human dialogue while maintaining an unmistakable artificiality.

Through CA, the analysis aims to elucidate the differences in turn-taking dynamics and

the structural composition of ChatGPT's responses. This exploration may uncover specific
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speech patterns along with whether they feel natural or not. Despite the absence of certain
elements like overlap, hesitations, and pauses, all of which are integral to traditional CA
analysis, they still offer valuable insights into the overall feel of the conversation, highlighting
its deviation from natural human discourse.

The application of CA to interactions with ChatGPT offers a novel approach to
understanding and evaluating the effectiveness of Al-generated conversations. Examining the
structure and dynamics of these interactions can provide insights into how well Al systems
mimic human conversation and may help identify areas which need improvement. Furthermore,
applying CA to interactions with ChatGPT allows for further exploration of the boundaries
between human and Al communication. By highlighting the differences and similarities
between Al-generated conversations and natural human discourse, we can better understand the

capabilities and limitations of current Al technology in this domain.

3.2.  Discourse Analysis (DA)

According to Clift, of all the approaches to naturally occurring interaction, DA is, in
terms of its terminology, most often confused with CA (28). This is no surprise, as both these
approaches are very similar and interwoven with a lot of the aspects they analyze.

The main aspects DA analyzes in this thesis is the cohesion of ChatGPT’s texts, how
topics are introduced and abandoned, as well as the critical approach to DA — Critical Discourse
Analysis (CDA) — which elicits how specific structures, lexical choices and arguments can
influence the way others understand and accept what a language user is saying (Dijk, 472).
CDA also analyzes any power imbalance and persuasive power some speakers enforce on their

listeners (469). This then, is the approach to using DA in the analysis.
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3.2.1. DA Application

Given the unique nature of the data under examination, which consists of written
interactions between a human participant and an Al language model, DA acts as a suitable
research methodology. Unlike traditional conversational settings involving human participants,
this scenario presents a distinct dynamic, characterized by a power imbalance inherent in
interactions with ChatGPT.

By employing discourse analysis, one can explore the nuances of this power dynamic
and its implications. Specifically, DA allows for an examination of how ChatGPT, despite
occupying a subordinate position in the conversation, exerts significant influence because of its
informational and knowledge authority. This authority holds the potential to influence users'
decision-making processes, particularly in moral contexts, where users may be susceptible to
the guidance provided by the Al.

Moreover, DA offers a framework for examining the intricacies of extended interactions
with ChatGPT within their context. By analysing linguistic patterns, discursive strategies, and
interactional dynamics, DA enables an understanding of how users navigate and negotiate
meaning within this unique conversational landscape.

Hence, the application of DA to interactions with ChatGPT is justified by its capacity
to uncover the complexities of power dynamics, information authority, and decision-making
processes present in these interactions. The use of analytical tools provided by DA contributes
insights into the nature of human-Al communication and its implications for various domains,

including ethics and decision making.

3.3. The Data

The data that CA (and DA) typically work with are naturally occurring, as it is important

to have audio playback on which given examples can be further explained (Sidnell, 21). This
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thesis deals with data that is artificial in one aspect and is not in another. It is obviously artificial
because of the fact that it is generated by an Al and is not spoken by a human. However, it is
naturally occurring in the sense that there was no predetermined structure that would dictate
how the conversation should unfold, and therefore, it is spontaneous.

The data consists of question-answer sequences based on 9 different morally
problematic questions, exploring different issues. These series of questions, ranging from
simpler topics such as: “Is it ever acceptable to lie?” to more complex and thought-provoking
ones like: “Should advanced artificial intelligence be granted the same rights as humans?”

provide a comprehensive scale of how well ChatGPT deals with nuanced and sensitive topics.

3.4. Data Collection

Collecting the data in the case of this study was very different from what is usual when
collecting data for a traditional CA or DA analysis. There were no live participants recorded or
surveys with respondents’ answers collected, which also means, that no consent or agreement
was needed from a given participant to actually make use of the data. There was no need to
transcribe any of the data, as the communication was in written form to begin with - this greatly
optimized the time consumption of organizing the data. The dataset is organized in such a way
so that each main question is numbered chronologically, ensuring clarity for the reader
regarding which questions correspond to which answers.

The data itself was collected (or rather generated) on OpenAl’s website for ChatGPT
(chat.openai.com). While OpenAl also offers a paid subscription version of ChatGPT-4, their
faster and more advanced model, for the sake of the analysis, only the free version of ChatGPT
is used.

All of the opening questions posed to ChatGPT were either spontaneously made up on

the spot or inspired by other popular ethically/morally problematic questions found on different
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websites across the Internet. Each question cluster was opened in a new chat window, to not
confuse ChatGPT with past inputs. At the end of each of the conversations, the text was copied
and pasted into a text file, where it was observed more closely afterwards. All of the text was
generated and kept in its original language — English. The entirety of the data collected is

accessible in the appendix of the thesis.

3.5. Observing the Data

The data was observed by making individual comments over different sentences or parts
of different paragraphs. At the end of each question topic, concluding notes and overall
observations were made which were then connected to the sources used.

The findings started to appear similar after a quite short period of time of working with
the data. Because of the way ChatGPT works and produces its answers, it is no surprise that
patterns start to appear quite early. When looking at the conversations with ChatGPT from afar,
it does strike as a fluent human-like text. ChatGPT is able to replicate vast amounts of text
which it then neatly packs into smaller sections that are easier to process for the user. Its style
of speech immediately feels quite distanced and professional. The language ChatGPT uses is
fluent, coherent, and reads well. However, in many cases, despite its flawless understanding of
language and sentence structure, it is still quite apparent that there is something unnatural about
the way it ‘speaks’.

After chatting with ChatGPT for some time, some things the model produces start to
feel familiar and the user will begin noticing patterns. Just like humans have their own speech
patterns and way of speaking, ChatGPT also has a very distinctive way of ‘speaking’. The
observant user will also notice that the form of each and every text ChatGPT produces is about

the same in length, depth, and structure. Unless the user wishes to explain or discuss a specific
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matter in great detail, the answers given by ChatGPT will be very similar in their structure

across a variety of questions.
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4. Analysis

The previous chapter, which illuminates the use of the methodology employed,
foreshadows the contents of this chapter. Using the two approaches of CA and DA, this chapter
will analyze the structure of ChatGPT’s responses, the language it uses, the dynamic between
ChatGPT and the user, how ChatGPT conducts itself when presented with sensitive issues and
more. In the CA approach, all found examples will be explained along with the different
phenomena that they are associated with. DA will work with the examples more in general, but
still will be connected to the specific terms that DA typically uses. Another crucial part of the
analysis is the ethical considerations concerning the interaction. Questions such as how users
can potentially be influenced by ChatGPT’s responses, why they would even consider
consulting an Al for guidance when faced with difficult decisions, how trust and responsibility
affect the interaction and several others are discussed.

The analysis is designed in such a way that the most fundamental phenomena are
covered in the beginning moving on to more complex and abstract aspects as the analysis
progresses. There are no clear division lines, nevertheless, the analysis begins predominantly
with aspects analyzed by CA intertwined with observations stemming from DA. Findings from
DA become more extensive towards the end of the analysis. All of the aspects found are
analyzed by contrasting them with patterns and tendencies present in regular human
conversation, highlighting the differences between artificial and organic human discourse. The
last portion of the analysis is dedicated to illuminating the ethical implications which can be
drawn from the linguistic observations.

The individual examples which are given to illustrate the specific phenomena found in
the analysis are short extracts from the data, numbered in accordance with their appearance in
the appendix of the thesis. Each main question cluster has several subsections which include

the responses of ChatGPT as well as the additional expanding questions posed by the user, all
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numbered in chronological order. This allows the reader to navigate the appendix with ease in

case they wish to understand the full context of a given exchange.

4.1.  Turn-taking and Turn Structure

Turn-taking is, according to Sidnell, the most important and basic feature of
conversation (36). A turn is from the perspective of CA, an opportunity for the speaker to do
something - requesting, apologizing, congratulating, etc. (Have, Doing Conversation Analysis
129). ChatGPT has usually only one main objective, and that is to provide and summarize
information the user requests. For example, when asking for advice on a matter that has more
than one potential solution, ChatGPT’s strategy is to list as many of those solutions or
approaches to give the user an opportunity to choose.

Example 1.1.: ChatGPT gives different perspectives on a given matter:

(1.) User: ‘Is it ever acceptable to lie?’
(1.1) ‘Different moral frameworks and ethical theories offer varying
perspectives on whether lying can be justified in certain situations. Here are a
few viewpoints to consider:

1. Deontological Ethics: (...)

2. Utilitarianism: (...)

3. Virtue Ethics: (...)

4. Contextual Ethics: (...)’

Example 1.2.: ChatGPT gives arguments for as well as against:

(4.) User: ‘Should the death penalty be legal?’

“4.1) ‘Different societies and individuals hold diverse perspectives
on this issue. I can provide you with some arguments commonly put forth by
both proponents and opponents of the death penalty to help you understand the
various viewpoints.

Arguments in favor of the death penalty often include:

1. Deterrence: (...)
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2. Retribution: (...)

3. Public Safety: (...)
On the other hand, opponents of the death penalty often raise the following
points:

1. Irreversibility: (...)

2. Human Rights: (...)

3. Cost and Legal Process: (...)’

In regular conversations, individual turns tend to be shorter, but usually span many lines
over the course of the interaction. With ChatGPT, the turns are much longer and there are fewer
of them. A big difference in turn-taking is that in regular conversations, turns can be interrupted,
other participants can intrude on them, and the entire design of the turn can be changed mid-
interaction, as participants watch closely for cues and opportunities to contribute something of
their own — they are seeking what is called a Transition Relevance Place (TRP); a possible
turn completion point, where others may be given a chance to speak (Sacks et al., 704). The
turn-taking structure is, compared to regular conversations, much more rigid with ChatGPT.
The interaction is designed in such a way that one participant has to finish their turn in order
for the other to start speaking. To be more specific, a turn starts once the user finishes typing
their prompt and presses the ‘Enter’ key. By Sacks’ description then, a TRP for ChatGPT is
essentially the moment the user enters their prompt. The user will usually start their next turn
once ChatGPT finishes generating its response and the user has had time to read through it.

Unlike ChatGPT, the user can somewhat intrude into the chatbot’s ongoing ‘turn’, as
there is the possibility of editing an already entered prompt. This, however, causes ChatGPT to
restart and begin generating a new answer instead. Thus, it discards the previous turn and begins
a new one altogether. Because of this, it is only a similarity and not exactly a comparable

example of intrusion or overlap.
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As a result of this rigid turn-taking structure, in addition to overlap being impossible,
there are no discourse markers!'? or backchannel'® in the interaction. This is mainly because
it is a written text, but also because of the way ChatGPT expresses itself. It never uses allusions
or any implied language in its responses, as it always strives for truthfulness and clarity — if the
user alerts to a discrepancy or mentions that they do not understand a specific point, ChatGPT
will always elaborate further and try to explain the problematic item more closely. In addition,
it uses purely factual terminology to avoid ambiguity in the first place.

ChatGPT tends to use echo utterances' in the introductory parts of its responses — it
repeats what was asked back to the user in its own words, most likely to show how it understood
the particular question asked.

Example 2: echo utterances in ChatGPT’s responses:

(1.) User: ‘Is it ever okay to lie?’
(1.1) ‘The ethics of lying can be a complex and debated topic.
Different moral frameworks and ethical theories offer varying perspectives on

whether lying can be justified in certain situations.’

(2.) User: ‘Do evil people exist?’

2.1) ‘The concept of "evil" is subjective and can vary depending on
cultural, ethical, and philosophical perspectives. However, it is generally
understood that some individuals engage in harmful actions, exhibit malicious

intent, or disregard the well-being of others.’

As for the overall structure of ChatGPT’s responses, each opening statement begins with
explaining how the ethical dilemma in question is complex and subjective; ChatGPT goes on
to say that opinions may vary greatly in different societies and will ultimately depend on the

individual facing the particular issue.

12 https://dictionary.cambridge.org/grammar/british-erammar/discourse-markers-so-right-okay
13 https://dictionary.cambridge.org/dictionary/english/backchannel
14 https://teflpedia.com/Echo_utterance
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Example 3: opening statements of ChatGPT’s responses:

(5.1) ‘The question of whether one person's life is worth more than
another's is complex and subjective. From an ethical standpoint, many people
adhere to the principle of equal moral value, which suggests that all human lives

have equal worth and should be treated with equal respect and dignity.

3.1 ‘The question of whether it is ever acceptable to kill someone
is a complex ethical and philosophical issue that has been debated by scholars,
philosophers, and legal experts for centuries. Different cultures, legal systems,

and ethical frameworks may have varying perspectives on this matter.’

“4.1) ‘The question of whether the death penalty should be legal is a
complex and highly debated topic. Different societies and individuals hold
diverse perspectives on this issue. I can provide you with some arguments
commonly put forth by both proponents and opponents of the death penalty to

help you understand the various viewpoints.’

The next paragraph usually stresses that it is important to keep in mind individual

societal differences and think carefully before making a decision.

Example 4: ChatGPT exercising caution:

(1.1) ‘Ultimately, whether lying is deemed acceptable or not often
depends on the specific circumstances, cultural norms, personal values, and the
ethical framework one adopts. It is important to carefully consider the potential
consequences, as well as the impact on trust and relationships, when making

decisions about honesty and deception.’

2.1) ‘It is crucial to approach the concept of "evil" with caution and
recognize that individuals' actions can stem from a combination of factors,
including psychological disorders, traumatic experiences, or societal influences.
It is generally more constructive to focus on understanding the causes and
motivations behind harmful actions in order to prevent and address such

behavior, rather than labeling individuals as inherently "evil."’
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(5.1) ‘Nevertheless, it is crucial to emphasize that these distinctions
should not diminish the inherent worth of any individual. Each person's life has
intrinsic value, and it is generally considered ethically important to respect and

protect that value.’

Following this, ChatGPT lists some of the main viewpoints to consider, different ethical
perspectives, or current ways of dealing with a particular problem. Finally, ChatGPT provides

a summary of what it has said at the end of its response.

4.2. Repair
Repair with ChatGPT is very minimal and usually happens only if the other party is
alerted to it, meaning that there is generally no self-initiated repair. This is very unlike regular
conversations as they are usually flooded with hesitations, corrections, and other disturbances
that allow for many opportunities for repair to occur.
Example 5: repair in ChatGPT’s response:

(3.6) User: ‘I didn’t mean intentional reducing of the population through
killing, I only meant that (...).

3.7 ‘I apologize for the misunderstanding. If you are referring to
the natural occurrence of Kkillings in the world and whether preventing or

reducing them would lead to rapid population growth, it's important to note that

(...).

4.3.  Cooperative Principle
By looking at the conversations with ChatGPT, it can be said that it adheres to the
cooperative principle introduced by Paul Grice (45). Arguably, ChatGPT has no other choice,
as no matter what the users asks of it, it will always answer; there is never an instance where
the user would fail to get a response. ChatGPT’s responses are informative, relevant, and are

intended to provide the user with truthful information. In rare cases, it may provide false or
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made-up information just for the sake of having an answer to give. Because of this, it can
potentially be said that ChatGPT sometimes violates the maxim of quality (46), although not

intentionally.

4.4. Topic

Topic is an interesting point of inquiry with ChatGPT. According to Chafe, topics
usually have a clear beginning, and their endings may be explicitly established, or may simply
trail off or seamlessly transition into a newly brought up topic (393). With ChatGPT, the topics
in the conversations always have clear beginnings as well, as signaled by the introduction
containing an echo utterance to provide as much clarity as possible. Usually, a topic’s end does
not necessarily have to be established in any way with ChatGPT and whether or not a topic
trails off into something new, depends entirely upon the user, as ChatGPT would never make
that decision on its own.

This is what McTear states about open-domain conversations:
Participants can talk about a wide variety of topics. Engaging effectively in a
conversation requires the ability to detect topics raised by the other participant,
maintain the topic as required, detect when the topic has changed, and
proactively suggest new topics. (170)

ChatGPT manages to follow and maintain topics effortlessly but is quite different in that
it never actually suggests any new topics to talk about. ChatGPT will not out of its own volition
ask questions back to the user or propose a new topic to discuss unless it is explicitly prompted
by the user to do so. It generally only offers the user a chance to raise any new topics that they

would wish to talk or ask about. This can be seen in the following example:
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Example 6: the ending part of a conversation

(3.8) User: ‘Should we close this topic or is there anything else you wish to
add?’

3.9 ‘If you feel that your question has been adequately addressed,
we can close this topic. However, if you have any further questions or if there's
anything else you would like to discuss, please feel free to let me know. I'm here

to help!”’

This particular feature makes the interaction feel quite mechanical — once a topic is
sufficiently addressed, there is no need to continue the conversation further. ChatGPT is as
competent as humans in engaging actively in conversation, but on the other hand, is much more

passive and does not make the effort to propose any new topics that may be worth discussing.

4.5. Institutional Interaction

In terms of comparing the interaction with ChatGPT to a kind of institutionalized talk,
there are several similarities to be observed. Generally, in institutional interactions, people in
positions of authority hold conversational power over those that are subordinate to them. As
observed by Sacks et al., this gives them the right to allocate turns (729). This asymmetrical
distribution is what is most similar to the interaction with ChatGPT — the user is, by this
standard, the more ‘important’ figure; they are the ones who begin the conversation, they ask
the questions, they get to decide whether or not they will accept the answer given, etc.
According to Have, in institutionalized settings, a questioner in an interview for example, has
the right of constructing a first long turn at the beginning, which “runs the risk of being
interrupted as soon as a minimally adequate ‘answering’ component has been uttered” (Doing
Conversation Analysis 177). With ChatGPT, this can never happen, simply because of the way
the interaction is designed. As ChatGPT never starts a turn on its own, there is never a possibility

that it would intrude in on a user’s first, or any other, turn.
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Continuing with the topic of institutionalized settings, Drew and Heritage state that
institutional talk is always goal-oriented by at least one of the interactants (22). This is further
supported by contrasting it with casual conversation, which according to Eggins and Slade is
defined as “talk which is NOT motivated by any clear pragmatic purpose” (19). With ChatGPT,
the interaction is pragmatically motivated, as the user sets a goal for ChatGPT the moment they
type in a question or request and the chatbot then works towards fulfilling that goal. Along with
this, institutional interaction has special constraints surrounding it, which control the way the
conversation can unfold — not showing surprise, sympathy, agreement, etc. (Drew and Heritage,
24). The interaction with ChatGPT is the same, there are certain (although not necessarily the
same) constraints in place, which distinguish the interaction from a regular one. There is one
exception, and that is expressing agreement — ChatGPT will in some cases agree with certain
grounded facts. Nevertheless, it will always try to remain neutral, even in instances of agreeing
with the user.

Example 7.1.: instances of ChatGPT agreeing with user:

(2.4) User: ‘But generally, you would agree that if large-scale destruction or
harm is done by one person, then the things they did which led to that
destruction or harm would be regarded as evil?’

2.5) Yes, it is generally true that if an individual causes significant
destruction or harm on a large scale, their actions would likely be regarded as
evil by many others. When someone's actions result in widespread suffering, loss
of life, or severe negative consequences for individuals, communities, or the

environment, it tends to elicit strong moral condemnation from society.’

(8.8) User: ‘So, you would agree that censorship is necessary in certain
cases?’

8.9 ‘Yes, I would agree that censorship can be necessary in certain
cases, depending on the circumstances and the principles and values of a

society.’
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What is interesting to note, however, is that in another data segment where a different,
arguably more contentious issue was brought up, ChatGPT reacted differently.
Example 7.2.: ChatGPT avoiding agreement

(9.2) User: ‘Would you agree that in terms of the ethical considerations,
genetically engineering humans would produce 'unnatural' beings?’

9.3) ’As a machine learning model, I don't possess personal beliefs
or opinions, but I can provide information on the topic.

The idea of genetically engineering humans often raises concerns about creating
"unnatural" beings. The concept of what is "natural" is subjective and can vary

depending on cultural, philosophical, and ethical perspectives.’

Therefore, depending on the complexity of the topic discussed, ChatGPT will either
plainly agree, or will give this clarification. ChatGPT does this avoid answering directly and
instead attributes the proposed perspective to a general view or opinion that many people may
share (note ChatGPT’s use of passive voice and the mention of ‘idea’ which acts as the agent
of the sentence).

The concept of footing, originally introduced by E. Goffman, is described as the way
people conduct themselves in different frames of interaction, how they “manage the production
or reception of an utterance” (128). Many people in professional settings exercise cautiousness
in their speech. Steven E. Clayman expands upon this notion and observes that:

Interactants encounter a variety of assessable matters, matters about which they
may express a viewpoint, interpretation, perspective. But rather than
straightforwardly commit themselves to a particular perspective, interactants
may choose to be more cautious. (163)

Pomerantz also states that speakers use caution to minimize disagreement with the aim
of simultaneously maximizing agreement (77). Individuals who find themselves discussing

controversial issues may much of the time be reluctant to speak their mind freely. ChatGPT
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adopts a similar neutral and cautious approach to answering morally problematic questions,
although this is not a conscious choice but a result of its programming and restrictions.
Example 8: ChatGPT exercising caution:

(2) User: ‘Do evil people exist?’
‘It is crucial to approach the concept of "evil" with caution and
recognize that individuals' actions can stem from a combination of factors,

including psychological disorders, traumatic experiences, or societal influences.’

4.6. Identity and Power Dynamics

The idea of identity and how people present themselves during conversation is very
central to CA as well as DA. Identities can form and be negotiated at any point during the
interaction (Have, Doing Conversation Analysis 124). Drew and Heritage specifically because
of this argue that identity in conversation must be treated as “locally produced” and always be
viewed as “transformable at any moment”. (21) This directly links to the dynamic of each and
every conversation. With ChatGPT, the power dynamic stays the same over the course of the
conversation. The chatbot is considered to be the ‘lesser’ figure in the exchange, it is at the
user’s service, waiting to answer questions or fulfill requests.

Example 9: power dynamic displays with ChatGPT:

(4.8) User: ‘Is this all you wish to add to this matter?’
‘If you have any specific follow-up questions or if there's
anything else you would like to discuss on this topic or any other, please let me

know, and I'll be happy to assist you further.’

(1.8) User: ‘Is everything you listed what you consider to be the most

important information regarding this topic? Can I consider it finished?’
‘(...) it is ultimately up to you to decide if you consider the

matter closed. If you have any specific follow-up questions or if there are

particular aspects you would like to delve into further, I am here to assist you.’
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It is clear from these excerpts that ChatGPT is subservient to the user. Letting them
decide if the interaction is going to continue or not, reassuring that it is there ‘to assist.’
However, because of the fact that ChatGPT has a vast knowledge advantage and is able to
provide an answer to almost anything, it cannot be denied that its presence feels somewhat
authoritative. In addition to this, it bears no personal responsibility, making it feel that much
more powerful and untouchable in that sense. On the other hand, the user, despite being the one
seeking something from the other, is ultimately viewed as a ‘master’ which ChatGPT obeys.
Because of this, the power dynamic is somewhat ambivalent. This specific notion of power and

authority is further explored in the following subchapter as well as subchapter 4.9.

4.7.  Critical Discourse Analysis (CDA)

As Teun van Dijk writes, CDA is “the critical perspective found in all areas of discourse
studies; it is discourse study with an attitude” (466)

According to Dijk, some people may have a certain “persuasive power” thanks to the
knowledge and information they possess, or the authority they display (469). ChatGPT may
potentially have the power to persuade some users specifically because of its knowledge
authority. It would not be fitting to call this manipulation, simply because ChatGPT has no real
intentions of its own.

To fully understand how power may be exhibited in interactions, it is crucial to know
“who controls topics (...) and topic change” (471), as talk is generally controlled by the more
powerful speaker (472). This fits the user’s position in the interaction with ChatGPT. They are
the more ‘powerful speaker’ as they have the ability to control topics and topic change. At the
same time however, ChatGPT has the aforementioned ‘persuasive power’ over the user in the
sense that it ‘knows’ more and has access to a plethora of information at any given moment,

capable of processing it in a mere fraction of a second.
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When CDA examines how participants may be influenced, it looks at specific discourse
structures, word choices, arguments etc. These can alter the listeners’ perception and
understanding of the content they receive from the speaker (472). ChatGPT could potentially
influence users’ judgement because of the way it structures its responses, as Nesler et al.
observed that recipients tend to accept knowledge of people or institutions they define as
authoritative, trustworthy, or credible (1409). Paired with the fact that many users “may not
have the knowledge and beliefs needed to challenge the (...) information they are exposed to”
(Wodak, gtd. in Dijk, 473), it would not be unlikely that they would take information provided
by ChatGPT as ultimately true. Given the fact that it is capable of arranging very cohesive text,
uses the best suitable words for describing a given topic and provides as many arguments as
possible for a given topic, users may consider ChatGPT a reputable source.

The answer for whether or not this could really be the case is not so straightforward, as
ChatGPT advises caution above all else when approaching a sensitive or problematic issue. The
real question is then, how prepared users interacting with ChatGPT are 