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Abstract 

Detection of peptides from mass spectrometric data lies at the core of computat ional 

proteomics. In our research, we focus on detecting variant peptides—a large class of 

unlikely but highly-informative peptides wi th r ich biomedical applications. C o m m o n 

peptide detection methods typical ly result in a small number of variant peptides de­

tected, along wi th a high rate of false positives, hence preventing ut i l iz ing the full 

potential of variant peptides i n follow-up applications. Herein, we argue that one 

reason for the inefficient detection is the neglect of peptide prior probabilities—the 

probabilities of the presence of the peptides i n the sample before the mass spectro­

metric analysis itself. In accordance, we develop theoretical and algorithmic methods 

based on Bayes' theorem to probabil ist ically incorporate peptide prior probabilities 

into detection. Afterward, we show that our methods derive accurate error rates 

under multiple circumstances and substantially improve the detection performance 

over several popular peptide variant detection algorithms. Final ly , we develop com­

putational methods that process the detected peptide variants and illustrate their 

applications i n medicine, research reproducibility, and forensics. 

v 





Acknowledgments 

The journey behind this research was a rather complex one. Dur ing this period, the people closest 

to me have witnessed it firsthand, and because the circumstances were, at times, not part icularly 

easy, I want to herein express my gratitude. I want to thank E m i l i a Wa_dzynska for supporting 

me before and while wr i t ing the thesis, especially during the more demanding situations. I want 

to thank Candace Hathaway for giving me a different perspective on the purpose of the work—it 

came at the right moment. I want to thank M i c h a l Cisár ik for repeated encouragement and for 

seeing the bigger picture of the research—the one that I often lost along the way. I want to 

thank Lakshman Varanasi for numerous professional and friendly discussions—no matter what 

they were about, they were always uplift ing. Last but not least, I want to thank my parents, 

V l a d i m i r and Vlas ta , for their general support. 

F rom a more professional perspective, I want to thank my supervisors for their help. Firs t , 

I want to thank Petr Sosík for his guidance i n wr i t ing the thesis and for helping me in various 

ways during my doctoral studies. Second, I want to thank M a r i á n Hajduch, my supervisor at 

the Institute of Molecular and Translational Medicine, for his ideas and guidance in the research. 

This work was supported in parts by the M i n i s t r y of Educat ion, Y o u t h and Sports of 

the Czech Republ ic (CZ.02.1.01/0.0/0.0/16_019/0000868, CZ.01.1.02/0.0/0.0/16_084/0010360, 

LM2015064, LM2015047, LM2018130, LM2018131) , Technology Agency of the Czech Repub­

lic (TE02000058, TN01000013), Min i s t ry of Heal th of Czech Republ ic (NV16-32318A, N V 1 6 -

32302A), and the European Union 's Hor izon 2020 ( E O S C - L i f e Grant agreement no. 824087). 

v i i 





Preface 

The thesis deals w i th probabilist ic detection of variant peptides from data measured using modern 

mass spectrometers. In our research, we specifically investigate the commonly overlooked notion 

of peptide prior probabil i ty and argue that it plays a significant role in peptide detection. In 

accordance, we develop several models of peptide prior probabilities to capture the a priori 

knowledge about an experiment and develop computat ional methods based on Bayes' theorem 

to util ize such knowledge i n peptide detection. Notably, the use of peptide prior probabilities is 

orthogonal to many developments in the field, allowing their natural integration wi th existing 

peptide detection approaches. 

The content of the thesis is i n parts based on the following articles: 

[1] Hruska, M . &; Holub, D . A complete search of combinatorial peptide l ibrary greatly ben­

efited from probabilistic incorporation of prior knowledge. International Journal of Mass 

Spectrometry 471, 116723. I S S N : 13873806 (Jan. 2022) 

[2] Hruska, M . &; Holub, D . Evaluat ion of an integrative Bayesian peptide detection approach 

on a combinatorial peptide library. European Journal of Mass Spectrometry, 146906672110667. 

I S S N : 1469-0667 (Jan. 2022) 

[3] Hruska, M . et al. Deep probabilist ic search detects protein variants in shotgun proteomics 

data independently of D N A / m R N A sequencing. eLife (Submitted) 

In [1], we introduced a Bayesian method for calculating posterior probabilities of peptides 

in complete searches of fragment mass spectra. Therein, we investigated detection performance 

for various prior distributions and scoring metrics. The core of the approach is presented in 

the sections 3.1.3, and its extended adaptation for peptide detection in section 4.4.1.2. Final ly , 

several results from the article are presented in the section 5.1. 

In [2], we extended the Bayesian model to integrate addit ional match-based models applicable 

to peptide detection while considering more involved peptide prior probabil i ty models. Therein, 

we also discussed a more computat ionally tractable tail-complete search strategy and showed 

that the error rates derived using this strategy are highly similar to those calculated from the 

complete search. Par t ia l results from the article are presented in the section 5.1. 

In [3], we investigated the detection of peptide variants in several large-scale computat ional 

proteomics datasets. Therein, we developed a more realistic model of peptide prior probabilities, 

which we described here in an extended form in the section 3.2.4. The theoretical and compu­

tational methods related to this work are presented i n sections 3.1, 3.2, 4.4.2, and 4.3. Final ly , 

several results of the work are presented in section 5.3. 

Besides the previous works, we have also the following European Patent application: 

ix 



[4] Hruska, M . et al. Method of identification of entities from mass spectra. European Patent 

Appl i ca t ion ( E P 18184710.4), 2018 

The patent application [4] protects the detection of variant peptides using methods developed in 

[3], and presents several downstream applications of these methods. 

x 
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Chapter 1 

Introduction 

The thesis deals w i th the computat ional detection of peptides, molecules of a certain linear struc­

ture, from their data measured using mass spectrometry. In particular, we develop mathematical 

and computat ional methods allowing probabilist ic detection of a peptide from its fragment mass 

spectrum—measurement of its mass and the masses of its fragments (Fig. 1.1). A l though 

computational detection of peptides is a central and routine procedure wi th in the field of com­

putational proteomics, existing methods are often inapplicable for detecting variant peptides—a 

large class of highly-informative but unlikely peptides. Such inappl icabi l i ty is of concern because 

the detection of variant peptides has r ich biomedical applications and might play a crucial role 

in diagnosing severe health disorders, including cancers. 

Even though we developed these methods pr imar i ly for peptide detection, the core methods 

remain rather general and serve to probabil ist ically analyze candidate causes of observed data 

using both the candidate's agreement w i th the data and its prior probability. Importantly, we 

developed these methods wi th a particular intention—to allow reliable identification of unlikely 

causes. A l though this posed relatively minor problems theoretically, detection of unlikely causes 

can translate to substantial challenges i n practice, which was also evident i n our applications. For 

instance, the detection of variant peptides using our methods sometimes requires testing up to 

mi l l ion candidates per fragment mass spectrum, which i n tu rn requires corresponding algorithmic 

developments. Our research thus also illustrates the rather non-tr ivial process of translating the 

theoretical approach for detecting unlikely causes into an applied one for detecting unlikely 

peptides. 

Final ly , we present the importance of variant peptides in downstream applications and in­

vestigate the possibili ty to computat ionally verify the correctness of their detection, a problem 

in itself. Altogether, the thesis presents several theoretical and computat ional methods, shows 

their adaptation to detecting variant peptides from fragment mass spectra, and illustrates their 

follow-up applications. 

Research aims Having introduced the core topics, let us now specify our research aims. Over­

all , our pr imary a im is the creation and implementation of fast computat ional methods for reliable 

detection of variant peptides from fragment mass spectra. In doing so, we develop a theoretical 

approach for probabilist ic analysis of candidate causes of observed data and then translate it 

into the problem of peptide detection wi th in computat ional proteomics. 
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CHAPTER 1. INTRODUCTION 

F R A G M E N T MASS S P E C T R U M 
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Figure 1.1: A n example of a mass spectrum. 

The figure depicts an observed fragment mass spectrum of a doubly charged peptide L V V V G A G G V G K , 
with a measured parental mass of approximately 954.5859 Dalton. 

1.1 Research problem 

Let us now introduce the research problem that we a im to address i n more detail . In particular, 

we study the computat ional detection of human variant peptides from typical mass spectrometric 

data. Even though a variety of computat ional peptide detection methods exist [5], detection of 

variant peptides is s t i l l not a routine procedure and often results in largely incorrect error rate 

estimates i n typical experiments [6-9]. For non-typical experiments, the detection of variant 

peptides is approached by first performing addit ional biochemical and computat ional analyses 

[9]. In particular, the researchers obtain the sample's D N A or m R N A , derive a small set of 

expected variant peptides, and identify the mass spectra against such a set of peptides. A l though 

the approach is generally reliable [7, 9], it does not apply to typical experiments because most of 

them do not have the corresponding D N A or m R N A data. Furthermore, the approach is more 

resource-consuming and provides a potentially biased view of peptide variation. Consequently, 

detection of variant peptides without performing an addit ional biochemical analysis is desirable. 

A s computat ional detection of variant peptides lies at the core of our research aims, let 

us briefly elaborate on some of the problems that affect, in general, the detection of unlikely 

peptides. One of the fundamental problems is that the scoring metrics relating a peptide wi th 

a fragment mass spectrum are not powerful enough. For instance, selecting a peptide wi th a 

maximal agreement wi th the spectrum among all possible peptides is generally inadequate— 

such a peptide is usually not the correct one [1]. S t i l l , the correct peptides often do have an 

agreement close to the maximal one, allowing, for instance, the use of statistical significance 

of such an agreement to identify the correct peptides [5]. However, although such an approach 

works reasonably well for l ikely peptides, it can be largely insufficient for the unlikely ones [9]. In 

our research, we argue that one of the reasons for such behavior is the neglect of prior probability 

of a peptide—the probabil i ty that a randomly selected peptide from a sample is the peptide 

of interest [1, 2], which part icularly affects the detection of unlikely peptides. The inabi l i ty to 

associate the correct peptide to a mass spectrum based only on its agreement is thus a comparably 

2 



1.2. RESEARCH CONTRIBUTION 

small problem for l ikely peptides but can become a serious problem otherwise [7, 8]. 

Research questions To shed light on the research problem at hand, we decomposed the 

research problem into more manageable subproblems. We formulated the following research 

questions that we a im to answer i n our research: 

Q i How effective are the computat ional peptide detection methods i n detecting variant pep­

tides? 

Q 2 W h a t factors impact the precision and recall of the variant peptide detection? 

Q 3 W h a t factors impact the detection of individual , i.e., sequence-specific, variant peptides? 

Q 4 W h a t are the ways to validate variant peptide detection methods? 

Q 5 To what degree do peptide prior probabilities influence peptide detection? 

The answers to the individual research questions thus provide grounds for resolving the central 

research problem. 

1.2 Research contribution 

The thesis contributes knowledge to mult iple scientific fields—both theoretical and practical . 

O n the theoretical side, the thesis develops novel theoretical and computat ional methods for 

computer science and bioinformatics, w i th insights, detailed approaches, and implementations 

in computat ional proteomics. O n the practical side, the thesis presents novel computat ional 

methods for processing the detected peptide variants and shows their applications in medicine, 

forensics, and research reproducibility. 

1.2.1 C o m p u t e r science 

The thesis contributes to computer science by developing theoretical methods for cause identi­

fication and more flexible data analysis. The first method allows assigning a maximal posterior 

probabil i ty ( P r m a x ) to a candidate cause of observed data while considering only prior proba­

bilities of causes that have at least as good agreement wi th the data. In practice, the method 

can reanalyze causes identified using other approaches to remove provably unlikely causes—those 

wi th low P r m a x . For instance, one can util ize the method to filter out causes that had a sta­

t is t ical ly significant agreement w i th the data yet are unlikely correct. The method thus allows 

ut i l iz ing prior information i n cause-identifying approaches and helps improve their precision. 

A s our second method, we develop a Bayesian model for probabil is t ical ly identifying a cause 

of observed data while considering all causes, their agreement w i th the data, and their prior 

probabilities. The method allows to derive posterior probabilities of al l candidate causes and 

is thus applicable for standalone cause detection. Its application, however, depends on the 

problem domain because the need to consider al l candidate causes might be hard to implement 

in practice—especially if the number of candidate causes is very high. Nevertheless, the Bayesian 

model allows probabilist ic detection of causes, and the posterior probabilities provide guarantees 

over expected rates of correct identifications i n the long run. 

3 



CHAPTER 1. INTRODUCTION 

Besides the methods mentioned above, the thesis also contributes to computer science by 

implementing various general-purpose data analysis functions created along the way to resolve 

the original problems. These mainly include a functional programming l ibrary f p l i b and a 

l ibrary for analyzing tabular data (i.e., pandas' DataFrame), bo th implemented in python. The 

methods developed for resolving the pr imary problem have thus value on their own and contribute 

to more practical aspects of computer science. 

1.2.2 C o m p u t a t i o n a l proteomics 

The thesis contributes to computat ional proteomics by applying the computer-scientific methods 

to peptide detection, by developing algorithmic methods for fast matching of peptides wi th mass 

spectra, by recognizing the importance of peptide prior probabilities, and by implementing an 

open-source variant peptide detection system C L A I R E . 

Peptide detection We show that the use of our method for calculating the maximal posterior 

probabil i ty substantially improved the detection performance of four popular variant peptide 

detection systems (section 5.2). The result thus provided evidence for the broad ut i l i ty of the 

approach and showed the importance of peptide prior probabilities in peptide detection. S imi ­

larly, the application of our Bayesian method for calculating posterior probabilities resulted in 

estimates of probabilities that corresponded well w i th their expected long-term behavior (section 

5.1), albeit only on a dataset restricted to 10 8 candidate peptides per spectrum. The method 

nevertheless estimated the error rates accurately, presenting a potential resolution of the problem 

wi th incorrect error rates affecting the detection of variant peptides [6-9]. 

Algorithmic developments To translate the theoretical methods into computat ional pro­

teomics, we developed a fragment-indexation algori thm that allows fast calculation of agreement 

of mult iple peptides wi th one spectrum (section 3.2.6). A l though a similar algori thm was devel­

oped around the same time by another research group [10], its implementation, pr imary use, and 

purposes differ. Further, our two addit ional levels of indexing allow fast and memory-efficient 

matching of peptides against large peptide databases i n the size of hundreds of gigabytes and, 

likely, much more. In turn, these allow testing a large number of hypothetical peptides per 

spectrum required to calculate the maximal posterior probabil i ty of a peptide ( P r m a x ) in typical 

computational proteomics circumstances. 

Insights for detecting unlikely peptides In our research, we have also evidenced that 

unlikely technical artifacts start to show up when focusing exclusively on unlikely peptides. For 

instance, what might look like a fragment spectrum of a correctly detected unlikely peptide 

can turn out to be a fragment spectrum of a l ikely peptide but w i th the parental mass of the 

molecule incorrectly determined by the mass spectrometer's operating system. If neglecting such 

an unlikely possibility, some incorrect detections w i l l slip through the analysis and worsen the 

precision of the detection method. 

Open-source system C L A I R E Final ly, we implemented the methods i n a cross-platform open-

source system C L A I R E applicable for detecting variant peptides, making it directly usable by 

4 
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researchers in bioinformatics and computat ional proteomics. The online version of the system, 

along wi th its source code, is available at h t t p s : / / c l a i r e . i m t m . c z . 

1.2.3 C o m p u t a t i o n a l mass s p e c t r o m e t r y 

A s mass spectrometry is the pr incipal technology for the current proteomics research, the meth­

ods developed in the thesis also contribute to computat ional mass spectrometry. The prob­

lems wi th detecting unlikely peptides are likely to transfer directly to detecting other unlikely 

molecules in mass spectrometry, e.g., those in the related field of metabolomics. B y a direct 

generalization of the findings, the thesis thus also contributes to the field of computat ional mass 

spectrometry. 

1.2.4 O t h e r fields 

Besides the methods involved directly in peptide detection, we have also developed several meth­

ods that exploit the high informational content of biological variation (section 4.3). For in­

stance, the application of C L A I R E to patients' tumor samples recognized tumors suitable for 

immunotherapy, showing a clinically-relevant application in biomedicine (section 5.3.1). U t i l i z ­

ing the expected prevalence of human variants, we developed a method to determine the origin 

of a proteomics sample by matching the detected peptide variants against a D N A database. The 

method assigns probabilities for each candidate D N A origin, and its application resolved iden­

tities of genetically-related members against D N A database—showing a potential application 

in forensics (section 5.3.3). Similarly, we have developed a more general variant-based method 

for calculating statistical significance between samples from large-scale datasets to detect the 

presence of genetic relationships. Our analysis of public datasets revealed several samples of dif­

ferent origins, showing an application in research reproducibil i ty (section 5.3.2). Final ly , we note 

that this list of applications is not exhaustive, and we refer the interested reader to our patent 

application for further details [4]. In summary, the follow-up methods have thus addit ional and 

relevant applications in respective scientific fields. 

1.3 Overview of the thesis 

Let us now provide a structural overview of the thesis. To get a visual idea of how the main 

sections of the thesis correspond to each other, we also present a graphical summary of its 

most relevant parts on F i g . 1.2. We now proceed by describing several higher-order sections in 

individual chapters. 

In chapter 2, we review the literature relevant to our research problem. Fi rs t , we briefly 

introduce the field of proteomics (2.1), situate our research, and describe peptide detection 

approaches, including those applicable for variant peptides (2.2). Afterward, we describe methods 

applicable for estimating error rates, along wi th their insufficiencies for detecting variant peptides 

(2.2.1) . Final ly , we review how researchers ut i l ized peptide prior probabilities in peptide detection 

(2.2.2) , revealing a gap that we a im to fill by our research. 

In chapter 3, we develop the core methods for probabilist ic analysis of causes of observed data 

(3.1), and translate the approach into computat ional proteomics (3.2). In the latter, we introduce 

several simple models of peptide prior probabilities (3.2.3), along wi th a more realistic prior model 

5 
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CHAPTER 1. INTRODUCTION 

applicable for peptide detection i n typical circumstances (3.2.4). For the more realistic prior 

model, we develop an algori thm that enumerates al l peptides that are above a specific min imal 

prior probabil i ty (3.2.5) and discuss some aspects of their storage. Afterward, we describe in 

detail an algori thm for fast calculation of spectral matches, along wi th its addit ional optimizations 

for large databases (3.2.6). Final ly , we specify the calculation of P r m a x for a l l candidate peptides 

of fragment spectra using our methods (section 3.2.7). Altogether, these methods allow us to 

bui ld a highly-optimized deep database of peptides and their prior probabilities, allowing in-depth 

interpretation of fragment spectra. 

In chapter 4, we describe less central methods that serve to provide addit ional grounds to 

answer our research questions. Firs t , we briefly describe the proteomics and genomics datasets we 

employed for the computat ional analyses in the thesis (4.1). Afterward, we define performance 

metrics to externally evaluate the peptide detection performance—both i n idealized conditions 

(4.2.1) and i n typical ones applicable when we have D N A or m R N A data of the corresponding 

sample available (4.2.2). We then develop several mathematical and computat ional methods 

for downstream applications of detected variant peptides (4.3). Afterward, we provide detailed 

description of the software used in comparisons and several adjustments and extensions of our 

approach (4.4). We conclude the chapter wi th description of C L A I R E — o u r software system that 

implements the methods presented in thesis (4.5). 

In chapter 5, we show direct and downstream applications of our methods. Firs t , we focus 

on the peptide detection i n idealized conditions of a combinatorial peptide library, which allows 

us to directly use our Bayesian model as the number of candidate peptides per spectrum is 

reasonably low (5.1). Therein, we show that the posterior probabilities calculated using our 

Bayesian model were close to their desired long-term behavior (5.1.1), and that even weak prior 

models substantially improved peptide detection (5.1.3). Afterward, we shift our focus to more 

typical experiments by analyzing 61 samples from NCIgo cancer cell line panel [11]. Therein, we 

show that the use of P r m a x and its various extensions substantially improved detection of variant 

peptides when used for post-processing results of four variant peptide detection approaches (5.2). 

Final ly , we illustrate the downstream applications i n medicine, research reproducibility, and 

forensics (5.3). 

In chapter 6, we discuss several aspects of the developed methods. In particular, we discuss 

the extension of our deep database search method for standalone detection of unlikely peptides 

(6.1), the improvements to the prior probabil i ty models (6.2), the u t i l i ty of large databases in 

peptide detection (6.3), and further applications (6.4). We conclude the chapter by providing 

summarized answers to the research questions (6.5). 

A t the very end of the thesis, we conclude wi th a brief and conceptual summary of the 

most important findings. Therein, we argue that the value of peptide prior probabilities is 

underexplored in computat ional proteomics and their orthogonality to many approaches is likely 

to allow substantial improvements i n peptide detection in the future. 

6 
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Figure 1.2: Overview of the most relevant parts of the thesis and their relationships. 
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Chapter 2 

Literature review 

This chapter reviews the literature relevant to our research problem. Firs t , we briefly introduce 

the field of proteomics in section 2.1, wherein we describe the principal approaches for protein 

analysis and situate our research. In section 2.2, we narrow our focus to detecting peptides and 

part icularly variant peptides—the pr imary interest of our research. We describe the available 

approaches, methods for the assignment of confidence measures, and the complications associated 

wi th detecting variant peptides. Further, we review how researchers employed prior probabilities 

in peptide detection, revealing a gap that we a im to fill by our research. Final ly , we summarize 

the major points of the review i n a concluding section 2.3. 

2.1 Proteomics 

Proteomics is an interdisciplinary field that investigates large-scale behavior of proteins and their 

interactions in complex biological systems [12, 13]. Proteins are biomolecules that, on the one 

hand, serve a structural role of being cellular bui lding blocks and, on the other hand, perform 

a wide range of biological functions [14]. For instance, proteins known as enzymes accelerate 

the rates of chemical reactions, transport proteins allow selective transport of molecules across 

cells boundaries and antibodies act i n immune responses [14-16]. A l though the behavior of 

proteins follows from their higher-order structure [17], for purposes of their detection, we focus 

on their pr imary structure, i.e., a linear sequence of amino acids—their elementary components. 

Note that although the cellular machinery builds proteins using 20 canonical amino acids, the 

proteins can undergo many post-translational modifications {PTMs) and more than 600 types 

of such P T M s were categorized as of 2021 [18]. A s a result, proteins are diverse molecules, and 

their intrinsic complexity also complicates their detection. 

Modern proteomics approaches util ize mass spectrometry to detect proteins—an analytical 

technique that detects molecules based on the measurement of their mass spectra [5, 12, 19]. 

In a mass spectrometer, molecules are first ionized [20], allowing the device to influence them 

using electric and magnetic fields. A l though the principles of operation vary greatly [21], let 

us briefly mention the rather simple design of a time-of-flight (ToF) instrument [22]. In T o F , 

the ionized molecules are accelerated by an electric field, fly through a field-free path and the 

time of their arrival at the detector is measured. Lighter molecules arrive earlier, the heavier 

ones later, allowing one to calculate the molecule's mass from the time of their flight, hence 

the name (note that the situation is more complicated due to mul t ip ly charged ions). For a 
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detailed description of various instrumental designs, we refer the reader to [21]. Nevertheless, 

as typical proteomics samples are rather complex, the molecules are first separated using liquid 

chromatography [12, 23], which allows their gradual introduction into the mass spectrometer 

over an adequate time period (ranging i n hours for complex samples). A s a result, modern 

proteomics experiments interface l iquid chromatography ( L C ) to a mass spectrometer ( M S ) , in 

a configuration commonly abbreviated as LC/MS. 

Mass spectrometers are, i n general, highly versatile devices [24], and allow mult iple modes of 

operation and data acquisition. In our research, we focus on configuration for shotgun proteomics 

[12], a common experimental setup suitable also for detecting variant peptides. In shotgun pro­

teomics, the proteins are first biochemically cut into peptides—short protein subsequences, which 

are then analyzed using L C / M S [25]. In addit ion, the measurement of mass spectra happens 

on two levels: M S 1 and M S 2 . The M S 1 level measures the mass spectra of the intact ionized 

molecules, and such spectra are called precursor spectra and the indiv idual ions as precursor ions. 

Afterward, precursor ions of a specific narrow mass range are isolated, fragmented, and masses of 

their fragments are measured on the M S 2 level, giving rise to fragment spectra. A l though there 

are mult iple precursor isolation strategies, we focus on one wherein a single precursor ion species 

is a target for fragmentation—such a strategy is called Data-Dependent Acquisition (DDA) [26]. 

In D D A , one can thus roughly assume that a single molecular species produced the fragment 

spectrum, and such spectrum then constitutes the pr imary data from which we a im to detect 

the peptide that produced it . Final ly , once the fragment spectra are interpreted using a suit­

able computat ional method for peptide detection, the detected peptides are assigned to parental 

proteins [27], concluding the detection part of the analysis. 

2.2 Peptide detection 

The detection of peptides from fragment spectra lies at the core of computat ional proteomics 

[5, 28]. In principle, there are two major approaches for peptide detection and their various 

hybridizations: a database search and de novo sequencing. In a database search [29-31], fragment 

spectra are matched against predicted fragment spectra of peptides from an appropriate database 

(e.g., reference proteins of a studied organism). Similarly, one can match the fragment spectra 

against known fragment spectra of peptides [32, 33], which is generally more discriminative but 

spectral libraries are l imi ted i n their extent. In de novo sequencing, the fragment spectra are 

interpreted directly, without the use of a sequence database—utilizing just the masses of amino 

acids and, potentially, their various modifications [34, 35]. Even though de novo sequencing is 

fast [36], and allows large-scale modification search [37], it achieves only around 35 % agreement 

wi th a database search, making it impract ical for routine analyses [34]. H y b r i d approaches 

typical ly util ize part ia l de novo sequencing to extract sequence tags [38, 39], short sequences 

of amino acids (e.g., 3-6 residues), which filter out unviable peptide candidates when matching 

against peptide database. Because our research concerns the detection of peptides i n typical 

circumstances, we wi l l focus on a database search and some of its hybr id versions. 

Database search is the most popular method for peptide detection [40], w i th more than 30 

search engines available i n 2017 [41]. Overal l , the database search engines work as follows. For 

each fragment spectrum, the search engine selects peptides of appropriate precursor mass from 
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a supplied database and calculates the matching score of each peptide's theoretical spectrum 

wi th the measured fragment spectrum [29-31]. Usually, only the peptide wi th the best match 

per spectrum is retained [5], and each such assignment of a peptide to spectrum is then called a 

peptide-spectrum match (PSM). Once fragment spectra are interpreted, the P S M s undergo post­

processing to establish confidence measures [42, 43], and these measures are generally reliable 

as long as one is interested i n detecting reference peptides of an organism but are problematic 

otherwise [7-9]. 

We now shift our focus to detecting variant peptides, wherein we also review the applicable 

hybr id peptide detection approaches. The most common approach for detecting variant peptides 

is the so-called sample-specific database search employed i n proteogenomics [6, 9, 44], a field 

studying the interplay of genomics and proteomics. Therein, the researchers first sequence D N A 

or m R N A of the sample, construct a sample-specific protein database from the D N A / m R N A 

variants, and match the mass spectra against the protein database using any database search 

engine [45-47]. A l though the approach successfully detects variant peptides [7, 9], the obvious 

disadvantage is the need to perform the D N A or m R N A sequencing, which makes the approach 

inapplicable to typical proteomics experiments. Furthermore, it is advised that the researchers 

incorporate only highly confident genomic events i n the sample-specific database because the 

detection of variant peptides tends to result in much higher than estimated error rates [6]. 

Nonetheless, the sample-specific database approach is well established and has shown multiple 

biomedical applications [6, 48]. 

To allow D N A / m R N A - i n d e p e n d e n t detection, one can perform the database searches against 

a peptide database constructed from a globally observed D N A / m R N A variants [3, 49, 50], and 

we refer to such a search as global peptide-variant (GPV) search. G P V search, however, results 

in high rates of false positives—even at stringent confidence criteria [7, 8]. A part ial reason 

for this behavior is that many peptides are homologous to the variant peptides [9], meaning 

they are of similar sequence and fragment spectra. However, as we argue i n [1, 2], that itself 

is only a part ia l explanation. The cr i t ical and often neglected fact is that the variant peptides 

are unlikely a priori—as a result, the interpretation of fragment spectra by these homologous 

peptides is generally more preferable. Consistent wi th our argumentation, restricting the G P V 

search to a l imi ted number of curated variants that are l ikely a priori allows their confident 

detection [51], albeit at the cost of low sensitivity. Further, although the G P V search generally 

results i n high error rates [7-9], we have shown that a deep Bayesian re-analysis of claimed 

variant peptides makes the approach reliable [3], and we provide further evidence in the thesis. 

Another option for detecting variant peptides is to use some of the database-guided and 

hybr id detection methods [29, 30, 52, 53]. The most straightforward possibil i ty is to use the 

exhaustive substi tution of amino acids per peptide [29, 30]. For instance, the point mutation 

search in XITandem [29] or the error-tolerant search i n M A S C O T [30] match the fragment 

spectra against peptides wi th amino acid substitutions incorporated into the peptides from the 

supplied search database. However, such approaches substantially increase the search space, 

and any detection method based on the statistical significance of a spectral match quickly loses 

sensitivity [9], resulting i n a rather small number of variant peptides detected. To improve on 

the situation, some approaches, e.g., B I C E P S [54] or TagGraph [55], util ize sequence tags to 

prefilter the search space to candidate peptides that match the sequence tag—a method that can 
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decrease the search space over several orders of magnitude depending on the length of the tag [56]. 

Nevertheless, in our former work [1], we have shown that although sequence tags substantially 

improve peptide detection, they provide only a l imi ted advantage for discr iminat ing homologous 

peptides—unless the sequence tags are very long and of high certainty. One can also resort to 

approaches that a im to solve a more general problem—detecting peptides shifted by a mass of 

unknown modification. For instance, the open search approach [57] implemented i n the fast 

MSFragger algori thm [10], utilizes a standard database search against very wide precursor mass 

window (e.g., 500 D a instead of typical range on the order of ~ 0.01 Da) , allowing detection 

of peptides wi th modifications of unknown masses. Some less common approaches include a 

pair-wise comparison of measured fragment spectra to detect mass shifts corresponding to amino 

acid variants [58], or open searches against spectral libraries [52]. Afterward, the mass shifts are 

localized, and i f the mass difference corresponds to an amino acid substitution, it is interpreted 

as such. Nevertheless, most of these approaches were developed for the detection of P T M s , and 

their large-scale validation on variant peptides is missing, complicat ing the establishment of their 

applicabil i ty for this purpose. 

2.2.1 A s s i g n m e n t of confidence measures 

A crucial aspect of peptide detection using database searches is the assignment of confidence 

measures [5]. The most popular method is the target-decoy approach ( T D A ) [59], which aims 

to control the False Discovery Rate ( F D R ) of the peptide detection results [60]. F D R has an 

obvious interpretation: for instance, setting an F D R threshold of 1% should ideally result i n 1% 

of incorrect peptide-spectrum matches. Note, however, that the F D R refers to a set of P S M s 

instead of a single P S M , and is thus inadequate to establish the confidence of a particular P S M . 

Nevertheless, T D A also allows calculating posterior error probabilities ( P E P ) for individual P S M s 

[60], which should ideally express the probabil i ty that a peptide-spectrum match is incorrect. In 

T D A , a search engine matches the fragment spectra against two databases: the target database 

containing the expected peptides and a decoy database containing reversed or shuffled peptide 

sequences that are assumed to be incorrect [61]. Then, depending on the number of decoy P S M s 

at a given score, posterior error probabilities of P S M s are calculated, and a set of peptides wi th 

the desired F D R is retained. Further, one can also separate the target and decoy matches using 

multiple criteria besides the spectral match (e.g., peptide length, or a deviation from the expected 

mass), and the popular Percolator software uses more than 40 features employed i n a support 

vector machine for the purpose [62]. Nevertheless, although T D A is popular [40], its use is also 

controversial [63], and some researchers advised against it because its error estimates can be 

largely incorrect [64, 65]. In line wi th this, we have shown that the error rates calculated using 

Percolator can be largely underestimated when using certain types of homologous databases 

[2]—a situation that resembles detecting variant peptides. In accordance, other researchers have 

shown that the T D A approach is inadequate for detecting variant peptides [7, 8, 66]. Thus even 

though the T D A approach is popular and applicable i n certain circumstances, it is not universal, 

as i l lustrated by incorrectly calculated error rates on mult iple occasions—including, notably, the 

detection of variant peptides. 

A n alternative, decoy-free approach to establish error rates employs Bayesian mixture models 

to categorize P S M s into correct and incorrect detections [5]. The approach is implemented i n the 

12 



2.2. PEPTIDE DETECTION 

PeptideProphet post-processing system [42] which forms an integral part of the popular Trans-

Proteomic Pipel ine [67]. Employ ing the expectation-maximization algorithm, PeptideProphet 

iteratively updates the posterior probabilities that individual P S M s are correct while adjusting 

the parameters of score distributions for correct and incorrect P S M s ; the process then contin­

ues unt i l convergence. Further, the posterior probabilities calculated using PeptideProphet can 

be aggregated in meta-processing system iProphet [68], which integrates P S M s from multiple 

search engines and fragment spectra, allowing to improve the overall detection performance. 

Nevertheless, our previous analyses had shown that PeptideProphet is problematic for detecting 

homologous peptides [2], and can assign largely inaccurate posterior probabilities, even though 

we found that its behavior was substantially better than that of Percolator [43] based on the 

target-decoy approach. 

Another approach to calculate error rates is to directly calculate spectrum-specific confidence 

measures such as p-values and E-values of a single P S M [65, 69]. The p-value p for a P S M 

wi th a score s equals the probabil i ty that a randomly selected peptide has a score at least 

as good as s. In turn, the E-value e accounts for mult iple testing [60], and, for a given size 

n of database, refers to the expected number of peptides wi th a score at least as good as s 

(e = p • n). Ideally, the E-value should then reflect the expected number of false hits i n search 

results [70]. Several search engines [29, 30, 71] provide estimates of E-values or p-values, allowing 

to assign decoy-free spectrum-specific confidence measures. Furthermore, if the scoring metric 

is additive, one can also quickly calculate the score histogram of al l theoretical peptides exactly 

using dynamic programming, and thus also obtain exact p-values and E-values [31, 69]. However, 

the fact that a peptide-spectrum match is highly significant does not necessarily mean that the 

peptide was identified correctly. For instance, we have shown that even exact E-Values can 

be largely misleading i n database searches if peptides more likely a priori are not included 

in such a search [1]—a situation that often happens when detecting variant peptides. A s a 

result, for some types of database searches—including global peptide-variant searches—these 

confidence measures do not adequately capture the notion that a peptide was detected correctly. 

In summary, an accurate calculation of the probabil i ty that a peptide was detected correctly, 

applicable to broad experimental circumstances and for discr iminat ion of homologous peptides 

was not yet conclusively established i n computat ional proteomics. 

2.2.2 T h e use of pept ide p r i o r probabi l i t i es 

In our former articles [1, 2], we gave evidence that one of the reasons for the discrepancy between 

calculated error rates and the true error rates in database searches is the neglect of peptide prior 

probabilities. B y prior probabil i ty of a peptide p, we mean the probabil i ty that a randomly 

selected peptide molecule from a sample of interest is the peptide p [1, 3]. For instance, suppose 

selecting a random peptide molecule from a shotgun proteomics sample of a random human. 

In general, it is much more l ikely that the selected peptide is a reference peptide—a peptide 

present among the vast majori ty of humans—compared to a rare peptide variant present i n a 

t iny fraction of the human populat ion. F rom a different perspective, the spectral match metrics 

are, by far, not discriminative enough to uniquely detect the best peptide among all theoretical 

candidates at a given mass of precursor [1], which also translates to the low practical efficiency 

of de novo sequencing [34]. A s a result, we argued that the high dynamic range of peptide 
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prior probabilities plays a substantial role i n peptide detection [1, 2], evident especially when 

detecting peptides unlikely a priori—such as variant peptides. Further, we have shown that the 

use of our Bayesian approach allows accurate estimation of posterior error probabilities in highly-

homologous searches of combinatorial peptide l ibrary [1, 2], and also allows detailed probabilistic 

modeling of prior knowledge. 

The use of peptide prior probabilities i n shotgun proteomics, nevertheless, remains rather 

marginal. A s an early example from 2002, the P rob ID algori thm [72] employed a prior probabil i ty 

model categorizing peptides into three categories based on their conformance to the expected 

peptide-cutting pattern (unexpected, part ia l ly expected, and fully expected). The peptide prior 

probabilities, however, can be modeled in a sequence-dependent manner and thus be much more 

granular—potentially assigning a unique prior probabil i ty to every single peptide depending on 

its detailed characteristics [2]. In this respect, the Paragon algori thm [73] uses more granular 

peptide prior probabilities as peptide hypothesis probabilities to reduce the search space but does 

not ut i l ize them i n the scoring itself. Thus, i n the Paragon algorithm, i f some reference peptide 

and a rare variant peptide have the same spectral match, both are considered equally likely— 

this, however, does not correspond to our intui t ion that the reference peptide is indeed more 

likely (and often substantially). O n the other hand, the Bayesian approach B I C E P S [54] uti l ized 

prior probabilities and assigned penalties to non-reference peptides, capturing the notion that 

peptides that are less l ikely a priori require more evidence for their correct detection. However, 

B I C E P S considers only a very small number of potential post-translational modifications, many 

of which are more likely a priori than the nucleotide change resulting i n a variant peptide. A s 

we have shown previously [1, 2], incomplete database searches in which peptides more likely a 

priori are not included i n the search are prone to substantial errors i n establishing error rates. 

Furthermore, none of the approaches considered the important fact that the prior probabilities 

of individual variant peptides also range over many orders of magnitude. For instance, the d b S N P 

[74] and E x A C [75] databases indicate that the prevalence of D N A / m R N A variants ranges at 

least over six orders of magnitude. Thus, it is reasonable to expect that the prior probabilities 

of the most l ikely class of variant peptides—those resulting from a single nucleotide variant— 

varies similarly. A s a result, cri teria for detecting frequent variant peptides, e.g., those present 

in 10% of humans, are very unlikely to be sufficient for detecting rare variants estimated to be 

present i n one human per mi l l ion . Further, the differences are even more pronounced as some 

variant peptides might be present in a subpopulation of cells, thus further lowering their prior 

probabilities [3]. 

Overal l , our research thus aims to fill the gap by thoroughly investigating the role and the 

importance of peptide prior probabilities i n peptide detection. Final ly , we note that u t i l iz ing a 

proper peptide prior probabil i ty model is l ikely to improve any peptide detection approach and 

allows researchers to also independently focus on what is known about the sample i n advance. 

2.3 Conclusions 

Herein, we summarize the pr incipal conclusions of the literature review concerning the detection 

of peptide variants. Because our research deals w i th the detection of peptide variants in typical 

shotgun proteomics experiments, we focused on detection methods based on database search—de 
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novo sequencing is s t i l l impract ical for ordinary circumstances [34, 35]. W h e n detecting variant 

peptides using large databases of homologous peptides, database search methods often result in 

largely incorrect error rates [7-9] or low sensitivity [5], and we argued that one of the reasons 

is the neglect of peptide prior probabilities [1-3]. Peptide prior probabilities span—even for the 

most l ikely class of peptide variants—over six orders of magnitude [74, 75], and because spectral 

match is not discriminative enough to uniquely detect the correct peptide, such prior probabilities 

play a substantial role in peptide detection [2]. Further, using peptide prior probabilities, we can 

efficiently capture what is known about the sample i n advance and detect variant peptides wi th 

accurately estimated error rates [1, 2]. A s a result, our thesis expands on our previous results 

and aims to fill the research gap by investigating the relevance of prior probabilities in peptide 

detection—an underexplored topic i n computat ional proteomics. 
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Chapter 3 

Theoretical framework 

The chapter deals w i th the theoretical core of the thesis and consists of two parts. In the first 

part, we develop theoretical methods for probabilist ic analysis of causes of observed data, wherein 

we util ize prior probabilities of individual causes and their agreement wi th the data (section 3.1). 

In the second part, we develop a framework wi th in computat ional proteomics that allows us to 

apply these theoretical methods to the detection of peptides from fragment mass spectra (section 

3.2). 

3.1 Computer science 

The section focuses on a probabilist ic analysis of candidate causes of observed data based on 

their agreement wi th the data and their prior probabilities. For this purpose, we introduce 

particular types of functions that have certain desirable probabilistic properties over the data of 

interest. Firs t , these functions allow us to rather easily calculate an upper bound on the posterior 

probabil i ty of a cause—allowing one to reject unlikely causes. Second, using these functions, we 

formulate a Bayesian approach that calculates the posterior probabilities of al l candidate causes 

for data of interest. 

3.1.1 P r e l i m i n a r i e s 

We start by defining the key terms and concepts. 

Notation In what follows, we wi l l always work wi th a finite set of causes C and a set B 

representing the data. Further, the set C of causes wi l l be complete i n the sense that there w i l l 

always be a single cause c that caused the data d. 

Definition 1 (Cause-agreement function). A cause-agreement function O is a function 8 : C x 

D H - X , where X is a finite totally-ordered set. 

A particular cause-agreement function O thus defines the agreement between the cause and 

the data. 
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Notation Often, we w i l l work wi th probabilities expressed in two forms, and we now explici t ly 

state these forms to clarify their meaning. In the first form, 

P r ( 6 ( c , d)=a), 

the expression denotes the probabil i ty that the cause c has the agreement a in the cause-

agreement function O, wherein the probabil i ty is taken over data d. The second form, 

P r ( 0 ( c , d ) = a\c), 

denotes the condit ional probabil i ty that the cause c has an agreement a in O, taken over data 

d, once we know that the cause c has occurred (i.e., c is the true cause). We now introduce the 

notion of a cause-agreement function that behaves i n a certain desirable probabilistic way over 

the data of interest. 

Definition 2 (Probabilist ically-increasing cause-agreement function). A cause-agreement func­

t ion O is probabilistically-increasing i f for al l causes c G C , and agreements a, 6 G X , a < 6, the 

following holds over data d: 

P r ( 0 ( c , d) = a | c) < P r ( 0 ( c , d) = b\c), 

and 

P r ( 0 ( c , d) = a)> P r ( 0 ( c , d) = b). 

Intuitively, a probabilistically-increasing cause-agreement function tends to assign a higher 

agreement to the true causes while doing the opposite for the random causes. For i l lustrat ion, 

suppose that the agreement function O assigns only two agreements: high (1) and low (0). If the 

function generally assigns the high agreement to a rather small number of causes, often including 

the true one, and at the same time assigns the low agreement to a rather high number of causes, 

often excluding the true one, it is probabil ist ically increasing. 

Definition 3. The cause-agreement function O is called true-cause normalized i f for any causes 

a, b G C , and any agreement x G X , the following holds over data d: 

P r ( 0 ( a , d) = x | a) = P r (6(6, d)=x\b). 

The true-case normalized agreement function thus behaves such that it is equally likely to 

observe a particular agreement x w i th the data d i f either cause caused the data. 

Definition 4. The cause-agreement function O is called random-cause normalized i f for any 

causes a, b G C , and any agreement x G X , the following holds over data d: 

P r ( 0 ( a , d) = x)= P r ( 6 ( 6 , d) = x). 

The random-cause normalized agreement thus behaves such that it is equally likely to observe 

a particular agreement at random for different causes. 
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Example Suppose a set of causes C = {a, 6}, and a set of agreements X = {0,1}. Now, 

suppose O behaves wi th respect to the data as follows: 

P r ( 6 ( M ) = 0) = P r ( 6 ( 6 , o!) = 0) = 

P r ( 6 ( a , d) = l ) = P r ( 6 ( 6 , d) = l ) = I . 

Such O is then random-cause normalized because the probabil i ty of a particular agreement x G X 

is the same for al l true causes. Further, suppose that O behaves as follows: 

P r ( G ( a , d) = 11 a) = P r ( 6 ( 6 , d) = 11 b) = - , 

P r ( 6 ( a , d) = 0 | a) = P r ( 6 ( 6 , d) = 0 | b) = ^. 

Such a O is then true-cause normalized because the probabil i ty of a particular agreement x G X is 

the same for al l causes, once these causes happen. Furthermore, O is probabil ist ically increasing 

because for any c G C , 

P r ( 6 ( c , d) = 0 | c) < P r ( 6 ( c , d) = 11 c) 

and 

P r ( G ( c , d) = 0) > P r ( 6 ( c , d) = l ) . 

Notation In what follows, we wi l l denote Pr(c) the prior probabil i ty of a cause c. Note that 

because we work wi th a complete set of exclusive causes C , the sum of prior probabilities over 

the whole set w i l l always equal one, thus 

£ P r ( c ) = l . 
cec 

Now, suppose a cause c and its prior probabil i ty Pr (c ) . Then, we denote c P r the set of causes 

that are at least as l ikely a priori as c, thus 

c P r = {a G C | Pr(c) < Pr (a )} . 

Now suppose a cause c, data d, and a cause-agreement function O . Let us denote c@d the set of 

al l causes that have at least as high agreement wi th d as c, thus 

c 0 d = {a € C | 0 ( c , d ) < 6 ( a , d ) } . 

Final ly , let us denote c* the set of at-least-as-good causes as c both i n terms of agreement and 

prior probability, thus 

c * = c

p r n C

0 d , 

where the P r , O, and d are assumed to be clear from the context. W i t h these prel iminary 

definitions, we now turn to the probabilistic analysis of individual causes. 
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3.1.2 C a l c u l a t i o n of m a x i m a l poster ior p r o b a b i l i t y ( P r m a x ) 

Herein, we establish upper bounds on the maximal posterior probabil i ty of a candidate cause 

given prior probabilities of a l l at-least-as-good causes. The pr imary reason for calculating such 

bounds is to analyze causes identified using other approaches (e.g., using statistical significance 

of the agreement). In practice, such analysis allows rejecting causes whose posterior probabilities 

are low once we take the prior probabilities of causes into account. 

Theorem 1 (Tighter bound on maximal posterior probabi l i ty) . Suppose data d G P , a candidate 

cause c G C , prior probabilities Pr(a) for all a G c*, and a cause-agreement function O that is 

probabilistically increasing, true-cause normalized, and random-cause normalized. Then 

P r ( c | e ( c , < i ) = x ) < ^ L Y . 

aSc* 

Proof. F r o m Bayes Theorem, we have: 

P r ( c | G(c , d) = x) 

For simplicity, we first prove the result for a special case when al l the causes have the same 

agreement x w i th the data. Thus, suppose that 0 (c , d) = 0 ( a , d) = x for al l a G c*. Then 

P r ( c | 0 ( c , d ) =x) _ Pr(c) 

P r ( o | 0 ( o , d ) = x) ~ P r ( o ) ' 

because the agreement is the same and O is true-cause and random-cause normalized. Now, the 

sum of posterior probabilities over al l causes equals one when c* = C . In such case, the following 

holds: 

P r ( c | e ( M ) = x ) = ^ | y . 

a 

In general, the sum can be less than one, therefore 

p r ( c | e M ) = , ) < ^ L 

a 

Now suppose 0 ( a , d) = y > x. Then 

Pr(c\@(c,d) = x) Pr(c) 

P r ( o | G ( o , d ) =y) ~ Pr(o) 

because 

P r ( 6 ( c , d) = x\c)< P r ( 6 ( a , d)=y\a) 

as O is probabil ist ically increasing and true-cause normalized, and 

P r ( 6 ( c , d) = x)> P r ( 6 ( a , d) = y) 

as O is probabil ist ically increasing and random-cause normalized. A s c* C C , the sum of posterior 

P r ( 0 ( c , d ) =x\c) -Pr (c ) 

P r ( G ( c , d ) = x) 
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probabilities over al l at-least-as-good causes is at most one. It follows that 

P r ( c | e f e d ) = , ) < ^ j . 

• 

In other words, the posterior probabil i ty of a cause is at most the proport ion of its prior 

probabil i ty among the at-least-as-good causes, for this particular type of cause-agreement func­

tions. 

Corol lary 1 (Looser bound on maximal probabil i ty) . 

P r ( c | G ( c , d ) = x) < I c T 1 (3-1) 

The theorem also provides a weaker result. Herein, the maximal posterior probabil i ty is 

at most the inverse of the number of at-least-as-good causes. Such a bound might be more 

meaningful i n practice when one focuses on establishing the order of prior probabilities rather 

than their numerical values. 

3.1.3 C a l c u l a t i o n of poster ior p r o b a b i l i t y 

Let us now turn to the calculation of posterior probabilities of candidate causes. Overal l , we are 

interested i n using the Bayes' Theorem in the following form: 

z . / . , P r ( 0 ( c , d ) =x\c) -Pr (c ) , 

P r ( c | e M ) = , ) =

 [^{JJx) (3.2) 

Thus, given a particular agreement x of the cause c wi th the data d, we are interested i n the 

posterior probabil i ty of the cause c. Simi lar ly as we d id previously, we w i l l uti l ize the true-cause 

and random-cause normalized agreement functions such that it is straightforward to specify both 

P r ( © ( c , d) = x | c) and P r ( © ( c , d) = x) from a training dataset. Note that we intentionally use 

the Bayes' theorem to include Pr(c)—the prior probabil i ty of the cause c because of our intended 

applications. In particular, we expect the prior probabilities to vary substantially, and we plan 

to model their values based on the available prior knowledge. 

3.1.3.1 M o d e l training 

We now discuss how to specify the parts of the equation (3.2) to allow calculating the posterior 

probabilities. Suppose a t raining dataset of data D = (d\,... ,dn), corresponding true causes 

C = ( c i , . . . , c n ) , and an agreement function O that is both true-cause normalized and random-

cause normalized. 

Agreement for true causes 

Because O is true-case normalized, we set the probabil i ty that a true cause c has an agreement x 

with the data d to the overall proport ion of the agreement x for the true causes from the dataset 

21 



CHAPTER 3. THEORETICAL FRAMEWORK 

D, thus: 

P r ( 6 ( c , d) = x\c)= \ { m \ * M ) = x}\ 

n 

where I = { 1 , . . . , n} is the set of indexes over the dataset. Note that we do that because the true 

causes are interchangeable wi th respect to the agreement and the data for true-cause normalized 

cause-agreement functions. 

Agreement for random causes 

We now do the analogous for the behavior of random causes. Let Qd: I 4 N denote the 

distr ibution of agreement x w i th data d calculated using O over a l l candidate causes, thus: 

Od(x) = \{ce C\@(c,d) =x}\. 

Now let us define the same but over the whole dataset: 

e D ( * ) = 
d&D 

Because 0 is random-cause normalized, we set the probabil i ty that a random cause c has an 

agreement x w i th the data d to the overall proport ion of the agreement x i n the dataset D, thus: 

P r ( 6 M ) = *) = ^ p ^ . (3.4) 
X 

The equations 3.3 and 3.4 then allow us to calculate the posterior probabil i ty using the equation 

3.2 once we specify the prior probabil i ty of a particular cause. 

Note for practical applications Note that in applications, the actual cause-agreement func­

t ion O w i l l often be only roughly true-cause and random-cause normalized. Nevertheless, because 

we work wi th a complete set of causes, we calculate the posterior probabilities for each cause 

and normalize the posterior probabilities to sum to one. 

3.2 Computational proteomics 

The section deals w i th the principal methods and algorithms required to apply the probabilistic 

cause-detection approach to computat ional proteomics. Firs t , we introduce a simple cause-

agreement function that evaluates the similar i ty between peptide and fragment mass spectrum 

(section 3.2.2). Afterward, we introduce various peptide prior probabil i ty models that a im to 

model the prior knowledge about the experiment—both i n idealized situations (section 3.2.3) 

and i n a more realistic one (section 3.2.4). For the more realistic model, we develop an algori thm 

that enumerates peptides wi th their relative prior probabilities above a particular threshold and 

then discuss some aspects of their storage (section 3.2.5). We then describe a fast spectral match 

algori thm that quickly calculates the agreement of al l relevant peptides for a fragment spectrum 

(section 3.2.6). U t i l i z ing a l l the developed notions, we then present the calculation of P r m a x of al l 

candidate peptides for a particular fragment spectrum (section 3.2.7). Final ly , we conclude wi th 
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the summary of the developed methods (section 3.2.8), which also contains a visual diagram of 

their relationships (Fig. 3.2). 

3.2.1 P r e l i m i n a r i e s 

Let us start by introducing the key concepts relevant to our application to peptide detection. In 

general, we introduce the notions of fragment mass spectrum and peptide that correspond to the 

notions of data and cause, respectively, wi th in the computer-scientific framework (section 3.1). 

In the context of our research, a fragment mass spectrum or s imply a fragment spectrum. 

is a measurement of fragment masses of a parental molecule (Fig. 1.1). We model a fragment 

spectrum m as a set {mi,... ,mn} of fragment masses, such that n > 1 and each mi G M + . In 

what follows, we w i l l denote the set of al l fragment mass spectra as M . Al though a fragment 

spectrum always comes wi th intensities associated wi th the corresponding masses, we disregard 

the intensities to simplify our exposition and refer to them only when these matter for our 

purposes. 

Occasionally, we w i l l require the fragment spectrum to be ordered by mass, and we w i l l refer 

to such spectra as mass-ordered fragment spectra. A mass-ordered fragment spectrum M is thus 

a vector M = (mi,..., mn), n > 1, such that each mi G M + for 1 < i < n and rrij < rrij+i for 

1 < i < n. 

Notation In the upcoming definition, we introduce the notion of peptide. We start by first 

specifying its bui lding blocks, its residues. Foremost, each peptide is terminated on both sides by 

terminal residues. We denote the set of applicable terminal residues on the left as A 1 - (N-terminal 

residues), the set of applicable terminal residues on the right as A H (C-terminal residues), and 

the set of the remaining non-terminal residues as A . Each pair of these sets has an empty 

intersection, thus 

A h n A H = 0, A h n A = 0, A H n A = 0. 

Further, we denote al l residues as 

A h H = A U A h U A H . 

Each residue r G A 1 1 has an associated mass 

MASS(r ) G R+. 

Because we pr imar i ly deal w i th modern mass spectrometric measurements, we w i l l assume that 

MASS( r ) corresponds to the monoisotopic mass of residue r . 

We now turn to the definition of a peptide. A l though slightly technical, a peptide is a sequence 

of non-terminal residues terminated on each side by an appropriate terminal residue. 

Definition 5 (Peptide). A peptide is a sequence {p\-,Pi, • • • ,Pn,P-\), n > 1, such that pi- £ A h . 

P-\ G A H , and pi G A for 1 < i < n. 

Because the mass measurement is at the core of mass spectrometric measurements, let us also 

define the mass of a peptide. The mass of a peptide p = (p\-,Pi, • • • ,Pn,P-\), denoted MASS(p) , 
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is the sum of its residues, thus 

M A S S ( p ) = M A S S ( P I - ) + ^2 M A S S ( P i ) + M A S S ( P H ) . 

l<i<n 

Notation We denote the set of al l peptides as P . A l though the set of peptides P is countably 

infinite, we w i l l always work wi th its finite subsets i n peptide detection. In particular, we assume 

that we can always measure the true mass m p of a parental molecule wi th in a tolerance e p > 0. 

The subscript in mp and e p refers to the fact that such mass measurements are performed on 

the precursor level. In accordance, we w i l l typical ly work wi th the subset P m p ± e p of peptides, 

whose parental mass is wi th in the mass range m p ± e p , thus 

Note that the set F m p ± £ p is especially relevant i n data acquired using data-dependent acquisition 

(section 2.1), because besides the fragment spectrum, we always have the measurement rhp of a 

mass of the non-fragmented, parental molecule. 

3.2.2 A g r e e m e n t between pept ides a n d fragment mass spec tra 

We now describe a particular cause-agreement function that links peptides (causes) and fragment 

mass spectra (data). Peptide-spectrum agreements are typical ly defined i n terms of the match 

between a theoretical fragment spectrum predicted for a particular peptide and an observed frag­

ment spectrum. In accordance, we first describe a model for predicting theoretical mass spectra 

of individual peptides (3.2.2.1). Afterward, we define a simple scoring metric that calculates 

the match between two fragment spectra and briefly discuss the possibilities of its extensions 

(3.2.2.2). 

3.2.2.1 Predict ion of fragment mass spectra 

We now turn to the description of a simple peptide fragmentation model [76]. In doing so, we 

wi l l assume that each peptide molecule is fragmented only once, in one out of several possible 

locations along the peptide backbone. Overal l , our a im is to calculate the masses of these 

fragments. 

Residue mass ladders We first describe two notions that help us specify the masses of in­

dividual fragments of a peptide p = {p\-,Pi, • • • ,Pn,P-\)- The prefix residue mass ladder, shortly 

PRM ladder, of peptide p is the set {mi,..., mn} such that 

j<i 

The P R M ladder thus consists of masses for a l l prefixes of the peptide p ( including the mass of 

the N-terminal) . Analogously, we have a suffix residue mass ladder, shortly SRM ladder, which 

P, niP±ep = {q e P I |mp - MASS(g) | < e p } . 
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is a set {mi,..., mn} of masses such that 

M A S S ( P H ) + ^ M A S S ( p j ) . 

3>i 

The S R M ladder thus consists of masses for a l l suffixes of a peptide. 

Shifts from the residue mass ladders The mass ladders introduced above are not yet the 

actual masses of the fragments. Depending on the fragments formed, these masses are further 

shifted based on the specific chemical bond where the fragmentation occurred. For simplicity, we 

wi l l focus on the common C I D and H C D fragmentation techniques, which result predominantly 

in b and y ions. Given our notion of the P R M ladder, the shift for the b ion fragment is then 

— 1.007825 D a (mass of hydrogen), and the corresponding symmetric shift for the y ion fragment 

is then +1.007825 D a . For simplicity, we w i l l not consider neutral losses but refer the reader to 

[76] for their discussion, including discussion of other fragment types. 

Conversion to mass-to-charge ratio Mass spectrometry does not directly measure masses 

but mass-to-charge ratios (MZS) of individual fragment ions. For instance, if we want to calculate 

the agreement between a peptide and some raw experimental fragment spectrum, the peptide's 

theoretical fragment spectrum should contain MZs of individual fragments and not their masses. 

To allow the transformation between the two, we w i l l thus introduce a function 

that assigns M Z to a mass m at a given charge z. The M Z of a mass at charge z, denoted 

M A S S - T O - M z ( m , z), is then 

where M A S S ( P ) = 1.00727647 D a is the mass of a proton. We wi l l also use M A S S - T O - M Z to 

calculate M Z S over sets of masses, thus 

M A S S - T O - M Z ( { m i , . . . , mn}, z) = { M A S S - T C - M Z ( m i , z),..., M A S S - T O - M Z ( m „ , z)}. 

W i t h these notions introduced, we now define the theoretical fragment spectrum of a peptide p 

at a maximal fragment charge z. 

Definition 6 (Theoretical fragment spectrum of a peptide p). Suppose a P R M ladder P of 

a peptide p, and S R M ladder S of a peptide p. Further, suppose the appropriate mass shifts 

Ap and A s for prefix and suffix masses, respectively, depending on the fragment type. Let 

L = {P + Ap) U {S + A s ) be the union of the mass ladders. Then, the theoretical mass spectrum 

of a peptide p at a maximal fragment charge z is a set 

M A S S - T O - M Z : l + x N h > f 

M A S S - T O - M Z ( m , z) 
m + z- MASS(p) 

z 

Ki<z 
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Figure 3.1: Correspondence between experimental and theoretical mass spectra. 

The plot shows an experimental spectrum (black) and the corresponding prefix (blue) and suffix mass 
ladders (red) at maximal charge z = 1. 

Example A particular theoretical spectrum along wi th a corresponding experimental spectrum 

is shown on a figure 3.1. 

Notes on the theoretical mass spectra Let us reiterate that the cause-agreement function 

between peptides and mass spectra is of the form 0 : P x M 4 l A s we mentioned above, 

the calculation of the agreement O is generally approached by predicting a theoretical fragment 

spectrum and then by calculating its match wi th the experimental fragment spectrum. Let us 

thus denote A : P H->• M the function that gives the theoretical spectrum. Then, for some function 

r: M x M i—> X that calculates match between two spectra, it holds that 

@{p, m) = r(A(p) , m). 

Note, however, that the spectrum prediction model, denoted A herein, is non-injective. In 

particular, there are a / 5 £ A such that M A S S ( a ) = M A S S ( 6 ) . A S a result, there are p / g G P 

such that A(p) = A(q), and thus @{p, m) = @(q, m) for al l mass spectra m in any scoring metric 

T. Such an approach is thus fundamentally incapable of differentiating between some peptides 

without resorting to addit ional knowledge. 

3.2.2.2 Calculation of spectral match 

Having defined the model predicting theoretical fragment spectra, we now turn to the calculation 

of an agreement between two fragment mass spectra. For simplicity, we w i l l calculate the the 

number of matching fragments ( N M F ) between the spectra, and afterward briefly discuss some 

of its extensions. Nevertheless, as matching the spectra up to tolerance e > 0 has a potentially 

undesirable behavior when e > 0, let us briefly study its properties. 

Convention In what follows, we w i l l often refer to two types of fragment spectra depending on 

their source. The theoretical fragment spectrum, predicted from a mass fragmentation model, w i l l 

„ 1-0 
a 

= 
o 

c 
> 

0.5 

Je 0.0 
q 
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be denoted by T. The experimental fragment spectrum, measured using the mass spectrometer, 

wi l l be denoted by E. 

Notation Let us denote Me(T, E) the set of indices of corresponding matching fragments be­

tween mass spectra T and E up to tolerance e, where \T\ = n, \E\ = m. Thus, 

Kl e (T, J E;) = { < i , j ) € { l , . . . , n } x { l , . . . , m } | | i i ­ e J ­ | < e } . 

We start with the definition of the total count of fragments that match a fragment in the 

other spectrum. 

Definition 7 (The total count of matching fragments). Suppose a mass­ordered mass spectrum 

T = (ti,..., tn), a mass­ordered mass spectrum E = (e\,..., em), and a match tolerance e > 0. 

The total count of matching fragments between a mass spectrum T and £ up to a tolerance e, 

denoted T C M F ě ( T , E), is 

T C M F e ( T , E) = I B £ (T,E)\. 

The T C M F has a certain desirable property, namely that the order of the spectra i n such a 

metric does not matter, thus 

T C M F e ( T , E) = TCMFe(E,T). 

However, the T C M F has also an undesirable property: it can happen that T C M F ( T , E) > \T\. For 

instance, suppose 

T=(0),E=(0,l),e = l. 

Then, T C M F ( T , E) = 2. Such behavior is undesirable because we would prefer that the matching 

fragments are counted only once. 

To overcome this problem, we slightly adjust the metric by considering a particular spectrum 

as a reference spectrum and count how many of its fragments are matched by a fragment i n the 

other spectrum. 

Definition 8 (The number of fragments i n a mass spectrum T matching a fragment i n a mass 

spectrum E). Suppose a mass­ordered mass spectrum T = (ti,... ,tn), a mass­ordered mass 

spectrum E = ( e i , . . . , em), and a match tolerance e > 0. The number of fragments i n a mass 

spectrum T matching a fragment i n a mass spectrum E with in match tolerance e, denoted 

N M F £ ( T , E), is then 

\{ie{i,...,n}\(i,j)e®e(T,E)}\. 

The previous definition of N M F thus specifies a simple agreement between the theoretical and 

the experimental spectrum. Further, the N M F metric wi l l be our primary metric which we w i l l 

utilize i n peptide detection in the course of the thesis. Nonetheless, we should remain cautious 

about its use because it can happen that 

N M F e ( T , E) Ý N M F e ( £ , T ) . 
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For instance, suppose again 

T = {0),E= (0,1), and e = 1. 

Then N M F e ( T , E) = 1, while N M F £ ( £ , T) = 2. The order of spectra i n calculating the number of 

fragments is thus relevant. Nevertheless, for al l our purposes, we are interested in the number of 

fragments i n the theoretical spectrum matching a fragment i n the experimental spectrum. W i t h 

that being said, we now show under what conditions the order does not matter. 

L e m m a 1. Suppose a mass-ordered mass spectrum T = {t\,... ,tn), a mass-ordered mass spec­

trum E = ( e i , . . . , em), and a match tolerance e > 0. Now suppose that 

\U+i — U\ > 2e, 1 < i < n, 

and 

\ej+i — ej\ > 2e, 1 < j < m. 

Then, 

N M F e ( T , E) = N M F £ ( £ , T). 

Proof. The idea is that each fragment i n one spectrum can match at most one fragment in the 

other spectrum. Suppose a fragment ti is wi th in e of fragment ej. Then ti can not match ej+\ 

because ti + e < ej+\. To see this, first suppose ej = ti — e. Then ti + e = ej + 2e < ej+\. Now 

suppose ej > U — e. Then, ti + e < ej + 2e < ej+\. Using a similar reasoning i n the opposite 

direction, we can show that ti — e > e.j-\. Analogously, we can exchange the roles of ti and 

ej, showing that each fragment i n one spectrum can match at most one fragment in the other 

spectrum. The result then follows. • 

The lemma thus shows that as long as there are sufficiently large differences in the consecutive 

mass fragments (i.e., > 2e), the order of the spectra does not matter. 

Extensions of N M F The N M F metric is a simple metric w i th straightforward interpretation 

and can be thus considered as a starting reference point. In our research [1], we considered 

several direct extensions of the metric by various uses of fragment intensities, normalizations, 

and suppression of noise peaks—such extensions generally improved the detection performance. 

Nevertheless, as our overall focus is on the importance of peptide prior probabilities in peptide 

detection, we leave the metric as is—knowing that we are likely to obtain better performance 

wi th a more involved scoring metric. 

3.2.3 S i m p l e pept ide pr ior p r o b a b i l i t y mode l s 

The section describes various simple models of peptide prior probabilities. These models illustrate 

several ways to express the prior knowledge about an experiment and also serve as an introduction 

to the more realistic model developed i n the next section (3.2.4). In practice, we uti l ize these 

models for the analysis of peptide detection in idealized circumstances (5.1), wherein we directly 

use the Bayesian model for calculating posterior probabilities of a l l candidate peptides because 

the number of such candidates is reasonably low (i.e., < 10 8 ) . A l though the prior models are 
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simple, they nevertheless a im to capture a particular aspect of situations encountered in the 

computational detection of peptides. 

We now specify what we mean by peptide prior probabil i ty models. Note that in assigning 

the prior probabilities to peptides, we always refer to the finite set ^mp±ep of peptides wi th in the 

corresponding mass range. 

Definition 9 (Peptide relative prior probabil i ty model) . A peptide relative prior probabil i ty 

model is a function 

P r * : F l h p ± 6 p ^ R + . 

Definition 10 (Peptide prior probabil i ty model) . A peptide prior probabil i ty model is a peptide 

relative prior probabil i ty model P r * such that 

£ P r * ( p ) = l . 
p 

Note that it often suffices to work wi th a relative prior probabil i ty model. For instance, such 

a model is enough to calculate the maximal posterior probabil i ty of a peptide (section 3.1.2). 

In addit ion, we can often normalize the relative prior probabilities to obtain a prior probabil i ty 

model. A s a result, we often consider these models interchangeable and focus on their differences 

only when these matter for intended purposes. 

3.2.3.1 Uni form prior 

The uniform prior refers to a si tuation when essentially no prior knowledge about expected 

peptides is available, or its use is not desirable. In such case, for al l p G ^rhp±epi we have 

Pr*(p) = 1. 

The use of such a model then refers to a completely-unaware peptide sequencing de novo. 

3.2.3.2 Residue distribution prior 

The model captures a si tuation when some residues are more likely a priori than others. Thus 

suppose a dis tr ibut ion of residues 

P r / 3 : A 1 1 i-> (0,1), 

such that 

E P r M r ) = L 

r e A h H 

In this model, we define the relative prior probabil i ty of a peptide p as follows: 

P r ^ ( ( p i , . . . , p n ) ) = n P r j g ( p i ) . 
i. 

The model then corresponds to sequencing de novo w i th expectations over the dis tr ibut ion of 

residues for correct peptides. 
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3.2.3.3 Pr ior based on expected cutting after a residue 

The model is motivated by the properties of enzymes used i n bottom-up proteomics. In particu­

lar, many such enzymes cut a protein sequence wi th a certain probabil i ty after a specific residue. 

Thus, let us have a function 

which gives the probabil i ty of an enzyme cut t ing a sequence after encountering a particular non­

terminal residue. We define the relative prior probabil i ty of peptide p based on the cleavage 

model a, denoted Pr*(p) , as 

\ i = l / 

In other words, it is the mul t ip l icat ion of probabilities that a peptide was cut after the last 

residue and never before. 

Note If a peptide is to be produced in typical bottom-up proteomics experiments, the cutt ing 

happens over some parental sequence. A s a result, one could also consider the unknown residue 

just before p\. However, we would require addit ional knowledge about the experiment, for 

instance, the expected parental sequences or the expected dis tr ibut ion of residues. In this model, 

we do not consider such situations; we do so, however, in a more realistic model introduced 

later (section 3.2.4). The use of the model corresponds to sequencing de novo, however, wi th 

preferences for some sequences based on the expected behavior of the enzyme. 

3.2.3.4 Distance to a single sequence 

The model corresponds to a si tuation when we expect a particular sequence q and assume that 

sequences p closer to the expected sequence q are more likely a pr ior i . We define the relative 

prior probabil i ty Pr*(p) through a distance 

A : P X P H > 1 + 

between a peptide p and the expected peptide q. We then define the prior probabilities i n such 

a model as 

for some c £ (0,1) that specifies how the prior probabil i ty of a peptide decreases wi th its increase 

in distance to q. The model corresponds to a si tuation when we expect a particular reference 

peptide and a im to detect its deviations. 

3.2.3.5 M i n i m a l distance to multiple sequences 

The following prior model generalizes the previous model by considering mult iple sequences and 

a minimal distance to any of them. Thus, suppose a distance function 

a : A i - ) - (0,1) 

Pr*(p) = c

Afe<?) 

A : P x P h ) K + 
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and a set P of peptides. For each p G ^rhp±tp, let us have the min imal distance of a peptide p to 

any peptide q in P. 

D I S T ( P , P) = m i n A(p, q). 
q£P 

Then, the prior model is 
Pr*(p) = C D I S T ( P , P ) ) 

for some c G (0,1) specifying how the prior probabil i ty of a peptide decreases wi th its increase in 

min imal distance. Such a prior model then corresponds to a reference-guided search, applicable, 

for instance, to detecting variants of reference peptides. 

3.2.4 A m o r e real ist ic p r i o r p r o b a b i l i t y m o d e l 

Herein, we develop a more realistic model of peptide prior probabilities, which aims to be usable 

in analyzing typical computat ional proteomics data. In this model, we assume that indiv idual 

peptides originate from a set of reference proteins through modification, substitution, and cleav­

age events. Further, we assume that these events are statistically independent, allowing us to 

derive some aspects of the relative prior probabilities. S t i l l , the model only aims to be realistic 

to a certain degree; as a result, we wi l l make several assumptions to simplify both the model and 

the calculation of the relative prior probabilities. 

Notation Let us first introduce some addit ional notation to simplify the exposition. In general, 

we assume that the parental sequences consist only of a subset A A

H of al l residues A 1 '. We refer 

to such a subset as reference residues. The A ^ - 1 consists of twenty amino acids A A used by cells 

during the synthesis of proteins and of standard non-modified terminals: h and H. We have 

A ^ = A A U { h , H } . 

For completeness, let us also specify the A A by using one-letter code for amino acids, thus 

A A = {A, C, D , E , F , G, H , I , K, L , M, N , P , Q, R , S, T , V, W, Y} 

Furthermore, each non-reference residue r G A 1 1 \ A A

H corresponds to a single reference residue 

b G A ^ H , denoting such a reference residue \.r = b. For each reference residue r G A ^ H , we also 

let \. r = r to simplify the presentation. 

Example Suppose there is a non-reference residue M © Oxidation, representing an oxidized 

methionine. Then, the corresponding reference residue of the non-reference residue M©0xidation 
is M and thus J, M © Oxidation = M. 

Definition 11 (Modified form of a residue). A residue b G A 1 1 is a modified form of a residue 

a G A A

H i f X b = a. 

Definition 12 (Substituted form of a residue). A residue 6 is a substituted form of a residue 

a G A A if b G A A . 

Note that we always consider the non-modified form of a residue as one of its modified forms, 

and we do analogously for the substituted form of a residue. 
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3.2.4.1 Modification of a residue 

We now introduce some addit ional notation for modified residues. Let us denote 

A^(a) = { 6 G A H | ib = a}, 

the set of modified forms of a residue a G A ^ H . Further, let us denote M.a(b) the expected 

proportion of a modified form b G A 1 1 of a residue a G A ^ H . In general, we wi l l assume that we 

consider al l modified forms. Final ly , because we also consider the absence of modification, the 

sum over al l forms b of o normalizes to one, thus: 

Y/Ma(b) = l. 
b 

Example For instance, suppose there are only two possible forms of amino acid Methionine 

(M): its non-modified form (M) and its oxidized form (M © Oxidation). For simplicity, suppose we 

would expect to see both forms in equal proportions. Then, 

M(M) = {M, M © Oxidation}, 

and 

•A4M(M) = - = A 4 M ( M © Oxidation). 

3.2.4.2 Substitution of a residue 

Similar ly as we d id for the modified forms, let us denote S(a) the set of substituted forms of 

a residue a. Actual ly , 5(a) = A A . Analogously as for the modified forms, we denote Sa(b) 

the expected proport ion of a substituted form b G A A of a G A A . Because we also include no 

substitution and because we assume that we consider a l l reference residues, the proport ion of all 

substituted forms over each a G A A sums to one, thus: 

£ S « ( & ) = 1. 

b 

Example Suppose a reference amino acid r = M. Then the S(r) = A A . Let us specify, for 

instance, the expected proport ion of I substituted from M to be 10~ 4 , thus <SM(I) = 10~ 4 . 

3.2.4.3 Expected proportion of a residue form 

We now combine the notions of a modification and a substi tution of a residue. Let us denote 

the expected proport ion of a residue b G A 1 1 originating from a residue a G A ^ - 1 as P r ( a —> b). 

Then we have the following: 

L e m m a 2 (Expected proport ion of a residue form). Suppose that the events of modification and 

substitution of residues are statistically independent. Then 

Pi(a^b) = Sa(i b)-Mlb(b). 

Proof. F rom the statistical independence. • 
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Example For instance, the expected proport ion of an oxidized Methionine (M © Oxidation) 
originating from Cysteine (C) then equals 

SC(M) • - M M(M © Oxidation). 

Notation Similarly, as we d id for modifications and substitutions, we now introduce the no­

tat ion of al l forms J- of a reference residue a. Then J-(a) = A and J-a{b) = P r ( a —> b). 

3.2.4.4 Expected proportion of a sequence form 

We now expand the notion of the expected proport ion of a residue form over a sequence of 

residues. Let us denote 

P r ( ( s i , . . . , s j ) -> (pi,...,Pi)) 

the expected proport ion of a sequence form {pi, • • • ,Pi) originating from a sequence s = (si,..., si) 

of the same length, such that that each residue pi originated from Sj. 

L e m m a 3 (Expected proport ion of a sequence form). Suppose that the events of modifications 

and substitutions over individual residues are statistically independent. Then 

P r ( ( s i , . . . , s j ) -> (pi,...,Pi)) = J J P r ( s j -+Pi). 
i. 

Proof. F r o m the statistical independence. • 

3.2.4.5 General structure of cutting 

The notions introduced i n the previous sections give the expected proport ion of a particular form 

of a peptide. However, to obtain such a peptide, we also require that some parental sequence 

was first cut accordingly. Let us first consider the situation i n general without resorting to an 

actual sequence cut t ing model . For simplicity, we w i l l also ignore the terminal residues. Thus, 

given a parental sequence 

s = ( s i , . . .,sn),n > 1, 

we need to specify the expected proport ion of each cut of s starting at i and ending at j, denoted 

i A j, for 1 < i < j < n. We w i l l denote the expected proport ion of such a cut as 

Pr(s ---> j A j ) . 

Overal l , it must hold that 

P r ( s ---> i A j) = 1. 
1< i<j<n 

In other words, we thus need to specify the proportions of al l possible cuts. 

3.2.4.6 Expected proportions of cuts in a cleavage-after-residue model 

Let us now focus on a cut t ing model that cuts after a residue, s imilar ly as we d id in our cut-after-

residue model in the section 3.2.3.3. For simplicity, we w i l l again ignore the terminal residues. 

Thus, suppose we have the expected proport ion of cuts after a residue a: A i-> (0,1) and a 
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parental sequence s = (si,..., sn). We w i l l assume a particular expected behavior of the relative 

prior probabilities of indiv idual cuts and then specify a model that conforms to such behavior. 

Independence of cut position We start wi th the independence of the expected proport ion 

of a cut on the posit ion of a subsequence wi th in the parental sequence. Suppose that a sequence 

s contains a sequence p = (p\,... ,pn) at two positions, starting at fa and /&. We assume that if 

the residue before each of these subsequences is the same, thus Sfa_l = S f b l , the relative prior 

probabilities of the cuts are the same as well, thus 

P r * ( S —> fa A fa+n-l) = Pl*a(S —> fb A fb+n-l)- (3.5) 

If the residue just before either subsequence differs, we assume the following relationship among 

the relative prior probabilities: 

P r « ( s fa A /o+n- l ) = « ( ^ / a - l ) ,g g x 

Pr*(s — -> / 6 A fb+n-l) a(sh-i)' 

In other words, the ratio of the relative prior probabilities of the whole cuts equals the ratio of 

the expected proportions of cuts after the residues just before each subsequence. 

Single residue difference within same-length subsequences Now we consider a situation 

when two subsequences differ i n a single residue. Thus, suppose that the sequence s contains 

subsequences p and q of the same length, starting at positions fa and fb, respectively, and that the 

residue just before them is the same, thus Sfa_l = S f b l . Further, suppose that p = (p\,... ,pn) 

and q = (q \ , . . . , qn) differ in their i - th residue only. 

Now, suppose that i = n, thus i corresponds to the last residue. We assume that 

P r « ( s fa & fa+n-l) = « ( / « + „ - 1 ) , G ^ 

Pl*a(S —> fb A fb+n-l) « ( A + n - l ) ' 

In other words, the ratio of the cuts equals the ratio of the expected proport ion of cuts after the 

last residue. 

Now suppose that the different residue is any residue except the last one, thus i < n. Then, 

we assume that 

P r* ( s fa A / a + n - i ) = / ( l -ajpi^y1 

Pr*(s —> fb A fb+n-l) V ( ! - « ( * ) ) / 

In other words, the ratio of the cuts equals the inverse of the expected proport ion of not cutt ing. 

Cleavage model Having specified the expected behavior of cuts, we now provide a model that 

satisfies the equations 3.5-3.8. In this model, the relative prior probabil i ty of a cut / A t from 

a sequence s, is then 

Pi*a(s —> / A t) = P r a ( a / _ i ) J ] (1 - P r a ( a i ) ) • Pia(st). 
f<i<t 
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3.2.4.7 Expected proportion of a cut of a particular form 

We now combine the notions of modification, substitution, and cleavage events. Thus, suppose a 

parental sequence s = (h, s i , . . . , sm, H), and a peptide p = {p\-,Pi, • • • ,Pn,P-\), such that n < m. 

In what follows, we define the expected proport ion of a cut of form p, from parental sequence s, 

starting at posit ion i, denoting it as Pr*(s ---> p). 
i 

Definition 13 (Expected proport ion of a cut of form p of s starting at posit ion i). The expected 

proportion of a cut of form p of parental sequence s starting at posit ion i, denoted Pr*(s —* p), 
i 

is defined as follows: 

Pr*(s —>p) = Pr* ( s — -> i A i + n - 1) • P r ( ( s i , . . . , s i + n _ i ) -> ( p i , . . . ,pn)) • M^iph) • - M H ( P H ) -

Clarification In other words, the Pr*(s ---> p) is equal to the mult ipl icat ion of the following: 
i 

• the expected proport ion of the cut of s of length n , starting at posit ion v. 

• the expected proport ion of sequence form (pi,... ,pn) of sequence (SJ, . . . , Si+n-i): 

• the expected proport ion of N-terminal form p\~; and 

• the expected proport ion of C-terminal form p-\. 

3.2.4.8 M a x i m a l expected proportion of a sequence form 

To further simplify our model and calculations, we w i l l focus only on the maximal expected 

proportion of a sequence form. Let us denote P r ^ i a x ( s —* p) the maximal expected proport ion of 

a sequence fo rmp = (p\-,pi, • • •, pn,P-\) originating from a parental sequence s = (h, si,..., sm H) 

at some starting posit ion i. 

L e m m a 4 ( M a x i m a l expected proport ion of a sequence form p originating from a sequence s). 

Prmaxfs —» P) = , . . m a x Pr*(s p). 

Proof. The only indices over which Pr*(s ---> p) is defined are i € { 1 , . . . , m — n + 1}. • 
j 

Similarly, let us denote P r ^ a x ( 5 p) the maximal expected proport ion of a sequence form 

p originating from sequences = {S\,..., 5 n } . 

Theorem 2 ( M a x i m a l expected proport ion of a sequence form p originating from a sequence in 

S). 

PrmaxC-S* —» p) = m a x P 4 a x ( s — » p). 

Proof. Straightforward. • 

T h e model F inal ly , we set the relative prior probabil i ty of p as the maximal expected propor­

t ion of a sequence p originating from a sequence in S, thus 

Pr*(p) = P 4 a x ( S - + p ) . (3.9) 

35 



CHAPTER 3. THEORETICAL FRAMEWORK 

Note A s is evident from our relative prior probabil i ty model, we focus on the maximal propor­

t ion of a sequence form p. Such a model creates some imprecision, e.g., if a particular sequence 

f o r m p can originate from mult iple parental sequences or mult iple positions, its expected propor­

t ion should be correspondingly higher. Nevertheless, we neglect the imprecision for the sake of 

simplicity. 

3.2.5 E n u m e r a t i o n of pept ides 

Herein, we introduce an algori thm that enumerates peptides and their relative prior probabilities 

according to the more realistic prior probabil i ty model (section 3.2.4). Overal l , we uti l ize the al­

gori thm to obtain al l peptides whose min imal relative prior probabil i ty is above some prespecified 

threshold p m u i . In turn, this allows us to calculate the maximal posterior probabil i ty P r m a x for al l 

peptides wi th prior probabilities above p m i n given their agreements wi th the fragment spectrum. 

In what follows, we first describe the algori thm itself (section 3.2.5.1), illustrate its behavior for 

simplified parameters of the prior model (section 3.2.5.2) and then discuss the organization of 

the peptides by means of their parental mass (section 3.2.5.3). 

3.2.5.1 Peptide enumeration algorithm 

We now introduce the peptide enumeration algori thm for the more realistic prior probabil i ty 

model (section 3.2.4). A l though the algorithm's operation is quite simple, a few technical aspects 

require consideration. Altogether, the algori thm consists of three procedures, and is presented in 

a detailed pseudocode on listings 1 and 2. Let us now provide a brief overview of its functioning. 

We start w i th the high-level procedure B U I L D - P E P T I D E S , whose output is the desired vec­

tor of peptides and their relative prior probabilities (listing 1). B U I L D - P E P T I D E S takes a set 

S of parental sequences, and for each sequence s £ S, obtains peptides and their relative prior 

probabilities using B U I L D - P E P T I D E S - F R O M - S E Q procedure. Afterward, it retains each peptide's 

maximal relative prior probabil i ty by aggregating over its relative prior probabilities (over indi­

v idual parental sequences or mult iple positions wi th in the sequence). The algori thm also takes 

two addit ional parameters: the min imal relative prior probabil i ty p m i n and the desired mass range 

(TWmin, m m a x ) of peptides. These parameters specify the desired depth of the peptide database 

(Pmin), along wi th its wid th ( ( m m i n , m m a x ) ) . 

We now turn to the mid-level procedure B U I L D - P E P T I D E S - F R O M - S E Q , which works on the 

level of a single parental sequence s (listing 1). For each starting posit ion i of s, the procedure 

initializes the relative prior probabil i ty of the peptide to be constructed, based on the cleavage 

probabil i ty of the previous residue and the expected proportions of forms of its terminal 

residues. Once ini t ial ized, it invokes the recursive E N U M E R A T E procedure, responsible for the 

actual construction of the peptides. 

The E N U M E R A T E procedure, i n essence, recursively adds any applicable form of the next 

residue from the parental sequence while keeping track of its relative prior probabil i ty (listing 2). 

The procedure also calculates the peptide's relative prior probabil i ty i f cut after the currently 

incorporated residue (pcieaved) and if extended (^extended)- If the peptide q is of a sufficiently high 

relative prior probabil i ty (i.e., p cieaved > Pmin) and of appropriate mass (i.e., mm\n < M A S S ( g ) < 

mmax) , it stores the peptide and its relative prior probabili ty. O n the other hand, i f the relative 

prior probabil i ty is already too low (i.e., p cieaved < Pmin and extended < Pram), or if the mass of a 
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peptide is already too high, the procedure abandons the search. Once completed, the procedure 

thus returns al l peptides that start at the posit ion i wi th in sequence s, and are of appropriate 

relative prior probabilities and masses. 

3.2.5.2 Illustration of peptide enumeration 

Let us show some examples of the output of the algori thm for peptide enumeration. In what 

follows, we w i l l always consider the same parental sequence s = L V V V M K G V G K , expressed as a 

sequence of one-letter amino acid codes, min imal prior probabil i ty p m i n = 0 . 1 , and a complete 

mass range ( m m i n = 0 , and m m a x = oo). To increase the clari ty of the exposition, we ignore the 

non-terminal residues. Let us denote f(s) the result of the procedure B U I L D - P E P T I D E S - F R O M -

S E Q ( S , p m i n , ( w - m i n , m m a x ) ) . We now show f(s) for several examples. 

N o events allowed Suppose that no modifications, no substitutions, and no cleavage events 

are allowed. Thus, for al l a G A A , J-a(o>) = 1 ; specifying that only non-modified forms are 

allowed. Furthermore, for each b G A , a{b) = 0 , specifying that no cleavage is allowed. Then 

f(s) = ((s, 1 .0 ) ) , 

because nothing can happen to the parental sequence. 

Cleavage always after a residue Suppose the configuration is as i n the previous example 

but let us specify that the cleavage always happens after a residue K, thus a(K) = 1.0. Then 

f(s) = ( ( L V V V M K , 1 .0) , (GVGK, 1 .0 ) ) . 

Relaxed cleavage after a residue Now let us relax the cleaving, and suppose a(K) = 0 . 9 . 

Then 

f(s) = ( ( L V V V M K , 0 . 9 ) , (GVGK, 0 . 9 ) , ( L V V V M K G V G K , 0 . 1 ) ) . 

Note that the relative prior probabil i ty of the last peptide is lower because it contains a residue 

K that was not cleaved. 

A single applicable modification F inal ly , let us consider a single applicable modification, 

and again, no cleavage is allowed. Suppose J R M ( M 0 X I D A T L O N ) = 0 . 5 . Then, 

f(s) = ( ( L V V V M K G V G K , 0 . 5 ) , ( L V V V M 0 X I D A T I O N K G V G K , 0 . 5 ) ) . 

T h e number of modified forms F inal ly , we note that the number of modifications is rather 

large i n practice. For instance, as of 2 0 2 1 , the average number of modifications applicable to a 

residue r G A ^ H is around 1 4 0 , as derived from the U n i m o d database [77] . Thus, i f the pm-m for 

the generation of peptides is low, the number of generated peptides can get high. 
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Listing 1: Enumerat ion of peptides above min imal relative prior probabil i ty (part 1) 

/ * High-level procedure * / 
/ * Produces peptides and their maximal relative prior probabilities from a set of reference 

sequences. * / 
Function B u i L D - P E P T i D E S ( 5 , p m i n , ( m m i n , m m a x ) ) : 

Data: Reference sequences S = {si,..., sn} 
M i n i m a l relative prior probabil i ty p m i n 

Peptide mass range ( m m m , m m a x ) 
Result: Vector Q of peptides and their relative prior probabilities 
begin 

foreach s 6 S do 
Q s <- B U I L D - P E P T I D E S - F R O M - S E Q ( S , p m i n , ( m m i n , m m a x ) ) 

end 
/ * Concatenate the results, Q = (P ,R) * / 

s 
/ * Reta in the maximal relative prior probabil i ty per peptide * / 
Q <— U N I Q U E - P E P T I D E S - W I T H - M A X - P ( Q ) 

return Q 
end 

/ * Mid- leve l procedure * / 
/ * Produces peptides and their relative prior probabilities from a given reference 

sequence. * / 
Function B u i L D - P E P T I D E S - F R O M - S E Q ( s , p m j n , (mmin, mmax}): 

Data: Reference sequence s = (h, s i , . . . , Sk, H) 
/ * See the explanations of the following parameters i n the algori thm above * / 
Pmini ( m m i n , m m a x ) 

Result: Vector Q = (P ,R) of peptides P and their relative prior probabilities R 
begin 

/ * Initialize result * / 

Q < - 0 
/ * For each starting posit ion excluding N - and C-termini * / 
foreach i G ( 1 , . . . , k) do 

/ * Cleavage required before the previous residue * / 
/ * N O T E : We set a(h) = 1 because the cleavage does not happen (and let SQ 

be h) * / 
Pinitial <~ a(Si-l) 
foreach n G do '* For each form of N- terminal * / 

foreach c G M(-\) do * For each form of C- terminal * / 
/ * Include expected proportions of N - and C-termini forms * / 
V <~ Pinitial • M^{n) • M^{c) 
/ * Create the peptides (see l ist ing 2 ) * / 
E N U M E R A T E ^ , i, i, M A S s ( n ) + M A S s ( c ) , p , p , n , c , p m i n , ( m m i n , m m a x ) , Q ) 

end 
end 

end 
return QT 

end 
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List in g 2 : Enumerat ion of peptides above min imal relative prior probabil i ty (part 2) 

/ * Low-level procedure * / 
/ * A function generating peptides and their relative prior probabilities * / 
Function E N U M E R A T E ^ , i, f, m,pextended,Pcieaved, n, c,pmm, ( m m i n , m m a x ) , Q): 

Data: Sequence s = (SQ, ..., Sfc) 
Current posit ion i wi th in s 
Init ial posit ion / wi th in s 
Expected proport ion ^extended i f the current peptide is extended 
Expected proport ion pcieaved if the current peptide is cleaved 
/ * The following parameters remain fixed * / 
Form n of N- term 
Form c of C- term 
M i n i m a l relative prior probabil i ty p m j , n 

Peptide mass range ( m m i n , m m a x } 
Vector Q to store the results 

/ * A C C E P T A N C E * / 

/ * If the peptide is of interest * / 
if i > f and m > m m i n and m < m m a x and pcleaved > Pmin then 

A P P E N D ( Q , ((n,Sf,...,Si-l,c), cleaved}) 

end 

* R E J E C T I O N * / 

if i > k then / * Al ready at protein's C- term * / 
return 

end 
if Pextended < Pmin and pcieaVed < Pmin then / * Peptide probabil i ty already too low * 

return 
end 
if m > m m a x then / * Peptide mass already too high * / 

return 
end 

/ * [ I N C O R P O R A T I O N O F A N E W R E S I D U E ] * / 

/ * Store the original residue * / 

foreach r £ T{e) do /'* For each form of e (including the raw form) * / 

/ * Ob ta in the expected proport ion * / 
r p <- Te(r) 

if i < k — 1 then * If st i l l not at the C-term of the parental sequence * 
/ * Expected proport ion i f cleaved after the new residue * / 

Pcleaved ^ Pextended ' ' OL{T) 
/ * Expected proport ion if not cleaved after the new residue * / 

^extended* <~ Pextended • T P • (1 - <*(/)) 
end 
else / * Otherwise, the cleavage is not happening * / 

Pcleaved ^ Pextended ' 
Pextended ^ Pextended ' fp 

end 

s i 4- r /* Change the residue * / 
E N U M E R A T E ^ , i + f, m+MASs(r),p extended*,Pcieaved*, n, c , p m m , ( m m i n , m m a x ) , Q ) 

s i 4- e / * Change the residue back * / 
end 
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3.2.5.3 Indexation by precursor mass 

Herein, we w i l l focus on the indexation of the database by parental mass of the peptides. Let us 

reiterate that the B U I L D - P E P T I D E S procedure gives a vector 

Q = ((Pl,Pr*(Pl)),...,(Pn,Pr*(Pn)))T 

such that Pr*(j}j) > Pram and M A S S ( P J ) G ( m m i n , m m a x ) , for a given range of masses ( m m i n , m m a x ) 

and a min imal relative prior probabil i ty p m i n . In computat ional proteomics, one typical ly calcu­

lates the spectral match only for peptides of a specific mass range. This is because the true mass 

m p of the non-fragmented molecule is assumed to be wi th in a particular prespecified tolerance e p 

of the measured mass rhp. Thus, we generally assume that mp G m p ± e p , and thus the correct 

peptide is wi th in P m p ± e p -

A s a result, it is meaningful to organize Q by peptide mass because we w i l l typical ly retrieve 

peptides by their masses. Note that one option is to just sort the peptides according to their mass. 

However, because we wi l l also use a fast search algori thm that calculates spectral match wi th al l 

peptides i n its index, it is beneficial to split the vector Q into its non-overlapping subvectors. In 

practice, we set up mass bins of fixed-width w, and let them start at 0 to simplify the formulas. 

Let us thus denote the mass range corresponding to a b in b as 

Mb = (b-w,(b+ 1) -w). (3.10) 

Then, we wi l l store separately the corresponding subvectors 

Qb = ((p,r) G Q T I M A S S ( P ) G Mb)T. 

The part i t ioning of the database by peptide masses then natural ly fits w i th a fast spectral match 

which we describe i n the following section. 

Notes on building the peptide database Note that another way to obtain the database bins 

Qb would be to repeatedly invoke the procedure B U I L D - P E P T I D E S w i th the corresponding mass 

ranges Mb. A l though such an approach would be equivalent from the perspective of the resulting 

data, it would be very inefficient computationally. In particular, in the recursive procedure 

E N U M E R A T E , a potentially huge number of peptides would have to be repeatedly dismissed— 

because of their small mass unt i l reaching the min imal mass m m i n acceptable for storing. Instead, 

it is much more efficient to bu i ld the peptides for a wide mass range and then par t i t ion the 

resulting database. 

3.2.6 Fast spectra l m a t c h 

Herein, we describe a fragment-indexation method that allows fast calculation of spectral matches 

between a large number of fragment spectra and a single fragment spectrum. Note that a similar 

method is implemented i n the open-search approach of MSFragger algori thm [10]. For typical 

applications in computat ional proteomics, the mult iple fragment spectra would correspond to 

the theoretical fragment spectra of candidate peptides and the single fragment spectrum to an 

actual measured fragment spectrum. Firs t , we introduce the construction of the fragment-ion 
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index (section 3.2.6.1), a central structure which allows fast calculation of spectral matches 

(section 3.2.6.2). Afterward, we adapt the algori thm to return spectral match wi th a l l peptides 

wi th in a specified mass range (section 3.2.6.3) while using a mass-partitioned database. Final ly , 

we describe an algorithmic opt imizat ion that loads only a small part of the fragment-ion index— 

tailored part icularly to the measured fragment spectrum (3.2.6.4). 

3.2.6.1 Construction of a fragment-ion index 

We now turn to the construction of a fragment-ion index. We start first by defining what we 

mean by a fragment-ion index for a vector of mass spectra T . 

Definition 14 (Fragment-ion index). A fragment-ion index for a vector T = (T\,...,Tn) of 

mass spectra is a vector F = ( ( m i , ..., (mi, ii)),m,j < m,j+i w i th no duplicate elements, such 

that 

(m, k) € F i f and only if m G Tfc. 

A s indicated by the s implici ty of the definition, the construction of a fragment-ion index is 

straightforward. Overal l , we concatenate al l the fragment spectra from T , while keeping track of 

the index of their parental spectrum. Final ly , we sort the concatenated structure by the fragment 

mass. The function B U I L D - F R A G M E N T - I O N - I N D E X on l ist ing 3 thus constructs the fragment-

ion index by the method we just described. Note that we chose the names of the functions in 

pseudocode to correspond to those i n python's N u m P y library. 

Listing 3: Construct ion of a fragment-ion index 

Function B U I L D - F R A G M E N T - I O N - I N D E X ( T): 

Data: Vector T = ( T i , . . . , Tn) of fragment mass spectra 
Result: Fragment-ion index F for fragment mass spectra T 
begin 

/ * Linearize the vector * / 
L <— C O N C A T E N A T E ( T ) 

/ * Create a vector / of the same length as L such that * / 
/* Ij contains an index of the parental mass spectrum * / 
/ * to which Lj corresponds. * / 
/ <— R E P E A T ( ( 1 , . . . , n) , M A P ( L E N G T H , T ) ) 

/ * Ob ta in the sorting indices for L * / 
A < - A R G S O R T ( L ) 

/ * Reorder the arrays to create the fragment-ion index * / 
F <- Zw(L[A],I[A]) 
return F 

end 

Let us now analyze the complexity of the algori thm depending on the length n of the vector 

T of mass spectra. For simplicity, we w i l l assume that the number of fragments in indiv idual 

mass spectra T, is constant. The most t ime-demanding part of the algori thm is the sort of the 

concatenated array, which can be done i n O ( n l o g n ) time. Final ly , we note that even though 

the fragment-ion index can be constructed efficiently, its construction is relatively infrequent in 

practice. 
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3.2.6.2 Matching against the fragment-ion index 

We now turn to the calculation of a spectral match wi th al l fragment spectra from the fragment-

ion index. In doing so, we w i l l ut i l ize the N M F metric that calculates the number of matching 

fragments between two spectra, as described i n section 3 . 2 . 2 . 2 . In what follows, let us have an 

experimental fragment spectrum E = ( e i , . . . , e^), vector of fragment spectra T , their fragment-

ion index F , and a match tolerance e > 0 . 

Conceptually, calculating the match of spectrum E against al l spectra from T is straight­

forward. For each fragment e G E, we use a binary search to locate the fragments that are 

wi th in tolerance e in the sorted fragment-ion index F . Because the fragment-ion index F keeps 

track of the parental indices, we then increase the matches for spectra at these parental indices. 

Nonetheless, we need to make sure that each fragment from the theoretical spectra F is counted 

at most once, such that we indeed calculate N M F e ( T a , E) for each Ta G T . For this, we util ize an 

additional array that keeps track of whether a fragment was already counted and increase the 

match only when it was not. Th i s concludes the description of the algorithm, and we present 

the pseudocode of the function F A S T - M A T C H on l ist ing 4 . 

Let us now prove that the algori thm on list ing 4 calculates N M F e ( T a , E) for each spectrum 

Ta. 

Theorem 3 (Correctness of the fast spectral match algori thm). Suppose a fragment-ion index 

F = ((mi, i i ) , . . . , (mi,ii)) for mass spectra T = ( T i , . . . , Tn), a mass spectrum E and a match 

tolerance e > 0 . The result M of the algorithm F A S T - M A T C H on listing 4 contains entries such 

that Ma = N M F e ( T a , E). 

Proof We prove the theorem for a particular a so that Ma = N M F e ( T a , E). Thus, consider a 

spectrum Ta = (ti,... ,tm) G T . Now suppose a fragment e G E. The binary search for e G E 

obtains indices / <t, such that rrif > e — e but m j _ i < e — e, and mt < e + e but mt+i > e + e. 

Now suppose there is a fragment tj G Ta such that \tj — e\ < e. If such a fragment was not yet 

matched, we need to make sure that Ma is increased. Because F contains mass fragments from 

all mass spectra i n T , it also contains tj. Note that as tj > e — e and tj < e + e, then for some 

k G { / , . . . , t}, tj = mt and the index of the corresponding spectrum is a = ik- In the next step, 

the algori thm checks whether the fragment j was not yet used and i f it was not, it increases the 

match of Ma. Now suppose that no such fragment tj G Ta exists such that \tj — e\ < e. We need 

to make sure that Ma is not increased. However, for every tj G Ta, \tj — e\ > e. A s a result, there 

is no such k G { / , . . . ,t}, such that ik = a and therefore Ma is not increased. The result then 

follows. • 

Let us now analyze the time complexity of the algori thm depending on the number n of 

theoretical spectra i n the fragment-ion index. We express the complexity based on the number 

of theoretical spectra because the length of the experimental spectrum and the lengths of the 

individual fragment spectra can be considered constant. In the worst-case scenario, the algori thm 

has to increase the spectral match for al l theoretical spectra; thus, the worst-case time complexity 

is 0{n). In the best-case scenario, the algori thm does not increase the match for any spectrum. 

However, we s t i l l need to init ial ize the two vectors M and C whose sizes depend linearly on n. 

and the best-case time complexity is thus fi(n). 
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Listing 4: Fast calculation of spectral matches using fragment-ion index 

Function F A S T - M A T C H ( £ J , F, e): 
Data: Mass-ordered fragment spectrum E = (e\,..., e^) 

Fragment-ion index F = ( ( m i , . . . , (mi, i{)) for spectra T = ( T i , . . . , Tn) 
M a t c h tolerance e > 0 

Result: A vector M such that Ma = N M F e ( T a , E) for 1 < a < n 
begin 

/ * Initialize a spectral match vector of size n */ 
M « - V E C T O R ( 0 , n) 

/ * Initialize a vector of size I indicat ing if a fragment from F was already * / 
/ * matched * / 
U <- VECTOR(false, Z) 

/ * For each mass from the mass spectrum E */ 
for e e £ do 

/ * Use binary search to retrieve the locations wi th in F at e ± e * / 
f,t <— L o C A T E ( e ± e, ( m i , . . . ,mi)) 
/ * N O T E : the locations / , t must be as follows: * / 
/* m,f > e - e but m / _ i < e - e * / 
/* mt < e + e but m i + i > e + e * / 
for j € (/,...,*) do 

/ * If the theoretical fragment was not matched yet * / 
if not Uj then 

/ * Get the parental index a of the theoretical mass spectrum * / 
/ * to which rrij belongs * / 
a <— ij 
/ * Increase the spectral match wi th the theoretical spectrum a */ 
Ma 4r- Ma + 1 
/ * M a r k the fragment as already matched * / 
Uj <— true 

end 
end 

end 

return M 
end 

3.2.6.3 Matching against a mass-partitioned database 

The F A S T - M A T C H procedure allows quickly calculating spectral matches of an experimental 

spectrum wi th fragment-ion-indexed theoretical spectra of candidate peptides. In computat ional 

proteomics, we are typical ly interested in having spectral matches of peptides that are wi th in a 

particular precursor mass range m p ± e p . Recal l that the peptide enumeration algori thm from 

section 3.2.5 gives us a vector Q of peptides and their relative prior probabilities. We parti t ioned 

such a dataset Q into mass-binned datasets Qb containing only peptides whose masses overlap 

wi th Mj, = (b • w, (b + 1) • w), for some fixed wid th w of each b in . We now describe an algorithm 

that uses such mass-binned datasets to calculate the spectral match wi th al l peptides from Q 

that are wi th in the mass range m p ± e p . 

In what follows, we assume that the fragment-ion indexes F& were precomputed for each 

database por t ion Qb and can be efficiently accessed. To calculate the spectral matches, we 
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locate the database bins that overlap wi th the precursor mass range rhp ± e p , and for each such 

bin b, load the fragment-ion index F& and calculate the spectral match using the F A S T - M A T C H 

function. A s the database bins Qb w i l l typical ly contain peptides outside of the m p ± e p range, 

we further restrict the peptides only to those that are wi th in the precursor mass range of interest. 

In general, this concludes the description of the algorithm, and we provide its pseudocode on the 

list ing 5. 

Listing 5: Ma tch ing of fragment spectra against mass-binned fragment-ion-indexed 
database. 

f 'unction M A T C H - A G A I N S T - D A T A B A S E ( £ J , e , m p , e p , Q): 
Data: Exper imental mass spectrum E 

Fragment match tolerance e 
Precursor mass m p 

Precursor mass tolerance e p 

Mass-binned database Q = Q 0 © • • • © Q n , each Q b = (P&, Rf,) T 

Result: A vector D,^ ±e of peptides, their prior probabilities and spectral matches 
begin 

/ * Initialize a vector that aggregates results over database portions * / 

D m p ± 6 p <- () 
/ * Ob ta in indices b of database portions such that M& n (m p — e p , m p + e p) ^ 0 * / 
B <- L o C A T E ( m p ± e p , ( M 0 , . . . , Mn)) 

/ * For each affected database b in b */ 
for b £ B do 

/ * Get the fragment index for the corresponding port ion * / 
F B ^— L O A D - F R A G M E N T - I O N - I N D E X ( Q ^ ) 

/ * Calculate the spectral match for al l peptides wi th in the index * / 
M b i- F A S T - M A T C H ( E , F 6 , e) 

/ * Ob ta in indices of peptides that are wi th in rhp ± e p * / 
I <- M A S S ( P b ) G (mp - e p , m p + e p) 

/ * A p p e n d the spectral matches * / 
A p p E N D ( D A p ± £ p , Z I P ( P 6 [ 7 ] , R 6 [7] , M 6 [7])) 

end 

return D A p ± £ p 

end 

3.2.6.4 Memory- load optimization 

The peptide database constructed for a particular min imal relative prior probabil i ty can be con­

siderably large. For instance, in our database of human peptides wi th min imal relative prior 

probabil i ty p m m = 4 • 10~ 6 , and wi th in the mass range of 700-3 000 D a , there are 2, 217, 966,178 

peptides. It is therefore often unreasonable to hold the whole fragment-ion index in memory, 

which is one of the reasons why we also par t i t ion the database into mult iple portions. Never­

theless, even the size of the fragment-ion index F& corresponding to a database por t ion Qb can 

be quite large (e.g., hundreds of M B s for b in-width of 1 Da) . A s a result, its loading might thus 

negatively impact the otherwise fast calculation of the spectral matches. Herein, we describe a 

memory-load opt imizat ion, which often allows loading only a small subset of the fragment-ion 

index—tailored part icularly to the currently analyzed experimental spectrum. 
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Foremost, the masses of fragments fi in a fragment-ion index F = ((fi, i i ) , . . . , (fi, ii)) repeat, 

and often to a substantial degree. For instance, i n our human peptide dataset, only 5.6% 

of fragment masses were unique on average (calculated over individual database portions Q B ) . 

Furthermore, rounding the fragment masses to 2 decimal points, which is adequate for typical 

fragment mass measurements, resulted in just 0.32 % of unique masses on average. F rom this 

perspective, it is, therefore, meaningful to store the fragment masses fi of a fragment-ion index 

using run-length encoding. Further, as indicated above, one can also load just the part of the 

fragment-ion index that can be matched by the spectrum E at the tolerance e. A s e is usually 

low (say, < 0.5), this often allows loading a substantially smaller part of the fragment-ion index. 

We now proceed wi th the formal definition of a fragment-ion subindex for a particular spectrum 

E and a tolerance e. 

Definition 15 (Fragment-ion subindex of F for E and e). A fragment-ion subindex of F = 

( ( / i , i i ) , . . . , (fn,in)) for experimental spectrum E and a match tolerance e > 0, denoted FE,e is 

a subvector of F , 

F E ' e = ((Sl,jl),---,(sm,jm)), 

such that sa < s a + \ and (s,j) G FE,e i f and only if (s, b) G F for some b and \s — e\ < e for some 

e G E. 

We now show that we can replace the complete fragment-ion index wi th the fragment-ion 

subindex on a particular spectrum when calculating the fast spectral match. 

Theorem 4. Suppose a fragment-ion index F for mass spectra T, an experimental spectrum E, 

and a tolerance e > 0. Then 

F A S T - M A T C H ( S , F, e) = F A S T - M A T C H ( S , FE>e, e). 

Proof. The algori thm on l ist ing 4 only ever accesses the parts of the fragment-ion index that are 

wi th in the tolerance e of some fragment e G E. Furthermore, the absolute positions of indiv idual 

entries of the fragment-ion index do not affect the result of the algori thm. The result then 

follows. • 

The previous theorem thus shows that we can calculate the spectral match using a smaller, 

spectrum-dependent part of the fragment-ion index. To implement the approach, we first load 

the run-length-encoded fragment masses, and based on indiv idual fragments in the experimental 

spectrum E, we calculate the indexes of the fragment-ion index which are necessary to load for 

the calculation. For completeness, we provide a pseudocode of the procedure L O A D - F R A G M E N T -

I O N - S U B I N D E X that loads the fragment-ion subindex for E and e (listing 6). Once loaded, we 

then directly use the fragment-ion subindex FE,e instead of F i n our mass-binned matching 

procedure described on list ing 5, by replacing the cal l to L O A D - F R A G M E N T - I O N - I N D E X wi th 

L O A D - F R A G M E N T - I O N - S U B I N D E X . 

3.2.7 C a l c u l a t i o n of P r m a x 

Herein, we describe the calculation of P r m a x of candidate peptides using the notions developed 

in the previous sections. Thus, suppose a fragment spectrum E, its measured precursor mass 
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Listing 6: Loading of a fragment-ion subindex for a spectrum. 

Function L O A D - F R A G M E N T - I O N - S U B I N D E X ( £ J , e, S): 

Data: Exper imental mass-ordered mass spectrum E = ( e i , . . . , em) 
M a t c h tolerance e > 0 
Storage system S for fragment-ion indexes 

Result: FE,e, the fragment-ion subindex of F for spectrum E at tolerance e 
begin 

/ * Initialize the resulting fragment-ion index */ 
F < - 0 
/ * Initialize where the previous part of the already loaded */ 
/ * fragment-ion index ended to prevent duplicities * / 
^previous ^ 1 

/ * L o a d run-length encoded ( R L E ) fragment masses * / 
/ * M r w i l l contain runs of unique masses * / 
/ * M z w i l l contain the lengths of the corresponding runs * / 
M R , M Z <— L O A D - R L E - F R A G M E N T - I O N - M A S S E S ( S ' ) 

/ * Calculate cumulative sums over the lengths (to transform the indices) * / 
C <— C U M U L A T I V E - S U M ( M ' ) - F I R S T ( M ' ) 

/ * C = (0,M[,M[ + M^,...,) */ 

/ * For each fragment in the experimental spectrum * / 
for e G E do 

/ * Use binary search to retrieve the locations of e ± e wi th in M R * / 
/ * N O T E : The following must hold for the located indices: * / 
/ * m / > e - e but 777./_i < e - e * / 
/ * 777ť < e + e but 777 ť +i > e + e * / 
f,t L o C A T E ( e ± e , M r ) 

/ * Set the part to load to at least the end of the previous part * / 
/ ^ max (ipreviousj / ) 

/ * Update the end of the already loaded part, for the next i teration * / 

^previous ^ t 

/ * Transform R L E indices to linear indices */ 
If, k ^— (Cf, Ct) 
/ * Load the corresponding part of the fragment-ion index * / 
F e <r- L O A D - F R A G M E N T - I O N - I N D E X - S U B S E T ( 5 , If : lt) 

/ * A p p e n d the part of the fragment-ion index * / 
A P P E N D ( F , F E ) 

end 

return F 
end 
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rhp, and a precursor tolerance e p so that the true peptide for E is wi th in P m p ± e p - The function 

call M A T C H - A G A I N S T - D A T A B A S E ( £ J , e, m p , e p , Q ) gives us a vector 

D m p ± e p

 = ( P m p ± e p ) - R - r ř i p i e p ) ­ M ­ m p ± e p ) 

of peptides, their prior probabilities and their spectral matches. In particular, for each p G 

P m p ± e P ) w e have its relative prior probabil i ty Pr*(p) i n R m p ± e p > and its match @(p,E) with 

spectrum E i n ± £ (using N M F at fragment tolerance e). Note that the peptides P m p ± e p are 

of the appropriate mass range mp ± e p . Further, the dataset P m p ± e p is closed in the sense that 

all peptides in P m p ± £ p that are at least l ikely a priori as any peptide i n P m p ± e p are in P m p ± e p ­

In other words, for each p G P m p ± e p , i f q G I P m p ± e p and Pi*(q) > Pr*(p) then q G P m p ± e p ­ A s a 

result, we have all the necessary ingredients to calculate the P r m a x of each peptide p G P m p ± e p ­

For each p G P m p ± e p , let us denote p* the set of all peptides i n P m p ± e p that are at least as 

l ikely a priori as p and which have at least as good agreement wi th E as p, thus 

p* = {q G P A p ± e p I Pr*(g) > P r » and Q(q, E) > Q(p, E)} 

= {qe P A p ± e p I Pr*(q) > Pr*(p) and @(q, E) > 0(p , E)}. 

To calculate P r m a x of p, we assume that O is probabilistically­increasing, true­cause normal­

ized, and random­cause normalized. Then, by Theorem 1, the maximal posterior probabil i ty of 

p is 

P r („ E) ­ P r * ^ 
22

 P r (?) 

3.2.8 S u m m a r i z a t i o n 

Let us briefly summarize the relevance and the relationships of the methods developed with in 

the theoretical framework of computat ional proteomics. To provide a better mental picture, we 

also provide a graphical summary of these methods on F i g . 3.2. A s i l lustrated in the figure, 

the methods can be categorized based on the frequency of their expected use. The first group of 

methods is involved in the infrequent construction of the highly optimized database of peptides, 

relative prior probabilities, and their fragment­ion indexes (left block). In contrast, the second 

group of methods deals with the repetitive action of matching an experimental fragment spectrum 

against the database (right block). 

Let us reiterate the reasons for the construction of the database. To calculate the P r m a x of a 

peptide p that has an agreement x wi th a spectrum E, we require all peptides that are at least 

as l ikely a priori as p, and those that have at least as good agreement x wi th E. Thus, we first 

defined the relative peptide prior probabilities (section 3.2.4), and then designed an algorithm 

that enumerates all peptides above minimal relative prior probabil i ty j? m in (section 3.2.5). Be­

cause the constructed database can be large, we also decided to part i t ion it into non­overlapping 

precursor­mass portions because it is common to match fragment spectra against peptides of a 

particular precursor mass range (section 3.2.5.3). Afterward, we described a fast spectral match 

algori thm (3.2.6), which allows us to quickly calculate matches for multiple peptides against 

precomputed fragment­ion indexes. In accordance, we constructed a fragment­ion index for each 

database port ion. A s the fragment­ion indexes for database portions can be also large, and of­
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Figure 3.2: D a t a processing overview 

The diagram depicts the schematics of the data processing. Overall, there are two major computational 
processes that are run at different times. The left part represents the infrequent construction of a 
deep prior-probability-aware peptide database, along with the prediction of spectra and their indexation. 
The right part represents the highly repetitive and fast matching of experimental spectra against the 
constructed database. 

ten only a small part of them is needed for calculation of the match for a particular spectrum, 

we introduced memorydoad opt imizat ion to allow quick loading only the required part of the 

fragment-ion index (section 3.2.6.4). In general, we were interested i n having fragment matches 

for peptides wi th in a particular precursor mass range m p ± e p , and we introduced an algorithm 

that returns such matches for the mass-binned database (section 3.2.6.3). Final ly , we used these 

notions to calculate P r m a x of al l candidate peptides wi th in P m p ± e p (section 3.2.7). Thus, once 

the database is buil t , we can quickly access peptides, their relative prior probabilities, calculate 

matches wi th experimental spectra, and calculate P r m a x . 
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Chapter 4 

Methods 

The chapter builds on the notions introduced i n the theoretical framework and develops less cen­

tral methods required to answer our research questions. Firs t , we describe the datasets employed 

in our research and discuss their u t i l i ty i n peptide detection (section 4.1). Afterward, we define 

external metrics for evaluating peptide detection performance, both in idealized circumstances 

and in more typical ones (section 4.2). Then, we develop several methods for downstream anal­

yses of detected peptide variants, wi th applications to cancer research, research reproducibility, 

and forensics (section 4.3). Afterward, we describe adjustments to our peptide detection ap­

proach, along wi th the description of the software used i n the comparisons (section 4.4). F inal ly , 

we describe C L A I R E — o u r software system that implements the methods developed in the thesis 

(section 4.5). 

4.1 Datasets 

Herein, we briefly describe the datasets used in the development and the evaluation of peptide 

detection methods. Firs t , we describe a low-precursor-mass combinatorial peptide l ibrary that 

allows direct analysis of peptide detection performance in idealized conditions (section 4.1.1). 
Afterward, we introduce datasets we have chosen as representatives of proteomics data to in­

vestigate the detection performance i n typical circumstances (section 4.1.2). For the latter, we 

also briefly include the description of the corresponding D N A or m R N A datasets, which served 

us to establish the correctness of detected peptide variants using their D N A / m R N A sequencing 

support. 

4.1.1 C o m b i n a t o r i a l pept ide l i b r a r y 

The synthetic combinatorial peptide l ibrary represents a well-defined dataset for the investigation 

of peptide detection methods. The peptide library, denoted F L , consists of 400 peptides of 

sequence LVVVGAxyVGK for al l reference residues x,y G A A , and of 6,426 fragment mass spectra 

~ML C M . The fragment mass spectra for each peptide were measured independently, and we 

thus always know the peptide that produced a spectrum m G M ^ . In turn, such knowledge 

allowed us to evaluate the correctness of their detection directly (section 4.2.1). 
Overal l , we designed the combinatorial l ibrary so that it fits two purposes. Firs t , the l ibrary 

consists of homologous peptides of a relatively low precursor mass (840.54-1 212.70 Da) , allowing 
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us to study their detection by direct application of our Bayesian method for calculation of 

posterior probabilities for al l candidate peptides (section 3.1.3). Nevertheless, to simplify the 

computational analyses, we restricted the dataset to 2 144 fragment spectra w i th at most 10 8 

candidate peptides per fragment spectrum. Second, the peptides from the l ibrary are of biological 

relevance as variant peptides of this structure are implicated i n various cancers [78]. The data for 

the peptide l ibrary are available for download from the P R I D E repository [79] under identifier 

PXD013421 , and several analyses of the data can be found in the Mendeley D a t a repository (DOI : 

h t tp : / /dx .do i .Org /10 .17632/4 jbxwkk5p2 . l and h t tp : / /dx .doi .Org/10 .17632/3 j95c7tm5t . l ) . For a 

more detailed treatment of the library, including its synthesis and various summarizations of its 

content, we refer the interested reader to our articles [1, 2]. 

4.1.2 T y p i c a l proteomics exper iments 

Typica l computat ional proteomics datasets contain fragment mass spectra that are substantially 

harder to interpret than those i n the synthetic combinatorial peptide l ibrary (section 4.1.1). To 

investigate peptide detection in typical circumstances, we analyzed three large-scale proteomics 

datasets comprising samples of cancer cell lines, patients' tumor samples, and blood samples 

from healthy individuals . Further, we focused on datasets that have the corresponding D N A 

or m R N A data available to allow us to indirectly establish the correctness of detected variant 

peptides using an external criterion (section 4.2.2). Overal l , for the research presented i n the 

thesis, we analyzed data from 163 biological samples, corresponding to 2 198 L C / M S fractions, 

amounting to around 1 T B of raw mass spectrometric data. We now turn to a brief description 

of the individual datasets. 

Cancer samples A s representative proteomes of cancer samples, we chose mass spectrometric 

measurements of proteomics samples from NCL30 cell line panel [11]. The NCL30 panel consists 

of 59 cancer samples of various types, and besides the measurements of proteomes, contains the 

data of exomes, transcriptomes, and S N P arrays [80-82] among others. Notably, the proteomics 

dataset allowed us to study the detection of peptide somatic variants as their presence is often 

elevated in some types of cancers. We downloaded the proteomics data for the N C I 6 0 panel 

from P R I D E repository [79] (IDs: PXD005940 , PXD005942 , and PXD005946) , and the D N A 

and m R N A data [81] from Ce l lMine r [80]. For further description of the datasets, we refer the 

reader to our article [3]. 

Patients' tumor samples The samples a im to be representative of tumors of indiv idual 

patients and are typical ly less clear-cut than the samples of cancer cell lines. In our analyses, 

we chose patients w i th colorectal cancer—the number of somatic variants i n such cancers is 

often higher, making it more suitable for our detection purposes [83, 84]. We downloaded both 

the proteomics and the D N A data from the C l i n i c a l Proteomic Tumor Analysis Consor t ium 

( C P T A C ) [85]. We note that the downloaded D N A data contained only somatic variants as the 

germline variants were under restricted access. 

Family members To investigate the behavior of germline peptide variants, we studied blood 

samples of a 7-member Czech family from Morav ia . The members of the family were as follows: 
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father and mother, their three biological daughters, and two biological monozygotic twin sons. 

We deposited the proteomics dataset into P R I D E archive [79] under identifier PXD013817 , and 

the genetic dataset into European Genome-Phenome Archive [86] (ID: EGAD00001004949) . 

Note that access to the genetic data requires approval from the corresponding committee that 

grants access to them. For a more detailed treatment of the dataset, we refer the reader to our 

article [3]. 

4.2 Performance of peptide detection 

The section discusses two approaches for evaluating the performance of peptide detection, de­

pending on the available information. If we know the correct peptide for a fragment spectrum, 

we can evaluate the performance directly (section 4.2.1). Otherwise, we depend on indirect val­

idation, and we discuss a validation strategy based on evaluating the correspondence between 

detected peptide variants and the corresponding D N A or m R N A data (4.2.2). 

4.2.1 D i r e c t va l idat ion 

Direct validation refers to a scenario when we know the correct peptide for each analyzed mass 

spectrum. Thus, suppose a set M a C M of analyzed mass spectra, and let us denote T{m) = p 

the correct peptide p for a spectrum m. In what follows, we define the notion of precision and 

recall for a particular assignment of peptides to spectra M a . For convenience, we also allow the 

assignment of mult iple peptides per spectrum. 

is a peptide detection approach that assigns peptides to each analyzed mass spectrum. Now, let 

us denote the set of spectra for which f2 assigned at least one peptide for a spectrum, thus: 

Further, let us denote Prr>(m) the probabil i ty that a randomly selected p £ Q(m) is the correct 

peptide r(m) of m. In other words, 

Suppose 

Q : Ma h-). -P(P) 

M " = {me Ma\Ü(m) + 0}. 

We define the precision of f2 on M ; as 

P r n ( m ) 

Precisionn 
m e M j 

Similarly, we define the recall of f2 on M a as 

P r n ( m ) 

Recal ln 
m S M a 
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Note Our definitions of precision and recall extend the usual definitions of precision and recall. 

We extend them because, in the analysis of computat ional proteomics data, it sometimes happens 

that a particular approach provides multiple equally-good peptides for a spectrum. Instead of 

forcing a random selection of a peptide to calculate the precision or the recall using the usual 

definition, we allow their mul t ip l ic i ty directly. 

4.2.2 Indirect sequencing-based va l idat ion 

In typical proteomics samples, we usually do not know the correct peptide for a particular 

spectrum. A s a result, the evaluation of peptide detection performance i n such circumstances 

is much less straightforward. Nevertheless, the validation of peptides by an external criterion is 

possible i n practice i f we have the D N A or m R N A data corresponding to the proteomics data 

and design the experiment appropriately. Overal l , the idea is to calculate the sequencing support 

of detected peptides. For a variant peptide, the chance of its sequencing support i n D N A or 

m R N A dataset at random is often low, providing indirect evidence of its correct detection. 

Let us now provide an overview of the section. In section 4.2.2.1, we define a protein-coding 

mRNA as a central structure for maintaining correspondence between proteins and both D N A 

and m R N A . Afterward, in section 4.2.2.2, we specify methods that align the detected variant 

peptides to a set of protein-coding m R N A . Then, we define the sequencing support of variants 

peptides in section 4.2.2.3 and discuss its relation to correctness of detected peptides in sections 

4.2.2.4 and 4.2.2.5. Final ly , we define the detection performance metrics i n section 4.2.2.6 based 

on the sequencing support. To get a visual picture of the process, we present an i l lustrat ion 

of calculation of sequencing support on figure F i g . 4 .1, which corresponds to sections 4.2.2.1-

4.2.2.3. 

4.2.2.1 Protein-coding m R N A 

To allow an indirect sequencing validation of detected peptide variants, we need to establish 

a correspondence between proteins, D N A and m R N A . Herein, we introduce the notion of a 

protein-coding mRNA, which w i l l serve as a central structure for the purpose. 

Firs t , we start wi th a few prel iminary notions. Let us denote D N A the set of D N A nucleotides, 

thus 

BNA = {A,C,G,T}. 

Analogously, let us denote MNA the set of R N A nucleotides, thus 

RNA = {A,C,G,U}. 

Proteins are encoded on D N A molecules called chromosomes, which are, for our purposes, se­

quences of D N A nucleotides. D N A is a double-stranded molecule, and each nucleotide forms a 

pair w i th its complementary base. The notion of a complementary base is important because pro­

teins can be encoded on either strand. The complementary base of D N A nucleotide n, denoted 
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Figure 4.1: The establishment of sequencing support of a variant peptide. 

The figure illustrates the process of deriving the sequencing support of a particular candidate variant 
peptide p. The peptide p is first aligned to the reference protein-coding m R N A R at a maximal nucleotide 
distance d = 1 using the procedure C A N D I D A T E - M R N A ( P , R, d). Note that the variant peptide p differs 
from the corresponding reference peptide in the second amino acid (Q —> H). At this chromosomal location, 
the reference amino acid Q is encoded by the R N A codon C A A . Alteration of the third nucleotide within 
the R N A codon ( C A [ A —> C] or C A [ A —> T ] ) would then result, during protein translation, in the amino acid 
H. As a result, the complete chromosomal locations of these single nucleotide variants (SNVs) resulting 
in the amino acid substitution are then collected. Finally, if any such single nucleotide variant is present 
in the corresponding D N A / m R N A sequencing dataset V, the peptide p has a sequencing support in V, 
denoted p ^ V. 

as n 1 , is as follows: 

n 

A if n = T, 

T if n = A, 

C if n = G, 

G if n = C. 

n. Note that ( n _ i ) 

Let us now introduce the l ink between D N A and R N A , which we wi l l denote as a function 

V : D N A R N A . The function V behaves as follows: 

V ( n ) 
n \in^T 

U if n = T 

Final ly , we can introduce the notion of a protein-coding mRNA. 

Definition 16 (Protein-coding m R N A ) . A protein-coding m R N A is a tuple (c,s), where c is a 

chromosome and s is a tuple 

( ( n i , . . . ,nm), (h, lm)), 

such that m > 0, m = 0 m o d 3, each rij G M N A , li G N , and either 

a) li < for 1 < i < m , and 
Hi = V ( q J for 1 < i < 777, 
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or 

b) k > k+i for a l l 1 < i < m, and 

Hi = V ( c z

_ 1 ) for 1 < i < m. 

The notion of the protein-coding m R N A is slightly technical, so let us clarify its meaning. 

Firs t , a protein-coding m R N A sequence has a length m = 3k for some k > 1. The reason for the 

multiplier 3 is that individual amino acids are encoded by three consecutive R N A nucleotides— 

each such triplet is called a codon. Further, protein-coding m R N A keeps track of chromosomal 

location of individual nucleotides, and each li represents the corresponding coordinate on the 

chromosome c. A s protein can be encoded either in a forward direction or in a reverse direction 

of a particular chromosome, we have the respective conditions a) and b). Final ly , note that if 

the protein is encoded in the reverse direction, we uti l ize the complementary D N A nucleotides 

A s of now, we have introduced the correspondence between D N A and m R N A . Going further, 

we introduce the l ink between R N A and amino acids. For convenience, we w i l l use the notion of 

RNA codon c, which is s imply a sequence of three R N A nucleotides, thus c G K N A 3 . The R N A 

codons and amino acids are l inked by means of a genetic code, which translates an R N A codon 

into an amino acid. We w i l l represent a genetic code as a function 

M N A 3 I—>• A/\ U { * } , 

mapping an R N A codon to an amino acid or to a special symbol * that represents the end of 

translation. We refer to the codons that result in * as stop codons. 

Convention In what follows, we wi l l assume that the protein-coding m R N A does not contain 

the stop codon w i th in its sequence. Further, because we w i l l analyze human protein data, the 

actual $ w i l l correspond to the human genetic code. 

Notation Suppose a protein-coding m R N A r = (c, s), such that s = ( ( n i , . . . , n^m), (li,..., hm))-

We wi l l often view s as a sequence of consecutive triples. We let C O D O N S - R N A ( S ) be the se­

quence 

(N1,...,Nm) G M N A 3 ™ 

of R N A codons, such that each Nj = (rt3j_2,n^i-i ,n%i). Similarly, we denote C O D O N S - L O C S ( S ) 

the sequence 

( L i , . . . , Lm) G N 3 ™ 

of corresponding chromosomal locations, so each L j = {l^i-2-, hi-i-, hi)-

Having defined the translation of individual R N A codons, we expand the notion to the whole 

translation of protein-coding m R N A . 

Definition 17 (Protein for a protein-coding m R N A ) . Suppose a protein-coding m R N A r = (c, s) 

and a genetic code $ . Let us have iV the sequence of R N A codons of s, thus 

N = C O D O N S - R N A ( S ) = (N1,...,Nm). 
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Then, the protein sequence for r , denoted $ ( r ) is 

< h , $ ( t f i ) , . . . , $ ( t f m ) , - l > -

In other words, the protein sequence for a protein-coding m R N A r is its codon-wise translation 

by means of the genetic code $ , terminated by non-modified terminal residues h and H. 

Convention We defined peptides as finite sequences of amino acids, including their N - and 

C- termini . However, to simplify the exposition, we w i l l often drop the terminal residues i f the 

peptides (or proteins) have the standard non-modified terminals. 

4.2.2.2 Matching peptides to protein-coding m R N A 

We now turn to the matching of peptides against protein-coding m R N A to establish their can­

didate origin. Overal l , the rationale is that once we have a variant peptide p, we are interested 

in the changes i n a protein-coding m R N A that result, after its translation, in a protein that 

contains the peptide p. If such changes are present in the corresponding D N A or m R N A dataset, 

the variant peptide then has a sequencing support i n the dataset. 

Firs t , we start w i th the reversal of the genetic code $ . We w i l l later util ize such a reversal to 

calculate the min imal distance between amino acids and R N A codons. Thus, suppose we have 

an amino acid a G A A , and a genetic code $ : M N A 3 i—>• A A U {*}. Then, let us denote the inverse 

of the genetic code $ as 

A A U {*} •->• V(RNA3). 

Then, the candidate RNA codons of amino acid a are $ _ 1 ( a ) . For instance, the candidate R N A 

codons of lysine are $ _ 1 ( K ) = {AAA, AAG}. 
We now turn our focus on calculating the min imal distance between a peptide and a cor­

responding sequence of R N A codons. Firs t , we start w i th the Hamming distance of two R N A 

codons. Thus, suppose R N A codons a, b G M N A 3 , a = (a\, 0 2 , 0 3 ) and b = (b\, 62, bs). Then the 

RNA codon distance of o and 6, denoted A ( a , b) is the number of R N A nucleotides by which 

these R N A codons differ, thus: 

A (a ,6) = | { i € { l , . . . , 3 } | a i ^ 6 i } | . 

A s an example, A(AGG, AAG) = 1. 

Having defined the distance between two R N A codons, we now define a min imal distance 

between an amino acid and an R N A codon. Thus, suppose an R N A codon r G M N A 3 and an 

amino acid a G A A . Let us denote the candidate codons of a as C, thus C = $ _ 1 ( a ) . Then, the 

minimal number of nucleotide changes in RNA codon r to give amino acid a, denoted A m i n ( r , a) 

is 

A m i n ( r , a) = m i n A ( r , c). 

We now expand the notion over a peptide and a sequence of R N A codons of the corre­

sponding length. Thus, suppose a peptide p = (pi,... ,pm) and a sequence of R N A codons 

C = ( C i , . . . , Cm). Then the minimal number of nucleotide changes in RNA codons C to give 
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peptide p, denoted A m j n ( p , C ) , is 

A m i n ( p , C)= ^ Amin(p j ,Cj ) . 
l<i<m 

Having specified the prerequisites, we now turn to the notion of candidate mRNA of a peptide 

in a protein-coding m R N A r . Overal l , the idea is to obtain al l potential origins of a peptide p 

up to a particular distance d from the protein-coding m R N A r . 

Definition 18 (Candidate m R N A of a peptide p i n a protein-coding m R N A r up to a min imal 

distance d). Suppose a protein-coding m R N A r = (c, s), and a peptide p = ( p i , . . . , p*;). Let us 

have iV the R N A codons of s, 

A / = R N A - C O D O N S ( S ) = (Nu . . . , Nm), 

and their chromosomal locations L. 

L = R N A - L o c s ( s ) = ( L i , . . . , Lm). 

Further, let us denote P the positions of the peptide p w i th in s that are up to distance d, thus 

P={ie { l , . . . , m - / c + l } | A m i n ( p , ( J V j , . . . , J V j + m _ i ) ) < 0!}. 

Then, the set of candidate m R N A of a peptide p i n protein-coding m R N A r up to a min imal 

distance d, denoted C A N D I D A T E - M R N A ( P , r, d), is 

{(c, (JV; e . . . e Ni+m-uLi e . . . e L i + J n _ i ) ) |» e P}, 

where © denotes the concatenation operation. 

Clarification A l though a bit technical, the definition corresponds to something simple intu­

itively. In particular, for a given number d of allowed nucleotide changes, we obtain al l consec­

utive substructures of the protein-coding m R N A r that can result i n p by at most d nucleotide 

changes. For instance, for d = 0, the C A N D I D A T E - M R N A w i l l return only those substructures 

that directly translate to the peptide p. For d = 1, the function w i l l return substructures of r 

only if they can be translated to p by introducing at most one nucleotide change. 

Final ly , we expand the notion over a set R of protein-coding m R N A . Thus, suppose a peptide 

p, a set R of protein-coding m R N A s , and a distance d > 0. Then the corresponding set of 

candidate m R N A of p, denoted C A N D I D A T E - M R N A ( P , R, d), is 

C A N D I D A T E - M R N A (p, R, d) = I ) C A N D I D A T E - M R N A (p, r, d). 

4.2.2.3 Sequencing support of a variant peptide 

Having the key prerequisites for the sequencing-based validation established, we now define the 

sequencing support of a variant peptide. Furthermore, to simplify the task, we w i l l restrict our 

interest only to variant peptides originating from a single genomic location. 
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We start w i th the notion that introduces the most common genetic alteration, a single nu­

cleotide variant, which we wi l l often abbreviate as SNV. A n S N V v is a quadruple v = (c, I, r, a), 

where c is a chromosome, I is the location of the D N A nucleotide change on the chromosome, 

r, a £ D N A , r is the reference D N A nucleotide at posit ion I on the chromosome c, thus r = q , 

and o / r . 

We now turn to the notion of a variant peptide that can result from a single nucleotide 

variant, given a set of protein-coding m R N A R. A peptide p is called SNV-peptide if it is a 

non-reference peptide, thus 

C A N D I D A T E - M R N A ( P , R, 0) = 0 

and can result from a single nucleotide variant, thus 

C A N D I D A T E - M R N A ( P , R, 1) / 0. 

Further, we introduce the notion of unique SNV-peptide that can originate only from a single 

chromosomal location. Thus, an SNV-pep t ide p is a unique SNV-peptide if 

C A N D I D A T E - M R N A ( P , R, 1)| = 1. 

Note In general, SNV-pept ides represent a set of variant peptides that are the closest peptides 

to the reference sequences. Further, unique SNV-pept ides can be aligned only to a single chro­

mosomal location, which allows us to evaluate their sequencing support easily—by considering 

the presence of applicable S N V s i n a single R N A codon. 

Notation Having defined the notion of an SNV-pept ide , we w i l l also denote -DsNV-peptides 
the 

set of al l SNV-pept ides for a set R of protein-coding m R N A , thus 

-peptides 
= {p e P | p is an SNV-pep t ide for R}, 

where the set R of protein-coding m R N A w i l l often be clear from the context. 

We now turn to the notion of the introduction of a single nucleotide variant into a protein-

coding m R N A sequence. 

Definition 19 (Protein-coding m R N A r after introducing an S N V v, r(Bv). Suppose a protein-

coding m R N A r = (cr, s), s = ((n\,..., nm), (l\,..., lm)), and a single nucleotide variant v = 

[cv, I, r, a). Then a protein-coding m R N A after introducing an S N V v, denoted r © v, is (cr, s) if 

cr 7^ cv, otherwise a tuple (cr, ((vi,..., vm), (l\,..., lm))) such that 

if I + U, 

if I = li and rii = V ( r ) , and 

if I = U and n " 1 = V ( r ) . 

Note The first case of the definition tells that no change happens to a non-affected nucleotide. 

The remaining two cases allow a proper introduct ion of the S N V independently of its original 
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strand. 

Example Let us clarify the definition wi th an example of the introduct ion of an S N V into a 

protein-coding m R N A . Suppose a protein-coding m R N A 

r=(c,((A,100),(U,101),(G, 1 5 0 » T ) 

for some chromosome c, where AT denotes the transposition. Now suppose a single nucleotide 

variant v = (c, 101, T, A). Then, 

r®v = (c, ((A, 100), (A, 101), (G, 1 5 0 » T > . 

Final ly , we define the notion of a unique SNV-pep t ide being sequencing supported by an 

S N V . The notion of sequencing support is central for establishing the correctness of detected 

peptide variants. 

Definition 20 (Sequencing support of a unique SNV-pep t ide p by a S N V v). Suppose a unique 

SNV-pept ide p = (pi,... ,pn), a set R of protein-coding m R N A , and a single nucleotide variant 

v. Let us have the unique m R N A of the unique SNV-pep t ide p up to distance 1, thus 

{(c, (N, L))} = C A N D I D A T E - M R N A ( P , R, 1). 

Then the peptide p is sequencing supported by v, denoted p <^ v, if p = $((c , (N, L)) © v). 

In other words, a unique SNV-pep t ide is sequencing supported if the sequencing dataset 

contains the change which gives rise to such a peptide after translation. 

Final ly , we conclude wi th the notion of sequencing support of a unique SNV-pept ide p by a 

set V of S N V s . In particular, unique SNV-pept ide p is sequencing supported by a set of S N V s 

V, denoted p ^ V, i f there is a v £ V such that p <^ v. 

4.2.2.4 Correctness of sequencing-supported peptides 

The previous sections established the notions required to derive whether a peptide has a sequenc­

ing support in a D N A or m R N A dataset. Now, we discuss the correctness of unique SNV-pept ides 

that have sequencing support. Overal l , the idea is to calculate the probabil i ty of sequencing sup­

port by chance—if such a chance is low, it provides indirect evidence that the variant peptide 

was detected correctly. 

Firs t , we describe a common form of a peptide database search that does not allow estab­

lishing the correctness by means of statistical significance of sequencing support. Afterward, 

we describe a requirement for a peptide database search such that it allows establishing the 

correctness. Final ly , we discuss the notion of a probabil i ty of a presence of a particular S N V 

in a randomly selected sequencing dataset, allowing us to establish the correctness of peptide 

detection for mult iple peptide detection methods. 
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Sequencing-derived protein database searches 

We now describe a scenario i n which the sequencing support is inadequate to establish the 

correctness of detected peptide variants. In practice, such a scenario corresponds to a common 

approach i n proteogenomics [9], i n which researchers construct a sample-specific protein dataset 

derived from the corresponding D N A or m R N A data. The protein dataset is then used in a 

database search for detecting variant peptides. 

Let us now part ial ly formalize the scenario. Suppose a reference set R of protein-coding 

m R N A and a dataset V of S N V s . Let us denote -D p r o te ins the set of proteins that are the result 

of the introduction of these S N V s into the sequences R, followed by their translation, thus 

^proteins = [j $ ( r © t f ) . 
r&R,v&V 

Database search engines internally process -Dproteins to yield a dataset of peptides that they match 

against the fragment mass spectra. Let us denote such processing as fi : P H - and denote 

the dataset of resulting peptides as Z? p e p t ides - Then, 

^peptides = (J ^ ( p ) -
ins 

Such processing typical ly includes cut t ing the sequences by specified enzyme or including poten­

t ia l modifications. Importantly, let us assume that the database search engine does not consider 

any amino acid substitutions. 

Now, let us have D the set of SNV-pept ides that a database search approach considers for 

matching against fragment mass spectra, thus 

D = ^peptides H -DsNV-peptides-

In this approach, a l l peptides p £ D have a sequencing support i n V, formally p <^ V. In other 

words, the probabil i ty of sequencing support by chance for al l SNV-pept ides equals one, thus 

Pi(p ^= V \p€ D) = 1. 

Such a form of database search thus fundamentally prevents validating the detected SNV-var ian t 

peptides by statistical significance of sequencing support. 

Database searches considering a large number of variants 

We now turn to a si tuation when the sequencing support can establish the correctness of detected 

peptide variants. Suppose that a database search approach internally considers a large number of 

SNV-pept ides for matching against the fragment mass spectra. Let us again denote such peptides 

D as i n the previous section. Then, the probabil i ty of an SNV-pept ide p having sequencing 

support in V, P r (p ^ V \ p £ D) = c, w i l l be typical ly low. For instance, i f such c is around 

c < 1CT 2 , the sequencing support is unlikely to occur by chance alone. A s a result, we have 

indirect reasons to conclude that such a peptide was correctly detected. 
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Sequencing support based on frequency of variants in the population 

We now turn to a scenario i n which we util ize the probabil i ty that a particular variant v is present 

in a sequencing dataset. Let us denote the probabil i ty that an S N V v is present in a randomly 

selected variant dataset V as 

Pr(v G V). 

Now, suppose that a peptide detection approach detects a unique SNV-var ian t peptide p. For 

simplicity, let us further assume that there is only one applicable S N V v that can result in p. 

Then, 

Pr (p £E v) = Pr(v G V). 

Thus, if the nucleotide variant v corresponding to peptide p is unlikely, its sequencing support 

is also unlikely due to chance. Aga in , we have indirect reasons to interpret the presence of the 

sequencing support as evidence that the variant peptide was detected correctly. 

Note A unique SNV-pep t ide p can st i l l be supported by different candidate S N V s v* wi th in 

the same R N A codon. In such case, we let 

Pr (p ^ v) = max P r (u G V ) . 

4.2.2.5 Incorrectness of sequencing-unsupported peptides 

In the previous section, we have discussed the correctness of unique sequencing-supported S N V -

peptides. For a suitably designed experiment, the sequencing support of SNV-pept ides can be 

thus often interpreted as evidence for their correctness. However, the si tuation wi th incorrectness 

of detection of SNV-pept ides based on lack of sequencing support is more complicated. Overal l , 

a correctly detected SNV-pept ide might not have a sequencing support, depending on various 

circumstances. We first discuss the scenario when the peptide p indeed originated from an S N V v 

and discuss what affects the presence of v i n a sequencing dataset V (and thus whether p <^ V ) . 

Afterward, we discuss the possibil i ty that the SNV-pep t ide p d id not originate from an S N V . 

SNV-pept ide originating from an S N V variant 

Suppose that a peptide detection approach has correctly detected a unique SNV-var ian t peptide 

p for a particular fragment spectrum m, thus p = T{m). Furthermore, suppose that the pep­

tide p originated (biologically) from the corresponding S N V . In what follows, let us denote the 

sequencing dataset as V. 

Let us first consider an extreme situation, wherein the variant dataset V is complete i n the 

sense that it contains al l nucleotide variants (and that SNV-pept ides can not originate by other 

means). Then, a correct SNV-pept ide p w i l l always have a sequencing support, thus 

Pr(p <^ V I p = r(m)) = 1. 

The lack of sequencing support would then imply that the peptide is detected incorrectly. 

However, the si tuation is more complicated i n practice. A t min imum, we need to consider at 

least two classes of variants, which have different probabilities that the variant wi l l be in V. The 
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two types of variants in consideration are germline (or inherited) variants and somatic variants, 

and we now turn to their discussion. 

Germline (or inherited) variants The inherited variants are, under most circumstances, 

present i n each cell and are thus generally easier to detect by sequencing. A s a result, the 

probabil i ty of the presence of a germline variant v i n the corresponding sequencing dataset V is 

thus typical ly high. Formally, 

Pi(v G V | G E R M L I N E ( W ) ) = g, 

for g being a rather high value, say g ~ 0.9. Therefore, the lack of sequencing support for a 

germline variant v l ikely indicates that the variant peptide was detected incorrectly. 

Somatic variants The si tuation wi th somatic variants is much more complicated. Foremost, 

the somatic variants can be present in an unknown proport ion of cells. The probabil i ty of 

their presence in the sequencing data thus depends on many factors, e.g., the sample itself, its 

processing, and the computat ional analysis. Nevertheless, it is reasonable to assume that the 

probabil i ty is lower than for the germline variants. Overal l , let us denote the probabil i ty as 

Pi(v e V | S O M A T I C ( W ) ) = s, 

where s is often unknown. S t i l l , in a sample that contains mostly the tumor wi th the somatic 

variant v, it is reasonable to expect that s is reasonably high, say around s ~ 0.7. Otherwise, 

the s might be quite low. In summary, the lack of sequencing support for somatic variants does 

not necessarily imply the incorrectness of detection of the corresponding peptide variants. 

Categorization of variants as germline and somatic Another complication arises because 

we do not know whether a particular SNV-pept ide originated from a somatic or a germline vari­

ant. Nevertheless, germline variants are rather common i n the human population, while somatic 

variants are relatively rare. Because we have estimates X(v) on the frequency of indiv idual 

SNVs v i n the human populat ion [74, 75], we categorized the nucleotide variants as follows. If 

X(v) < 1 0 - 3 , or its populat ion frequency was unknown, we categorized v as a somatic variant. 

Otherwise, we categorized v as a germline variant. 

SNV-pept ide resulting from another process 

The si tuation is further entangled because a correctly detected SNV-pept ide p can result from 

processes other than an S N V . We describe two processes that might result in the correct detection 

of an SNV-pept ide and its lack of sequencing support. 

Protein synthesis errors The first process refers to the synthesis of proteins, which is prone 

to errors on the order of 1 per 1 0 - 3 to 1 0 - 4 synthesized residues [87]. Let us reiterate that 

the mass spectra we analyze are from the data-dependent acquisition strategy and are thus 

systematically biased towards more abundant peptides (section 2.1). A s protein concentration 
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ranges over ten orders of magnitude [88], we would expect to see some variant peptides from 

highly-abundant proteins, which are, however, the result of protein synthesis errors. 

R N A editing The second process is R N A editing [89], which happens on the R N A level and 

thus, the corresponding change would not be present i n a D N A - l e v e l dataset. S t i l l , one can 

test whether a particular variant corresponding to an SNV-pep t ide is present i n an R N A editing 

database [90], which would provide part ia l evidence for its correct detection. 

4.2.2.6 Detection performance metrics 

Herein, we establish the metrics for evaluating the performance of variant peptide detection. 

Suppose that a particular peptide detection approach Q gives a set P = {pi,... ,pn} of unique 

SNV-pept ides . Further, suppose we have the D N A or m R N A dataset V that corresponds to the 

analyzed mass spectra. Now, let us denote P+ the subset of peptides in P that have a sequencing 

support in V, thus 

P+ = {p G p \ p V}. 

Precision We define the precision of the approach f2 as 

IP+I 
Precisionn 

I J— 1 

Claimed variants The situation wi th the recall of an approach is less straightforward com­

pared to the direct val idat ion (section 4.2.1). Therein, we know the correct peptide for each 

fragment spectrum, allowing us to establish the recall of a detection approach easily. In typical 

experiments, however, we do not know the correct peptides for each spectrum, and we thus also 

do not know the total number of unique SNV-pept ides for a given set of mass spectra. Instead, 

we w i l l use an absolute metric—the total number of variant peptides claimed by an approach f2, 

thus 

Cla imed- Var iants^ = \P\. 

4.3 Downstream applications 

In this section, we wi l l describe three methods for downstream application of the detected pep­

tide variants. Firs t , we introduce a method that calculates the probabil i ty that a proteomics 

sample has originated from a particular D N A origin given their variant overlap (section 4.3.1). 

Next, we introduce a method for calculating the statistical significance of a variant match appli­

cable to datasets w i th a large number of analyzed samples, herein employed in the analysis of 

N C I 6 0 datasets (section 4.3.2). Final ly , we introduce a method for estimating the rate of protein 

variation and an analogous measure for genetic variat ion (section 4.3.3). 

4.3.1 P r o b a b i l i t y of D N A or ig in 

Herein, we propose a method that assigns probabilities to a set of candidate D N A origins for a 

proteomics sample based on detected peptide variants. Thus, suppose that a peptide detection 

approach results i n a set P of unique SNV-pept ides , and let us denote N the set of the S N V s 
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that correspond to them. Further, let us denote the candidate D N A origins against which we 

wi l l match N as O = {Oi,..., On}, wherein each Oj is a set of S N V s . Final ly , let us denote the 

set of al l D N A origins, hence the whole population, as 0 + (CD C CD + ) . 

In what follows, we w i l l first assume a particular behavior over the relative probabilities of 

the candidate D N A origins, given their match wi th N. These assumptions allow us to calculate 

the relative probabilities of individual origins if each origin Oj 6 O has the same number of 

matching variants wi th N. Afterward, we propose a relationship for the probabilities that extends 

the previous behavior, allowing us to derive probabilities even when the numbers of matching 

variants differ. 

Equivalent variant overlaps 

We start w i th the assumption of equivalence of probabilities of origins when these have the same 

overlap wi th variants N. Thus, suppose that two candidate D N A origins have the same overlap 

wi th variants N. We assume that the probabil i ty of either origin being the true origin Of is 

equal. Thus, i f Oa D N = Ob D N, then 

Pv(Ot = Oa) = Pv(Ot = Ob). (4.1) 

Origins differing each by a single variant 

Suppose origins Oa,Ob, and their overlaps w i th N, 

OaDN = NabU {va} and Ob D N = Nab U {vb}, 

such that 

Va,Vb $. Nab,Va / Vb. 

Thus, the origins Oa, Ob have almost the same match wi th iV except that each matches a different 

variant i n N. We are interested in which of the two origins Oa and Ob is more l ikely given their 

variant match wi th N. 

Let us denote the origins i n 0 + having variants iV as NA. We approach the problem indirectly 

by assuming a particular behavior of probabilities that the true origin 0% is within vs. wi th in 

O^. In particular, we assume that such probabilities are equal, thus 

P r ( O j e O a

A ) = P r ( O t e O f ) . (4.2) 

However, even if such probabilities are equal, the number of indiv idual origins wi th in them might 

differ. In particular, the expected ratio of the number of such origins is inversely proportional 

to the populat ion frequencies X(va), X(vb) of the corresponding variants, thus 

\Oa\ = fX(Vg)Yl 

| O b

A | Wvb)J • 

For instance, suppose X(va) = 0.1 and X(vb) = 0.5. Then, we would expect that there are 

= 5 times more origins having a variant vb compared to those having a variant va. 
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Oa and O f . T l 

individual origin is equally likely a priori, we have 

Final ly , we tu rn to the indiv idual origins within and . Then, assuming that each such 

Pr(Ot = Oa) \Oa\ 
Pi(Ot = Ob) | o f | - i ' 

Thus, given our assumptions, the probabilities of origins Oa and Ob are inversely proportional 

to the populat ion frequencies of the addit ional variant. 

Different number of matching variants 

The previous assumptions allow us to establish the probabil i ty of indiv idual origins i f for each 

\Oif\N\ = k. (4.3) 

We now propose a particular behavior over the relative probabilities of individual origins such 

that the behavior agrees wi th equations 4.1 and 4.2 when the number of matching variants is 

equal but is applicable even when the number of matching variants differs. In particular, for two 

origins Oa and Ob, we assume that the ratio of their probabilities is the inverse of the product 

of populat ion frequencies of matching variants, thus 

P r ( O a ) / veoanN 

P r ( O b ) I n Kv) 
veobnN 

Furthermore, in our applications, we w i l l assume that the true origin is always among the can­

didate origins, and we w i l l normalize the probabilities to sum to one. 

4.3.2 Stat i s t ica l significance of a var iant m a t c h 

We now describe a method for calculating the statistical significance of a variant match between 

two samples, applicable if these are a part of large datasets. Further, we allow the variant 

match to be calculated over nucleotide variants detected using different approaches. A l though 

the method remains rather general, we formulate it directly for the analysis of variant data from 

the dataset of NCIßo cancer cell lines (section 4.1.2). 

T h e task Let us thus denote T a variant detection approach that maps an NCIgo sample to a 

set of single nucleotide variants, thus 

F: N C I 6 0 ^ P ( S N V ) . 

Given samples s,t £ NCIgo and approaches Ta and Tb, our a im is to calculate the significance of 

their variant match. In what follows, we first define the agreement function and then derive the 

probabil i ty of observing such an agreement by chance. 
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4.3.2.1 Calculation of variant match 

We now specify the calculation of the agreement between detected variants. Overal l , we evaluate 

the agreement on a large set of human germline single nucleotide variants, denoting such set as 

§NV(n, C S N V . Now suppose samples s,t G N C L 3 0 and detection approaches Ta and I V Let us 

have a function 

Then, we calculate the agreement @(s,t) as a Spearman's p correlation coefficient over al l 

germline variants S N V ^ = {v\,..., vn}, thus 

4.3.2.2 Calculation of statistical significance 

Having established the agreement of a variant match, we now turn to the calculation of its 

statistical significance. Overal l , we w i l l calculate the p-values of the variant match for two 

related nul l models and then combine their p-values. 

Notation In N C L 3 0 samples, there are samples a 7^ b that are genetically related. W h e n 

constructing a nul l model of the variant match, we wi l l thus not use the agreement between such 

samples. We introduce the notat ion 

which represents the set of samples that are not genetically related to a sample s G N C L J O - We 

refer an interested reader to more information about genetically-related samples among NCI60 

samples to our article [3]. 

N u l l models of variant match 

We now turn to the specification of the two null models of a variant match between s and t: 

s,t € NCLjo- Herein, we wi l l describe just one such model, noting that we exchange the roles of 

s and t to obtain the other model. 

A s the N C I 6 0 panel contains many samples (59), we bu i ld the nul l model from variant matches 

against al l genetically unrelated samples. Thus, given samples s,t G N C L 3 0 , let us have a vector 

Xs that contains agreement of s w i th each ti G N C I ^ S . Thus, we have 

/[(<;) : S m W {0,1}, 

indicating whether a variant v was detected using an approach T in a sample s, thus 

e(s, t) = K C f f ^ i ) , . . . , fr(vn)), (f[b(Vl),..., f[»(vn))). 

N C L T 0

S C N C I 6 0 

x s = (e(s,h),...,e(s,tn)) 

where n N C I , -GO 
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Now, we assume that Xs follows the normal dis t r ibut ion for some parameters ns,°~s which 

we obtain by fitting the distr ibution, thus Xs ~ M(/J,S, O-2

S). We then use the normal dis tr ibut ion 

to calculate the statistical significance of the match. 

Significance of variant match 

We now specify the significance of the variant match. For the first nul l model, the probabil i ty of 

observing a given match x at random is 

We combine the p-values using the harmonic mean procedure [91], which does not require the 

assumption of independence between the tests. A s a result, the p-value p of the match between 

s and t is then 

4.3.3 Large-scale rate of var ia t ion 

In this section, we define two metrics that evaluate the large-scale behavior of variation on both 

protein and gene level. Our overall a im is to detect so-called hypermutated tumors, tumors wi th 

a substantially higher rate of somatic variation. In turn, such tumors are treated more efficiently 

using immunotherapy [83, 84, 92], and thus the knowledge of protein mutat ion rate might help 

in selecting preferable cancer treatment. 

4.3.3.1 Prote in variation rate 

We now introduce the notion of a protein variat ion rate given detected peptide variants and 

reference protein sequences. In doing so, we w i l l sum up the total number of variant amino 

acids detected and calculate its fraction to the total number of reference amino acids detected. 

Al though the overall goal is straightforward, there are a few technical aspects to the calculation, 

and we now describe it in more detail. 

Reference amino acids 

We start w i th the calculation of detected reference amino acids. Firs t , we introduce the sequence 

coverage of a protein-coding m R N A r = (c, s) by a set of peptides P. Intuitively, the sequence 

coverage is the number of amino acids of r explained by peptides P. Let us thus denote the 

protein sequence of r as q = = (q\,..., qt). For each peptide p, we denote Ip the indices of 

amino acids that are covered by the peptide p, thus 

ps = P r ( 6 ( s,t) >x) = Pr(M(fis,a2

s) >x). 

For the other nul l model, the probabil i ty of observing the match x at random is 

pt = P r ( 6 ( s,t) > x) = Vi(M(^<J2

T) > x). 

h = U •••>.?} b = • • •>#)}• 
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Then, the sequence coverage of r by P, denoted P R O T E i N - C o V E R A G E ( r , P), is the size of the 

union of al l these indices, thus 

P R O T E I N - C O V E R A G E ( r , P) = | Ip . 

In computat ional proteomics, it sometimes happens that a detected peptide p is a subsequence 

of mult iple reference protein-coding m R N A s . For our notion of protein variation rate, it is 

beneficial if each such peptide p is assigned to a single protein-coding m R N A . Such an assignment 

of peptides to a single reference protein is known as protein inference, and mult iple approaches 

for this purpose exist [93]. Nevertheless, we wi l l consider just a general function T that performs 

the protein inference. Thus, suppose a set of reference peptides P r e f and a set R of reference 

protein-coding m R N A s . The protein inference is a function T : P r e f i—>• R such that if T(p) = r , 

then p is a subsequence of r , thus C A N D I D A T E - M R N A ( P , r, 0) ^ 0. 

Having introduced the prerequisites, we now turn to the total count of detected reference 

amino acids. Suppose a set P r e f of reference peptides, a set R of reference protein-coding m R N A , 

and a protein inference T : P r e f i—> R. Then, the total count of reference amino acids, denoted 

R E F - A M I N O - A C I D S ( P R , S, T ) , is the sum of protein coverage by all these peptides in their re­

spective proteins, thus 

R E F - A M I N O - A c i D S ( P r e f , R, T ) = ^ PROTEIN-COVERAGE(r , T ~ 1 ( r ) ) . 

Variant amino acids 

We now define an analogous measure for variant amino acids. Because particular variant amino 

acid can be detected by different (but overlapping) unique SNV-pept ides , we wi l l count the 

number of variant codons corresponding to the unique SNV-pept ides . Let us first define the 

notion of m R N A of a variant codon. 

Definition 21 ( m R N A of a variant codon for unique SNV-pep t ide ) . Suppose a unique S N V -

peptide p = (pi,... ,pm), and let us have its single candidate m R N A (c, (Ni © ... © Nm, L\ © 

... © Lm)). A s p is an SNV-pept ide , let us denote i the only posit ion where pi ^ <&(Ni). Then 

the m R N A of the variant codon of p, denoted V A R I A N T - C O D O N - M R N A ( P ) , is 

V A R I A N T - C O D O N - M R N A ( P ) = (c, (N^Li)). 

The function V A R I A N T - C O D O N - M R N A thus gives, for a unique SNV-pep t ide p, the particular 

substructure of protein-coding m R N A , which corresponds to the single amino acid difference. 

Now, to calculate the total number of variant amino acids detected, we get the size of the set of 

variant codons for given SNV-pept ides . Thus, suppose a set P of unique SNV-pept ides . The total 

count of variant amino acids, denoted V A R - A M I N O - A C I D S ( P ) , is the number of corresponding 

variant codons, thus 

V A R - A M I N O - A C I D S ( P ) = | { V A R I A N T - C O D O N - M R N A ( P ) \ p e P}\. 
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Final ly , we define the protein variation rate. 

Definition 22 (Protein variat ion rate). Suppose a set P v a r of unique SNV-pept ides , a set R 

of protein-coding m R N A , a set P r e f of reference peptides, and a protein inference T . Then the 

protein variat ion rate is 
V A R - A M I N O - A c i D S ( P v a r ) 

R E F - A M I N O - A c i D s ( P r e f , R, T ) ' 

4.3.3.2 Gene variation rate 

We now turn to the analogous measure of gene variation calculated over a D N A sequencing 

dataset V. To obtain closer correspondence wi th the protein variation, we restrict the calcula­

t ion over chromosomal locations of protein-coding m R N A . Let us thus denote LR the set of all 

chromosomal locations over protein-coding m R N A s R: 

LR = {(c,l) \ l = k for some (c, ( ( m , . . . , n m ) , (h,... ,lm))) G R}. 

Definition 23 (Gene variation rate). Suppose a D N A variant dataset V and a protein-coding 

m R N A s R. Let us denote VR the set of variants i n V that overlap wi th the chromosomal locations 

L , thus VR = {(c, I, r, a) € V | (c, I) G LR}. Then the gene variat ion rate is 

\VR\_  

\LR\-

4.4 Data analysis 

Herein, we describe methods that we employed for the analysis of data presented in the results 

(chapter 5). Firs t , we focus on the combinatorial peptide library, wherein we specify prior models 

and adjustments to the calculation of posterior probabilities (section 4.4.1). Afterward, we focus 

on the analysis of typical proteomics experiments, describing methods to counteract precursor 

measurement errors, adjustment of the prior probabil i ty model, and. relaxation of P r m a x (section 

4.4.2). Final ly , we describe the detailed configuration of software ut i l ized i n our comparisons, 

along wi th the parameters for our more realistic prior model (section 4.4.3). 

4.4.1 C o m b i n a t o r i a l pept ide l i b r a r y 

Herein, we accommodate the notions introduced i n the theoretical framework to the circum­

stances applicable in the analysis of our combinatorial peptide library. Firs t , i n section 4.4.1.1, 

we describe peptide prior probabil i ty models that are specifications of the general ones intro­

duced i n the section 3.2.3, along wi th an addit ional prior model of sequence tags. Afterward, 

in section 4.4.1.2, we adjust the Bayesian detection model from section 3.1.3 to the analysis of 

the combinatorial peptide library. Therein, we introduce a relat ivizat ion of peptide-spectrum 

agreement functions and describe a method for predicting the dis t r ibut ion of true matches for a 

particular fragment spectrum—allowing us to obtain more precise posterior probabilities. 

4.4.1.1 Pr ior models utilized in the analyses 

We now describe the prior models that we uti l ized to analyze the combinatorial peptide library. 

08 
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Prior models based on enzymatic cleavage 

Herein, we util ize the cut-after-residue model from section 3.2.3.3, and decompose it to see its 

part ial effects on peptide detection. In particular, we consider two part ia l models: one which 

models the cut t ing behavior at the last residue, and another that considers the absence of cuts 

wi th in the peptide. Mul t ip l i ca t ion of prior probabilities in these models then gives the model 

described i n the section 3.2.3.3. In what follows, let us have a peptide p = {p\-,Pi, • • • ,Pn,P-\) 

and a particular expected proport ion of cuts a(r) after residue r . 

M o d e l based on cutting just the last residue The prior model that considers only cutt ing 

of the last residue at the C-terminal then behaves as follows: 

The relative prior probabil i ty of p is thus just the probabil i ty of cut t ing after the last residue pn. 

M o d e l based on the absence of cuts within the sequence The prior model that considers 

the absence of cuts wi th in the sequence then behaves as follows: 

\ i = l / 

The relative prior probabil i ty of p is thus mul t ip l icat ion of not cut t ing residues up to the last 

residue (excluding the last one). 

Correct pattern prior 

The correct pattern prior models the prior knowledge when we expect a single reference sequence 

(section 3.2.3.4), and we specify prior probabilities based on the distance to i t . In line wi th 

the more general model, we employ a distance function A : P x P i—>• M+, i.e., Levensthein 

distance, to the sequence L V V V G A X X V G K . Note that although X is not an amino acid, and 

thus L V V V G A X X V G K ^ P , we allow such a sequence just for computing the distance. Then, 

the relative prior probabilities of peptides p £ P are 

for a c indicat ing the mult ipl icat ive decrease i n prior probabil i ty w i th a unit increase i n distance. 

Note that in our results section 5.1, we w i l l refer to c as distance factor ( D F ) . 

Reference proteome prior 

The reference proteome prior builds on the notion of a prior model based on the min imal distance 

to mult iple sequences (section 3.2.3.5). In what follows, we derive a particular set of expected 

peptides and define the min imal distance of a candidate peptide to any such expected peptide. 

To make the description consistent w i th our previous exposition, we start w i th the set R of 

protein-coding m R N A . Let us have the set S of the corresponding proteins by translation of R, 

Pr*(p) = a(pn) 

Pr*(p) = c

AiP'q) 
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thus 

S= U*(r). 

We now specify the expected proportions of cuts a(r) after a residue r in our more realistic prior 

model (section 3 . 2 . 4 ) . Due to the structure of the library, we let a mimic the behavior of t rypsin 

by always cut t ing after K and R but never otherwise, thus 

a(a) 
1 i f a e { K , R } , 

0 otherwise. 

Further, we disallow any modifications and substitution, except for fixed modification of car-

bamidomethylat ion of C, thus J-c(C © Carbamidomethylation) = 1. Final ly , we bui ld al l the 

peptides P that are the result of such cuts, thus (P, R) = B U I L D - P E P T I D E S ( S , 1, ( 0 , 0 0 ) ) . 

T h e model Having specified the set of expected peptides, we now specify the prior model based 

on the distance to them. For computat ional efficiency, we w i l l use the Hamming distance instead 

of the Levenshtein distance (we need to calculate the distances to P for 5 . 4 2 x 1 0 9 candidate 

peptides). A s a result, we calculate the distance just w i th the peptides of the same length. Let us 

thus have the Hamming distance function A : P x P 1—>• N . For each p, let us denote the min imal 

distance to a peptide i n P as D I S T ( P , P), thus 

D I S T ( P , P) = m i n A(p,q). 

Then the relative prior probabil i ty of p is 

Pr*(p) = C D I S T ( P , P ) J 

for some c specifying the mult ipl icat ive decrease in prior probabil i ty wi th unit increase in the 

min imal distance. Similarly, as for the correct pattern prior, we w i l l refer to the c as distance 

factor ( D F ) i n the results section 5 . 1 . 

Sequence tag prior 

The sequence tag prior models the si tuation when we know a substructure of the correct peptide 

in a certain probabilist ic sense. Such knowledge can be, for instance, derived from the fragment 

spectra using tag-based approaches [38, 5 6 , 9 4 ] . Let us first define what we mean by a sequence 

tag. 

Definition 24 (Sequence tag). A sequence tag is a triple (m\-,m-\, s), such that m\- G M + is 

a missing mass to the N-terminal , m-\ G M + is a missing mass to the C- te rmina l , and s = 

(si,..., sn), Si G A is a sequence of amino acids. 

Because we wi l l consider only correct peptide sequence tags, let us specify how to create a 

sequence tag for a peptide, noting that we would obtain such a sequence tag experimentally in 

practice. Firs t , to simplify the exposition, let us specify a prefix residue mass ladder that also 

includes both terminals, thus P R E F I X - M A S S - L A D D E R M ( ( P 0 , • • • ,Pn+i)) = {Lo, • • •, Ln+i), such 

that Li = X]j<j M A S S ( P J ) , where po and pn+i refer to N- te rm and C - t e r m , respectively. 
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Definition 25 (^-length sequence tag for a peptide p starting at residue i). Suppose a peptide 

p = {p\-,Pi, • • • ,Pn,P-\), a length k of a sequence tag, 1 < k < n, and a starting posit ion 

i £ { 1 , . . . , n — k + 1}. Now, denote L = (LQ, . . . , L „ + i ) the prefix mass ladder of p, thus L = 

(LQ, . . . , Ln+i) = P R E F I X - M A S S - L A D D E R ' '(p). Then, the fc-length sequence tag of p starting at 

residue i, denoted S E Q U E N C E - T A G (p, k, i), is 

{Li, M A S S ( P ) - L j + f e _ i , (pi,... , p i + f e _ i ) ) . 

The previous definition of S E Q U E N C E - T A G thus allows us to create sequence tags for a pep­

tide. To get a more intuit ive idea of the tag, let us show how the sequence tag corresponds to the 

mass of the peptide. Thus, suppose a peptide p, a length of the sequence tag k, and an applicable 

starting posit ion i. Let us create a sequence tag as (my-, m~\, s) = S E Q U E N C E - T A G ( P , k, i). Then, 

the sum of masses of individual parts equals the mass of the parental peptide, thus 

M A S S ( m i - ) + M A S S ( m - i ) + M A S S ( S ) = M A S S ( p ) . 

Thus, in other words, the sequence tag captures a particular substructure of the peptide, while 

knowing what masses are missing on both sides. 

Example Let us illustrate the definition on an example. Suppose a peptide p = L V V V G A G G V G K 

and let us consider a tag for the substructure L V V V G A G G V G K as indicated by the bold type­

face. Then, 

S E Q U E N C E - T A G ( P , 3,3) = ( M A S S ( H ) + M A S S ( L V ) , M A S S ( A G G V G K ) + M A S S ( H ) , V V G ) . 

We now focus on the topic of our pr imary interest—to define when a peptide matches a 

sequence tag. Thus, in what follows, we specify under what conditions a peptide p matches a 

sequence tag t. 

Definition 26 (Peptide p matching a tag t at tolerance e). Suppose a peptide p = (p\-,pi,... ,pn,p-\), 

a sequence tag t = (m\-,m-\, s), and a tolerance e > 0. Let us have the prefix mass ladder L of p, 

L = P R E F I X - M A S S - L A D D E R ' '(p). 

Suppose we match L against my- and M A S S ( p ) — m^, obtaining the indices M of matching 

fragments, thus 

M = Me(L, (mh, M A S S ( p ) - m H ) ) . 

Then a peptide p matches a tag t up to tolerance e, denoted M A T C H E S - S E Q U E N C E - T A G ( P , t, e), 

if (pf+i, • • • ,pt) = s, for some indices / and t, such that (/, 0), (t, 1) £ M. 

T h e prior model Suppose that, for a given spectrum, the correct peptide is q. Further, 

suppose we are interested i n a prior model of sequence tag of length k, starting at posit ion i. We 
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specify the prior model as follows: 

Í 1 i f M A T C H E S - S E Q U E N C E - T A G ( P , S E Q U E N C E - T A G ^ , i, k), e) 

c otherwise, 

for some c expressing how less likely a priori a peptide p is if not matching the correct sequence 

tag (of length k, starting at posit ion i). Note that i n the results section, we wi l l refer to c as 

a tag non-matching factor. For addit ional information on the sequence tag prior, we refer the 

interested reader to our article [2]. 

4 .4 .1 .2 C a l c u l a t i o n o f p o s t e r i o r p r o b a b i l i t i e s 

Herein, we describe calculation of posterior probabilities of candidate peptides using the Bayesian 

method from section 3.1.3. In doing so, we introduce a transformation of the agreement function 

such that it provides spectrum-specific agreement instead of a raw agreement—such a transfor­

mation then improves the separation of true and random matches [2]. Afterward, we specify 

how to obtain fixed distributions of true and random matches and finally introduce a method 

for predicting the true match dis tr ibut ion based on the characteristics of a particular fragment 

spectrum. 

O v e r a l l o b j e c t i v e Let us now reiterate our overall objective. Altogether, we a im to specify 

the dis t r ibut ion of true matches P r ( 0 ( p , m) = x | p) and the dis tr ibut ion of random matches 

Pv(Q(p,m) = x) to calculate the posterior probabil i ty Pv(p\Q(p,m) = x). In line wi th the 

section 3.1.3, we do so from a training dataset M of mass spectra M = (mi,... ,mn) and the 

corresponding correct peptides P = (p\,... ,pn)- In what follows, let us denote the corresponding 

precursor mass of a fragment spectrum m as rhp. Because we assume that we can always measure 

the precursor mass up to a tolerance e p , the correct peptide T(m) for a spectrum m is always in 

F m p ± e p and thus the set Vmp±ep is complete. In turn, this allows us to normalize the posterior 

probabilities to sum to one. 

T r a n s f o r m a t i o n o f t h e a g r e e m e n t A s indicated before, we transform the agreement into 

its relative form because such a transformation improves the separation of correct and random 

peptide matches [2]. Thus, suppose an agreement function O : P x M H - K . We transform O into 

its relat ive-maximum form O* as follows, 

Q*(p,m) = max @(q,m) — @(p,m). 
q&rhp±ep 

Note that after this transformation, the best matching peptide has an agreement of zero. 

F i x e d d i s t r i b u t i o n m o d e l s 

We now turn to the specification of the distributions of true and random matches. Note that 

in applying the methods from the section 3.1.3, a slight complicat ion arises because there, we 

assume a fixed finite set C of causes. Herein, for each precursor mass rhp, we have a potentially 
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different finite set of peptides IPm p ±e p - Nevertheless, we assume that such distributions are the 

same for each IPmp±<EP> allowing us to t ra in the model directly. 

True matches Thus, expanding on the equations in the section 3.1.3, and ut i l iz ing our trans­

formed agreement, we have the following dis tr ibut ion of true matches: 

p tnki \ | \ | { i G 11 @*(pi,mj) = x}\ 
P r ( 6 (jp,m) = x\p) = , 

where 1 = { l , . . . , n } , n being the number of mass spectra i n the t raining dataset. 

R a n d o m matches Let us denote ®*M{x) the total number of peptides having a relative match 

x in M, thus 

© M ( Z ) = E | { p e P A p ± e p | e * ( p , m ) = x } | . 

Then, we have the dis tr ibut ion of random matches, 

x 

P r e d i c t i o n of true match d i s t r i b u t i o n 

A fixed true match dis tr ibut ion buil t directly from the matches of correct peptides derived already 

reasonably accurate posterior probabilities in the analysis of peptide l ibrary [2]. Nevertheless, 

we further considered a parametric true match distr ibution—predicted for a particular fragment 

spectrum based on its characteristics. For instance, if the precursor of a fragment spectrum was 

of high intensity, it was more l ikely that the correct peptide had a maximal match i n it , and we 

wanted to take such and other dependence into account. 

In general, let us represent the prediction as a function £, giving a true match dis tr ibut ion 

for a spectrum m G M . For simplicity, let us assume that the relat ive-maximum matches are 

natural numbers. T h e n £ is of the following functional form, ( : M i - > ( N H> (0,1)). Further, it 

must hold that for each m G M , 

fceN 

Shape of the true match d i s t r i b u t i o n Mot iva ted by the shape of the fixed true match dis­

t r ibut ion [1], we assume that the true matches for a spectrum m follow a geometric distr ibution. 

Let us denote a particular geometric dis tr ibut ion as a function 5^: N 4 (0,1), where p is its 

only parameter. For completeness, let us specify the probabil i ty mass function of Qp, thus 

gp(k) = ( i - P ) k - P . 

Final ly , the parameter p aims to represent the probabil i ty that the true peptide w i l l have a 

maximal match (note that Gp(0) = p). 

Predict ing the parameter p Briefly, we buil t a logistic regression predictor on the training 

dataset ( M , P), and used it to predict the probabil i ty that the correct peptide wi l l have a maximal 
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match. For the prediction, we used the precursor intensity, the precursor mass, and the total 

number of peptides in Vmp±ep

 a s independent variables (using natural logarithms of each). The 

only dependent variable was a Boolean variable indicat ing whether the correct peptide had a 

maximal match. 

T h e parametric model For a particular spectrum m, we predicted the parameter p for the 

geometric dis tr ibut ion Qp, and set 

P r ( 6 * ( p , m ) = k\p)= gp{k). 

For further details, including the modeling of continuous distributions, we refer the interested 

reader to our article [1]. 

4.4.1.3 Comparison with other approaches 

For the details of comparison we refer the reader into our articles [1] and [2]. 

4.4.2 A d j u s t m e n t of pept ide detect ion for t y p i c a l exper iments 

The analysis of typical proteomics datasets brings its own set of challenges compared to the 

idealized conditions of the peptide library. Firs t , we discuss technical errors i n precursor mass 

measurement and describe our approaches to counteract them (section 4.4.2.1). Afterward, we 

specify an adjustment to prior probabilities of unique SNV-pept ides that replaces the general 

probabil i ty of amino acid substi tut ion wi th a sequence-specific one (section 4.4.2.2). Final ly , we 

introduce a relaxation of P r m a x , which assigns a trade-off k between the importance of peptide 

prior probabilities and spectral match (section 4.4.2.3). 

4.4.2.1 Errors in precursor mass 

Measurement of mass spectra is sometimes affected by undesirable technical errors. Herein, we 

focus on errors when deriving the precursor mass of the parental molecule. Firs t , we discuss 

the relatively common event of selecting a non-monoisotopic peak of a molecule by a mass 

spectrometer. Afterward, we describe a more general approach for dealing wi th less common 

errors in precursor-mass determination. 

Selection of non-monoisotopic precursor peak 

Operat ing systems of mass spectrometers generally a im to select the monoisotopic peak of a 

particular precursor for its fragmentation. However, because the determination of such a peak is 

not always straightforward, the mass spectrometer may select a non-monoisotopic peak instead. 

As a result, it can happen that the true monoisotopic mass mp is not wi th in the tolerance e p of 

the measured mass m p , and thus the correct peptide T{m) for the fragment spectrum m is not 

wi th in FVhpiep- To cover this type of measurement errors, we need to consider the possibility 

that the mass spectrometer selected a non-monoisotopic molecule—a molecule that has a different 

number of neutrons than the monoisotopic one. Let us now expand our approach to incorporate 

such situations. 
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In general, we assume, that the mass spectrometer always selects precursors that can differ 

from the monoisotopic mass only by masses of 

neutrons. Denoting n the mass of a neutron, the true monoisotopic mass mp of the precursor is 

then wi th in 

for some k i n K. To implement the approach in practice, we thus calculate the spectral matches 

against addit ional database bins that overlap wi th al l the precursor mass ranges specified in the 

equation 4.4. 

Note Because of the probabilist ic nature of our approach, we can also assign different prior 

probabilities to peptides corresponding to individual neutron mass shifts. In our analysis of 

typical computat ional proteomics experiments (section 5.2), we considered K = {—2, —1, 0,1, 2}, 

and a factor = 0 . l ' f c ' by which we mul t ip ly the prior probabilities corresponding to the candidate 

peptides wi th mass shift of k neutrons. W h e n we util ize such an adjustment, we include the 

superscript i i n the deep search metrics derived from P r m a x (e.g., P r m a x as in the section 5.2.1). 

Generic mass misdeterminition 

Mass spectrometers can also derive the precursor mass incorrectly for other reasons. For instance, 

the mass spectrometer can wrongly determine the charge of the parental molecule, which then 

results i n incorrect precursor mass. A s a result, the correct peptide T(m) for a fragment spectrum 

m does not have to be in F „ p ± £ p . In what follows, we describe an approach that aims to account 

for such and other situations. 

In particular, we implement a precursor-mass-independent search of mass spectra against a 

set of reasonably likely peptides. Thus, suppose a set R of protein-coding m R N A from which we 

create a database Q = ( P , R ) of peptides P and relative prior probabilities R using the same 

parameters of the more realistic prior model as for the deep database (section 4.4.3.2). However, 

for pract ical reasons, such a database should be substantially less deep, and we used the l imi t ing 

relative prior probabil i ty of p m i n = 0.001 i n its construction. Then, for each fragment spectrum of 

candidate variant peptide, we match the spectrum against this smaller database—independent 

of its precursor mass. Final ly , we merge the search results wi th peptides from the standard 

analysis, and the data processing continues as usual. 

Note Similarly, as i n the previous case, the probabilist ic nature of our approach allows us 

to adjust the probabilities of peptides i n such a search (e.g., by scaling them down by the 

probabil i ty of the mass-misdetermination event). Note that we d id not util ize the precursor-

mass-independent search in the comparisons in the section 5.2. 

4.4.2.2 Adjustment of prior probabilities 

We now describe an adjustment of relative prior probabilities for unique SNV-pept ides whose 

corresponding D N A variants are of known frequency in the populat ion. Overal l , for a peptide p 

k £ K — {fcmiii) 

(4.4) 

75 



CHAPTER 4. METHODS 

with amino acid substi tution a —>• b, the adjustment replaces the probabil i ty of the substi tution 

wi th the populat ion frequency X(v) of the actual D N A variant v responsible for the substi tution 

in the peptide p. Foremost, we note that such an adjustment would be properly handled in the 

peptide enumeration algori thm (section 3.2.5); that, however, would also require the algorithm 

to work on the level of D N A / R N A nucleotides (as opposed to the level of amino acids). Instead, 

we implemented the adjustment i n a specific way applicable to re-analysis of variant peptides 

claimed using other approaches. In particular, we adjust the prior probabil i ty of the claimed 

variant peptide only, assuming that no other peptide wi th in the corresponding set P m p ± £ p needs 

such an adjustment. 

Thus, suppose a unique SNV-pept ide p containing a single amino acid substi tution a —>• b. 

In the more realistic prior model (section 3.2.4), we specified the expected proport ion of such 

substitution as Sa(b). Now, let us have the relative prior probabil i ty Pr*(p), as defined in the 

prior probabil i ty model. Then, we let the frequency-adjusted relative prior probabil i ty of p, 

denoted P r | ( p ) , equal 

P r | : ( p ) = P r * ( p ) . ^ > (4.5) 

where X(v) is the populat ion frequency of the nucleotide variant corresponding to peptide p. 

Final ly, if the populat ion frequency of the corresponding variant v is not known, we let P r | ( p ) = 

Pr*(p). 

In section 3.2.7, we described i n detail the calculation of P r m a x for deep search of fragment 

spectra using relative prior probabilities Pr*(p). Therein, we noted that the important aspect of 

P T O p ± € p is that the database is closed i n the following sense: for each p G P m p = t e p ) i f Q G P m p ± e p 

and Pr*(g) > Pr*(p) then q G P m p = t e p - We now focus on the analogous si tuation wi th the relative 

prior probabilities P r£ instead of Pr*. 

L e m m a 5. Let us have a vector Pmp±ep of peptides, such that for each r G P m p ± e p > if q £ P m p ± e p 

and Pr*(g) > P r * ( r ) ; then q G Pmp±ep- Now, suppose that a particular p G P T O p ± e p is the only 

unique SNV-peptide in P m p ± e p with known population frequency X(v) of the corresponding variant 

v. Finally, suppose that X(v) > Sa(b), for the amino acid substitution a —>• b that corresponds to 

p. Then, for each r G Pmp±ep, if q G P m p ± e p and Ptf(q) > P r^ ( r ) , then q G Pmp±ep-

Proof Foremost, p is the only unique SNV-pept ide wi th known populat ion frequency of the 

corresponding variant wi th in I P m p ± e p : and thus only its relative prior probabil i ty Pr*(p) is af­

fected. Further, P r£ (p ) > Pr*(p) by our assumption. A s a result, for each peptide r G P m p = t e p , 

if q G P m p ± e p and Ptf(q) > P r^ ( r ) , then q G P M P ± £ P . • 

The lemma thus says that as long as we increase the prior probabil i ty of the single variant 

peptide p, the dataset of peptides remains closed—there w i l l s t i l l be a l l peptides i n P M P ± E P that 

are at least as l ikely a priori as any peptide i n Pmp±ep- W h e n we uti l ize such adjustment in our 

analyses, we wi l l include the superscript f in the deep search scoring metrics derived from P r m a x 

(e.g., P r ^ ^ ) . 

4 .4 .2 .3 R e l a x a t i o n o f P r m a x 

The P r m f H is useful for removing unlikely peptides by means of existence of other at-least-as-

good candidates for a given spectrum—both in terms of their prior probabil i ty and their spectral 
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match. However, P r m a x has l imitat ions when multiple candidates are of similar fragment match 

and prior probabilities. To improve the situation, we introduce 9- relaxation of P r m a x . denoted 
~ k 

P r m a x , which assigns a trade-off k between the importance of the spectral match and prior 
~ k 

probabilities. The P r m a x calculated for a given peptide and spectrum then gives a value in the 
~ k 

(0,1) interval, related to the posterior probability. We now introduce the notion of the P r m a x 

for a given spectrum m and each candidate peptide p G Pmp±ep-
~ k 

D e f i n i t i o n 27 ( P r m a x ) . Suppose a fragment spectrum m, w i th its precursor mass mp measured 

up to tolerance e p . Now, let us have a database of peptides P m p ± e p of the appropriate mass 

range as obtained from the peptide enumeration algori thm (section 3.2.5). Further, for each 

V ^ P m p ± e p i let us have its spectral match @(p, m). Then, the relaxed P r m a x of a peptide 

p € P m p ± e p at trade-off k, denoted P r m a x ( p , m), is 

~k . , Pr(p) • ke<-P>m> 
P W ( P . M ) = 

9 e P A p ± e p 

~ k 
We now establish the circumstances under which P r m a x ( p , m) equals the posterior probabil i ty 

of a peptide p, given its match @{p,m). 
~ k 

T h e o r e m 5 (Correspondence of P r m a x and posterior probabi l i ty) . Suppose a fragment spectrum 

m, its precursor mass rhp measured up to tolerance e p . Further, suppose that the probability of 

observing a particular agreement a for a true cause p is the same for all agreements, 

P r ( 0 ( p , m) = a\p) 

and that 0 is true-cause normalized. Further, suppose that the probability of a particular agree­

ment a at random is k times more likely than than the probability of an agreement a + 1, 

Pr(&{p,m) = a + l ) = k • Pr(Q(p,m) = a), 

and that O is random-cause normalized. Finally, suppose that the vector Pmp±ep contains all the 

peptides for the corresponding mass, thus Pmp±ep — P m p ± £ p • Then, 

p W ( P > m ) = ~Pr(p\0(p,m) = a). 

Proof. F rom Bayes theorem, we have 

P r ( 0 ( p , m) = a \ p) • Pr(p) 
P r ( p J @{p, m) = a) 

P r ( 0 ( p , m) = a) 

Because we consider al l peptides, let us focus only on the relative differences i n the posterior 

probabilities, knowing that we can normalize them afterward. In the relative comparisons, we 

can disregard the term 

P r ( 0 ( p , m) = a\p) 

because we assume that the probabil i ty is equal for a l l agreements and 0 is true-cause normalized. 

The relative difference in probabilities of observing a particular agreement at random follows 
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from our assumptions, 

P r ( 9 ( p , r o ) = a) = fca_fe 

P r ( 0 ( g , m ) = 6) 

and because O is random-cause normalized. A s P m p ± e p equals ^>mp±ep, the sum of posterior 

probabilities over al l peptides equals one. It follows that 

P M r v ^ ^ P r ( p ) - f c e f o ™ ) 
P r ( p I 0 (p , m) = a) = - — - fcQfam) = P r m a x ( p , m) . 

• 

4.4.3 C o m p a r i s o n of detec t ion per for man c e i n t y p i c a l exper iments 

Herein, we describe the details of comparisons used i n evaluating the performance of variant 

peptide detection approaches. Firs t , we describe the configuration of each software employed in 

the comparison, along wi th the processing of its detection results so that the output contains 

only the detected variant peptides (section 4.4.3.1). Afterward, we describe the parameters used 

in our more realistic prior model, which we then ut i l ized in the deep search of fragment spectra 

(section 4.4.3.2). Final ly , we describe how we applied our deep search method to analyze peptides 

detected using other approaches (section 4.4.3.3). 

4 .4 .3 .1 C o n f i g u r a t i o n o f t h e a n a l y z e d sof tware 

Firs t , we start w i th the common configuration of each approach. We run each software wi th the 

relative precursor mass tolerance of 5 parts-per-million (ppm) and an absolute fragment tolerance 

of 0.3 D a . A s a reference proteome, we used proteins resulting from the translation of reference 

protein-coding m R N A (Ensembl, GRCh37 genome), and restricted them to the longest protein 

isoform per gene, giving, 20 704 proteins. Note that we used such protein-coding m R N A instead 

of other reference proteomes (e.g., those from U n i P r o t [18]) to allow establishing correspondence 

between proteins and D N A / m R N A i n order to evaluate the sequencing support of detected 

variant peptides (section 4.2.2). We now turn to the description of the individual approaches. 

X I T a n d e n i E s 

XITandem (v. 2017.2.1.4, Alanine) in its exhaustive substi tut ion (ES) form was run wi th the de­

fault parameters (default-input. xml) updated by the appropriate mass tolerances and wi th the 

detection of amino acid substitutions enabled. For the latter, we set the parameters as follows: 

refinement of peptide detection results (refine set to yes), and search for amino acid substitu­

tions (point mutations set to yes). The peptides wi th the detected amino acid substitutions 

then constituted the variant peptides for further analyses. 

X I T a n d e n i G P V 

XITandem (v. 2017.2.1.4, Alanine) i n its global peptide-variant ( G P V ) form was run against 

three databases. The first database consisted of the translated reference-protein coding m R N A as 

described previously (Ensembl, GRCh37). The other two databases consisted of variant peptides 

78 



44- D A T A ANALYSIS 

built from a globally-observed nucleotide variat ion incorporated into the human reference protein-

coding m R N A (Ensembl, GRCh37). Each nucleotide variant was introduced independently into 

the single protein-coding m R N A it affected, the whole protein-coding m R N A was translated, 

digested using t rypsin (one missed cleavage allowed), and non-reference peptides kept. The first 

peptide variant database consisted of peptides translated from nucleotide variants from d b S N P 

(v. 147), while the second consisted of peptides translated from C O S M I C (v. 77), I C G C (v. 20), 

and T C G A (accessed on M a y 12, 2016) combined. The mass spectra were then searched inde­

pendently against each of these databases, and the peptide detection results were then combined 

for each database search. Afterward, we prefiltered the candidate detected variant peptides as 

follows. If a reference peptide wi th an equal or higher score for a particular spectrum was found 

in the search results, we removed the variant peptide because reference peptides are more likely 

a priori (score: HyperScore). The remaining peptides then constituted the detected variant 

peptides for further analyses. 

MSFragger 

MSFragger (v. 3.2) was run wi th the following adjustment to the default parameters of open 

search (open_fragger. params). We specified the m a x i m u m digest mass to 3 k D a to correspond 

to the mass range of our deep peptide database (digest_mass_range = 500.0 3000.0) . Note 

that this step was done to improve the computat ional efficiency because we filter out variant 

peptides above 3 k D a for use wi th the deep search anyway. To further improve the computat ional 

performance of the method, we lowered the maximal number of variable modifications per peptide 

from 3 to 2 (max_variable_mods_per_peptide = 2). Once the peptides were detected, we first 

split the results into reference peptides and mass-modified peptides. Afterward, we filtered the 

mass-modified peptides as follows. For each mass-modified peptide, and for each its potential 

localization (best_locs field), we considered a l l applicable modifications and substitutions to 

explain the mass (UniMod, 963 modifications and substitutions). If the peptide mass could only 

be explained by a single amino acid substitution, we introduced the amino acid substi tution into 

the sequence, and we retained the peptide as a detected variant peptide. 

B I C E P S 

B I C E P S (v 1.0) was run wi th the following parameters: — t o l 5 for precursor mass tolerance 

of 5 ppm, —penaltyvector 2 for a max imum of one amino acid substi tution per peptide, and 

— t o o l 2 to use both DirecTag [56] and PepNovo [94] for deriving sequence tags. Peptides that 

were detected wi th an amino acid substi tution were then retained as variant peptides. 

4.4.3.2 Parameters of the more realistic prior model 

Herein, we describe the parameters of the more realistic prior model (section 3.2.4) used for 

enumeration of peptides and their relative prior probabilities (section 3.2.5). The model was 

used to model the prior knowledge, and we ut i l ized it to calculate P r m a x and derived metrics in 

the analysis of the typical proteomics experiments (sections 5.2 and 5.3). 
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Modifications 

To specify the modified forms of residues, we ut i l ized the U n i m o d database [77], which at the time 

of our accession contained 963 modifications (accessed: Feb 9, 2015). We first set the expected 

proportion of these modified forms: MM(M © Oxidation) = 0.3; .A4s(S © Methylation) = 0.01; 
and © Methylation) = 0.01. Afterward, to allow for fixed modification of cysteines (C), 
we set .Mc(C) = 0.001, expressing that the non-modified form is unexpected. Then, except 

for C © Carbamidomethylation and the rest of reference amino acids and terminals, we set the 

expected proportions to 0.001. 
Once these were set, we set the expected proport ion of al l reference residues (except C) and 

terminals as follows. For each a £ A ^ H \ {C}, we set the expected proport ion of the non-modified 

form of a, M.a(a), equal to the remaining proportion, thus 

Ma(a) = 1 - M ^ b ) -
b£M(a)\{a} 

Analogously, we set the expected proport ion of C © Carbamidomethylation as follows: 

1 - Y 
beX(C )\ {C©Carbamidomethy la t ion } 

Substitutions 

We set up the expected proport ion of substituted form a —>• b i n terms of the min imal Hamming 

distance between the R N A codons coding for a and b. Thus, suppose that amino acid a is coded 

by R N A codons A = $ _ 1 ( a ) , and analogously B = $ _ 1 ( 6 ) for amino acid b. Now, let us denote 

the min imal Hamming distance between A and B as d, thus 

d= m i n A(x,y). 
xaA,yaB y , y ; 

Then, we set Sa(b) = cd, for a constant c = 2 x 10 - 4. 

Cleavage 

We set the expected proport ion a(r) of cuts after residue r G A as follows: a(K) = 0.7, a(R) = 

0.85, and 0.002 for the remaining residues. Note that the configuration aimed to mimic the 

behavior of trypsin. 

Peptide enumeration 

We generated peptides up to min imal relative prior probabil i ty Pmm = 4 x 10 - 6, and wi th in a 

mass range mm-m = 700 D a , and m m a x = 3 000 Da . 

4 .4 .3 .3 Deep probabilistic re-analysis of candidate variant peptides 

The variant peptides detected using any of the previous approaches were then subjected to 

our probabilist ic deep search method. Because we were interested only in peptides that can 

originate from a single nucleotide variant (SNV-peptides, section 4.2.2.3), we aligned the variant 
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peptides against the human reference protein-coding m R N A (4.2.2.1). Further, because we 

aimed to calculate the sequencing support of such peptides, we retained only SNV-pept ides 

that can originate only from a single genomic location, hence retaining unique SNV-pept ides . 

We further restricted the variant peptides only to those that are wi th in the mass range of our 

deep human peptide database (700-3 000 Da) . Afterward, we performed deep searches of al l 

candidate peptides and calculated P r m a x and its various extensions (sections 3.2.7 and 4.4.2). 
~ k 

For calculation of P r m a x and derived metrics, we always used the trade-off k = 20. F inal ly , in 

the deep search, we ut i l ized neutron mass shifts corresponding to —2, —1, 0, 1, and 2 neutrons 

(section 4.4.2.1). 

4.5 C L A I R E — a system for detecting peptide variants 

Herein, we briefly describe C L A I R E , our software system for detecting peptide variants, which 

implements the mathematical and computat ional methods presented i n the thesis. C L A I R E is 

available in two forms: i n a standalone form and an online form—both can be accessed at https: 
/ / c l a i r e . imtm.cz. For the standalone form, we briefly describe its functionality, organization 

of code, the user interface, the documentation, and the software testing. For the online form, 

we provide an overview of its functionality, along wi th the description of the views by which the 

researchers can inspect the data after detecting peptide variants. 

4.5.1 S tandalone , cross -p la t form vers ion 

The standalone C L A I R E (V. 0.2.0) is an open-source, cross-platform system implemented in 

P y t h o n (v. 2.7) and consists of around 20 000 lines of code, C L A I R E was developed ini t ia l ly 

on Rocks 6.0 L inux distr ibution, but runs wi th the help of Anaconda environment system on all 

three major operating systems (Linux, M a c OS , and Windows) . Internally, C L A I R E relies heavily 

on pandas and numpy data-scientific libraries, and its t ime-cri t ical algorithms are implemented 

using Cython—a l ibrary for interfacing Py thon wi th C . C L A I R E can be used directly for detecting 

peptide variants by using its command-line interface or its modules imported wi th in the P y t h o n 

programming language. 

C o d e o r g a n i z a t i o n C L A I R E was developed using a functional programming paradigm. In 

essence, C L A I R E is an organized collection of functions that map one data structure into another— 

without resorting to any hidden state. Overal l , we organized these functions into around 40 
modules, and each such module aims to provide particular functionality. A l though detailed 

descriptions are present in the software's documentation, let us provide some examples of the 

available modules. For instance, the high-level module c l a i r e . l i s a deals w i th al l aspects of 

the deep search, including peptide enumeration, the bui lding of fragment-ion indexes, and the 

calculation of P r m a x . Another higher-level module, c l a i r e . c o r r implements the functionality 

for establishing the correspondence between peptides and D N A / m R N A . A s an example of a low-

level module, c l a i r e . tolerance contains routines for transforming between absolute and relative 

tolerances, expressing them as intervals, or calculating their overlaps. Besides the functionality 

related to mass spectrometry, C L A I R E also includes more general modules, e.g., for the analysis of 

tabular data ( c l a i r e . pandas_utils), NumPy arrays ( c l a i r e . numpy_utils), or for downloading 
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Figure 4.2: F low of data i n C L A I R E ' S detection of peptide variants 

The figure depicts the flow of data in executing the fraction-level command c la i re -de tec t - snvs . The 
M S / M S data are first searched against global peptide variants (XITandemcpvi module c la i re .engines) , 
and candidate peptides are filtered using the significance of their match ( E - V A L U E < 0.1). Afterward, the 
candidate variant peptides are aligned against protein-coding m R N A to establish their candidate origins 
(module c l a i r e . c o r r ) , and unique SNV-peptides are retained. Unique SNV-peptides are then subjected 
to deep search against a deep mass-partitioned peptide database while calculating P r m a x and derived 
metrics (module c l a i r e . l i s a and submodules). Afterward, the variant peptides are filtered according 
to the deep search metrics, and their output is stored in a native pandas' DataFrame format. Note that 
to obtain the results in CSV format, one then runs the sample-level command c l a i r e -va r i an t - r epor t 
that aggregates detected variants from individual fractions. 

the required databases (claire.download). To better understand how these functions interact, 

we refer the reader to the documentation and to the source code of executable scripts wi th in 

C L A I R E . 

User interface The user runs the individual analyses using a command-line interface. Overal l , 

these analyses operate on three levels: a fraction (single . m z M L file), a sample (collection of 

fractions), and an experiment (collection of samples). The actual detection of peptide variants is 

performed using the fraction-level command claire-detect-snvs, which detects peptide variants 

from a single m z M L file, while calculating scoring metrics derived from P r m a x (Fig. 4.2). Once 

all fractions from a sample are analyzed, the sample-level command claire-variant-report 
collates the data from indiv idual fractions, creating a detailed variant report for the analyzed 

sample (CSV format). If variant reports are created from mult iple samples, one can uti l ize an 

experiment-level command claire-mutation-rate-report , which then calculates the protein 

variation rates for al l samples wi th in the experiment. Detai led descriptions of the commands are 

available i n the software's documentation, and by using either -h or —help switch. 

Documentation C L A I R E (V. 0.2.0) contains extensive documentation wri t ten i n reStructured-

Text, and compiled into H T M L using Sphinx. The reference documentation of indiv idual func­

tions and modules contains around 130 A 4 pages, and the root of the documentation is available 

at https://clai.re. imtm.cz/repo/doc/. 

Software testing C L A I R E ' S extensive documentation also contains executable tests (doctests) 

of the expected behavior of individual functions; altogether, this amounts to 186 doctests. Fur­

ther, C L A I R E contains several unit tests, and integration tests w i th XITandem, and wi th the 

Pro teoWizard suite [95] (in total , 13). One can run both sets of tests using the pytest package 

(details i n the documentation), C L A I R E has also a full post-installation test of peptide variant 
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detection (command claire-test-detection). The test first downloads a small m z M L file and 

a deep database for a narrow precursor mass range (1341-1344 Da) . Afterward, the test invokes 

the commands for the detection of peptide variants, the construction of a variant report, and the 

calculation of protein variation rate. 

Installation The instal lat ion of C L A I R E proceeds using an automatic instal lat ion script (https: 
/ / c l a i r e . imtm. cz/repo/install/), which first initializes the Anaconda environment, and then 

downloads and installs C L A I R E . The automatic instal lat ion of C L A I R E was tested on the following 

operating systems: L inux (Ubuntu: v. 16.04, v. 18.04; and Cen tOS: v. 6.0), Windows (v. 10), 

and M a c O S (High Sierra, v. 10.13; and Cata l ina , v. 10.15.5). The software's documentation 

also describes a manual instal lat ion of C L A I R E if the automatic one fails. 

Notes on the implementational differences In the calculation of the comparisons wi th 

other approaches (section 5.2), we adapted the script claire-detect-snvs to calculate several 

addit ional metrics derived from P r m a x . Further, C L A I R E i n the version 0.2.0 does not implement 

the memory-load opt imizat ion (section 3.2.6.4). A l though we ut i l ized the opt imizat ion i n our 

analyses, it also requires different technical optimizations of the deep database, and it is not yet 

included in the current version. Similarly, the peptide enumeration algori thm in the version 0.2.0 

uses a different handling of amino acid substitutions than the one presented i n section 3.2.5.1; 

both, however, derive highly similar relative prior probabilities. 

4.5.2 O n l i n e vers ion 

C L A I R E also has an online form, which wraps the detection functionality into an easily-accessible 

web interface. In essence, the online form allows users without bioinformatics expertise to submit 

samples for variant analysis, and export or interpret the peptide detection results. The results 

wi th in the interface can be viewed on different levels of abstraction (Fig. 4 .3)—from a very 

general overview up to details of the deep search for a particular spectrum. Besides the mass 

spectrometric output of the analysis, the web interface aims to provide a part ia l biological view 

of the results, most notably i n the Protein view. Therein, the view provides an estimate of 

the harm of the detected variant [96], details about the presence of S N V in other datasets, or 

by providing summaries and cross-references to other relevant databases. Technically, the user 

interface is implemented in P y t h o n using the Flask web development framework, and submits 

individual tasks to the Sun G r i d Engine job management system deployed on our supercomput-

ing infrastructure. To summarize, the user interface thus allows ut i l iz ing our peptide variant 

detection methods to interpret M S / M S spectra without the need to instal l C L A I R E locally. 
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D A T A S U B M I S S I O N 

View: Data upload 
Submission of a fraction 

o Search parameters 
o Assignment of the fraction 
to a sample 

E X P L O R A T I O N O F R E S U L T S 

M S / M S data 
Single fraction 

[.mzML] 

p. 
o 

View: Samples 
Summarized view over all sample 

o Number of variants detected 
o Cel l line authentication 

View: Variant report 
Summarized view of a sample 

o Detected protein variants 
o Export of results 

View: Protein 
Biological view 

o Protein information 
o Presence of the S N V in datascts 
o Prediction of S N V harm [dbNSFP] 
o Links to biological datascts 

View: Peptide 
Mass spectrometry view 

o M S 2 details 
o Scoring metrics 

View: Peptide detail 
Detailed mass spectrometry view 

o Further M S 2 details 
o Deep search 
o Mass-independent search 

Figure 4.3: Organizat ion of C L A I R E ' S web interface 

The interface consists of two major parts—the submission of M S / M S spectra and the exploration of the 
results of the analyses. To perform an analysis, the user uploads an m z M L file, specifies which sample the 
fraction belongs to, and submits the task. Once the fraction is analyzed, the user can explore the data 
based on multiple levels of detail—starting from summarized overviews to an in-depth look at individual 
peptides including the deep search results. 
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Chapter 5 

Results 

The chapter deals wi th direct and downstream applications of the methods presented i n the thesis. 

Firs t , in section 5.1, we focus on the analysis of peptide detection i n the idealized conditions of 

the combinatorial peptide library. Therein, we show that the posterior probabilities calculated 

using our Bayesian model behaved desirably i n several circumstances and that the use of simple 

prior models outperformed state-of-the-art de novo sequencing algorithms. Then, in section 5.2, 

we shift our focus to typical experiments and investigate the relevance of the maximal posterior 

probabil i ty ( P r m a x ) for the re-analysis of variant peptides detected using four popular approaches. 

Our results show that a l l these approaches substantially benefited from our deep probabilistic 

search of fragment spectra—especially when using extended deep search score metrics derived 

from P r m a x . Final ly , in section 5.3, we illustrate downstream applications of the developed 

methods in cancer research, research reproducibility, and forensics. 

5.1 Peptide detection in the combinatorial peptide library 

Herein, we evaluate the Bayesian peptide detection model from section 4.4.1.2 on the combinato­

rial peptide l ibrary dataset while u t i l iz ing mult iple simple models of peptide prior probabilities 

(section 4.4.1.1). Firs t , we show that the numerical values of posterior probabilities tended to­

wards their expected long-term behavior and that their departures followed from a lack of corre­

spondence between the prior models and the analyzed dataset (section 5.1.1). Then, we evaluate 

the impact of the prior models on the posterior probabilities assigned to the correct peptides, 

showing that we can detect correct peptides wi th high probabilities when using adequately pow­

erful prior models (section 5.1.2). Final ly , we compare our approach wi th the state-of-the-art de 

novo sequencing algorithms, showing that even a simple scoring metric combined wi th a weak 

prior model can at tain surprisingly high detection performance (section 5.1.3). 

5.1.1 Pos ter ior probabi l i t i es of pept ides t e n d e d towards the des ired behav ior 

The posterior probabilities of peptides are most useful i n practice i f they follow a particular 

behavior—capturing the correctness of peptides i n the long run. For instance, i f we select a 

large collection of peptides wi th posterior probabilities r , it is desirable that a corresponding 

proportion r of peptides was detected correctly. We wi l l now investigate the behavior of the 

posterior probabilities calculated using our Bayesian model, and we do so for mult iple prior 
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Figure 5.1: Behavior of posterior probabilities for uniform and direct prior models. 

The figure shows the relationship of posterior probabilities of the best candidates per spectrum and the 
correct detection rates. The close correspondence of the desired and the observed behavior indicates that 
the proposed Bayesian model worked well on the dataset. 

distributions. 

5.1.1.1 Extreme cases of prior distributions 

Firs t , we start w i th two extreme cases of prior distributions: the uniform prior and the direct 

prior. In what follows, suppose a spectrum m, its precursor mass m p and the corresponding 

set of al l candidate peptides F^p±€p f ° r the given precursor mass range. The uniform prior 

assigns each peptide i n Fmp±ep equal relative prior probability, and thus represents the lack of 

any information about the sample (section 3.2.3.1). The direct prior, on the other hand, assigns 

constant non-zero prior probabilities only to the 400 peptides in the peptide l ibrary F L , and thus 

represents a near-completely informed prior model. Formally, the direct prior for a particular 

spectrum m thus behaves as follows: 

As is evident from the figure F i g . 5.1, the behavior of posterior probabilities was close to the 

ideal one, showing that our Bayesian model behaved desirably on this dataset for both prior 

models. 

5.1.1.2 Correct pattern prior 

The peptides in the combinatorial l ibrary FL are al l of the same pattern L V V V G A X X V G K , 

allowing us to study the posterior probabilities for a prior model based on the distance to this 

pattern (section 4.4.1.1). Overal l , we analyzed the behavior for a varying distance factor ( D F ) — 

a number i n the (0,1) interval, which specifies the mult ipl icat ive decrease in the relative prior 

probabil i ty w i th a unit increase in the distance to the pattern. Intuitively, the distance factor 

specifies the importance of the distance and would be roughly set to correspond to the probabil i ty 

of amino acid substi tution i n practice. 

The F i g . 5.2a shows that the posterior probabilities generally tended towards the desired 

behavior but have also exhibited oscillations around it . Note that these oscillations were present 
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mostly at higher distance factors ( D F = 0.5 and D F = 0.9) yet again disappeared at D F = 1.0 

(Fig. 5.1a). In general, the oscillations resulted from situations when multiple high-scoring 

peptides had the same agreement w i th the spectrum, and the prior probabilities of these peptides 

did not correspond to the dis tr ibut ion of peptides in the analyzed dataset. In these circumstances, 

the prior dis t r ibut ion is of high relevance in our Bayesian model—if the agreement of peptides 

is the same, the ratios of their posterior probabilities are equal to the ratios of their prior 

probabilities. 

To illustrate this on a simplified example, suppose a correct peptide p and an incorrect 

peptide q that both have a maximal match x among all candidate peptides in IPjji ± £ . Now, al l 

correct peptides i n FL are of distance 2 to the pattern L V V V G A X X V G K , thus Pr*(p) = D F 2 . 

Suppose that the incorrect peptide q was of a distance 3, so Pr*(g) = D F 3 . The ratio of their 

posterior probabilities is then = D F - 1 . For further simplicity, suppose that these are the only 

candidate peptides per spectrum. Then, at D F = 0.9, the posterior probabil i ty of q w i l l be 0.9x 

that of p, thus only a l i t t le less (i.e., ~ 0.526 for p and ~ 0.474 for q). Under such circumstances, 

the posterior probabilities for correct peptides thus aggregate slightly above 0.5, while those for 

the incorrect ones aggregate slightly below 0.5. The behavior can also be seen in the figure 

F i g . 5.2a even though we note that the situations are usually more complicated i n practice. To 

summarize, if peptides can not be distinguished by their agreement wi th the fragment spectrum, 

their prior probabilities become important . If, in turn, these prior probabilities are inadequate, 

the posterior probabilities locally depart from the desired behavior. Final ly , note that this 

phenomenon would not happen if both peptides p and q had the same prior probabilities—i.e., 

their posterior probabilities would be 0.5, and the averaging would cancel out the oscillation. 

For a more detailed treatment of the situation, we refer the interested reader to our articles [1, 

2]-

5.1.1.3 Reference proteome prior 

The peptide l ibrary is motivated by a particular human peptide L V V V G A G G V G K , allowing us 

to study a prior model based on the min imal distance to peptides derived from human reference 

proteins (section 4.4.1.1). A s indicated on the F i g . 5.2b c, the behavior of posterior probabilities 

has shown similar tendencies as for the correct pattern prior. In particular, the underestimation 

of posterior probabilities at high distance factors resulted from a similar phenomenon as for the 

correct pattern prior [2]. However, the behavior had also shown an over estimation of posterior 

probabilities for low-enough distance factors (i.e., D F = 0.01 and 0.001, F i g . 5.2b), and we now 

focus on its origins. 

Overal l , the reason was that the reference proteome prior corresponded only partially to the 

peptide l ibrary dataset. Accord ing to the prior model, we would expect some non-library peptides 

more often than the l ibrary peptides—yet the dataset contains only l ibrary peptides. In other 

words, some candidate peptides in P m p ± e p are closer to a reference peptide than are the actual 

peptides from the library. W i t h increased relevance of the distance ( D F < 0.01), these peptides 

start to have increasingly higher posterior probabilities but they are incorrect. The behavior 

thus again shows the relative importance of adequately capturing the prior probabilities i f we 

are interested i n calculating accurate posterior probabilities. 

Nevertheless, note that the level of the correspondence between the dataset and the prior 
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a b c 
Correct pattern prior Reference proteome prior Reference proteome prior 

(pattern: LVVVGA-XX-VGK, (all peptides, window size: 200) (peptides within one AA, 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Posterior probability Posterior probability Posterior probability 

Figure 5.2: Behavior of posterior probabilities for prior models based on the distance to a single 
sequence a, and min imal distance to mult iple sequences b , and c. 

(a) The posterior probabilities for the correct pattern prior generally tended towards the desired behavior 
but showed oscillations for higher distance factors (i.e., D F = 0.5 and D F = 0.9). The oscillations resulted 
from situations when multiple high-scoring peptides had the same agreement with the spectrum—in our 
Bayesian model, the ratios of posterior probabilities of such peptides are equal to the ratios of their prior 
probabilities. The prior model, however, did not sufficiently correspond to the distribution of peptides 
in the analyzed dataset at these distance factors (see the main text for more detail), (b) The prior 
distribution based on the minimal distance to reference human peptide sequences behaved similarly as in 
a. However, it had also shown an overestimation of posterior probabilities for low distance factors (i.e., 
D F = 0.01 and D F = 0.001). In general, this was because the prior model only partially corresponded 
to the peptide library dataset. For instance, according to the prior model, we would expect some non-
library peptides q ^ P^ more often than the actual library peptides p € P^ . In consequence, putting too 
much relevance on the distance resulted in preferring some reference-close peptides in ± e over the 
library peptides in P^ , and these were necessarily incorrect—resulting in overestimating their posterior 
probabilities, (c) Restricting the analyses of b to library peptides that were at most one amino acid 
from the sequence pattern L V V V G A X X V G K resulted in a reasonably desirable behavior of posterior 
probabilities—even though the prior had only a limited correspondence to the dataset. 

model does not have to be necessarily very high. To illustrate this, we restricted the peptide 

l ibrary only to peptides that were at most one amino acid from the l ibrary pattern ( F i g . 5.2c). 

For such a restricted dataset, the behavior of posterior probabilities was improved substantially, 

and the posterior probabilities were not overestimated anymore. Altogether, this indicates that 

the prior model was good enough to detect peptides wi th one amino acid substi tution and to 

obtain reasonably accurate posterior probabilities—even though the prior model only part ial ly 

corresponded to the analyzed dataset. 

5.1.1.4 A d d i t i o n a l a n a l y s e s 

In our former research [1], we have also analyzed prior models based on less complete l ibrary 

patterns while considering different criteria for evaluating the accuracy of posterior probabilities. 

In [2], we investigated the posterior probabilities for increasingly incorrect prior models, for the 

combination of agreement models (e.g., w i th the retention time model), and for combination of 

prior probabil i ty models. In the latter, we also compared the approach to PeptideProphet [42] 

and Percolator [43], two popular methods for assigning posterior probabilities, showing that our 

method derived substantially more accurate posterior probabilities. 
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Impact of correct pattern prior 
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Figure 5.3: Posterior probabilities assigned to the correct peptides 

(a) The use of the correct pattern prior increased the posterior probabilities for the correct peptides. 
Note that unlike in b, the probabilities of correct peptides increased monotonically with lower distance 
factors, (b) Similarly, as in a, the reference proteome prior increased the probabilities assigned to the 
correct peptides. Note that the probabilities did not increase monotonically with stronger importance of 
distance (e.g., see D F = 0.001 or 0.0001). The reason is that the reference proteome prior has only partial 
correspondence to the PL dataset, and putting too much relevance on the prior model eventually starts 
forcing the incorrect behavior, (c) The plot illustrates the effect of a correct 3-length central sequence 
tag on posterior probabilities for correct peptides. Although the posterior probabilities increased with 
the certainty of the sequence tag, they did not allow confident detection for most spectra. 

5.1.2 P e p t i d e pr ior models i m p r o v e d the detect ion of correct pept ides 

Intuitively, the use of peptide prior probabilities should improve the detection of correct peptides 

as long as the prior dis t r ibut ion corresponds well to the analyzed dataset. Herein, we show that 

such an intui t ion is correct—by showing an increase i n posterior probabilities of correct peptides 

depending on the strength and the adequacy of the prior model. The analysis thus evaluates, in 

a certain probabilist ic sense, the increase in sensitivity of peptide detection. 

Overal l , we depicted the posterior probabilities of correct peptides for mult iple prior models 

on F i g . 5.3. Note that each figure also contains the behavior for the uniform prior, allowing us 

to directly assess the relative improvements. We now briefly interpret the observed behavior. 

The correct pattern prior monotonically increased the posterior probabilities w i th the in­

creased importance of the distance (Fig. 5.3a). For low distance factors, the prior model t ightly 

restrained the expected peptide sequences and thus essentially allowed only peptides that fit the 

sequence pattern L V V V G A X X V G K . For instance, at D F = 0.01, the sum of posterior probabil­

ities of correct peptides represented around 94.6% of the direct prior, and the rate further rose 

to 99.0% for D F = 0.001. The posterior probabilities of correct peptides thus increased wi th 

stronger relevance of the distance, and wi th low-enough distance factors basically reached the 

performance of the direct prior. 

The behavior for the reference proteome prior was s imilar—it also substantially increased the 

posterior probabilities of correct peptides (Fig. 5.3b). The growth, however, stopped at around 

D F = 0.01 because the dataset only part ia l ly corresponded to the prior model—forcing the prior 

thus d id not further increase their posterior probabilities. Nevertheless, at D F = 0.01, the sum 

of posterior probabilities represented around 70.6% of the direct prior yet required only the 

knowledge of reference proteins of the organism instead of the actual sequence pattern—making 

it generally applicable to peptide detection. 
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Figure 5.4: Comparison of peptide detection wi th state-of-the-art de novo sequencing algorithms 

(a) Reformulating the N M F metric into its probabilistic version N M F p improved the detection performance 
by allowing to select peptides at much higher precision. The utilization of probabilistic modeling of 
expected cleavage further improved the performance. Note that the numbers in parentheses signify the 
decrease in prior probabilities of peptides (0.001 in C-term for non-specific cleavage and multiplication by 
0.1 for each missed cleavage within the peptide), (b) Similarly, as in a, the probabilistic version of F F P S M * 
outperformed its non-probabilistic counterpart. Further improvements followed with the probabilistic 
modeling of cleavage behavior. To read more about F F P S M * , we refer the reader to our article [1]. (c) 
The performance of the probabilistic version of simple scoring metrics was on par with the state-of-the-art 
de novo sequencing algorithms when used with probabilistic modeling of enzymatic cleavage (see a and 
b). 

Final ly , we also illustrate the relevance of a 3-length central sequence tag L V V V [ G A X ] X V G K 

on posterior probabilities (section 4.4.1.1). The knowledge of such a peptide substructure sub­

stantially improved the detection but was not, i n general, convincing evidence for detecting 

correct peptides ( F i g . 5 .3c) . For instance, even knowing the correct substructure wi th certainty 

(non-matching factor of 0), the medians of posterior probabilities of peptides remained below 

0.5, showing an inabi l i ty to uniquely detect the correct peptide. The 3-length central sequence 

tag had thus only l imi ted abi l i ty to uniquely detect peptides, and we note that the same was 

true also for longer tags [2]. 

Overal l , the results thus illustrate that peptide prior probabilities have a substantial impact 

on posterior probabilities assigned to the correct peptides. This is another way of saying that 

the agreement of peptides and spectra is often not powerful enough to overcome these a priori 

differences. Furthermore, i n biological samples, the prior probabilities of peptides range over 

several orders of magnitude, further elevating their impact (section 2.2.2). In summary, due 

to the l imi ted power of peptide-spectrum agreement and the large variabil i ty of peptide prior 

probabilities, the prior probabilities of peptides play a substantial role in peptide detection. 

5.1.3 T h e use of p r i o r mode l s o u t p e r f o r m e d state-of-the-art de novo sequenc­

ing a lgor i thms 

We now study the detection performance of two simple scoring metrics combined wi th prior 

models of enzymatic cleavage and compare it wi th the performance of popular de novo sequencing 

algorithms. Overal l , we show that the use of such prior models substantially improved peptide 

detection, up to the point of outperforming state-of-the-art de novo sequencing algorithms. Note 

that de novo algorithms, in contrast, typical ly use highly complex scoring metrics and, in essence, 
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model the fragmentation process of a peptide. The results thus illustrate that even weak prior 

models have a positive and substantial impact on peptide detection. 

The F i g . 5 .4a shows the behavior of number of matching peaks scoring metric ( N M F ) in its raw 

form, its probabilist ic form N M F P , and when employed wi th prior models based on the expected 

behavior of enzymatic cleavage. Interestingly, although N M F is an extremely simple metric, its 

performance, when combined wi th cleavage-derived prior models, was just slightly less than the 

one obtained using DeepNovo—a system ut i l iz ing deep neural networks for prediction of fragment 

spectra ( A U C : 0.289 vs 0.298). Afterward, we considered a more advanced scoring metric, called 

F F P S M * , which utilizes a priori d is t r ibut ion of expected fragments to suppress noise peaks (to 

read more on F F P S M * , we refer the reader to our article [1]). The combination of F F P S M * wi th 

the prior model of cleavage outperformed other approaches on the analyzed dataset (e.g., A U C : 

0.375 vs. 0.349 for the best performing de novo sequencing algori thm Novor) . Note that to make 

the comparisons appropriate, we ran the indiv idual de novo algorithms wi th t rypsin set as an 

enzyme, hence allowing them to also benefit from the expected enzymatic behavior. In summary, 

the results thus illustrate that use of prior models based on cleavage behavior largely improved 

peptide detection and outperformed complex de novo scoring algorithms on this dataset. 

F u r t h e r c o m p a r i s o n s For comparisons of the detection performance for prior models based on 

the distance to the l ibrary sequence pattern, we refer the reader to our article [1]. For comparisons 

to database search engines that mimic both the correct pattern prior and the reference proteome 

prior, we refer the reader to the article [2]. 

5.2 Detection of peptide variants in typical experiments 

We now investigate the detection of peptide variants i n samples that are more representative of 

typical experiments i n computat ional proteomics. In particular, we analyze 61 samples of NCL30 
proteomes [11] using four approaches for detecting peptide variants and post-process them using 

our deep search method that calculates scoring metrics based on P r m a x . Because we do not 

directly know which peptides are detected correctly, we util ize the presence of D N A sequencing 

support of detected peptide variants as an indicator of their correctness (NCL30 exomes [81], 

section 4.2.2). 

Let us now provide a brief overview of the main results. In section 5.2.1, we show that the 

filtering of peptide variants using deep search scoring metrics substantially improved the detec­

t ion performance for a l l four analyzed approaches—showing broad applicabil i ty of the method. 

Afterward, in section 5.2.2, we show that C L A I R E — o u r approach for detecting peptide variants— 

detected substantially more variants at much higher precision compared to the other analyzed 

approaches. Altogether, the results show that the use of peptide prior probabilities i n conjunction 

wi th a deep search of fragment mass spectra allows substantial improvements for the detection 

of peptide variants. 
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5.2.1 D e e p probabi l i s t i c search substant ia l ly i m p r o v e d the p e r for man c e of 

variant pept ide detect ion approaches 

We now show that our probabilistic deep search method is generally applicable for the post-

analysis of peptide detection results. In doing so, we evaluate four approaches: an exhaustive 

substitution of amino acids using XITandem (XITandeniEs) [30], a Bayesian approach B I C E P S for 

detecting variably-mutated sequences [54], an open-search approach MSFragger [10], and a global 

peptide-variant database search using XITandem (XITandeniGPv)- XITanderngg is a database 

search approach that considers a l l amino acid substitutions of peptides constructed from a refer­

ence protein database. B I C E P S works similarly as XITandemgg but further utilizes sequence tags 

and prior probabilities of peptides to justify an increase i n search space exploration—a method 

designed to improve precision and computat ional efficiency of the detection. MSFragger is an ef­

ficient implementation of the open-search detection approach [57], allowing detection of peptides 

wi th modifications of unknown masses, making it also applicable for detecting variant peptides. 

Final ly , X I T a n d e m c p v performs a database search of peptide variants constructed from globally 

observed D N A / m R N A variants. Altogether, we are interested in the abil i ty of both the raw 

scoring metrics and those derived from the deep search to discriminate between likely correct 

and l ikely incorrect peptides—as determined by the sequencing support of the corresponding 

nucleotide variants (section 4.2.2). 

In what follows, we w i l l i l lustrate the filtering performance using mult iple deep search scores 

derived from P r m a x . Let us recall that P r m a x is the maximal posterior probabil i ty of a candidate 

peptide (section 3.1.2), and thus i f P r m a x is low, the candidate peptide is unlikely. However, 

to better handle the situations when P r m a x is s t i l l high yet the peptide might be incorrect, 
~ k 

we introduced the relaxation of P r m a x at a trade-off k, denoting the metric as P r m a x (section 

4.4.2.3). The parameter k relates the importance of prior probabilities w i th the importance of 

the spectral match and serves us to circumvent the potentially complicated modeling of true and 

random match distributions {k = 20 i n a l l our analyses). W h e n we util ize the adjustment of 

peptide prior probabilities by the populat ion frequencies of corresponding variants, we include the 

symbol f i n the superscript (e.g., P r ^ a x , section 4.4.2.2). W h e n we assign lower prior probabilities 

to candidate peptides whose parental mass does not correspond to the non-monoisotopic mass, 

we include the letter i i n the superscript (section 4.4.2.1). Altogether, this brings us to the metric 

P r ' ' that utilizes al l these extensions over P r m a x , and its behavior is of our pr imary interest. 

For the performance comparisons, we constructed curves that relate the number of variants 

claimed wi th the precision of detection (section 4.2.2.6), and visualized them on F i g . 5.5. The 

figures show the filtering of peptide variants using their native scores compared to the probabilis-
— fc "J" % — fc "J" % 

t ic deep search score P r m a x . A s is evident from the figure, filtering results using P r m a x allowed 

selecting much more sequencing supported—and thus likely correct—variant peptides. For in­

stance, the exhaustive substi tution approach of XITandeniEs resulted, even for the most strict 

native criteria, in just around 2 0 % of sequencing support for variant peptides ( F i g . 5.5b). O n 

the other hand, filtering using P r m a x improved the sequencing support above 70%, and generally 

resulted i n a much higher number of variants detected at any level of precision. In general, al l 

analyzed approaches behaved similar ly in this respect, thus showing universal applicabil i ty of the 

deep search approach. In conclusion, the deep search metric P r ^ a x allowed substantially more 

sensitive detection of candidate variant peptides compared to the native scoring metrics. 
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Figure 5 . 5 : Fi l te r ing efficiency using native scores and the deep search score P r 
k,\,i 
max • 

(a­d) The plots show the post­search filtering efficiency of claimed variant peptides both by their native 
scores and using the P r m a ^ score derived from our probabilistic deep search method. In the analysis, all 

~ kA,i 
claimed variant peptides were subjected to the deep search, and the corresponding P r m a ^ of the claimed 
variant peptide was calculated. The behavior shows that individual approaches highly benefited from 
filtering using P r m a ^ score as opposed to their native scores. Note that the normalized area under the 
curve (nAUC) refers to the area wherein the maximal number of claimed variants is normalized to one. 

To get a better idea of where the capabil i ty of P r ^ A ^ comes from, we now illustrate its behavior 

on the deep search results of two fragment spectra (Fig. 5.6). For the first spectrum, we show the 

abil i ty to remove variant peptides that are unlikely even though their match is highly significant. 

In particular, the table on F i g . 5.6a shows an example of a claimed variant peptide with a highly 

significant match as suggested by XITandem's global peptide­variant database search approach 

( E ­ V A L U E = 1.1 x 1 0 ­ 7 ) . Nonetheless, the claimed peptide was without sequencing support 

and thus was l ikely incorrect. In accordance, the deep search revealed another candidate peptide 

that was of a higher score and similar prior probabil i ty—drawing, in essence, the claimed peptide 
~ k i t : * 

unlikely ( P r m a x = 0 . 0 0 2 4 9 6 ) . O n the second spectrum, we illustrate the capacity to detect l ikely 

correct peptides even though their match is only mild ly significant. The table on F i g . 5.6b 

shows an example of a deep search where the claimed variant peptide has an agreement shared 

with other peptides and is of a mediocre significance (XITandeniGPv E ­ V A L U E = 0 . 0 2 9 ) . The 

table shows that the variant peptide is of a high frequency in the population, and thus its relative 
~ k i t : * 

prior probabil i ty is correspondingly high (Pr£ = 0 . 2 7 0 2 ) . In consequence, P r ^ a x remains high, 
~ k i t : * 

hence preserving the claimed variant peptide ( P r m a x = 0 . 9 9 7 5 ) . The results thus illustrate that 

the probabilistic deep search approach allows both specific and sensitive detection of variant 

peptides based on detailed spectrum­specific circumstances. 
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a HIGHLY SIGNIFICANT MATCH BUT LIKELY INCORRECT DETECTION 

Candidate peptide p NMF t(j), m) Pr | (p) Pr, 
-> LGEHNII^VEVLEGNEQFINAAK 20 5.68 X 10" -5 2.50 x 10 - 3 

0 LGEHNIEE^DVLEGNEQFINAAK 22 5.68 X 10" -5 0.9975 
LGEHNIEVLL^VEGNEQFINAAK 18 5.71 X 10' -5 6.27 x 10 -e 
LL^VGEHNIEVLEGNEQFINAAK 17 5.71 X 10' -5 3.13 x 10 - 7 

LGEE^DHNIEVLEGNEQFINAAK 17 5.68 X 10' -5 3.12 x 10 - 7 

LGEHNN^TIEVLEGNEQFINAAK 17 5.57 X 10' -6 3.06 x 10 - 8 

LGEHNIEVLEE^DGNEQFINAAK 16 5.68 X 10' -5 1.56 x 10 - 8 

LGEHNIEVLEGNN^TEQFINAAK 14 5.57 X 10' -6 3.82 x 10" 12 

QDD^AGM°XFDLVANGGASLTLVFER 14 2.16 X 10' -6 1.48 x 10" 12 

SVSQSSSQSLASLATTM e t h y lFLQEK 14 4.74 X io - -8 3.25 x 1 0 _ 14 

b MILDLY SIGNIFICANT MATCH BUT LIKELY CORRECT DETECTION 

Candidate peptide p NMF e (p ,m) 1> r t (p) 
„- k,U 
Pr 

max ->0 SSS^ALFAQINQGESITHALK 9 0 .2702 0 .9978 
SSD o o x yLFAQINQGESITHALK 9 2.71 X 10" -1 u r 3 

s D e o x y S L F A Q I N Q G E S I T H A L | < 9 2.71 X 10" -4 10" 3 

SS^ASLFAQINQGESITHALK 9 5.40 X 10" -5 2 X i o - 4 

SPFSLPQKSLL^QPVSLTANK 9 9.08 X 10" -7 3.35 X l O " 6 

E G l uC C a r bAHLLLAHNAPVKVK 8 5.67 X 10" -e 1.05 X 
S P F S L P Q K L y s ^ A m i n o a d i p i c A c i d S L P V S L T A N K 8 5.56 X 10" -e 1.03 X I O " 6 

I I IQRD^^^ '^SEQQMINIAR 8 5.13 X 10" -e 9.48 X i o - 7 

h A c e t y l : 2 H ( 3 ) p E F A L A L p p E p p p G p E V K 8 3.36 X 10" -e 6.21 X i o - 7 

AAEEAERQRQIQLAQKCarb 9 1.60 X 10" -7 5.92 X i o - 7 

Legend 

0 The peptide with the highest P r ^ ^ in the deep search. 
—¥ The variant peptide claimed using XITandcm in global peptidc-variant database search. 

NMF £(p, m) The number theoretical fragments of p matching a fragment in m at tolerance e. 
Pr*(p) The population-frequency adjusted relative prior probability of p. 

Figure 5.6: Examples of deep search results. 

The tables illustrate the discriminative power of P r m a x metric. In a, the variant peptide claimed using 
XITandem global peptide-variant database search (—>) was of a high statistical significance but without 
sequencing support, indicating it is an incorrect peptide. In accordance, the deep search found a better 
candidate peptide (©) of similar prior probability, drawing the claimed variant peptide —> unlikely. In b, 
the XITandem global peptide-variant search claimed variant peptide (—>) of a mild statistical significance, 
but the peptide had sequencing support, indicating it is a correct peptide. Although the deep search found 
multiple candidates of a similar match, all were much less likely a priori, assigning high P r ^ ^ of the 
variant peptide even though its spectral match was only mildly significant. 

5.2.2 C L A I R E o u t p e r f o r m e d other approaches o n detect ion of S N V - p e p t i d e s 

We now turn to the comparison of our peptide variant detection system C L A I R E w i th the other 

detection approaches introduced in the previous section. Firs t , we show that C L A I R E substan­

t ia l ly outperformed other approaches in terms of detected variant peptides. Afterward, we show 

that the deep search metrics had generally much higher correlations wi th sequencing support— 

allowing, i n essence, to better separate between l ikely correct and l ikely incorrect detections. 

Final ly , we look at the search depth of our method, showing that it evaluates up to one mi l l ion 

candidates per fragment spectrum. 

We visualized the comparison in terms of precision and number of variants claimed on 

the F i g . 5.7a. A s is clear from the figure, C L A I R E substantially outperformed other ana­

lyzed approaches on this dataset. For instance, u t i l iz ing the normalized area under the curve 

( n A U C ) metric, the corresponding n A U C for C L A I R E was high relative to other approaches 

( n A U C = 0.156 for C L A I R E V S . n A U C = 0.026 for B I C E P S , n A U C = 0.018 for X ! T a n d e m E S , 
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Figure 5 . 7 : Overal l view of C L A I R E ' S behavior. 

(a) C L A I R E substantially outperformed other analyzed detection approaches in detecting sequencing-
supported variant peptides, (b) The boxplot shows the correlation of scores and sequencing support 
of claimed variant peptides aggregated over individual samples. Note that the higher the correlation, 
the more likely we are to retain sequencing supported—and thus likely correct—variant peptides when 
filtering using a more strict criterion. As the plot indicates, the deep search score metrics were generally 
of higher correlations, showing that these metrics were better at determining likely correct peptides, (c) 
The plot shows that high P r m a ^ was a much better indicator of the correctness of variant peptide than 
the statistical significance of claimed variant peptide using XITandem's global peptide-variant search, 
(d) The plot shows the number of candidate peptides considered in the deep search per mass spectrum. 
The numbers of candidate peptides slightly increased with the precursor mass of peptides but were 
generally less than one million. Note that in our analyses, we considered precursor mass tolerance of 1 0 
parts-per-million and mass shifts corresponding to one of { — 2 , - 1 , 0 , 1 , 2 } neutrons. 

and n A U C = 0 . 0 1 9 for MSFragger; n A U C refers to the area under the curve when the maximal 

number of claimed variants is normalized to one). One reason for C L A I R E ' S performance is the 

in i t ia l use of XITandemQpv which considers peptides buil t from variants already observed on a 

global level, and such peptides are more likely a priori. In line w i th this, C L A I R E retains such 

candidate variant peptides even if they are of a m i l d significance (i.e., E - V A L U E < 0 . 1 ) . After­

ward, C L A I R E performs deep searches to allow highly sensitive filtering based on scoring metrics 

derived from P r m a x . In consequence, this allows C L A I R E to retain a high number of variant 

peptides. 

We now turn to an alternative evaluation of the filtering performance by evaluating the 

correlations between sequencing support of claimed variant peptides and their scores. The figure 

F i g . 5 .7b shows such correlations for the raw XITanderriGpv scores, i.e., HyperScore and E - V a l u e 

[30], i n comparison to P r m a x and its extensions. A s is clear from the figure, filtering using metrics 
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derived from P r m a x exhibited substantially higher correlations wi th the sequencing support (e.g.. 

Spearman's p = 0.457 for P r ^ ^ vs. p = 0.224 for HyperScore; medians over al l samples). In 

other words, by choosing a more strict cri terion using deep search metrics, we are more likely to 

retain peptides that are sequencing-supported and thus likely correct. Further, the figure shows 

that the relaxation of P r m a x has a substantial impact i n this respect (Spearman's p = 0.353 
~ k 

for P r m a x vs. p = 0.296 for P r m a x ; medians over al l samples). Similarly, the figure shows that 

adjusting the prior probabilities by population-frequency of corresponding nucleotide variants 
~ fc,f ~ k 

substantially elevates the correlation (Spearman's p = 0.444 for P r m a x vs. p = 0.353 for P r m a x ; 

medians over al l samples). A s a result, the populat ion frequency of indiv idual variants plays 

a significant role in detection, and thus some variant peptides are easier to detect than others. 

Final ly , we note that the ut i l izat ion of lower prior probabilities based on neutron shifts resulted 
~ k i t : * ~ fc>t in a minor improvement (Spearman's p = 0.457 for P r ^ ^ vs. p = 0.444 for P r ^ ^ ; median over 

all samples). In summary, the scores derived from the deep search had shown a substantially 

higher capacity to discriminate between likely correct and l ikely incorrect variant peptides. 

Final ly , we focus on a more peripheral aspect of peptide detection using C L A I R E . Firs t , 

we directly visualized the relationship between X ! T a n d e n i G P v ' s E-Values of variant peptides 
~ k i t : * 

and their respective P r m a x ( F i g . 5.7c). The figure shows that most of the sequencing-supported 
~ k i t : * 

variant peptides had high P r ^ a x , and thus the metric is a better indicator of correctness than the 

X ! T a n d e n i G P v ' s E-Value of the spectral match. F rom a computat ional perspective, we visualized 

the number of candidate peptides tested by the deep search approach ( F i g . 5 .7d) . Given the 

depth of our peptide database p m m = 4 • 10~ 6 , a precursor tolerance of 10 parts per mi l l ion and 

five allowed neutron shifts, the deep search generally considered less than one mi l l ion candidates 

per spectrum. Note that because the fast spectral match algori thm runs i n linear t ime (section 

3.2.6), this does not translate into substantial computat ional problems. Our deep search method 

thus allowed testing against a large number of candidate peptides, and the use of the more 

realistic prior probabil i ty model enabled efficient discrimination between likely correct and likely 

incorrect variant peptides. 

5.3 Downstream applications 

Herein, we provide several downstream applications of C L A I R E in typical shotgun proteomics ex­

periments. Firs t , we focus on the detection of protein somatic variants in section 5.3.1, showing 

the evidence that C L A I R E can detect hypermutation status of tumors—a relevant cl inical param­

eter. Afterward, i n section 5.3.2, we present a large-scale analysis of germline variants wi th in 

NCI60 datasets, revealing several mislabeled and contaminated cell lines i n public datasets— 

showing an application i n research reproducibility. Final ly , i n section 5.3.3 we provide an ap­

plication in forensics by identifying family members against D N A dataset. The content of the 

section is adapted from our article [3], which contains addit ional analyses. 

5.3.1 C L A I R E recognized t u m o r s suitable for i m m u n o t h e r a p y 

We now investigate the protein and gene variation rates of patients wi th colorectal cancer using 

data from the C l in i ca l Proteomic Tumor Analys is Consor t ium [85]. Colorectal cancer ( C R C ) 

is the th i rd most common cancer worldwide, expected to result i n more than 2.2 mi l l ion cases 
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Figure 5.8: Gene and protein variation rates i n patients' samples. 

(a-b) The plot a shows that the rates of somatic protein variants were elevated in samples with deficient 
D N A mismatch-repair mechanisms ( M M R ) . A similar but much more pronounced difference in D N A 
variation rates can be seen for the corresponding gene variation rates b. (c) The plot shows that the 
M M R deficiencies did not affect the rates of inherited protein variation, thus serving as additional control 
of the method, (d) The plot shows that although the somatic variation rates corresponded to a certain 
degree on the protein and gene level, some samples had also shown rather large disparities. As a result, 
it would be interesting to know which rates better predict the efficacy of immunotherapeutic cancer 
treatment—leaving room for future investigations. 

annually by 2030 [97]. A r o u n d 14% of C R C s have so-called MSI/hypermutation status, which 

makes these tumors more likely to elicit an immune response and thus more suitable for im­

munotherapy [83, 84, 92]. The MSI /hypermuta t ion status in these cancers is mostly a result 

of deficiencies i n mismatch repair mechanisms ( M M R ) , evidenced commonly i n M L H 1 , M S H 2 , 

M S H 6 , and P M S 2 genes [98]. The categorization of patients based on the MSI /hypermuta t ion 

status is thus of cl inical importance and allows oncologists to select preferable therapies. 

To assess the abi l i ty of C L A I R E to detect the MSI /hype rmuta t ion status, we analyzed protein 

variation rates i n the colorectal cancer patients cohort, depending on the presence of M M R 

deficiencies. We found that tumors wi th somatic variat ion in any of the four common M M R 

genes had shown a significantly higher rate of protein somatic variation than d id the non-deficient 

ones (median 10.6 vs. 3.3 somatic variants per 1 M amino acids, Mann-Whi tney U = 224.0, p ~ 

8.35 x 1 0 - 4 , m = 12, n 2 = 83). A similar but more s tr iking difference can also be seen i n the 

data of somatic variants detected by the exome sequencing (median 66.1 vs. 3.9 somatic variants 

per megabase, Mann-Whi tney U = 60.5,p « 2.1 x 1 0 _ 6 , n i = 11,n<i = 79). Note that the 

deficiencies i n M M R genes d id not affect the rates of protein germline variation, thus serving as 

addit ional control of the method (median 215.0 vs. 208.6 germline variants per 1 M amino acids, 

Mann-Whi tney U = 488.0,p « 0.458,n\ = Yl,ni = 83). Interestingly, some patients exhibited 

discordance between protein and D N A rates of somatic variation, leaving room to investigate 

further the implications of this difference i n terms of cl inical relevance ( F i g . 5 .8d) . C L A I R E 

thus detected a higher protein somatic variant rate in tumors wi th deficient mismatch repair 

mechanisms, showing the potential to identify MSI /hypermuta ted tumors and thus to select 

patients suitable for immunotherapy. 
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Figure 5.9: Pairwise matches between three N C L 3 0 datasets. 

(a) The heatmap shows the variant matches between Illumina 1M SNP dataset and Exome-Seq dataset. 
The inconsistencies are depicted using the cross symbol—the lack of an expected relationship in black and 
the presence of an unexpected relationship in red. (b) The heatmap shows the inconsistent relationships 
between the N C I 6 0 Exome-Seq dataset and the N C I 6 0 proteome dataset. 

5.3.2 Large-scale variant analysis revealed inconsistencies in pub l i c datasets 

Reproducibi l i ty is a significant issue i n biomedical research, which is often worsened by mislabel­

ing of cell lines [99]. Mis label ing of a cell line refers to a si tuation when researchers unknowingly 

work on other than the claimed cell line. The extent of the problem is rather large—analyses 

of major cell repositories have shown that, i n some cases, as many as 2 0 % of a l l deposited cell 

lines were mislabeled during submission [100]. To alleviate this issue, researchers are required to 

deposit raw data into publ ic ly available datasets to allow re-analysis of results by other groups 

(e.g., Sequence Read Archive [101] i n genomics, and ProteomeXchange [102] in proteomics). U n ­

like i n proteomics, genomic data allow simple authentication of cell lines [103]. However, the 

abil i ty to detect protein variants allows shotgun proteomics to fulfill this function as well, and 

we illustrate this on the analysis of samples from N C I 6 0 cell lines [11, 81, 82]. 

5.3.2.1 Analysis of significant relationships among N C I 6 0 datasets 

Herein, we investigate the u t i l i ty of detected germline variants to establish significant relation­

ships between N C I 6 0 samples using the methods from section 4.3.2. A significant match between 

a pair of samples then indicates that they are genetically related. A s the si tuation wi th cell lines 

in N C L 3 0 datasets is quite entangled, we illustrate the analysis on a few examples and refer the 

reader to the full study i n our article [3]. 

Let us first point out that three pairs of samples wi th in N C L 3 0 are genetically related, and we 

would thus expect to see significant relationships between them. The three pairs of genetically 

related cell lines wi th in N C I 6 0 are as follows: 

(a) O V C A R - 8 and N C I / A D R - R E S ; 

(b) M E - 1 4 and M D A - M B - 4 3 5 ; and 

(c) S N B - 1 9 and U251. 

W i t h these prerequisites, we now turn to the analysis. In what follows, we w i l l restrict the 

analysis to genetic datasets measured using I l lumina 1 M S N P (I1M) [82], Exome-Seq (ES) [81], 
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R N A - S e q (RS) [81], and the proteomics dataset (P) [11] analyzed using C L A I R E [3]. A s an 

example, F i g . 5.9 shows raw pair-wise matches between data of I 1 M and E S , and E S and P. 

Overal l , the figure shows that some unexpected relationships d id show up, while some expected 

relationships were missing. In turn, we interpreted the observed relationships as mislabeling and 

contamination of cell lines, and we now provide a more detailed study of a few such discrepancies. 

Notation We w i l l use the label of a sample and the superscript of the corresponding dataset 

to refer to the sample of interest. Thus, for instance, H T 2 9 E S refers to a sample labeled as H T 2 9 

in the Exome-Seq (ES) dataset. 

Mislabel ing of H T 2 9 in Il lumina 1 M S N P dataset 

The F i g . 5.9a showed a lack of expected correspondence between H T 2 9 E S and H T 2 9 I 1 M . Such 

a lack of correspondence was of importance because other expected matches were highly statisti­

cally significant (median of p-values: 2.016 x 1 0 - 5 2 ) . To simplify the explanation, we visualized 

the situation on a diagram that summarizes the status of matches between the relevant samples: 

O V C A R - 8 E S 

NCI / A D R - R E S E S 

3a 

O V C A R - 8 I 1 M 3 > H T 2 9 P 

N C I / A D R - R E S I 1 M ^ H T 2 9 I 1 M f H T 2 9 ^ - H T 2 9 R S 

3, 
N C I / A D R - R E S R S 

A r r o w M e a n i n g 
*—> Expected relationship 

Lack of expected relationship 
Unexpected relationship 

The lack of expected match of interest is the one between H T 2 9 n M and H T 2 9 E b depicted by the 

arrow 1. Overal l , the data indicate that H T 2 9 I 1 M is mislabeled. In particular, we have evidence 

that H T 2 9 E S is indeed H T 2 9 because H T 2 9 E S also matched H T 2 9 P and H T 2 9 R S but no other 

samples (arrow 2). O n the other hand, we have evidence that H T 2 9 I 1 M is not H T 2 9 because it 

matched cell lines O V C A R - 8 and N C I / A D R - R E S but no other samples (arrows 3 a , 3&, and 3 C ). 

Note that O V C A R - 8 and N C I / A D R - R E S are genetically related cell lines; thus, i f H T 2 9 I 1 M is 

indeed one of them, we would expect it matches both cell lines. Based on this, we conclude that 

H T 2 9 E S is l ikely H T 2 9 and H T 2 9 I 1 M is either O V C A R - 8 or N C I / A D R - R E S , w i th more evidence 

for the latter (arrow 3 C ). In summary, the data thus suggests that H T 2 9 i n I l lumina 1 M S N P 

dataset is l ikely mislabeled. 

Contamination of U251 by H O P - 9 2 in Exome-Seq 

Now, we provide an analysis i n the similar spirit of the previous one, showing that U 2 5 1 E S was 

likely contaminated by H O P - 9 2 . To simplify the exposition, we again provide the diagram of the 

relevant matches: 
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S N B - I D - i . U 2 5 1 - ?

 H

H ° P

p

9

9

2

2 r 

U 2 5 1 R S 

S N B - 1 9 R S 

H O P - 9 2 E S 
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Foremost, the data indicates that U251 was likely U251 because it also matched the relevant 

samples i n other datasets (arrows 1). Aga in , because U251 is genetically related to SNB-19 , we 

expect to see significant matches to S N B - 1 9 too. However, U 2 5 1 E S also matched H O P - 9 2 in al l 

four analyzed datasets (arrow 2). A s a result, we conclude that U 2 5 1 E S was likely contaminated 

by H O P - 9 2 . 

Mislabel ing of K M 1 2 in N C L 3 0 proteomes 

We now show a last example of a mislabeled cell l ine—in N C L 3 0 proteome data (Fig. 5.9b). The 

diagram of the relevant matches is as follows: 

K M 1 2 I 1 M __ . _ Q W ß o n E s 3 " S W - 6 2 0 R S 

K M 1 2 R S Y K M 1 2 E S K M 1 2 P ^ 2 S W - 6 2 ° E S ~ S W - 6 2 0 I 1 M 

S W - 6 2 0 P 

Overal l , the data indicate that K M 1 2 P was actually SW-620. Foremost, K M 1 2 P d id not match 

K M 1 2 E S (arrow 1 0) but d id match S W - 6 2 0 E S and S W - 6 2 0 P instead (arrows lb and l c , respec­

tively). Furthermore, the K M 1 2 E S was indeed likely K M 12, as indicated by its significant matches 

in other datasets (arrow 2). Similarly, the S W - 6 2 0 E S was likely SW-620 as indicated by its 

matches i n other datasets (arrows 3 a and 3&). A s a result, we conclude that K M 1 2 P was indeed 

SW-620. 

Other mislabeled and potentially contaminated cell lines 

The previous analyses presented an interpretation of three issues wi th in the public NCI60 

datasets. However, as there were more discrepancies, we refer the interested reader to our article 

for further details [3]. Therein, we also consider addit ional datasets and addit ional cri teria for 

evaluating the correspondence between samples. Final ly , we provide an overall summarizat ion 

of the discrepancies on F i g . 5.10. 

5.3.2.2 Authentication of cell lines 

The N C L 3 0 panel contains a rather large number of samples, allowing us to bu i ld the nul l models 

of the variant match rather easily and use statistical methods to discover genetic relationships. 

Herein, we provide an alternative approach to authenticate cell lines based on the populat ion 

frequencies of individual variants (section 4.3.1). Further, we note that this approach is also 

suitable for use when the number of samples is small or the individual samples are genetically 

related (section 5.3.3). 
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i i i 
SNP arrays Exome-Seq Proteome j Explanation 
(Varmaetal., ! (Reinhold et al., (Gholami et al., 

2014) 2019) 2013) 
U251 •<— i U251 U251 ! Contamination of U251 in 

HOP-92 1 ~~~ > HOP92 < ~" t HOP92 Exome-Seq by HOP-92* 

HT29 <— 
_>r OVCAR-8 OVCAR-8 or 
— NCI-ADR/RES NCI-ADR/RES instead 

HT29 « • HT29 of HT29 in SNP chips 
KM12 ^ KM12 ; SW620 instead of 
SW620 • SW620 KM12 in proteomes 
SN12C SN12C PC3 instead of 

PC3 •> • PC3 SN12C in proteomes 
UACC-257-.- UACC-257* .UACC-257 Mislabeling of SR in 

" *• SR proteomes, possible 
SR •> • SR(2) identity: UACC-257 

S K - M E L - 2 - H 

RPMI-8226*-

Mislabeling of IGROV1 
SK MEL 2 + - •{ - - > IGROV1 | in proteomes, possible 

RNA-Seq identity: SK-MEL-2 
(Reinhold etal., 2019) 

SR SR RPMI-8226 instead 
RPMI-8226 ^ R P M I - 8 2 2 6 of SR in RNA-Seq 

* The same applies to Exome-Seq (Abaan et al.) 

Figure 5.10: Summary of the analysis of NCIgo datasets using germline variants. 

The table on F i g . 5.11 shows the results of cell line authentication of N C L 3 0 proteomes 

[11], which are in line wi th the analysis from the previous section. For instance, the method 

again derived that K M 1 2 P is actually SW-620, or that S N 1 2 C P is P C - 3 (we d id not present the 

latter i n the previous section, but the same applies). The approach further identified less clear-

cut discrepancies, and we again refer the interested reader to [3] for their detailed analysis. In 

summary, the method suggested the possibili ty to routinely authenticate the origin of cell lines 

based on protein variants, which has applications i n the costly problem of research reproducibility. 

5.3.3 P e p t i d e variants identif ied ind iv idua l s against D N A database 

We now present an application of C L A I R E in forensics, wherein we show the abil i ty to identify 

genetically-related individuals from their protein variants—by matching against the correspond­

ing D N A dataset. For this purpose, we use the population-frequency method to calculate prob­

abil i ty of D N A origin (section 4.3.1) and analyze the data of a seven-member family (section 

4.1.2). 

The probabilities of individual D N A origins for each family member are visualized on the 

F i g . 5.12. The table shows that except for one of the monozygotic twins, the identities of al l 

individuals were resolved correctly ( P r e r r rang ed from 5.34 x 1 0 " 1 3 to 1.01 x 1 0 " 2 ) . Further, 

the probabilities of error for both twins were substantially elevated (Pr ~ 0.45 and P r ~ 0.44), 

showing that the approach also correctly captured the impossibi l i ty to resolve their identities 

based on genetic variation, C L A I R E has thus shown a potential to identify individuals from 

protein samples and may be useful in forensic medicine, e.g., when D N A samples are unavailable, 

or other analyses are inconclusive. 
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Sample C la imed cell line Best cell line P r e r r 

P001891 U A C C - 6 2 U A C C - 6 2 9.39 x 1 0 " 1 7 

P001565 H T 2 9 H T 2 9 5.84 x 1 0 " 1 8 

P003198 N C I - H 2 3 N C I - H 2 3 7.52 x 1 0 " 1 8 

P003207 A C H N A C H N 3.07 x 1 0 " 1 5 

P003381 N C I - H 4 6 0 N C I - H 4 6 0 9.90 x 1 0 " 1 5 

P003199 M A L M E - 3 M M A L M E - 3 M 1.04 x 1 0 " 1 1 

P001906 A549 A549 1.53 x 1 0 " 1 0 

P003362 M C F 7 M C F 7 3.36 x 1 0 " 1 0 

P0001751 S N 1 2 C P C - 3 3.17 x 1 0 " 9 / 
P001897 U A C C - 2 5 7 U A C C - 2 5 7 3.42 x 1 0 " 9 

P003208 H C T - 1 5 H C T - 1 5 3.50 x 1 0 " 9 

P001570 S K - M E L - 5 S K - M E L - 5 1.40 x 1 0 " 8 

P003820 K M 1 2 S W - 6 2 0 2.85 x 1 0 " 8 

P001389 M D A - M B - 2 3 1 M D A - M B - 2 3 1 3.17 x 1 0 " 8 

P003196 A498 A498 1.11 x 1 0 " 7 

P001888 O V C A R - 4 O V C A R - 4 1.24 x 1 0 " 7 

P003487 P C - 3 P C - 3 3.27 x 1 0 " 7 

P003203 T K - 1 0 T K - 1 0 1.84 x 1 0 " 6 

P001567 R X F - 3 9 3 R X F - 3 9 3 1.93 x 1 0 " 6 

P003201 U O - 3 1 U O - 3 1 2.31 x 1 0 " 6 

Figure 5.11: Results of cell line authentication. 

The table shows an excerpt of cell line authentication using the population frequency method developed 
in 4.3.1 for probabilistic assignment of D N A origin to variant peptides. The table is ordered by the lowest 
probability of error of cell line authentication. 

O t h e r a n a l y s e s For further analysis of the data of family members, we refer the interested 

reader to our article [3] which also includes the reconstruction of variant clusters between family 

members—both on protein and gene level. 
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D N A S A M P L E 
B E S T M A T C H I N G 

P R O T E I N S A M P L E 

E R R O R P R O B . 

(Perr) 

Father Father 1.01 • 1 0 " 2 / 
Mother Mother 2.80 • 1 0 " 8 / 

Daughter 1 Daughter 1 6.63 • 1 0 " 6 / 
Daughter 2 Daughter 2 4.66 • 1 0 " 1 1 / 
Daughter 3 Daughter 3 5.34- 1 0 " 1 3 / 

Son 1 (twin) Son 1 (twin) 0.45 / 
Son 2 (twin) Son 1 (twin) 0.44 

Figure 5.12: Identification of individuals against D N A database. 

The table shows the results of applying the methods in 4.3.1 to detect genetically-related individuals 
against a D N A database. Note that the only misidentification was that of a monozygous twin, which 
was, however, also indicated by a higher probability of error. 
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Chapter 6 

Discussion 

This chapter discusses several aspects of the methods proposed i n our research, their other 

potential downstream applications, and summarizes answers to our research questions. In section 

6.1, we discuss the option of employing the deep search approach as a standalone system for 

detecting peptides—instead of post-processing detection results of other approaches. Peptide 

prior probabil i ty models lie at the core of our research, and i n section 6.2, we focus on l imitat ions 

and improvements of the more realistic prior model. In section 6.3, we discuss the u t i l i ty of large 

peptide databases and their value for storing precomputed data relevant in peptide detection. We 

discuss other potential applications of our methods in section 6.4, and we conclude the chapter 

by answering the research questions we formulated i n the introductory chapter. 

6.1 Deep search for standalone peptide detection 

In our research, we applied the methods based on the max ima l posterior probabil i ty ( P r m a x ) 

only to post-process detection results of other peptide detection approaches (section 5.2). A s 

the performance of the post-processing was fairly high ( F i g . 5.5), it is natural to ask whether a 

standalone deep search system would allow effective detection of unlikely peptides. Ideally, such 

a system should also derive posterior probabilities that accurately capture the correctness of the 

detected peptides in the long run. Note that i n the analyses of the combinatorial peptide l ibrary 

(section 5.1), our Bayesian model derived accurate posterior probabilities even for homologous 

peptides under mult iple circumstances [1, 2]. However, this analysis investigated search strate­

gies related to a complete search—a strategy that considers al l candidate peptides for a given 

precursor mass. Now, we discuss whether it is reasonable to expect that a deep yet incomplete 

database search can do the same. 

Der iv ing accurate posterior probabilities in incomplete searches is problematic. A s we have 

shown previously [2], incomplete searches are prone to calculating inadequate posterior probabil i­

ties, and this also affects other measures of confidence [1]. The reason is s imple—in an incomplete 

search, we can miss a high-scoring peptide because it was not present in the search database. 

Miss ing a high-scoring peptide is of potential concern because the highest posterior probabilities 

are typical ly assigned to the highest-scoring peptides; the situation depends, of course, on their 

prior probabilities [1]. Note that i n practice, we are usually interested i n peptides detected wi th 

high posterior probabilities (say, > 0.9) as these are most useful i n the follow-up analyses. A s 

posterior probabilities for al l candidate peptides sum to one, missing a high-scoring peptide of a 
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relatively high prior probabil i ty in an incomplete search is thus likely to result i n an inadequate 

estimation of posterior probabilities—especially i n the probabilistic range of interest [1]. 

Nevertheless, we can quickly obtain al l high-scoring peptides for additive scoring metrics, 

such as N M F , using score-histogram methods [65, 69]—employing a search strategy that we 

called tail-complete search [2]. A s a result, integrating deep search wi th the tail-complete search 

then allows us to essentially extend the deep search into a complete search. Then, for each new 

high-scoring peptide discovered using the tail-complete search, we assign its prior probability, 

and the analysis continues as usual. One option for the assignment of prior probabilities to 

newly discovered peptides is to set them just below p m i n — t h e min imal relative prior probabil i ty 

used i n the construction of the deep database (otherwise, the peptides would be i n the deep 

database). Once assigned, we can then directly util ize our Bayesian model to calculate the 
~ k 

posterior probabilities (section 4.4.1.2), or calculate P r m a x i f we want to avoid modeling the true 

and random distributions of peptide-spectrum matches. 

Notably, i n the analysis of the combinatorial peptide library, we have shown that as long as the 

tail-complete search is sufficiently complete, it derives posterior probabilities that are highly sim­

ilar to those derived from the complete search [2]. For instance, 3-tail-complete search—search 

containing all peptides wi th at most 3 matching peaks less than the highest-scoring peptide 

among all theoretical peptides—resulted in very high correlations of posterior probabilities com­

pared to the complete search (Spearman's p = 0.9993). To summarize, a standalone deep search 

system is l ikely to allow efficient detection and calculation of accurate posterior probabilities; it 

is, however, necessary to make it more complete, and one such option is to integrate it w i th the 

tail-complete search strategy. 

6.2 Improvements of the peptide prior probability model 

The more realistic prior probabil i ty model that we developed i n section 3.2.4 allows assigning 

distinct probabilities to indiv idual peptide-producing events, which can result in highly diverse 

prior probabilities for individual peptides. Nevertheless, we kept the parameters of the model 

simple—assigning just rough estimates of probabilities to a few classes of peptide-producing 

events (section 4.4.3.2). A s i l lustrated by the filtering efficiency on F i g . 5.5, the approach 

worked already reasonably well for detecting variant peptides, a problem which typical ly results 

in high rates of false positives [7-9, 104]. S t i l l , more precise information about the peptide-

producing events—e.g., exact probabilistic behavior of enzymatic cleavage—is l ikely to further 

improve the detection just by changing the relevant parameters. A s a result, our existing prior 

probabil i ty model can be adjusted depending on the available biological knowledge, and this w i l l 

l ikely result in improved peptide detection performance. 

We now discuss several possible extensions of the prior model. A s shotgun proteomics experi­

ments are biased towards more abundant proteins, one can util ize a protein abundance database, 

such as P a x D B [105], to adjust prior probabilities—peptides from more abundant proteins are 

more l ikely a priori. To improve the peptide cut t ing model, one can use a recent deep-learning 

system DeepDigest [106] to obtain accurate sequence-dependent cleavage probabilities—instead 

of fixed probabilities i n our cleavage-after-residue model (section 3.2.4). A s some peptides are 

more suitable for detection using mass spectrometry, one can employ the DeepMSPept ide system 
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for predicting peptide detectability and thus further adjust the prior probabilities of indiv idual 

peptides [107]. F rom a direct evidence-based perspective, U n i P r o t [18] database contains a large 

number of already detected post-translational modifications ( P T M s ) on a particular residue of 

a particular protein and such sequence-specific P T M s are thus more l ikely a priori—a situation 

similar to nucleotide variants of high populat ion frequencies. One can also use the estimated rates 

of protein-synthesis errors [108] for detecting peptides that d id not originate from D N A variation 

but by an error i n translation of m R N A to proteins. Overal l , mult iple shotgun proteomics tools 

and databases can be employed to likely improve peptide detection by adequately modeling the 

peptide prior probabilities. Nonetheless, we note that al l such improvements also need to consider 

the necessary adjustments to the peptide enumeration algori thm (section 3.2.5). In particular, 

our more realistic yet relatively simple model of prior probabilities (section 3.2.4) allowed us to 

obtain a l l peptides wi th a relative prior probabil i ty above some prespecified threshold pm-m— 

and thus allowing us to calculate P r m a x . However, even though the enumeration algori thm was 

rather straightforward in our case, it is l ikely to require care when incorporating some of the less 

clear-cut predictive models. 

Final ly , we discuss a conceptual change to the prior probabil i ty model by shifting it closer to 

the genomics data. Our current peptide enumeration algori thm works on the level of proteins, and 

an algori thm that builds peptides from D N A - l e v e l data would be preferable. Foremost, such an 

extension would allow direct u t i l iza t ion of the populat ion frequency of individual D N A variants, 

which we now adjust using our sub-optimal procedure (section 4.4.2.2). The algori thm would 

also allow incorporating the behavior of particular mutagens and their preference for creating 

variation i n D N A [109], further diversifying prior probabilities of indiv idual variant peptides. In 

addition, as most amino acids are encoded using mult iple R N A codons, this draws some amino 

acid substitutions more likely depending on the R N A codon that encodes them. For instance, if 

an amino acid R was coded using the AGA codon, it can result i n the amino acid S by two different 

SNVs : either AG[A—>C] or AG[A—^T]. However, i f R was coded by CGC, it can result in S only by 

one S N V : [C—?^A]GC. F rom this perspective, the substi tut ion R —>• S is thus more likely a priori if 

the R N A codon behind R is AGA. Therefore, implementing the peptide enumeration algori thm on 

the D N A level would better capture prior probabilities of indiv idual peptides, and this should 

again likely translate to better peptide detection performance. 

6.3 Uti l i ty of deep peptide databases 

For the analysis of typical shotgun proteomics experiments, we buil t a database of peptides wi th 

a min imal relative prior probabil i ty p m m = 4 x 1 0 - 6 that had around 400 G B after multiple 

technical optimizations (mass range of 700-3 000 D a , section 5.2). A l though the database is rel­

atively large, the use of the fragment-ion index allows calculating the peptide-spectrum matches 

in linear t ime (section 3.2.6), and the precursor-mass indexation wi th the memory-load optimiza­

t ion allow loading just the port ion of the database required for the analysis (sections 3.2.6.3 and 

3.2.6.4). Because the database is buil t infrequently, one can also precompute further relevant 

data useful in peptide detection. For instance, we and others have shown that the use of retention 

time—the time it takes a peptide to enter the mass spectrometer using l iqu id chromatography— 

improves peptide detection [2, 110-113]. The retention time for each candidate peptide from the 
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database can be thus precomputed, possibly even using highly accurate methods [113]. W h e n in­

terpreting fragment spectra, the retention times can be easily aligned to a particular experiment 

under investigation, and the deviations from observed retention times used to update posterior 

probabilities of individual peptides [2]. Similarly, instead of using simple theoretical spectra 

of peptides, one can predict more accurate M S 2 spectra using some of the recently developed 

methods for the purpose [113-115]. Such M S 2 spectra exhibit high correspondence wi th the real 

fragment spectra, making the spectral matches more discriminative while s t i l l allowing to bui ld 

fragment-ion indexes and thus perform fast matching. One could also precompute the expected 

isotopic distributions of peptides and use them for matching on the M S 1 level [2]. A l though these 

were of l imi ted importance i n our analysis of the combinatorial peptide l ibrary due to its highly 

homologous nature, they might s t i l l be valuable for analyzing typical proteomics experiments. 

The abil i ty to quickly match peptides against large peptide databases thus further invites for 

precomputing more data relevant for each candidate peptide, and the use of such predictive data 

is l ikely to improve peptide detection performance. 

6.4 Further applications 

Although the thesis presented applications of our methods in cancer research, research repro­

ducibili ty, and forensics, let us further discuss some other applications that we described in more 

detail in our patent application [4] and our article [3]. For instance, the use of prior probabil i­

ties also allows rather natural detection of non-host peptides, e.g., bacteria peptides i n human 

samples, by adequately scaling down their prior probabilities. In particular, we il lustrated that 

such a method can detect mycoplasma [4], bacteria that commonly contaminate samples and 

largely affect their behavior, negatively impact ing research reproducibil i ty [116]. The method 

for detecting peptide variants might also have applications in personalized medicine for signal­

izing an early rejection of a transplanted organ [4]. In this case, the detection system aims to 

detect uniquely donor proteins—based on donor-specific SNV-pept ides—that are circulat ing in 

the blood of the host if the host's immune system is attacking the donor's organ. In our arti­

cle [3], we also investigated the possibili ty to derive tumor stage of colorectal cancer patients 

depending on the observed protein mutat ion rate, analogously as can be derived using D N A 

mutat ion rate. A l though the protein mutat ion rates increased wi th the tumor stage, the growth 

was very m i l d (Kendall 's r = 0.12, p = 0.075), indicat ing that deeper proteomics measurements 

are likely needed to implement such application i n practice. In summary, the relative richness of 

potential applications of our peptide variant detection methods indicates their general uti l i ty. 

6.5 Answers to the research questions 

Herein, we provide summarized answers to the research questions we formulated i n the introduc­

tory section 1.1. 

IQi] How effective are the peptide detection methods in detecting variant peptides ? 

Our literature review (section 2.2) indicated that popular peptide detection methods result in 

a rather low number of detected variant peptides and potentially largely incorrectly estimated 
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error rates [1, 7-9, 104]. Note that the behavior was also evident i n our analysis of typical 

proteomics experiments wherein we considered four popular approaches (Fig. 5.5, F i g . 5.7). 

A n effective approach for detecting peptide variants is employed i n proteogenomics—albeit at 

the substantial costs of addit ional biochemical analyses. Therein, the researchers first sequence 

D N A or m R N A of the sample, construct a sample-specific protein database and util ize standard 

database search—the results of such approach are generally reliable (section 2.2). Nevertheless, 

we have shown that once we adequately employ peptide prior probabilities i n detection, we can 

detect peptides reliably even in very large database searches that otherwise end up wi th incorrect 

error rates [7-9, 104] (Fig. 5.5). Furthermore, we have shown that one can estimate accurate 

posterior probabilities in extensive searches, and we demonstrated this for search spaces up to 10 8 

candidates in our combinatorial peptide l ibrary [1, 2]. Notably, prior probabilities also allow us to 

naturally interpret why the popular proteogenomics approach is reliable. In particular, once the 

D N A or m R N A of the sample is sequenced, the variant proteins from a sample-specific database 

become highly l ikely a priori—the search is then essentially equivalent to the well-established 

detection of reference peptides. 

IQ2] What factors do impact the precision and recall of the variant peptide detection? 

Our works [1, 2] suggested that to obtain precise results, the detection method might need to 

consider al l theoretical high-scoring peptides for a fragment mass spectrum. Part icularly, we 

have found that the biggest obstacle for accurately estimating error rates is the absence of a 

high-scoring peptide i n a search database—the relevance of the existence of such a peptide then 

depends on its prior probabil i ty [1, 2]. Note that this is in contrast to many popular approaches, 

which often consider just the best matching peptide per spectrum [5], hence opening possibilities 

for incorrect estimation of error rates [1, 2]. 

The recall of peptide detection directly depends on the presence of a variant peptide in the 

search database, and thus large databases natural ly have more options to detect variant peptides. 

However, methods based on the statistical significance of spectral match quickly lose sensitivity in 

such searches due to an increase in search space [5], and similar problems affect other approaches 

[117]. To reduce the search space size but keep it relevant, hybr id methods use sequence tags to 

prefilter it , and this substantially improves detection [55, 118]. Nevertheless, we have found that 

even definite knowledge of correct sequence tags has only l imi ted applicabil i ty for discriminating 

homologous peptides [2]. In contrast, the use of peptide prior probabilities allows adjusting the 

detection to the detailed spectrum-specific situation, resulting i n a substantially improved recall 

of the method (Fig. 5.6). 

IQ3] What factors do impact the detection of the individual, i.e., sequence-specific, variant pep­

tides ? 

Our analyses revealed that variant peptides that are more common i n the human populat ion are 

substantially easier to detect than infrequent variant peptides (section 5.2.2). Note that such 

a result is intuitive—peptides more likely a priori require less strict cri teria for their correct 

detection at the same level of precision. In accordance, the adjustment of peptide probabilities 

of variant peptides by populat ion frequency of the corresponding D N A variant substantially 

improved peptide detection (e.g., P r m a x vs P r m a x , F i g . 5 .7). Thus, the detection of sequence-
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specific variant peptides also substantially depends on their frequency in the populat ion. F i n a l l y 

we note that because shotgun proteomics data are biased towards more abundant peptides, 

variant peptides from more abundant proteins are more likely to be detected (this, however, 

holds for peptides in general). 

IQ4] What are the ways to validate variant peptide detection methods? 

In our research, we considered two strategies: direct validation (section 4.2.1) and sequencing-

based validat ion (section 4.2.2). Direct validation allows one to investigate the peptide detection 

once we know the correct peptide for each spectrum; such circumstances are, however, atypical 

and usually much more idealized. Nevertheless, as we il lustrated in our works [1, 2], data 

from such experiments are useful for the conceptual development of peptide detection methods. 

Sequencing-based validation, on the other hand, allows detecting peptides i n samples of natural 

complexity and then independently validate them against D N A or m R N A sequencing data. In 

an adequately designed experiment (section 4.2.2.4), the probabil i ty of sequencing support of a 

detected variant peptide by chance is low. In turn, this allows one to interpret the presence of the 

D N A / m R N A sequencing support of a variant peptide as a sign of its correct detection, allowing 

to validate the behavior of peptide variant detection methods using an external criterion. 

IQ5] To what degree do peptide prior probabilities influence peptide detection? 

As indicated by our former works [1-3] and mult i tude of results i n the thesis (Fig. 5.3, F i g . 5.4, 

F i g . 5.5, F i g . 5.6, F i g . 5.7), peptide prior probabilities influence peptide detection to a sub­

stantial degree. Notably, we have also i l lustrated that just by using a different prior probabil i ty 

model, we can essentially tu rn a de novo sequencing into a reference-guided database search 

[2]. Similarly, we can probabil ist ically incorporate sequence tags to affect prior probabilities of 

peptides and then directly use our Bayesian model [2] i n peptide detection. Several peptide de­

tection strategies can be thus identified wi th particular prior models, and the framework of prior 

probabilities can be therefore also thought of as a generalization over various peptide detection 

approaches. 
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Conclusions 

Herein, we conclude the main findings of our research. Our overall conclusion is as follows: 

The prior probabilities of peptides play a significant role i n peptide detection, their 

u t i l i ty is substantially underexplored in computat ional proteomics, and their inte­

gration into peptide detection largely improves its performance—especially when de­

tecting unlikely peptides. 

Let us briefly reiterate the reasons for this conclusion. Firs t , i n typical experiments, peptides 

result from complex biological events whose prevalence is highly variable. For instance, prior 

probabilities of the most likely class of variant peptides range at least over six orders of magnitude. 

Second, albeit powerful, mass spectrometry has only limited ability to discriminate between 

correct and incorrect peptides based purely on their match wi th the fragment spectrum. In 

consequence, the large variabil i ty of peptide prior probabilities plays a substantial role i n peptide 

detection, evident especially when detecting unlikely peptides—such as variant peptides. Our 

approach provides evidence that the neglect of peptide prior probabilities is one of the reasons 

for the large rates of incorrect detections even at strict confidence criteria that affects detection 

of variant peptides [7-9, 104]. The computat ional proteomics community focused pr imar i ly on 

the second point—improving the capacity to discriminate peptides by predicting more accurate 

spectra [113-115] or by ut i l iz ing addit ional detection models [110-113]. Our research focused 

on the first point—by systematically modeling prior probabilities of peptides based on what is 

known about the analyzed sample i n advance [1-3]. Importantly, both these approaches are 

orthogonal, and their integration is thus likely to offer substantial improvements i n the field of 

computational proteomics in the future. 

In our research, we developed mathematical and computat ional methods to uti l ize peptide 

prior probabilities i n detection, allowing substantial improvements i n detection performance 

( F i g . 5.5), and accurate estimation of posterior probabilities [1, 2]. A l though we developed 

the methods pr imar i ly for detecting unlikely molecules, their general formulation allows further 

potential applications once suitably translated to the problem domain of interest. Therefore, 

besides the direct u t i l i ty of the methods i n computat ional proteomics and computat ional mass 

spectrometry, the methods are l ikely to have general value for the detection of unlikely causes 

(section 3.1). 

Final ly , we have shown that our methods have downstream applications i n mult iple fields, 

including cancer research, research reproducibility, and forensics, while describing further such 

applications i n our patent application [4]. O n the one hand, the successful application of these 

methods provides evidence of their correct implementation and affirms that our more realistic 

model of prior probabilities is already reasonably accurate. O n the other hand, the actual find-
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ings from such investigations are also of substantial practical value. For instance, the recognition 

of mislabeled and contaminated cell lines in public N C L 3 0 datasets prevents researchers from 

inferring inval id conclusions once the fact that the corresponding samples are mislabeled is dis­

covered. Similarly, the discrepancy between the observed D N A and protein mutat ion rates in 

tumor samples ( F i g . 5.8d) allows investigating whether either rate is a better indicator of the 

suitabil i ty of cancer treatment using immunotherapy. 

Altogether, we believe that we have provided compelling evidence for the importance of 

peptide prior probabilities in peptide detection and that our computat ional methods w i l l find 

numerous direct and downstream applications in computat ional proteomics. 
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Zhrnutie v slovenskom jazyku 

V nas ledujúcich odstavcoch zhrnieme n a j p o d s t a t n e j š i e závery n á š h o v ý s k u m u . Náš h l a v n ý záver 

je nas ledovný: 

A priori pravdepodobnosti peptidov zohráva jú z á s a d n ú rolu v detekcii peptidov, ich 

využ i t i e je n e d o s t a t o č n e p r e s k ú m a n é vo výpoč tove j proteomike a ich in tegrác ia do 

detekcie v ý r a z n e zlepšuje jej efek t iv i tu—špec iá lne v p r í p a d e detekcie nepravdepodob­

ných peptidov. 

P r i p o m e ň m e si v krá tkos t i dôvody uvedeného záveru. Z a prvé , v typ ických pro teomických 

experimentoch vznika jú peptidy z komplexných biologických uda los t í , k to rých prevalencia je 

vysoko var iab i lná . A k o pr ík lad , a prior i pravdepodobnosti najpravdepodobnejšej triedy variant­

ných peptidov m a j ú rozsah m i n i m á l n e šesť r ádov . Z a d r u h é , aj keď je h m o t n o s t n á spektrometria 

vysokoúč inná ana ly t i cká m e t ó d a , m á iba limitovanú schopnosť rozlíšiť medzi k o r e k t n ý m i a neko­

r e k t n ý m i pept idmi len na zák lade ich zhody s f r a g m e n t a č n ý m spektrom. Dôs ledkom je, že vysoká 

variabi l i ta a priori p r a v d e p o d o b n o s t í peptidov zohráva z á s a d n ú rolu v ich detekci a najvýrazne jš ie 

sa prejavuje pr i detekcii nepravdepodobných peptidov—ako n a p r í k l a d v a r i a n t n ý c h peptidov. Náš 

v ý s k u m p o d á v a evidenciu, že zanedbanie a prior i pravdepodobnosti je jednou z pr íč in vysokej 

miery nesp rávnych detekci í , k t o r á postihuje detekciu v a r i a n t n ý c h peptidov [7­9, 104]. K o m u n i t a 

výpoč tove j proteomiky sa sús t red i l a p r i m á r n e na d r u h ý bod—zvyšovan i e kapacity rozl išovania 

peptidov pomocou predikcie viac presných f r agmen tačných spektier [113­115], alebo za použ i t i a 

doplňujúcich de tekčných modelov [110­113]. Náš v ý s k u m sa sús t red i l na p r v ý bod—na system­

at ické modelovanie a priori p r a v d e p o d o b n o s t í peptidov na zák lade toho, čo vieme o analyzovanej 

vzorke povedať pred samotnou ana lýzou pomocou hmotnostnej spektrometrie. Dôleži té je, že oba 

pr í s t upy sú na sebe nezávislé , a teda je vysoká šanca , že ich in tegrác ia sa prenesie do z á s a d n ý c h 

vylepšení vo výpoč tove j proteomike v b u d ú c n o s t i . 

V n a š o m v ý s k u m e sme vyv inu l i m a t e m a t i c k é a algor i tmické metódy , k t o r é využ íva jú a prior i 

pravdepodobnosti peptidov, poukazu júc na z á s a d n e zlepšenie výkonnos t i detekcie ( F i g . 5.5), 

a na k o r e k t n é odhady pos te r ió rnych p r a v d e p o d o b n o s t í za m n o h ý c h okolnost í [1, 2]. A j keď 

sme uvedené m e t ó d y vyvinu l i p r i m á r n e pre detekciu n e p r a v d e p o d o b n ý c h molekúl , ich všeobecná 

formulácia dovoľuje ďalšie aplikácie za predpokladu, že sú vhodne a d a p t o v a n é do konkré tne j 

problémovej domény. A k o dôsledok, mimo priamej hodnoty naš ich m e t ó d vo výpoč tove j pro­

teomike a hmotnostnej spektrometrii , je vysoká šanca , že d a n é m e t ó d y sú celkovo už i točné pre 

detekciu n e p r a v d e p o d o b n ý c h pr íč in (sekcia 3.1). 

V závere sme ukázal i , že naše m e t ó d y m a j ú využi t ie vo viacerých vedeckých oblastiach vrá­

tane v ý s k u m u rakoviny, r ep rodukova teľnos t i v ý s k u m u a forenznej vedy, pr i čom sme popísa l i 

ďalšie aplikácie v našej patentovej aplikácií . Najednej strane, úspešné aplikovanie d a n ý c h m e t ó d 
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p o d á v a evidenciu o ich korektnej imp lemen tác i i a potvrdzuje, že naše modely a prior i pravde­

p o d o b n o s t í sú už v ich exis tujúcej forme d o s t a t o č n e presné . N a druhej strane, s a m o t n é výs ledky 

z d a n ý c h š túd i í m a j ú v ý z n a m n ú p r a k t i c k ú hodnotu. A k o pr ík lad , rozpoznanie n e s p r á v n e oz­

načených a k o n t a m i n o v a n ý c h vzoriek vo vere jných NCL30 d á t o v ý c h zdrojoch zab raňu je vedcom 

vyvodiť n e p l a t n é závery v momente odhalenia faktu, že d a n é d á t a bol i vy tvo rené z iných než 

uvedených vzoriek. Podobne, nesú l ad medzi mierou m u t á c i í na úrovn í D N A a pro te ínov v ná­

dorových vzorkách ( F i g . 5.8d) umožňu je š tudovať , k t o r á miera je lepš ím i n d i k á t o r o m vhodnosti 

k l iečbe rakoviny pomocou imunoterapie. 

Veríme teda, že sa n á m podarilo p o d a ť presvedč ivú evidenciu o dôleži tos t i a prior i pravde­

p o d o b n o s t í v detekci í peptidov a zároveň, že naše m e t ó d y n á j d u p o č e t n é priame a sprostredko­

vané aplikácie vo výpoč tove j proteomike a ďalších vedných oblastiach. 
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