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Abstract 
This s tudy aims to improve existing methods for detecting and classifying damage i n fin
gerprint images by leveraging previous works conducted by students at Brno Univers i ty of 
Technology. The work is buil t upon three applications: line damage (scars, hairs, creases) 
generator, moisture generator, and applicat ion containing mult iple different models for fin
gerprint damage detection and classification. T h e three best-performing models - Faster-
R C N N ResNet50, F a s t e r - R C N N R e s N e t l O l , and CenterNet R e s N e t l O l - were selected for 
further improvement. The work describes the creation of a dataset using undamaged syn
thetic fingerprint images, w i th the aforementioned damages introduced artificially. Efforts 
to improve the prediction accuracy of the models were based on more accurate annota
t ion of bounding boxes and adjusting the hyperparameters. W h i l e the work yielded some 
improvements, the results are not consistently successful across a l l models and damage 
types. 

Abstrakt 
Cílem t é t o p r á c e je vylepš i t s távaj ící metody detekce a klasifikace poškozen í na sn ímcích 
o t i sků p r s t ů s v y u ž i t í m předchoz ích p rac í s t u d e n t ů Vysokého učen í t echn ického v B r n ě . 
P r á c e je postavena na t ř ech apl ikacích: g e n e r á t o r u čárového poškození (jizvy, vlasy, r ý h y ) , 
g e n e r á t o r u vlhkost i a apl ikaci poskytu j íc í více r ů z n ý c h m o d e l ů pro detekci a klasifikaci 
poškození o t i sků p r s t ů . P r o vylepšení byly v y b r á n y t ř i nejpřesnějš í modely - F a s t e r - R C N N 
ResNet50, F a s t e r - R C N N R e s N e t l O l a CenterNet R e s N e t l O l . P r á c e popisuje v y t v o ř e n í da
tové sady p o m o c í nepoškozených syn te t i ckých s n í m k ů o t i sků p r s t ů s výše u v e d e n ý m i uměle 
zavedenými poškozen ími . Snaha o z lepšení p ře snos t i predikce m o d e l ů byla za ložena na přes
nějš ím a n o t o v a n í ohraničuj íc ích b o x ů a ú p r a v ě h y p e r p a r a m e t r ů . P ř e s t o ž e p r á c e př ines la 
u r č i t á z lepšení , výs ledky nejsou konz i s t en tně ú s p ě š n é u všech m o d e l ů a t y p ů poškození . 
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Rozšířený abstrakt 
Tato b a k a l á ř s k á p r á c e se zaměřu je na z lepšení výkonnos t i v y b r a n ý c h m o d e l ů pro detekci a 
klasifikaci čá rových poškození a vlhkost i na sn ímcích o t i sků p r s t ů . Jsou zde z k o u m á n y 
t ř i de t ekčn í modely: Faster R - C N N ResNet50, Faster R - C N N R e s N e t l O l a CenterNet 
R e s N e t l O l , k t e r é jsou t r é n o v á n y s r ů z n ý m i konfiguracemi (kombinace h y p e r p a r a m e t r ů a 
d a t o v ý c h sad), aby se ná s l edně u zvolené konfigurace mohl posoudit její poz i t ivn í či nega
t ivn í v l i v na př í s lušný model b ě h e m t r énovac ího procesu. 

V p r v n í fázi je v y t v o ř e n a u m ě l á d a t o v á sada, k t e r á využ ívá aplikace pro generování 
čá rových poškození a vlhkost i ve sn ímcích o t i sků p r s t ů . P r o t r é n i n k m o d e l ů je n e z b y t n é 
s n í m k y anotovat ohran iču j íc ími boxy, což vedlo k p o t ř e b ě p rávě tyto dva z m í n ě n é gen
e r á t o r y o anotace ohraničuj íc ích b o x ů rozšíř i t . P ro čárová poškození jsou i m p l e m e n t o v á n y 
dva r ů z n é p ř í s t u p y : p r v n í zahrnuje v šechna poškození do jednoho velkého boxu, z a t í m c o 
d r u h ý p ř í s t u p se snaž í vykresli t boxy tak, aby pok rýva ly m i n i m u m zdravé plochy, čehož je 
dosaženo p u ž i t í m ve lkým m n o ž s t v í m m a l ý c h b o x ů p ře sně vyplňuj íc í j edno t l ivé čáry. V pří
p a d ě g e n e r á t o r u vlhkost i , k t e r ý j iž z á k l a d n í anotace poskytoval, b y l i m p l e m e n t o v á n d r u h ý 
p ř í s t u p , k t e r ý se pokouše l n ě k t e r é n a d b y t e č n é boxy odstranit a j i né zp řesn i t . Všechny 
pop isované metody jsou p o t é využ i t y v r á m c i e x p e r i m e n t ů . 

Exper imenty se sk ládaj í ze t ř í čás t í : 1. použ i t í p ů v o d n í c h p a r a m e t r ů v y b r a n ý c h mod
elů, 2. ú p r a v a h y p e r p a r a m e t r ů a 3. z m ě n a d a t o v ý c h sad s od l i šnými metodami ano
tace ohraničuj íc ích boxů . Hlavn í metr ikou pro p o r o v n á n í výkonnos t i m o d e l ů je p r ů m ě r n á 
s p r á v n ě d e t e k o v a n á a klasif ikovaná plocha, s v y h o d n o c e n í m dalš ích metrik, jako je p r ů m ě r n á 
nede t ekovaná plocha, p r ů m ě r n á n a d b y t e č n ě d e t e k o v a n á plocha a p r ů m ě r n é skóre sp rávně 
de tekované a klasifikované oblasti . 

Výs ledky ukázaly , že ú p r a v y h y p e r p a r a m e t r ů mě ly m i n i m á l n í v l iv na modely Faster 
R - C N N , z a t í m c o u modelu CenterNet došlo k v ý r a z n é m u zlepšení , tedy k navýšen í p ř e sno t i 
o 5 %. Ve t ř e t í sadě e x p e r i m e n t ů , k t e r á použ íva la j i né p ř í s t u p y k anotaci ohraničuj íc ích 
boxů , oba modely Faster R - C N N vykazovaly v ý r a z n ý pokles celkové p ře snos t i . Nejvíce by l 
v šak ovl ivněn model CenterNet, j ehož pokles b y l více dras t ický . Tento pokles v p ře snos t i 
by l p ř ip i sován již z m i ň o v a n é m u d r u h é m u p ř í s t u p u anotace ohraničuj íc ích b o x ů u čá rového 
poškození . Mode ly p r a v d ě p o d o b n ě považovaly k a ž d ý m a l ý ohraničuj íc í box za s a m o s t a t n ý 
celek, což je ve výs ledku ods t ín i lo od v n í m a n í čá rového poškození v r á m c i g lobá ln ího kon
textu. 

Napro t i tomu, u vlhkost i d r u h ý p ř í s t u p a n o t o v á n í př ines l poz i t ivn í výs ledky u m o d e l ů 
Faster R - C N N ResNet50 a R e s N e t l O l . Pouze u modelu CenterNet R e s N e t l O l nedošlo k 
ž á d n é m u zlepšení , kvůl i s i lnému v l i v u s n í m k ů s č á r o v ý m poškozen ím. Výs ledný n a t r é n o v a n ý 
model by l tedy prakt icky t é m ě ř nepouži te lný . 

Výs ledkem p r á c e je tedy 9 n a t r é n o v a n ý c h m o d e l ů , z nichž b y l nejlepší model Faster R-
C N N R e s N e t l O l n a t r é n o v a n ý v 5. experimentu, k t e r ý dosáh l hodnoty 90,646 % u metr iky 
s p r á v n ě de t ekované a klasifikované plochy. Závě rem lze konstatovat, že tato p r á c e poskytuje 
pohled na v ý k o n n o s t r ůzných m o d e l ů h l u b o k é h o učen í pro detekci a klasifikaci poškození 
o t i sků p r s t ů . Zdů razňu je v ý z n a m pečl ivého v ý b ě r u architektury modelu, n a s t a v e n í jed
no t l ivých h y p e r p a r a m e t r ů a metod anotace pro dosažen í o p t i m á l n í c h výs ledků . 
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Chapter 1 

Introduction 

Fingerprint biometrics has become one of the most widely used personal identification meth
ods due to its rel iabi l i ty and accuracy. The uniqueness of fingerprints and their stabil i ty 
over t ime make them an ideal biometric identifier for various applications, including law 
enforcement, access control, and mobile device authentication. However, skin diseases and 
many external factors can impact the accuracy and rel iabil i ty of fingerprint recognition 
systems. They can alter the patterns and ridges on the fingers, making it difficult for the 
sensors to capture a clear and accurate fingerprint image. Therefore, automated detection 
and classification of such damaged fingerprint images could contribute to an improvement 
of biometric systems. 

In the past, skin disease detection and classification were typical ly done through manual 
inspection by dermatologists and other medical professionals. Th is process involved visually 
examining skin lesions, rashes, and other abnormalities. Then the experts using their 
experience, made a diagnosis. W h i l e this approach can be beneficial, it is t ime-consuming 
and can be subject to human error and bias. 

In addi t ion to manual inspection, various computer vision and machine learning tech
niques have been used for skin disease detection and classification i n the past. These include 
techniques such as feature extraction and pattern recognition, which involve analyzing spe
cific features and characteristics of skin lesions to identify specific diseases. However, these 
techniques often require extensive feature engineering and may not be able to capture the 
full range of variations and complexities i n skin diseases. 

More recently, deep learning techniques such as convolutional neural networks ( C N N s ) 
have become tremendously helpful in automating the detection and classification of specific 
patterns i n images, i n the case of this work, skin diseases. B y analyzing large datasets of 
fingerprint images, C N N s can learn to recognize patterns and features indicative of specific 
skin diseases or other damages of various types, enabling them to detect and classify a wide 
range of dermatological conditions accurately. Th is work aims to explore the performance 
of the top three C N N s presented in Ka t e r i na Fortova's master thesis [16] on fingerprint 
images affected by moisture and line damage. 

This thesis is organized into five chapters, w i th the in i t i a l chapters gradually explaining 
the necessary background for the pract ical por t ion of the work. The subsequent chapters 
discuss the implementat ion process and the results obtained. Chapter 2 establishes a fun
damental understanding of human skin anatomy, the components that form a fingerprint, 
and the various types of potential damage artifacts that can affect fingerprints. It also 
examines the technologies ut i l ized for capturing fingerprint images and the possibil i ty of 
synthetic fingerprint generation. Addi t ional ly , this chapter addresses the matching process 

3 



of images in biometric systems. Chapter 3 delves into the topic of neural networks, starting 
wi th basic concepts such as artificial neurons, multi-layer perceptrons, act ivat ion functions, 
and loss functions. The chapter then explains how these components function collectively 
in the neural network t ra ining process, known as backpropagation. Convolut ional neural 
networks, their architectures, and object detection approaches are outl ined at the end of 
the chapter. Chapter 4 covers the generation of the synthetic dataset and the essential 
preprocessing steps, along wi th the selected C N N architectures and their respective results. 
The final Chapter 5 summarizes the findings and a few thoughts on how the work could be 
improved. 
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Chapter 2 

Fingerprint Biometrics 

This chapter delves into fingerprint biometrics, an effective and widely used identification 
method. It starts w i t h an analysis of skin structure and its most relevant parts. The 
subsequent section highlights the unique patterns of fingerprints and their individual i ty , 
contr ibuting to their rel iabi l i ty in biometric systems. 

Next , the examination focuses on the challenges of damaged fingerprint images due 
to factors like moisture and line damage and their influence on fingerprint recognition. 
The chapter also describes a range of fingerprint sensor technologies, including optical , 
capacitive, and ultrasound sensors, followed by an overview of the fingerprint recognition 
process and techniques employed in fingerprint matching. The chapter concludes w i th a 
discussion on synthetic fingerprint generation for research and development purposes. 

2.1 Skin Structure 

Understanding the basic structure of human skin is crucial for comprehending fingerprints. 
The skin is often considered the largest organ of the body, accounting for approximately 
16 % of body weight. It performs several v i t a l functions, such as protection against physical 
or chemical damage, prevention of excessive water loss from the body, and thermoregulation. 
It is d ivided into three layers (Figure 2.1): the outermost layer, the epidermis; the middle 
layer, the dermis; and the innermost layer, the subcutaneous tissue. [29] 

2.1.1 E p i d e r m i s 

The epidermis is the thinnest component of the skin, consisting of a stratified, squamous 
epithelium layer containing at least four different cell types: keratinocytes, melanocytes, 
Langerhans cells, and Merke l cells [14]. Since no b lood vessels exist i n the epidermis, the 
layer continually dies off and renews [29]. Epidermis cells also contain a protein that is 
difficult to dissolve i n water, making the skin effectively impermeable [15]. 

2.1.2 D e r m i s 

The dermis is a connective tissue layer, 15-40 times thicker than the epidermis, w i th signif
icantly lower energy requirements. It consists of two distinct layers: 

• Reticular dermis: the bo t tom layer of the dermis, contains b lood vessels, glands, 
hair follicles, lymphatics, nerves, and fat cells, and is surrounded by collagen and 
elastin fibers [45]. 
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• Papil lary dermis: the th in upper layer of the dermis, consisting of collagen fibers, 
fibroblast cells, fat cells, b lood vessels, nerve fibers, and touch receptors [45]. The 
papil lary layer forms irregular projections known as dermal papillae, interlacing wi th 
the epidermal ridges [19]. 

2.1.3 S u b c u t a n e o u s T i s sue 

The subcutaneous tissue, composed of subcutaneous fat and other cell types, pr imar i ly 
functions i n thermoregulation and protecting underlying organs, muscles, and bones from 
physical damage by covering them wi th stored fat. [48] 

FEDERM BURERU Of IHYIS'ERIION 
UN'TED 51ME5 CF.PRRTKIWI tt> JUITCE 

E N D I N G B I F U R C A T I O N E N C L O S U R E D O T 

Figure 2.1: Structure of the human skin [11]. 

2.2 Individuality of a Fingerpint 

Fingerprints are unique, ind iv idua l characteristics present on the fingers and thumbs of 
humans. They form during fetal development and remain unchanged throughout a person's 
life. N o two fingerprints are identical, as demonstrated by numerous historical findings and 
research studies. [13] 

Fingerprints consist of a series of ridges and valleys on the skin's surface as displayed in 
Figure 2.2. These ridges, sometimes called friction ridges, are formed by the dermal papillae 
mentioned earlier in Section 2.1.2, which are smal l protruberances on the skin containing 
sweat glands and blood vessels. The patterns formed by the ridges and valleys are what 
make each fingerprint unique. [30] 

l.i 



Figure 2.2: Fingerprint 's ridges and valleys [30]. 

The features that can be extracted when analyzing a fingerprint pattern can be divided 
into three levels based on different scales [30]: 

• Level 1: The overall ridge flow pattern is analyzed at this first global level. Th is 
includes the ridge direction as well as the number of ridges. Then , there are special 
regions called singular points, which are assumed to have distinctive shapes. These 
regions are usually classified into three types: loop, delta (or arche) and whorl (Fig
ure 2.3) . [30] [14] 

1 inf §§§ 
Left loop Right loop Whorl Arch | Tented Arch 

Figure 2.3: Singular point types [30]. 

• Level 2: The characteristics of ridges and valleys called minutiae can be found at 
this local level. M a n y different local ridge characteristics can be extracted, but most 
of them appear very rarely, depending on the fingerprint's quality. The two most 
prominent ones are the ridge endings and ridge bifurcations (Figure 2.4) . Minut iae 
are the most commonly used features i n automatic fingerprint matching. F i n d i n g a 
center point called the core is also beneficial if possible. The core is defined as the 
center of the northmost loop-type singularity. It can be used for pre-aligning the 
fingerprint images when t ry ing to match them. [30] 
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Figure 2.4: Mos t common minutiae types [30]. 

• Level 3: A t the very-fine level, intra-ridge details can be detected. This includes a 
ridge wid th , shape, curvature, contours, or other permanent details such as incipient 
ridges. There are also sweat pores, whose positions and shapes are considered to 
be very distinctive. However, to extract these features, a high-resolution fingerprint 
image of good quali ty is required, which is rarely the case i n the real world. [30] 

2.3 Skin Diseases and their Impact on a Fingerprint 

The skin is a very complex organ that is exposed to various external factors every single day. 
These factors can cause many skin diseases, which can significantly impact the fingerprint 
depending on the severity of the skin disease itself. If the disease or other damaged artifact, 
e.g., a cut or burn wound, affects only the surface of the skin, the fingerprint pattern, when 
recovered, remains the same. However, if the structure of the ridges i n the epidermis and 
the underlying dermis is destroyed, the ridges w i l l not grow into the same pattern as before. 
The diseases can be divided into three groups based on their impact on the skin. [14] 

• Diseases causing histopathological changes of the epidermis and dermis can 
cause problems for a l l kinds of fingerprint scanners since they can influence the color 
and internal structure of the skin. Diseases such as fingertip eczema, pyoderma, or 
Raynaud's phenomenon can be found i n this group. [14] 

• Diseases causing skin discoloration could cause problems for opt ical scanners or 
scanners that use skin color as a part of their antispoof detection. T y p i c a l represen
tatives: pi t ted keratolysis, carotenosis, or xanthomas. [14] 

• Diseases causing histopathological changes at the junct ion of the epidermis 
and dermis, which means potential changes in the structure underneath the skin at 
the junct ion between dermis and epidermis. Th is could cause some trouble for ul tra
sonic scanners since that is where they acquire fingerprint images. The most common 
representatives are hand eczema, verruca vulgaris (warts), psoriasis, or epidermolysis 
bullosa. [14] 

2.3.1 M o i s t u r e 

Moisture is not perceived as damage one can have on a fingerprint. However, it plays a cru
cial role in the quali ty of fingerprint images as it can heavily degrade the clari ty of captured 
ridge patterns. W h e n skin is opt imal ly hydrated, the frictional and adhesive properties of 
the finger's surface allow for better contact w i t h the capturing surface, resulting in a more 
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defined and high-quality image. However, excess moisture can lead to smudging and distor
t ion of the fingerprint image, making it difficult to identify unique features. O n the other 
hand, dehydrated skin may not transfer enough sweat and oils to produce a clear finger
print. A s a result, the fingerprint image may appear faint, w i th broken or missing ridges, 
making it challenging to analyze and match against other prints. Examples of fingerprint 
w i th different moisture levels can be seen i n Figure 2.5. [32] 

Figure 2.5: Fingerprint samples acquired from the same finger w i th skin subjectively per
ceived as (left to right): dry (62.5 %) , wet (99.9 %), normal ly moist (84.6 %) , and normally 
moist (84.6 %) wi th finger strongly pressed against the sensor [32]. 

2.3.2 L i n e D a m a g e 

In this work, the term „line damage artifact" refers to three distinct types: creases, scars, 
and hairs. Hairs , s imilar ly to moisture, do not cause direct damage to the fingerprint itself 
but are an external factor that can degrade the final fingerprint image (fallen hair between 
the sensor and the fingerprint). Accord ing to Vanessa Joriova's work [25], hair damage 
appears as a th in grey line w i th a slight white padding around it (Figure 2.6). The padding 
is created by the fingerprint wrapping around the hair and not touching the sensor properly. 

Figure 2.6: Fingerprint w i t h a hair artifact [25]. 

Creases are irregular stripes that cross ridges and valleys i n the fingerprints (Figure 2.7). 
They are a common occurrence among elderly individuals . Ag ing , manual work, accidents, 
and other factors cause them. Wi thou t enhancing the final image, creases can cause prob
lems for minut ia extraction algorithms as they can lead to the detection of a spurious 
minut ia or the omission of some minut ia . [49] 
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Figure 2.7: Creases in a fingerprint [49]. 

Scars are a more severe type of line damage that can sometimes be mistaken for creases 
due to their size and shape. Scars may have specific features such as black outlines or 
patches inside (Figure 2.8). However, scars are considered more permanent than creases, 
mainly i f the wound damages the epidermis layer. Fol lowing images show examples of 
generated scars on a fingerprint. [25] 

Figure 2.8: Generated scars (from left to right): normal , patches, outline. 

2.4 Fingerprint Acquisition 

In today's world, fingerprint images can be acquired through various methods, typical ly 
classified into two main categories: offline and live-scan [30]. The offline image acquisit ion 
process involves pressing or rol l ing an ink-smeared fingertip onto paper, which is then 
digit ized. Latent fingerprints, which play a significant role in forensic applications, can be 
found at crime scenes and lifted from surfaces using specific chemical techniques. These 
latent fingerprints also fall under the offline category. [30] 

Live-scan fingerprint acquisit ion is now more convenient and has become the preferred 
method [30]. In contrast, live-scan images are captured by placing the finger on an electronic 
fingerprint sensor and scanning it in real t ime. The technologies ut i l ized for these sensors 
w i l l be discussed later i n this chapter. 

Figure 2.9 illustrates the pr imary function executed by the fingerprint scanner. Ini
t ially, the sensor captures the ridge pattern of the positioned fingertip. Generally, the 
acquired signal is in analog form, though exceptions may occur. Subsequently, the analog 
signal undergoes processing v ia an A / D (Analog to Digi ta l ) converter and afterward can 
be transferred to a computer through the interface module in the digi ta l form. [30] 
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Sensor 

- a 
Scanner A/D converter 

Interface 

Figure 2.9: B lock diagram of a fingerprint scanner [30]. 

The two most commonly used sensor technologies today are optical and capacitive, along 
wi th the more advanced ultrasound sensor [6] [36]. Addi t ional ly , there are other technologies 
available for fingerprint acquisition, including thermal, pressure, electro-optical, e-field, and 
MEMS [14]. 

2.4.1 O p t i c a l Sensor 

The opt ical sensor operates on the principle of light reflection demonstrated i n Figure 2.10. 
Typical ly , a light source, such as an L E D , i l luminates the protective glass at an angle that 
reflects a l l the light to the camera (usually a C C D or C M O S sensor) when no finger touches 
the surface. However, when a finger is placed on the surface, the glass makes contact w i th 
the ridges, disrupting the reflection and causing l i t t le to no light to be reflected. A s a result, 
the ridges in the final fingerprint image appear dark, while the valleys appear bright. The 
height difference between ridges and valleys is significant, making this sensor a reliable 
anti-spoofing mechanism. [30] [26] 

2.4.2 C a p a c i t i v e Sensor 

A capacitive sensor consists of a gr id of micro-capacitor plates embedded wi th in a chip, 
covered by a non-conductive sil icon dioxide layer where the finger is placed. The capaci
tor's discharge is based on the distance between the finger's surface and the capacitor plate 
(Figure 2.11). The closer the skin, the more the capacitor discharges, resulting in a distinc
t ion between the ridges and valleys. S imi lar to opt ical sensors, capacitive sensors are not 

air 
contact 

Figure 2.10: Pr inc ip le of the opt ical sensor [30]. 
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easily deceived by flat images of fingerprints, providing a reliable anti-spoofing mechanism. 
[30] [14] [6] 

micro-capacitor 
ridges and valleys plate 

4-

T T T T T T T T T T T 

Figure 2.11: Pr inc ip le of the capacitive sensor [30]. 

2.4.3 U l t r a s o u n d Sensor 

Ultrasound sensors emit ultrasound pulses and measure the returning signals after they 
bounce off the surface (Figure 2.12) . Due to the ultrasound waves' abi l i ty to penetrate 
beneath the skin's surface, the resulting ridge pattern image is captured from a deeper skin 
layer. Consequently, this method demonstrates resistance to potential damage or impurities 
found on the skin's surface, providing a more reliable and secure fingerprint recognition. 
[30] [14] [6] 

ridges and valleys 

§ 1 
platen 

sound wave pulse echo 1 echo 2 echo 3: ridge detected 
transmission 

Figure 2.12: Pr inc ip le of the capacitive sensor [30]. 

2.5 Fingerprint Recognition 

Before an individual ' s fingerprint can be recognized, they must undergo an enrollment or 
registration process. Th i s process takes longer, as the acquired image and its template 
creation must be of high quali ty [14]. The template is then stored i n a data storage system, 
from which the biometric system later retrieves i t . W h e n designing a biometric system, it 
is crucial to determine how an ind iv idua l w i l l be recognized. Based on the application's 
requirements, the system can function as either a verification or an identification system. 
The pr imary difference between these systems is the number of comparisons required when 
matching user-obtained fingerprints [30]. 

A verification system serves to confirm the identity claimed by the user. It performs a 
one-to-one comparison between the currently captured biometric data and the previously 
enrolled template. A t the end of the process, the user is either granted or denied access. 
[30] 

Conversely, an identification system searches a database of biometric templates to find a 
match and identify the user. In this case, one-to-many comparisons must be conducted. For 
larger systems, a pre-selection process can be implemented to eliminate some templates and 
perform matching against a smaller subset of the database. In the identification system, 
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the user does not c la im any identity, as it is determined by the system itself i f a template 
match is found. [30] 

2.6 Fingerprint Matching Process 

The matching process consists of a series of steps and algorithms applied to the captured 
input fingerprint, enabling it to be compared wi th another fingerprint. The returned results 
can be either a binary value indicat ing a match (success/failure) or a percentage score rep
resenting the s imilar i ty between the compared fingerprints. Generally, the process involves 
the following steps: 

• Fingerprint image capture: Th is step can be accomplished using any of the sensor 
technologies mentioned i n Section 2.4. However, it is essential to consider the finger
print image quality, as it can significantly impact the final result. A liveness check is 
also crucial to prevent attempts at system spoofing. [14] 

• Fingerprint Processing: The pr imary objective of this step is to extract minutiae 
from the fingerprint image accurately. W h i l e this is relatively straightforward when 
the input is of high quality, it is not always the case. Fingerprint images can often 
be less than ideal due to factors like skin conditions, sensor noise, and other elements 
[24]. In such instances, enhancement techniques must be employed. 

Examples of these enhancements include histogram equalization for improving image 
contrast [18] and the 2D Gabor filter, which is frequently associated wi th the compu
tat ion of the orientation field. The orientation field serves as a map of the fingerprint 
image, indicat ing the direction of ridges. A d d i t i o n a l steps, such as binar izat ion and 
thinning, are often performed before the minutiae extraction itself. D u r i n g binariza
t ion, each pixel in the image is assigned a new value (1 or 0) based on the intensity 
of surrounding pixels compared to a given local threshold. Th inn ing , on the other 
hand, ensures ridges are only 1-pixel wide [14]. 

Minut iae extraction techniques can be broadly classified into those that work on 
binarized images and those that work on grayscale images [5]. For each identified 
minutia , the x and y coordinates, minut ia type (ending, bifurcation), and gradient 
(ridge orientation) are stored [14]. A l l extracted minutiae form the final biometric 
template, which is subsequently used for matching. 

Dur ing these various processing stages, artificial noise may be introduced into the 
image, resulting in the detection of false minutiae. In such situations, post-processing 
techniques can be employed [18]. Suppose the fingerprint image contains missing or 
damaged ridges. In that case, interpolation techniques can be ut i l ized to fil l in the 
missing data [30], or cubic Bezier curves can be used to restore ridges [44]. 

The overall process is i l lustrated in Figure 2.13. 
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• F ina l Comparison: A s discussed earlier, the extracted features form the biometric 
template. W h e n a system acquires a new fingerprint for verification or identification 
purposes, the same features are extracted and compared to a stored template. How
ever, matching techniques are not l imi ted to minutiae-based methods. Al ternat ive 
approaches include correlation-based methods, analysis of papi l lary line properties, 
and even examinat ion of 3D fingerprint characteristics. [14] 

2.7 Synthetic Fingerprint Generation 

W i t h the widespread use of fingerprints in today's security systems, there is a continuous 
effort to develop and refine fingerprint recognition algorithms. However, obtaining sizable 
datasets of real fingerprint images can be costly, t ime-consuming, and challenging to share 
due to personal data protection concerns. To accurately assess the effectiveness of an 
algori thm, it needs to be thoroughly tested and evaluated using large fingerprint datasets. 
[30] 

This is where synthetic fingerprint generation (SFinGe) comes into play, reversing some 
of the steps outl ined i n Section 2.6. A fingerprint area, orientation image, and frequency 
image are generated independently and then used as inputs for the ridge generation process. 
The resulting binary ridge pattern is rendered, incorporating addi t ional fingerprint-specific 
noise (Figure 2.14). [30] 

Suppose mult iple impressions of the same synthetic fingerprint need to be created, a 
master fingerprint is in i t ia l ly generated. This master fingerprint serves as a template, which 
can then produce impressions by applying displacement, rotation, distort ion, skin condit ion, 
and noise. [30] 

W h e n generating damaged fingerprints affected by skin diseases, a master fingerprint is 
first created. The skin condit ion can be incorporated using a specially designed algori thm, 
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through an in-depth study of the specific skin disease is necessary. Alternat ively, the damage 
caused by the disease can be extracted from a real fingerprint image and mapped onto the 
master fingerprint. [27] 

Fingerprint area, frequency Ridge pattern and Fingerprint image 
image, and orientation image minutiae points 

Figure 2.14: Synthetic fingerprint generation process [30]. 
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Chapter 3 

Neural Networks 

Neural networks provide a range of powerful techniques for solving problems i n fields like 
pattern recognition or data analysis. W h i l e it may seem to many that neural networks 
are a relatively new concept, the opposite is true. They were first introduced back in 
1943. Since then, they have been slowly evolving and improving. However, it was not un t i l 
the 1990s that they started gaining real popularity. The main reasons for that are the 
massive quantity of data available to t ra in the neural networks, the tremendous increase in 
computing power, and the improvements i n the algorithms themselves [22]. In this chapter, 
the s imilar i ty between human neurons and artif icial ones w i l l be briefly discussed. Then , 
the essential bui ld ing blocks of neural networks w i l l be described. The end of the chapter 
provides an overview of Convolut ional Neura l Network architectures and touches on the 
topic of possible approaches i n object detection. 

3.1 Biological Neuron 

Neurons are the fundamental units of the human bra in and nervous system. They are 
divided into three main parts: dendrities, an axon, and soma (cell body) as displayed in 
Figure 3.1. B o t h the axon and dendrites have a tree-like structure. The axon branches are 
called synapses and are connected to other neurons' dendrites (sometimes directly to the cell 
body) . In that way, neurons can communicate by sending short electrical signals through 
axons. W h e n another neuron receives a sufficient number of signals i n a short period from 
other neurons, it fires its own signal. Even though the ind iv idua l neuron may seem to 
behave relatively simply, the complexity lies i n the whole network containing bill ions of 
neurons, where each neuron is typical ly connected to thousands of others. [22] [47] 
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Figure 3.1: Biological neuron structure [22]. 

3.2 Artif icial Neuron 

A n artif icial neuron is an essential bui ld ing block of every artificial neural network. It has a 
set of inputs, where each input is assigned a weight for mul t ip ly ing the input values. There 
is usually also one extra input called bias. The inputs can be compared to the dendrites of 
a biological neuron. In the body (soma) of the art if icial neuron, the weighted inputs and 
bias are summed together and run through an activation function. The obtained value from 
the activation function is the neuron (axon) output, which is then passed to other neurons 
in the network, i f there are any. Otherwise, it is considered to be a final result. N o matter 
how many inputs the neuron has, the output is always a single value. A simple schema of 
an art if icial neuron is shown in Figure 3.2. [4] [22] 

Inputs 
Weights 

Figure 3.2: Ar t i f i c i a l neuron schema [4]. 

3.3 Perceptron 

The perceptron, i l lustrated i n Figure 3.3, is one of the simplest and most well-known artifi
cial neural network architectures. It is a single-layer neural network containing only linear 
threshold units ( L T U s ) . L T U is a type of art if icial neuron whose output is always binary. 
Such output can be achieved by using the Heavside step activation function. [22] 
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heavside(x) 
0 i f x < 0 

1 i f x > 0 
(3.1) 

The perceptron is fed one t ra ining instance at a t ime, which results i n predictions. For 
every neuron that produced a wrong prediction, the connection weights from the inputs that 
would have contributed to the correct prediction are reinforced. Therefore, the perceptron 
can classify instances simultaneously into mult iple binary classes based on the number of 
used L T U s . [22] 

Outputs 

LTU 

Bias Neuron 
(always outputs 1 

Input Neuron 
(passthrough) 

Inputs 

\ Output 
' layer 

\ Input 
' layer 

Figure 3.3: Perceptron [22]. 

3.4 Multi-layer Perceptron 

Since it has been shown that perceptrons have many weaknesses, i n part icular the fact 
that they are incapable of solving some t r iv ia l problems (e.g., the exclusive O R ( X O R ) 
classification problem), the multi-layer perceptron ( M L P ) was introduced (Figure 3.4). It 
is a feedforward neural network consisting of an input layer, one or more hidden layers, and 
the output layer. A l l the layers are fully connected, which means that the output of each 
neuron is connected to the input of a l l neurons in the following layer. The hidden layers are 
responsible for learning the complex patterns in the data. The M L P is trained using the 
backpropagation algori thm described i n Section 3.7. However, it is essential to note that 
for the backpropagation to work correctly, the Heavside step activation function had to be 
replaced by one of many different but sui t ing activation functions. Some examples of such 
functions are described in the next section. [22] 
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3.5 Activation Function 

W h e n designing a neural network, deciding what activation functions to use for each layer is 
crucial as it can significantly influence performance and prediction accuracy. The activation 
function transforms an input signal into an output signal, fed as an input to the next layer 
in the stack. The neural network would be equivalent to a linear regression model i f no 
activation functions were present. Thus using them introduces a non-linearity and allows 
the creation of complex prediction models. A n essential feature of an activation function 
must be differentiability so that backpropagation can be implemented. The most common 
activation functions are the sigmoid function, the hyperbolic tangent function, the rectified 
linear unit ( R e L U ) , and the softmax function, some of them being shown in Figure 3.5 
together w i th their derivatives. [42] 

Activation functions . , Derivatives 
T 1 . 1 1 1 1.2 i 1 1 1 

' ' ' ' ' 1 -0 .2 ' ' ' ' L. 

- 4 - 2 0 2 4 - 4 - 2 0 2 4 

Figure 3.5: Ac t iva t ion functions and their derivatives [22]. 

3.5.1 S i g m o i d F u n c t i o n 

Sigmoid is a simple activation function centered around 0.5 that outputs values from the 
interval (0,1) [42]. Due to its properties, if the sigmoid function is used i n mult iple layers, 
a vanishing gradient problem can occur. Th is problem is caused by the fact that the 
derivatives of the sigmoid function are close to zero for most input values, which results in 
the gradient being min ima l . Thus, the weights and biases corrections are barely propagated 
to the in i t i a l layers of the neural network [46]. However, the function can be useful for 
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models where the outputs are considered to be predicted probabilities since the value is 
always between 0 and 1 [41]. The sigmoid function is defined as: 

sigmoidix) = (3-2) 
1 + e x 

3.5.2 H y p e r b o l i c T a n g e n t F u n c t i o n 

The hyperbolic tangent act ivat ion function is very similar to the sigmoid function, but 
its range differs by going from -1 to 1 instead of (0,1). In hidden layers, tanh is almost 
always preferred over the sigmoid since its gradient is steeper; therefore, the neural network 
t ra ining should converge quicker. Tanh can also be used i n the output layer for mapping the 
output values as strongly negative, neutral, or strongly positive. Unfortunately, tanh suffers 
from the same vanishing gradient problem as the sigmoid function [42] [4]. The formula for 
tanh is: 

tanh(x) = - ——— (3-3) 

3.5.3 Rect i f i ed L i n e a r U n i t ( R e L U ) 

The R e L U is the most popular activation function used i n hidden layers of neural networks. 
It outputs the values from interval [0, infinity). Since for the negative input values, the 
result is zero; the neuron does not get activated, thus taking less computat ional t ime than 
sigmoid or tanh. O n the other hand, the gradient always being zero for any negative value 
can create dead neurons that are never activated as their weights and biases do not get 
updated. Th is problem can be solved using Leaky R e L U , which returns a smal l negative 
number instead of zero [21]. The R e L U is defined as: 

ReLU(x) = max(0, x) (3.4) 

3.5.4 Sof tmax F u n c t i o n 

The softmax activation function is used exclusively i n the output layer of the neural network 
for classification problems. It transforms the raw outputs of the neural network into a 
vector of probabilit ies, essentially a probabil i ty dis t r ibut ion over the possible classes [35]. 
The softmax function is defined as: 

softmax(x)i = = ^ — (3.5) 
L j = i e 3 

3.6 Loss Function 

Loss function plays a v i t a l role i n the t ra ining of the neural network. It is used to measure 
how well the model is performing and how much it needs to be improved by computing 
the distance between the current output of the algori thm and the expected output. It 
can be categorized into two groups: regression loss functions and classification loss 
functions. The most common regression loss functions are the mean squared error ( M S E ) 
and the mean absolute error ( M A E ) . The most common classification loss functions are the 
cross-entropy loss and the hinge loss. [34] 
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• Mean Squared Er ro r ( M S E ) - is the most common loss function used for regression 
problems. It is calculated as the average of the squared differences between the 
predicted and the actual values [41]. 

MSE = - F^iVi - Vi? (3.6) 
i=i 

• Cross-entropy loss - is one of the most commonly used loss functions for classification 
problems. It is closely connected to the softmax activation function returning a vector 
of probabilit ies. E a c h predicted class probabil i ty is compared to the actual output of 0 
or 1, and a loss is calculated, penalizing the probabi l i ty based on the distance from the 
expected value. Thanks to its logari thmic nature, the penalty is large for differences 
close to 1 and smal l for differences approaching 0 [28]. The overall cross-entropy loss 
can be calculated wi th the following formula: 

^ n m 
CE = yij log(yjj), where m is number of classes (3-7) 

n i=l j=l 

3.7 Backpropagation 

Backpropagation is an algori thm used to t ra in neural networks. The algorithm's name 
comes from the error being propagated backward through the network from the output 
layer to the input layer. The error is calculated using the mentioned loss function L{w). 
The goal is to minimize the error by adjusting the weights and biases of the neural network 
or, in other words, to find the local m i n i m u m of the loss function. In searching for the local 
min imum, the gradient of the loss function wi th respect to each weight and bias has to be 
calculated. The gradient could be defined i n the following way: 

V L _ ( dL dL dL\ 

\ dwi' du>2dwn J 

The weights and biases are then modified, going i n the opposite direction of the gradient. 
If the par t ia l derivative is negative, the weight is increased. If the par t ia l derivative is 
positive, the weight is decreased [20] [39]. A simple i l lustrat ion can be seen in the Figure 3.6. 

The process is repeated un t i l the error is minimized or the m a x i m u m number of itera
tions is reached. W h e n it comes to the step length, it is based on the learning rate n and 
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the steepness of the gradient itself. A l l par t ia l derivatives can be calculated using the chain 
rule since the whole neural network is a composit ion of integration and activation functions 
[20]. The overall searching process of the local m i n i m u m is called gradient descent. Three 
types of gradient descent differ i n the amount of data used to compute the gradient of the 
loss function. Depending on a chosen gradient descent type, there is a trade-off between 
the model 's accuracy and the t ra ining computat ional t ime [39]. 

3.7.1 B a t c h G r a d i e n t Descent 

Batch gradient descent computes the gradient of the loss function using the entire t raining 
set. The formula for updat ing each of the parameters is following: 

d 
Wi = Wi- 77-—L(w) (3.9) 

OWi 

Even though it is the most accurate method, the computat ional t ime could be extremely 
high since the gradient has to be computed in every single i teration. It also does not allow 
for online learning, which means adding new data to the t ra ining set on the fly. In this 
case, the whole neural network would have to be retrained. [39] 

3.7.2 Stochast ic G r a d i e n t Descent 

The introduct ion of the Stochastic gradient descent reduced the high computat ional time 
of the Ba t ch Gradient Descent. It computes the gradient of the loss function using only 
one randomly picked t ra ining sample at a time. 

uii = uii — 77——Lj(w) (3.10) d_ 

' dwi 
However, using just one t ra ining sample at a t ime can lead to parameter updates having 

a higher variance, which causes the loss function to fluctuate more on each iteration, thus 
making it harder to converge to the local min imum. To overcome this potential problem, 
the learning rate is decreased over t ime. The Stochastic Gradient Descent can be used for 
online learning. [39] [7] 

3.7.3 M i n i - b a t c h G r a d i e n t Descent 

The Min i -ba tch Gradient Descent combines the advantages of the Ba tch Gradient Descent 
and the Stochastic Gradient Descent. It performs an update for every mini-batch of n 
t ra ining samples. 

d 
W i = Wi- ilT^L{j,j+n)(w) (3.11) 

Using fewer t ra ining samples than B G D speeds up the t ra ining process. O n the other 
hand, using more t ra ining examples than S G D reduces the variance of the parameter up
dates, contr ibut ing to a smoother convergence. The mini-batch size depends on each ap
plication's needs. [39] 
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3.8 Convolutional Neural Networks 

The Convolut ional Neura l Network ( C N N ) is a part icular type of neural network mostly 
used when working wi th images. It can solve tasks like image classification, pattern recog
nit ion, or image segmentation. Nevertheless, C N N is not l imi ted to images only, as it is 
also used in voice recognition. The C N N s follow the same principles as t radi t ional Ar t i f i c i a l 
Neura l Networks ( A N N s ) . However, they add new layers that deal w i th the dimensionality 
reduction of the input data while preserving the essential features. This is a massive advan
tage over the t radi t ional A N N s as they would struggle w i t h the computat ional complexity 
required to process the high-dimensional data. They would also lose the spatial information 
as they flattened the input data to a vector. The C N N s generally consist of one or more 
convolutional layers, pool ing layers, and finally, a fully connected layer [33] [3]. A n example 
of such architecture can be seen i n the Figure 3.7. 

Y Y 
FEATURE L E A R N I N G C L A S S I F I C A T I O N 

Figure 3.7: A general example of C N N architecture [40]. 

The convolutional layer plays a v i t a l role i n how C N N s operate. It consists of a set of 
learnable kernels, sometimes called convolutional filters. The kernels are usually relatively 
small square matrices following the depth of the input image (e.g., the depth of the R G B 
image is 3). E a c h kernel is applied by sl iding over the input image wi th a given stride 
and computing the dot product between the kernel and the currently pooled part of the 
image (Figure 3.8). The result is then stored i n a 2D feature map. The main objective of 
the convolutional layer is to extract spatial features from the input image. Typical ly , the 
first convolutional layer extracts quite simple features such as edges. However, by stacking 
mult iple convolutional layers, the C N N can learn more complex features. [33] [3] [40] 

0 1 1 1 0 0 0 
0 0 1 1 1 0 0 i - 4 ' 3 4 1 
0 0 0 1 1 1 0 1 0 1 1 % -4 3 3 
0 0 0 1 1 0 0 * 0 1 0 = A: 2 3 4 1 
0 0 1 1 0 0 0 1 0 1 1 3 3 1 1 
0 1 1 0 0 0 0 3 3 1 1 0 
1 1 0 0 0 0 0 

I K I * K 

Figure 3.8: Image convolution [37]. 
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Usually, every convolutional layer is followed by a pooling layer, whose job is to reduce 
the feature map's dimensionality and thus decrease the computat ional complexity. In most 
C N N s , the pooling layers use a kernel size of 2 x 2 and stride of 2. Th is scales the feature 
map down to 25 % of its original size as it maps 4 pixels into one. The standard pooling 
layer is the max pool ing layer, which s imply takes the m a x i m u m value from the por t ion of 
the image covered by the kernel. [33] [3] [40] 

3.9 C N N Architectures 

Over the past decade, many C N N architectures have been presented wi th various modifica
tions. W h i l e modifications to the architectures, such as s tructural reformulation, regular-
ization, and parameter opt imizat ion, have played a role in improving performance, the most 
significant advancements have come from processing unit reorganization and the develop
ment of novel blocks. Processing unit reorganization refers to the opt imizat ion of hardware 
for C N N computations. Th is includes using specialized hardware, such as Graphics Pro
cessing Uni ts ( G P U s ) and Tensor Processing Uni t s ( T P U s ) , to accelerate the computat ion 
of C N N s . These advancements have allowed for the processing of larger datasets and deeper 
architectures. Novel blocks refer to the bui ld ing blocks of C N N architectures, which have 
been improved to better capture essential features in the input data. The most significant 
development has been using deeper architectures, al lowing for better feature representation. 
In the following section ResNet model w i l l be described as it is used later for experiments. 
However, many widely used models exist, such as V G G N e t , DensNet, and EfHcientNet. 
They a l l differ in their input size, depth, and robustness. Understanding these architec
tures' features can help engineers choose the most suitable one for their task. [2] 

3.9.1 R e s N e t 

ResNet (Residual Network) was first introduced in 2015 by four Microsoft researchers. The 
idea is described in their paper „Deep Residual Learning for Image Recognit ion" [23]. The 
objective was to design a deep neural network that would not suffer from the vanishing 
gradient compared to other C N N architectures that started encountering such difficulties 
as more layers were added. ResNet uses residual blocks (Figure 3.9) to bu i ld the network. 
The residual block contains one or more convolutional layers alongside a skip connection 
that adds the input of the residual block (in other words, output from the previous layers) 
to the output features created by the residual block. The skip connection allows setting 
up an alternate shortcut for the gradient to pass through. This enables the network to 
learn the residual mappings, i.e., the difference between the input and output of the con
volut ional layers. Do ing so shows that the network converges much more easily despite 
having hundreds of layers. Resnet comes in many variants, including ResNet-34, ResNet-
50, ResNet-101, and ResNet-152. The number of layers i n the network comes as a part of 
the model 's name, e.g., ResNet-50 has 50 layers [2][8]. 

24 



Figure 3.9: Res idual block [23]. 

3.10 Object Detection with C N N s 

Object detection is a fundamental task i n computer vision that focuses on identifying and lo
cating objects wi th in an image or video frame. It plays a crucial role in various applications, 
including autonomous vehicles, robotics, video surveillance, and image recognition systems. 
Over the years, object detection has evolved significantly, and Convolut ional Neura l Net
works ( C N N s ) have become the backbone of modern object detection methods. These deep 
learning models have demonstrated superior performance compared to t radi t ional machine 
learning techniques. Object detection models can generally be categorized into two types 
[38] [31]: 

• Single-stage networks are designed for speed and efficiency. These models directly 
predict object locations and class probabilities in a single forward pass without re
quiring a separate region proposal step. Popular single-stage networks include Y O L O 
(You O n l y Look Once) and S S D (Single Shot M u l t i B o x Detector). 

• Two-stage networks divide the object detection task into two stages: a region 
proposal step and a classification and bounding box regression. This approach allows 
for more accurate localizat ion of objects at the cost of increased complexity and 
computat ion time. Examples of two-stage networks include R - C N N (Region-based 
Convolut ional Neura l Networks) and its variants, such as Fast R - C N N and Faster 
R - C N N . 

3.10.1 Faster R - C N N 

Faster R - C N N is a deep convolutional network designed for object detection, which evolved 
from its predecessors, R - C N N and Fast R - C N N . R - C N N is the first attempt at an object 
detection model that uses a pre-trained C N N to extract the features from generated region 
proposals made by a Selective search algori thm. However, the R - C N N suffers from slow 
processing and high storage requirements. Fast R - C N N improved upon R - C N N by imple
menting the R O I (region of interest) Pool ing layer, enabling shared computations across 
region proposals, which increased speed and reduced storage needs. However, Fast R - C N N 
s t i l l relies on the t ime-consuming Selective Search algori thm. Faster R - C N N addresses this 
l imi ta t ion by introducing the Region Proposal Network ( R P N ) , a fully convolutional net
work that generates region proposals. The final architecture of Faster R - C N N comprises 
two ma in modules: the R P N , which generates region proposals, and Fast R - C N N , which 
detects objects wi th in these proposed regions. The process is i l lustrated i n Figure 3.10. [17] 
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/v classifier 

Figure 3.10: Faster R - C N N architecture [17]. 

3.10.2 C e n t e r N e t 

CenterNet is an object detection architecture (Figure 3.11) , first published i n 2019, that 
does not rely on anchors (predefined bounding boxes of specific size and shape), typical ly 
used i n other detection models. Anchor-based models generate many incorrect predictions, 
which have to be filtered out by the N M S ( N o n - M a x i m u m Suppression). Instead, CenterNet 
uses a more efficient method to eliminate irrelevant predictions, speeding up the detection 
process. The model generates a confidence heatmap highlighting objects' centers i n an 
image. CenterNet can discard unnecessary predictions without needing computat ional ly 
intensive N M S techniques by focusing on object centers. In addi t ion to predict ing a confi
dence heatmap that shows object centers, CenterNet also has a second part, s imilar to other 
detectors, that estimates the size (width and height) and posit ion (x- and y-coordinates) of 
the bounding boxes relative to the object centers determined by the heatmap. B y working 
together, these two components enable accurate and efficient object detection without the 
need for anchor boxes. [1] 

Figure 3.11: CenterNet architecture [1]. 
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Chapter 4 

Solution Proposal and 
Implementation 

This chapter presents a solution for detecting and classifying line damage and moisture 
effects in fingerprint images, out l ining the implementat ion process. Initially, the prereq
uisites for t ra ining the convolutional neural networks are discussed, which involve several 
crucial steps. These include acquiring a dataset of healthy synthetic master prints, intro
ducing damage to those master prints, and generating annotation files containing essential 
information about the damage, such as the bounding boxes and the respective damage 
class. 

Subsequently, the chapter delves into t ra ining the three most performant combinations 
of C N N architectures and object detection approaches, as identified in Ka te r ina Fortova's 
work [16]. Each model w i l l undergo four t ra ining iterations, w i th variations i n the dataset, 
hyper parameters, or both. This iterative approach aims to progressively enhance the mod
els' performance and observe the effects of the ind iv idua l adjustments. 

4.1 Fingerprint Images Dataset 

For the purpose of this work, a generated dataset of 3000 synthetic master prints was 
provided by the S T R a D e research group from the Brno Universi ty of Technology. To 
augment the number of samples, the dataset was expanded by applying a horizontal flip 
to each image and introducing a minor rotat ion of up to 10 degrees i n either direction 
wi th a 50 % l ikel ihood for increased variation. G iven that this work addresses two types 
of damage, the final dataset of 6000 images was part i t ioned into three distinct groups. 
The first group consists of 2900 images dedicated to moisture generation, while the second 
group, also containing 2900 images, is reserved for line damage generation. The residual 200 
undamaged images are retained for subsequent testing. The dis t r ibut ion of these groups is 
i l lustrated in the Table 4.1. 
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Damage type Synthetic fingerprints 
Moisture 2900 

Line damage 2900 
Heal thy 200 

Tota l 6000 

Table 4.1: Dataset split for damage generation. 

The line damage generation is made possible by a python console applicat ion devel
oped by Vanessa Joriova [25]. This applicat ion is capable of generating three previously 
mentioned types of line damage as described in Section 2.3.2: hairs, creases, and scars. 
Numerous configuration options are available for damage generation, such as length, wid th , 
intensity for creases, and patch or outline parameters for scars. The ult imate configuration 
applied to each sample is determined randomly, ensuring equal probabil i ty for each damage 
type. 

A C + + / Q t appl icat ion created by Veronika Svoradova [43] is ut i l ized for moisture gen
eration. To enable execution by an external script for automated generation, the applicat ion 
was modified into a console applicat ion. Similar to the line damage generator, moisture 
intensity is randomly assigned for each sample. 

Further, the damaged samples were divided into training, validation, and test sets in 
a 70:15:15 ratio (Table 4.2). The test set addi t ional ly incorporates 200 healthy samples. 
Two distinct datasets w i l l be employed throughout the experiments to explore different 
approaches for generating bounding boxes, as explained i n the following section. 

Damage type Training set Val idat ion set Test set 
Line damage 2030 435 435 

Mois ture 2030 435 435 
Heal thy 0 0 200 

Tota l 4060 870 1070 

Table 4.2: Dataset split resulting in training, validation, and test set. 

4.2 Bounding Boxes 

Bounding boxes represents a crucial part of t ra ining models to detect objects wi th in images. 
W h i l e the line damage generator appl icat ion d id not in i t ia l ly provide bounding boxes, it 
d id save the coordinates of the pixels where the damage was introduced. Consequently, 
the appl icat ion was modified to make use of this information and generate bounding boxes 
accordingly. 

The first and more straightforward approach to creating bounding boxes involved taking 
the damaged pixels and rendering them on a black canvas in white. Then, a bitwise_and 
operation was performed between the damaged canvas and the binary mask to eliminate 
damaged pixels outside the fingerprint (Figure 4.1). In the final step, the bounding box 
was created by finding the m i n i m u m and m a x i m u m coordinates of the remaining damaged 
pixels. Th is approach is i l lustrated i n Figure 4.2. 
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Figure 4.1: A l l damaged pixels (left) and damaged pixels inside the fingerprint (right). 

The previously mentioned approach, while simplist ic, raises concerns regarding its effi
ciency in handling specific scenarios, such as when a lengthy hair is generated diagonally 
across the fingerprint or when mult iple smal l creases are dispersed throughout the finger
print area. In such cases, the resulting bounding box could be disproport ionally large, 
encompassing nearly the entire fingerprint. Th is excessive size could negatively impact the 
model's performance, d iminishing its capacity to accurately detect and classify the relevant 
damage features wi th in the fingerprint images. 

Figure 4.2: Bounding boxes for hair damage (left) and creases (right). 

To address this potential issue, a second approach was developed. Initially, damaged 
pixels wi th in the fingerprint were identified and clustered based on their connectivity to 
other damaged pixels. In essence, each cluster represents a group of damaged pixels sur
rounded by an undamaged area. These clusters were then filtered according to the ratio of 
damaged to undamaged area wi th in their bounding boxes. A threshold of 0.5 was estab
lished, imply ing that a cluster's bounding box must contain at least 50 % damaged pixels. 
Accepted clusters were then removed from the damaged canvas. 

The remaining clusters that were not immediately accepted underwent further process
ing using a separate algori thm. This a lgori thm iteratively examines lines from the top to 
the bo t tom of the bounding box, encompassing a l l remaining damage. For each line, the 
left and right extremes are identified. The left extreme is defined as the first damaged co-
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ordinate at the transi t ion between undamaged and damaged pixels. In contrast, the right 
extreme is the last damaged coordinate at the t ransi t ion between damaged and undamaged 
pixels. After examining a fixed number of lines, in this case, 12, the extremes are divided 
into groups. This step is pr imar i ly employed to handle creases, as mult iple creases may 
appear on the same line. In contrast, there is typical ly only one group for hairs or scars 
since the damage is considered whole. 

Using the extremes from each group and the processed lines, the final bounding box 
is created by calculat ing the min_x, max_x, min_y, and max_y coordinates. The algori thm 
continues un t i l the bo t tom of the bounding box (encompassing a l l the damage) is reached. 
The outcome of this approach is i l lustrated i n Figure 4.3 and can be compared to the 
Figure 4.2. 

Figure 4.3: Result of a different approach for finding bounding boxes: hair damage (left) 
and creases (right). 

Conversely, the moisture generator applicat ion supplied a data structure comprising 
al l bounding boxes for the generated damage. However, visual izing these bounding boxes 
made it evident that they were not always accurate. Some bounding boxes were depicted 
outside the fingerprint, while others heavily overlapped, sharing the same area (Figure 4.4). 
A l though the latter issue might not pose significant problems, efforts were made to reduce 
the number of overlapping bounding boxes to improve the overall accuracy and efficiency 
of the model t ra ining process. 
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Figure 4.4: Or ig ina l moisture bounding boxes. 

The process of modifying moisture bounding boxes was more straightforward compared 
to that of line damage. The first step involved cropping any bounding boxes that extended 
beyond the fingerprint's bounding box. The second step removed a l l bounding boxes whose 
area remained predominantly outside the fingerprint, w i t h a removal threshold set at ap
proximately 70 %. The final step consisted of performing ten iterations of merging bound
ing boxes wi th at least 70 % intersection i n their areas. The number of iterations was 
determined through experimentation, as addi t ional iterations d id not contribute to further 
merging. 

Figure 4.5: Modif ied moisture bounding boxes. 

Throughout the process of handling bounding boxes in both the P y t h o n line damage 
generator and the C + + moisture generator, the O p e n C V computer vision l ibrary was 
employed as a valuable tool to facilitate many of the mentioned tasks. [9] 
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4.3 Data Annotations 

In order to uti l ize the models from Ka te r ina Fortova's work [16], it is necessary to adhere 
to a specific annotation format. These annotations are stored i n X M L files, w i th each 
file containing information about its corresponding image in the <file> tag, the image 
dimensions i n the <size> tag, and a list of bounding boxes i n the <object> tag. Each 
bounding box is defined by its coordinates <xmin>, <ymin>, <xmax>, and <ymax> and a 
<name> tag that specifies the type of damage enclosed wi th in the bounding box. The 
following l is t ing presents an example of an X M L file containing annotations for a single 
moisture image: 

<annotation> 
<filename>moisture_SG_1689_2.png</filename> 
<size> 
<width>416</width> 
<height>560</height> 

</size> 
<object> 
<name>moisture</name> 
<pose>Unspecified</pose> 
<truncated>0</truncated> 
<difficult>0</difficult> 
<bndbox> 
<xmin>95</xmin> 
<ymin>144</ymin> 
<xmax>134</xmax> 
<ymax>185</ymax> 

</bndbox> 
</object> 
<object> 
<name>moisture</name> 
<pose>Unspecified</pose> 
<truncated>0</truncated> 
<difficult>0</difficult> 
<bndbox> 
<xmin>147</xmin> 
<ymin>196</ymin> 
<xmax>223</xmax> 
<ymax>279</ymax> 

</bndbox> 
</object> 

</annotation> 

To simplify the process and given that the generators were wri t ten in different pro
gramming languages, the generators were designed to output the coordinates of bounding 
boxes to the standard output. The script executing these generators processed this output, 
generating the final X M L file. 
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4.4 Used Models 

A s previously mentioned, the models ut i l ized i n this work are the three best-performing 
combinations of backbone C N N s for feature extraction and object detection approaches. 
These combinations were selected based on their performance on a dataset containing real 
and synthetic fingerprints in [16] master thesis. The list is as follows: 

. Faster R - C N N ResNet50 V I 640x640 

. Faster R - C N N R e s N e t l O l V I 640x640 

. CenterNet R e s n e t l O l V I F P N 512x512 

4.4.1 M o d e l C o n f i g u r a t i o n 

Each model has its own configuration file called pipeline. config, which stores a l l the in
formation about the model, such as architecture, hyperparameters, and data input settings. 
The configuration files may differ from model to model due to their unique architectures. 
However, some core parameters are identical for a l l of them. Almos t a l l parameters adjusted 
in attempts to improve the results are shared between the models. The only exception is 
the use_dropout along wi th the keep_dropout_probability parameter, which are not 
present i n the CenterNet approach. 

• batch_size: determines the number of t ra ining samples processed at once during 
a single pass through the model, i n other words, the number of samples used for 
one update of the network's weights. Larger batch sizes can lead to a smoother 
convergence but may require more memory, especially i f the model is large. A smaller 
batch size can produce noisier gradient estimates, but it can also help to avoid local 
min ima, potential ly leading to better solutions. 

• num_steps: the overall number of t ra ining steps to perform. 

• learning_rate: a l l models trained i n this work use cosine learning rate decay. This 
method is slowly decreasing the learning rate wi th increased steps performed [12]. 
The following parameters define the configuration of the decay: 

— total_steps: specifies the to ta l number of steps over which the cosine decay, 
even using the warmup phase, is performed. In the case of this work, it is always 
equal to the num_steps parameter. 

— learning_rate_base: is the in i t i a l learning rate value used by the cosine decay 
learning rate. The learning rate w i l l gradually decrease from this value over the 
t ra ining steps. 

— warmup_learning_rate: is the in i t i a l learning rate used during the warmup 
phase of t raining. It is lower than the base learning rate, al lowing the model to 
gradually adapt to the t ra ining data before larger updates are applied. 

— warmup_steps: specifies the number of steps the model takes during the warmup 
phase. Dur ing this period, the learning rate l inearly increases from the warmup 
learning rate to the base learning rate. 
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• use_dropout: a boolean parameter indicat ing whether a dropout should be used 
during t raining. Dropout is a regularization technique that helps prevent overfitting 
by randomly setting a por t ion of the neurons to zero during the t ra ining process. 
If a neuron is dropped, other neurons have to step i n handle the correct feature 
representation. Th is can lead to a network capable of better generalization [10]. 

• keep_dropout_probability: represents a probabil i ty that a neuron w i l l be kept 
during t raining. In this work, the probabil i ty is set to 0.75, meaning that each neuron 
has a 75 % chance of being kept dur ing training. 

4.4.2 M o d e l E v a l u a t i o n M e t r i c s 

The master thesis [16] provides various evaluation metrics to assess the model's performance. 
For the purpose of this work, the following metrics were chosen: 

• Average correctly detected and classified area: Th is metric represents the per
centage size of the correctly detected and classified area relative to a l l annotated 
bounding boxes. The implementat ion involves calculat ing the intersection of a l l de
tected and annotated bounding box pixels for correct classification. If the metric's 
value is 100 %, then the model would also correctly predict a l l annotated bounding 
boxes. Since fingerprints without damage have no annotations i n their annotation 
files and do not contain any damaged bounding boxes, a 0 % result is obtained i f 
any bounding box prediction is made. In contrast, a 100 % result is achieved i f no 
bounding box is predicted. 

• Average not detected annotated area: Th is metric measures the percentage size 
of the annotated area w i th in bounding boxes that the trained model d id not detect 
during evaluation. 

• Average extra detected area: Th is metric indicates the percentage of pixels in 
predicted bounding boxes that were detected in addi t ion to a l l annotated bounding 
boxes. The implementat ion calculates the difference between the pixels of the pre
dicted bounding boxes and the pixels of the annotated bounding boxes. For example, 
if the value of this metric was 15 %, then 15 % of the area of a l l predicted bounding 
boxes had not been annotated. 

• Average detection score of a correctly detected and classified area: W h e n 
a trained model predicts a bounding box, it assigns a detection score alongside the 
prediction. The detection score signifies the confidence level of the trained model 
regarding the classification of a bounding box in a given class. A detection score 
is obtained for each correctly detected and classified pixel . However, a given pixel 
may be part of mult iple predicted bounding boxes wi th different detection scores, in 
which case only the highest detection score of a l l possible occurrences is considered. 
Subsequently, a l l correctly detected and classified pixels and their detection scores are 
summed, and the average is calculated. 

4.5 Experiments 

This final section of the chapter delves into the experiments conducted wi th the models 
referenced i n Section 4.4. The subsections are pr imar i ly centered around experimenting wi th 
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a single architecture, employing various configuration parameters or datasets, specifically 
regarding the annotation's bounding box types. Each experiment is assigned a unique ID , 
which is used i n tables and figures for identification purposes. Every experiment undergoes 
a new tra ining process, followed by testing and evaluation. W i t h i n each experiment, a table 
out l ining the configuration parameters for each model is presented, alongside a table that 
evaluates the models based on the metrics listed in Section 4.4.2. Due to the lengthy names 
of metrics, tables use the following abbreviations: 

• A V G correct D & C - Average correctly detected and classified area 

• A V G not detected - Average not detected annotated area 

• A V G extra detected - Average extra detected area 

• A V G detection score D & C - Average detection score of a correctly detected and clas
sified area 

It is important to mention that two distinct datasets for t ra ining are ut i l ized through
out the experiments. The first dataset comprises fingerprints damaged by the methods 
depicted i n Figures 4.2 and 4.4, whereas the second dataset employs approaches i l lustrated 
in Figures 4.3 and 4.5. 

Dur ing the evaluation phase of the experiments, the model assesses each image wi th in 
the test dataset. For every analyzed image, the predicted bounding boxes are drawn and 
marked wi th their associated damage type and detection score. Sample images i l lustrat ing 
these predictions can be found in Append ix B . 

4.5.1 Faster R - C N N R e s N e t 5 0 V I 6 4 0 x 6 4 0 E x p e r i m e n t s 

This section explores experiments w i th Faster R - C N N combined w i t h a ResNet50. The first 
experiment was configured identically to the master thesis [16]. In the second experiment, 
several parameters were modified, including adding 5 000 t ra ining steps, reducing the base 
and warmup learning rates, and introducing a 25 % chance of dropping a neuron during 
training. At tempts were made to increase the batch size to values like 16 or 32; however, this 
was impossible due to G P U memory l imitat ions. Therefore, the batch size was increased 
only by two samples. B o t h experiments were trained on the first dataset, and their results 
d id not significantly differ. Nevertheless, as the first experiment took less t ime to t ra in , the 
final experiment using the second dataset was configured in the same manner as the first 
experiment. Individual configurations are presented i n Table 4.3. 

ID lr base mini steps warmup lr warmup steps batch size dropout dataset 
1 0.04 25 000 0.013333 2 000 2 - first 
2 0.002 30 000 0.0002 3 000 4 0.25 first 
3 0.04 25 000 0.013333 2 000 2 - second 

Table 4.3: Faster R - C N N ResNet50 V I 640x640 t ra ining configurations. 

The outcomes of the experiments can be found i n Tables 4.4, 4.5, and 4.6. A m o n g 
the three experiments, the first one had the best results, achieving an average correctly 
detected and classified area of 89.277 %. The second experiment followed closely wi th 
87.522 %. A l t h o u g h it demonstrated improved moisture accuracy, it misclassified 10.5 % 
of healthy fingerprints as damaged. The final experiment, which was trained on the second 
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dataset, ended up wi th the lowest to ta l accuracy among the three. Its line damage accuracy 
was significantly worse, falling short by 20 %. However, the moisture detection performance 
was increased quite a bit, w i th an added accuracy of approximately 6-7 % compared to the 
other two experiments. It is important to highlight that when comparing the outcomes of 
the first and th i rd experiments, which differ solely i n the datasets used, the confidence in 
predictions on the first dataset was higher, even for moisture detection, where the accuracy 
was lower. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 92.621 81.004 100.0 89.277 
A V G not detected 7.379 18.996 - 10.723 

A V G extra detected 3.895 3.939 - 3.185 
A V G detection score D & C 96.223 92.678 - 76.796 

Table 4.4: Metr ics results for ID 1. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 92.443 81.693 89.5 87.522 
A V G not detected 7.557 18.307 - 12.478 

A V G extra detected 4.618 4.408 - 3.67 
A V G detection score D & C 96.689 90.995 - 76.302 

Table 4.5: Metr ics results for ID 2. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 72.183 87.902 98.5 83.493 
A V G not detected 27.817 12.098 - 16.507 

A V G extra detected 21.574 5.7 - 11.088 
A V G detection score D & C 70.368 89.079 - 64.822 

Table 4.6: Metr ics results for ID 3. 

4.5.2 Faster R - C N N R e s N e t l O l V I 6 4 0 x 6 4 0 E x p e r i m e n t s 

This section is experimenting wi th the combination of Faster R - C N N and R e s N e t l O l . A l l 
the experiments have the same configuration as ResNet50 i n the previous section. Whi l e 
there was a slight improvement i n the second experiment, the th i rd one, which employs the 
second dataset, ut i l ized the configuration from the first experiment once more, pr imar i ly 
due to t ime complexity considerations (Table 4.7). 

ID lr base mini steps warmup lr warmup steps batch size dropout dataset 
4 0.04 25 000 0.013333 2 000 2 - first 
5 0.002 30 000 0.0002 3 000 4 0.25 first 
6 0.04 25 000 0.013333 2 000 2 - second 

Table 4.7: Faster R - C N N R e s N e t l O l V I 640x640 t ra ining configurations. 

The results of these experiments can be found i n Tables 4.8, 4.9, and 4.10. In this 
case, using R e s N e t l O l , the modified parameters i n the second experiment outperformed 
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the original configuration, al though it resulted i n a minor difference of 0.5 % and a total 
accuracy of 90.646 %. The th i rd experiment, which ut i l ized numerous smal l bounding 
boxes for line damage annotation, created an even larger gap i n the model's performance 
compared to ResNet50. The line damage accuracy dropped to 70.596 %, a 25 % decrease 
compared to the first two experiments that used a simpler bounding box approach. 

W h e n comparing the best results of ResNet50 and R e s N e t l O l , the latter surpassed the 
former by roughly 3 % i n line damage accuracy, leading R e s N e t l O l to achieve a slightly 
higher overall accuracy. Furthermore, R e s N e t l O l demonstrated greater confidence i n its 
predictions than ResNet50, reaching almost 100 % confidence for the line damage class. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 95.555 80.637 99.0 90.134 
A V G not detected 4.445 19.363 - 9.866 

A V G extra detected 3.506 4.205 - 3.135 
A V G detection score D & C 99.66 94.331 - 78.865 

Table 4.8: Metr ics results for ID 4. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 95.566 81.884 99.0 90.646 
A V G not detected 4.434 18.116 - 9.354 

A V G extra detected 3.884 4.385 - 3.361 
A V G detection score D & C 99.301 92.486 - 77.969 

Table 4.9: Metr ics results for ID 5. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 70.596 88.145 100.0 83.227 
A V G not detected 29.404 11.855 - 16.773 

A V G extra detected 20.74 5.781 - 10.782 
A V G detection score D & C 70.986 90.225 - 65.539 

Table 4.10: Metr ics results for I D 6. 

4.5.3 C e n t e r N e t R e s n e t l O l V I F P N 512x512 E x p e r i m e n t s 

In the final experiments, CenterNet and R e s N e t l O l were combined. A s this model uses an 
input image size of 512 x 512 pixels, the number of steps was set to 60 000, ant icipat ing a 
faster processing time. This is over twice the amount of steps used for the F a s t e r - R C N N 
models. In the first experiment, the original configuration was left unchanged. The second 
experiment at tempted to increase the batch size to a number greater than 4, given the 
lower image resolution. However, G P U limitat ions were exceeded once again. A s a result, 
the second experiment increased the batch size from 2 to 4 and decreased the learning rate 
from 0.003 to 0.0005 and the warmup learning rate from 0.0003 to 0.00005. This change led 
to a significant improvement in prediction accuracy. Consequently, the th i rd experiment, 
trained on the second dataset, ut i l ized the configuration from the second experiment. The 
final confugurations are also displayed i n Table 4.11. 
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ID lr base mini steps warmup lr warmup steps batch size dataset 
7 0.003 60 000 0.0003 4 000 2 first 
8 0.0005 60 000 0.00005 4 000 4 first 
9 0.0005 60 000 0.00005 4 000 4 second 

Table 4.11: CenterNet R e s n e t l O l V I F P N 512x512 t ra ining configurations. 

The final experiments are displayed i n the Tables 4.12, 4.13, and 4.14: The outcomes of 
the first experiment are rather disappointing compared to the in i t i a l experiments of Faster-
R C N N models, w i th the to ta l accuracy lagging behind by approximately 5 %. However, 
adjusting the parameters i n the second experiment led to a significant improvement, adding 
over 5 % accuracy to line damage and 6 % accuracy to moisture detection, resulting i n a 
to ta l accuracy of 89.414 %. The th i rd experiment, t rained on the second dataset, d id 
not work well w i t h the CenterNet object detection approach. W h i l e the performance of 
F a s t e r - R C N N models dropped by 7 %, here it dropped by a full 36 % compared to the best 
experiment using CenterNet. This is a very significant drop i n performance, making the 
network unusable. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 88.313 74.006 100.0 84.681 
A V G not detected 11.687 25.994 - 15.319 

A V G extra detected 3.276 4.492 - 3.158 
A V G detection score D & C 78.235 64.493 - 58.025 

Table 4.12: Metr ics results for I D 7. 

Metr i c Line damage Moisture Healthy Total 
A V G correct D & C 93.878 80.082 100.0 89.414 
A V G not detected 6.122 19.918 - 10.586 

A V G extra detected 2.311 4.047 - 2.585 
A V G detection score D & C 91.064 71.59 - 66.126 

Table 4.13: Metr ics results for I D 8. 

Metr i c Line damage Moisture Healthy Total 
A V G Correct D & C 19.602 65.669 100.0 53.358 
A V G not detected 80.398 34.331 - 46.642 

A V G extra detected 8.262 4.703 - 5.271 
A V G detection score D & C 41.109 64.853 - 43.078 

Table 4.14: Metr ics results for I D 9. 

4.5.4 S u m m a r y of A c h i e v e d Resul t s 

This final section of the chapter presents a comprehensive summary of the results obtained 
from a l l experiments conducted. Three detection models, namely F a s t e r - R C N N ResNet50, 
F a s t e r - R C N N R e s N e t l O l , and CenterNet R e s N e t l O l , were each trained three times wi th 
varying parameters or datasets. 
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The pr imary objective was to enhance the performance of each model compared to 
the in i t i a l experiment, which ut i l ized original parameters taken from [16]. The second 
experiment aimed to augment performance by modifying the hyperparameters of the trained 
models, whereas the th i rd experiment sought to further boost performance by adopting a 
more sophisticated approach for annotating bounding boxes. 

The average correctly detected and classified area serves as the most informative metric 
and is thus employed to draw final conclusions. The Figure 4.6 illustrates the comparisons 
between the first and second experiments. Al terat ions i n hyperparameters for the Faster-
R C N N models exhibited negligible impact . U t i l i z ing ResNet50 as a backbone resulted i n a 
minor performance decline while employing R e s N e t l O l led to a slight performance increase. 
Conversely, the CenterNet model demonstrated a significant performance improvement, 
achieving the greatest enhancement among the three models. 

0 20 40 60 80 100 
Average correctly detected and classif ied area [%] 

Figure 4.6: Performance of the first and second experiments. 

For the th i rd experiment, the hyperparameters were selected based on superior per
formance i n either the first or second experiments. The sole dis t inct ion was the method 
employed for annotating bounding boxes. However, the outcomes deviated significantly 
from in i t i a l expectations. B o t h F a s t e r - R C N N models displayed a noticeable decline i n total 
accuracy, and the CenterNet model experienced a drastic performance drop. These results 
are depicted i n Figure 4.7, where the abovementioned experiments can be seen under IDs 
3, 6, and 9. 
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0 20 40 60 80 100 
Average correctly detected and classif ied area [%] 

Figure 4.7: Average correctly detected and classified area for each experiment. 

The subopt imal performance of th i rd experiments is a t t r ibuted to the approach adopted 
for annotating line damage, as i l lustrated i n Figure 4.8. Th is method employed numerous 
small bounding boxes to cover line damage, min imiz ing the extent of the healthy area being 
annotated. The issue l ikely stems from the object detection models treating each bounding 
box as a separate object, thereby failing to learn the global pattern of line damage. 

0 20 40 60 80 100 
Average correctly detected and classif ied area [%] - Line damage 

Figure 4.8: Compar ison of th i rd experiments for line damage detection. 

W h i l e the endeavor to enhance annotations for line damage detection proved unsuccess
ful, the attempt to refine moisture bounding boxes yielded positive results. The performance 
of F a s t e r - R C N N ResNet50 and R e s N e t l O l models improved, as evidenced by Figure 4.9. 
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The CenterNet model d id not benefit from the altered moisture annotat ion approach, l ikely 
due to the heavy influence of line damage fingerprint images. 

0 20 40 60 80 100 
Average correctly detected and classif ied area [%] - Moisture 

Figure 4.9: Compar ison of th i rd experiments for moisture detection. 
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Chapter 5 

Conclusion 

The pr imary goal of this bachelor thesis was to investigate three existing object detection 
models and develop enhancements for the task of detecting and classifying line damage and 
moisture i n fingerprint images. The F a s t e r - R C N N ResNet50, F a s t e r - R C N N R e s N e t l O l , 
and CenterNet R e s N e t l O l models were chosen for experimentation in order to obtain the 
most op t imal results. The experiments focused on improving each model's performance 
by adjusting hyperparameters and exploring alternative methods of annotating bounding 
boxes, which were incorporated into applications capable of generating line damage and 
moisture. 

A l though some models, such as CenterNet R e s N e t l O l , demonstrated substantial perfor
mance improvements upon hyperparameter adjustment, the attempt to refine annotations 
for line damage detection was unsuccessful. Th is was at t r ibuted to the object detection 
models treating each bounding box as a separate entity, which prevented the models from 
learning the global pattern of line damage. In contrast, refining moisture bounding boxes 
enhanced performance for F a s t e r - R C N N ResNet50 and R e s N e t l O l models. Moreover, the 
Faster R - C N N wi th R e s N e t l O l model delivered the best overall performance, achieving a 
to ta l accuracy of 90.646 % and the highest confidence when assigning a bounding box to a 
class, w i th an average of 78.865 %. 

To further improve the performance of the models, a comprehensive revision of the 
bounding box annotat ion system would be recommended. Instead of employing small 
bounding boxes to cover line damage, a single bounding box could encompass the entire 
line damage area, u t i l iz ing a rotated bounding box for diagonal lines. In the case of creases, 
each crease would have its own bounding box. A d d i t i o n a l performance improvements could 
be realized through further hyperparameter experimentation, par t icular ly wi th batch size 
and learning rate, as a l l models experienced convergence difficulties. However, i n the case 
of batch size, such experimentation would necessitate more powerful G P U s wi th increased 
memory capacity or m u l t i - G P U training. 

Alternatively, considering a different approach, such as segmentation or pixel-wise clas
sification, may be more suitable for this task. Assigning a class label to each pixel i n the 
image rather than detecting distinct objects would enable the model to identify damaged 
fingerprint regions without requiring bounding boxes. U-Net and DeepLab are popular 
architectures for similar purposes and may be worth exploring. 
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Appendix A 

Contents of the Included Storage 
M e d i a 

This appendix serves to list the contents of the attached storage media. Due to its size, the 
contents are i n compressed form. The decompressed archive has the following structure: 

• experiments/ - Contains nine trained models for detecting and classifying line dam
age and moisture i n fingerprint images. 

• LineDamageGenerator/ - Source codes of the line damage generator. 

• master-prints/ - Contains 3000 generated master prints used to generate damaged 
fingerprints. 

• Masters-Thesis/ - Scripts for downloading, training, and testing the models. 

• MoistureGenerator/ - Source codes of the moisture generator. 

• text/ - Source codes of the thesis i n DTjrjX format. 

• create_dataset .py - Script for creating the dataset of damaged fingerprints. 

• README.md - F i l e containing instructions for working wi th the attached files. 

• xfoltyl7.pdf - F i n a l version of the thesis i n P D F format. 
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Appendix B 

Examples of Fingerprint Damage 
Detection and Classification 



Figure B . 3 : H a i r Figure B . 4 : Scar w i t h outl ine 


