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ABSTRACT 

This thesis is dealing with multimodal registration of retina from different scanning 

devices. With this multimodal registration is possible to enhance some details on the images 

which are crucial to detect different types of eye diseases (such as glaucoma, nerve fibre layer 

degradation, vessel degradation, etc.). The theoretical background of this thesis is followed by 

practical application which describes different types of registration of fundus, S L O and OCT 

images. Registration of fundus and S L O images is processed with spatial transformation. This 

thesis works with three different kinds of fundus and S L O image registration. First is the manual 

registration, which is the simplest one. The second one is automatic registration which is based 

on correlation. The results of these methods are discussed in conclusion. The third type - semi

automatic uses qualities of both previous methods and makes a compromise between accuracy 

and speed. Registration of fundus image and O C T B-Scans is provided by two different methods. 

First is correlation-based registration, and second spatial-transformation-based method. A l l of the 

registration methods are provided with practical examples (algorithms) designed in Matlab. 

KEYWORDS 

Image registration, fundus camera, OCT, S L O , B-Scan, correlation, spatial 
transformation, image pre-processing, multimodal registration, retinal images. 
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ABSTRAKT 

Tato práce se zabýva multimodální registrací snímků sítnice z různých skenovacích 

zařízení. Multimodální registrace umožňuje zvýraznit prvky na snímcích sítnice, které jsou 

důležité pro detekci různých typů onemocnění oka (jako je glaukom, degradace nervových 

vláken, degradace cév, atd.). Teoretická část tvoří zhruba první půlku práce a je následována 

praktickou částí, která popisuje postupy při různých typech registrací snímků z fundus kamery, 

SLO a OCT. Registrace fundus a S L O snímků je provedena pomocí prostorové transformace. 

Tato práce popisuje tři různé metody registrace S L O snímků se snímky z fundus kamery. První a 

zároveň nejjednodušší je manuální registrace. Druhou je automatická registrace založená na 

metodě korelace. Výsledky, včetně porovnání obou metod, jsou uvedeny v závěru. Třetím typem 

je poloautomatická registrace, která využívá výhod obou předchozích metod a tím pádem je 

kompromisem mezi rychlostí a přesností registrace. Registrace fundus snímků a B-Scanů z O C T 

je realizována dvěma různými metodami. První je opět založená na korelaci a druhá na 

prostorové transformaci. Všechny tyto registrační metody jsou realizovány také prakticky 

v programovém prostředí Matlab. 

KLÍČOVÁ SLOVA 

Registrace obrazu, fundus kamera, OCT, S L O , B-Scan, korelace, prostorová 

transformace, předzpracování obrazu, multimodální registrace, snímky sítnice. 
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INTRODUCTION 
This thesis is dealing with multimodal registration of retina from different scanning 

devices. With this multimodal registration is possible to enhance some details on the images 

which are crucial to detect different types of eye diseases (such as glaucoma, nerve fibre layer 

degradation, vessel degradation, etc.). The fundus camera is very common in ophthalmology 

and the fundus devices are cheaper comparing to O C T or S L O devices. That is why fundus is 

very important even if it is not the best method for detecting retinal diseases. On the other hand, 

the O C T is very sophisticated system which often contains also the S L O device, and it is very 

helpful with finding retinal diseases, but also more expensive. The chapter 1 is focused on 

theoretical background of retina itself, retinal imaging, image processing, and image registration. 

The second chapter is focused on practical application of this knowledge in Matlab. The first step 

was to create manual registration of fundus images and S L O images. The registration of these 

two images from fundus camera and S L O is quite common. Another step was to create automatic 

registration of fundus and S L O images. For this registration, it was necessary to use algorithm 

which can evaluate the similarities in both images, thus the correlation was used. Thanks to 

automatic and manual registration was possible to create hybrid type of registration - semi

automatic registration. This registration is very accurate and relatively fast with large amount 

of images. The final task was to create algorithm which can match the O C T B-Scans with the 

lines in a fundus image. The registration of fundus and O C T is not very usual, but it might help to 

remove the moving artefacts by the eyes, thus find the true positions of O C T B-Scans. These 

positions are projected to fundus image. A reader can test the algorithm by using G U I (Graphical 

User Interface) which design was part of this thesis. The results are detailed in the conclusion. 
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1 BACKGROUND INFORMATION 

1.1 Biological background 

1.1.1 Vision system 

Vision system includes bulbus oculi and its auxiliary structures organa oculi accessoria. 

[4] Shape of Bulbus oculi approximately corresponds to a sphere. Its diameter is about 25 mm 

in adult human. The poles of the eye surface are connected by lines, known as meridians. 

In the direction of progress of the eyeball are vessels. Linea visus is an axis which connects 

observed point with the middle of fovea centralis retinae (yellow spot). 

Fig. 1.1 — 1. cornea, 2. sclera, 3. chorioid (chorioidea), 4. iris, 5. ciliary apparatus 

(corpus ciliare), 6. front and rear eye chamber, 7. lens, 8. retinae (retina), 9. yellow spot (fovea 

centralis), 10. blind spot (loco caecus), 11. optic nerve (nervus opticus), 12. vitreous (corpus 

vitreum) 

11 



The eye movements are provided by extraocular muscles. Eyelids, conjunctiva and lacrimal 

apparatus protect the eye from mechanical damage, provide eye moistening and prevent 

inflammation. Lacrimal gland (Glandula lacrimalis) is placed externally under the eyepiece cap. 

Tears flow out by the lacrimal cochlea to the nasal cavity. 

Rods and cones represent photosensitive elements of the retina. Yellow spot (Fovea 

centralis) is the point of sharpest vision and there are cumulated rods and cones. Cones are 

for daylight vision (cone vision) and rods are for monochromatic vision in the dusk or night 

(scotopic vision). The eye is able to recognize the visible part of spectrum which is in between 

400 - 700 nm. There exist three different types of cones in the eye, which are sensitive to 

variable wave length. The range of these wave lengths can be divided into colours. Cones are 

sensitive to red, green and blue colour. Different intensity of stimulation of all cones causes the 

sensing of the whole colour spectrum. 

1.2.3 Anatomy of retina 

Retina is a light-sensitive tissue lining the inner surface of the eye. It is formed as pouch 

of diencephalon (the rear of the forebrain). Main function of retina is to capture the light signals 

incident on it through the lens. The rods and cones are placed on the inner side of retina. It also 

includes the yellow and blind spot (Fig. 1.2). 

1. discus nervi optici - excavatio disci 

2. macula lutea • fovea centralis 

Fig. 1.2 - Cross section of the eye showing retinal vasculature: 1. marking vessels and 

exit of the optic nerve (blind spot), 2. yellow spot [4] 
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The retina can be further divided to these layers: 

1. stratum pigmenty retinae - pigmentosum (Pigmentary epithelium of retina) 

2. stratum neuroepitheliale (layer of rods and cons) 

3. stratum ganglionare retinae (layer of bipolar neurons) 

4. stratum ganglionare nervi optici (layer of multipolar neurons, theirs axons create nervus 

opticus (optic nerve)) 

[2] The retina covers the back of the eye making optical magnification constant of 3.5 

degrees of scan angle of the eye per one millimetre. It allows image pre-processing 

of the captured image in the form of edge detection and colour analysis before the information is 

transferred along the optic nerve to the brain. Retina contains four main types of cells which are 

arranged in layers as described above. The dendrites of these cells occupy no more than 1 to 2 

mm of retina and their content is limited by spatial distribution of the layers. In the first layer are 

located about 125 million receptors. They contain the photosensitive pigment responsible 

for converting photons into chemical energy. Receptor cells, as already mentioned, are divided 

into two groups: rods and cones. Cones are responsible for colour vision and work only in 

daylight or in good light of the scanned image. On the other hand, in the dark the rods are exited. 

When the single photon is captured by the eye, it increases the membrane potential, which can be 

measured in the rods. This reaction of the eye (eye sensitivity) is the result of chemical cascade 

which works similar like a photomultiplier in which the single photon generates the cascade 

of electrons. A l l rods use the same pigment whereas cones use three different types of pigments. 

On the inner side of retina is a layer of the ganglion cells (stratum ganglionare retinae), 

those axons form the optic nerve - output of retina. There are approximately one million of these 

cells. When the information is transferred through the area between the receptors and ganglion 

cells, there is a compression of the transferred information. Bipolar cells represent the first level 

of information processing in the visual system. Throughout this area are bipolar cells dissociated 

from receptors to the ganglion cells. Their response to the light represents the centre, eventually 

surroundings, of captured image (scene). It means that even a little dot on the retina evokes 

specific reaction, whereas surrounding area evokes opposite reaction. If the centre and 

the surrounding are illuminated at the same time, there is no response. Thus the bipolar cells exist 

in two types: on-centre and off-centre. The on-centre reacts to the bright illumination and off-

centre to the dark. 

On-centre response of bipolar cells is in direct contact with receptors. Off-centre 

response is delivered by horizontal cells which are parallel to the retina surface and can be 

founded between receptor and bipolar layer. Thanks to this, the off-centre layer has the opposite 
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influence to the on-centre cells. Amacrine cells are also parallel to the retina surface. They can be 

founded in the different layer, between the bipolar cells and ganglion cells. Amacrine cells detect 

the motions on the captured image. 

If the ganglion cells are triggered by bipolar cells, then they have also the on-centre and 

off-centre receptor field. In the on-centre of ganglion cells is field which illumination causes 

increasing the excitation of these cells. On the other hand, i f the off-centre field is illuminated, it 

causes the decreasing of excitation of these cells. If the whole area is illuminated, then there is 

a little or none level of excitation, because mutual effect annuls the excitation. The fibres 

of optical nerve use the frequency encoding for scalar amount representation. Several of ganglion 

cells can receive information from the same receptor, because receptor fields of these cells 

overlap themselves. The maximal resolution is in the yellow spot. For recognizing two different 

points in the captured scene it is necessary that the distance between these two points has to be 

at least 0.5 minute of the visual angle. This separation corresponds to a distance on the retina of 

2.5 um, which is approximately the center-to-center spacing between cones. 

1.2 Devices for retinal scanning 

1.2.1 Fundus camera (Retinal Camera) 

Fundus camera is a specialized microscope with an attached camera designed to 

photograph the interior surface of the eye - retina, blind and yellow spot. These photographs 

allow medical professionals to monitor progression of a disease - glaucoma, macular 

degeneration, etc. The design is based on principle of monocular indirect ophthalmoscopy. 

It replaced previously used ophthalmoscope [7]. 
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Fig. 1.3 - Principle of fundus camera; 1 - halogen lamp, 2 - shade, 3 - optics for 

focusing, 4 - aperture for illumination, 5 - green filter, 6 - red filter, 10 -(CCD) camera, 18 -

CCD sensor, 19 - aperture for reflection measurements, 17 - optics for focusing an image, 20 -

diode for aiming the eye [7] 

The principle of scanning by fundus camera is implied on the figure 1.3. The procedure 

for acquiring the image starts with fixation of patient's head to the special holder, which fixates 

the position of the eye. Then the device automatically or manually detects the pupil centre. 

In the next step the device automatically focuses to the retina - the shade opens (Fig. 1.3 - 2), 

several images is scanned by C C D sensor (Fig. 1.3 - 18) with synchronous shift of the lens (Fig. 

1.3 - 17). Further the system evaluates the amount of high frequencies in scanned image. Wel l -

focused image has many high frequencies. In the next step the device automatically sets 

the intensity of the patient's eye illumination. The images scanned in previous step are evaluated 

and the average intensity of the image is calculated. The final image is generated by scanning 

of several images for different shifting around the position of the best focusing. It is also possible 

to scan images in horizontal shifting. 

For better vessel resolution the scanning through green filter is used. The illumination is 

usually around 1 mW/cm . Total exposition period lasts approximately 250 ms. Field of view 

(FOV) is most often between 20° to 45°. The device is capable to compensate dioptric deviations 

of the patient's eye in the range between +/- 20 D. For focusing the pupil, it's diameter of at least 

4 mm is needed. The resolution of C C D sensor is usually larger than 2.1 M P x . The overall 

magnification in the output image compared to the patient's eye is ten to thirty times. The output 

image is usually stored as a R G B image in standard JPEG or in a special format of manufacturer. 

15 



Fig. 1.4 - Fundus camera image 

1.2.2 O C T (Optical Coherence Tomography) - time domain 

O C T is non-invasive tomographic imaging and diagnostic method, which scanning 

the images of biological tissue (skin, mucosa, eye and teeth) in high resolution. [5] It belongs to 

a group of optical tomographic techniques. O C T scans the images in the transversal (cross) 

section. The method uses infrared radiation, which is able to penetrate to a depth of 1-3 mm and 

it has a high resolution. Based on the characteristics of the infrared radiation source, it may have 

resolution in microns. With this radiation, the computer can reconstruct the physical structures 

in two or three dimensions. 
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Fig. 1.5 - Component blocks of an OCT system [5] 

Figure 1.5 shows the basic components of the O C T system. One of the most important 

blocks is the interferometer, which is illuminated by broadband light source. In this section, 

the interferometer is stripped of all unnecessary signals for further analysis. Interferometer 

divides the broadband source field to reference field Er and sample field Es. [5] The sample field 

focuses through the scanning optics and objective lens to some point below the surface 

of the tissue. After scattering back from the issue, the modified sample field E's mixes with Er on 

the surface of the photodetector. Given the assumption that the photodetector captures all light 

from reference and sample arms the intensity that impacts the photodetector is [5]: 

= 0,5(1 r + / ' , ) + R e { ( £ * r (t + r)E\ f » ) } (1) 

"where Ir a Is are mean intensities returning from the reference and sample arms of 
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the interferometer. Id is intensity impacts the photodetector. The second term in equation (1), 

which depends on the optical time delay x, set by the position of the reference mirror, represents 

the amplitude of the interference fringes that carry information about the tissue structure. 

The nature of the interference fringes - or whether any fringes form at all - depends on the degree 

to which the temporal and spatial characteristics of E's and Er match. Under the assumption that 

the tissue behaves as an ideal mirror that leaves the sample beam unaltered, the correlation 

amplitude depends on the temporal-coherence characteristics: 

Re[(# *s (t + r)E\ (t))] = |G(T )|COS[27W 0T + 0(x)] ( 2) 

c 
where c is the speed of light, v 0 = — is middle frequency of the source, G(r) is complex 

XQ 

temporal-coherence function with argument ®(x). According to Wiener-Khinchin theorem, G(r) 

is related to the power spectral density of the source , S(v), as 

G(x) = JS(v)e - ; 2 m r fv (3) 

It follows that the shape and the width of the emission spectrum of the light source are important 

variables in O C T because of their influence on the sensitivity of the interferometer. 

The relationship between S(v) and G(x) is: 

2. 
S ( v ) = -

, 2 
K -4 .n2(^) (4) 

Av 

G(x) = e e - j 2 t w 0 t (5) 

In these equations, the half-power bandwidth Av represents the spectral width of the source 

in optical frequency domain. The corresponding measure of correlation width, derived from (5), 

is the correlation length, given by: 
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2 c t a ( 2 ) J _ a 4 4 ^ ( 6 ) 

7t Av AX, 

where AX is the full-width of the coherence function at half-maximum measured in wavelength 

units." [5] 

The principle which is described above, describes so-called Time domain OCT. 

The newest O C T devices functions in the spectral domain. 

1.2.3 O C T (Optical Coherence Tomography) - spectral (Fourier) domain 

O C T enables micron scale, cross-sectional imaging of internal issue microstructure in 

real time. [13] Commercial ophthalmic O C T imaging systems have axial resolutions of 10 - 15 

um. Spectral (Fourier) domain detection methods for O C T were suggested in 90s of 20 t h century. 

In approximately 2005 became an active area of investigation. Studies have shown that spectral 

domain detection can enable dramatic improvements in imaging speed or detection sensitivity 

compared to standard detection techniques. Spectral time domain O C T detects the echo time 

delay and magnitude of light by measuring the interference spectrum of the light signal 

from the tissue. The principle is shown in figure 1.6. 

[13] The detection uses a spectrometer in conjunction with a high speed, high dynamic 

range C C D camera, photodiode array, or linescan camera. The camera records the spectrum 

of the interference pattern and the echo time delays of the light signal can be extracted by Fourier 

transform. Because spectral domain O C T measures all of the reflected light at once, rather than 

light which returns at a given echo delay, there is a dramatic increase in detection sensitivity. 

Thanks to this, it is possible to get high speed retinal imaging. The newest types of O C T devices 

combines O C T and S L O scanning. First of all, the S L O image is captured, then the user choose 

the area in S L O image to be scanned with OCT. Figure 1.7a represents B-Scan from spectral 

domain O C T (or Fourier Domain - F D OCT) with described layers of the retina detectable 

in a O C T B-Scan. Figures 1.7b and 1.7c show 3D reconstruction of retina from 100 B-Scans. 

For further details of scanning by F D O C T see [17]. 
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Fig. 1.6- Schematic of high speed, ultrahigh resolution OCT system using spectral 

(Fourier) domain detection, the echo time delay and magnitude of reflected light is detected by 

measuring and Fourier transforming the spectrum of the interference signal [13] 
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Fig. 1.7 - (a) Spectral-domain optical coherence tomography B-Scan of the fovea. FoH, 

fibers ofHenle; GCL, ganglion cell layer; INL, inner nuclear layer; IPL, inner plexiform layer; 

ISL, inner segment layer; NFL, nerve fiber layer; ONL, outer nuclear layer; OPL, outer 

plexiform layer; OSL, outer segment layer; RPE, retinal pigment epithelium, choriocapillaris and 

choroid. The outer limiting membrane (OLM; sometimes called external limiting membrane 

(ELM)), connecting cilia (CC; sometimes called inner/outer segment junction), Verhoeffs 

membrane (VM (COST)) and rod photoreceptor outer segment tips (ROST). ROST and RPE 

appear as one layer in the fovea but are visible as separate layers in the periphery, (b) 

Volumetric reconstruction of central foveal region from 100 B-scans from the same observer in 

(a). Small insets show total retina thickness map (top right) and OCT fundus view (en face 

projection) for this data set (bottom right), (c) Volumetric reconstruction of segmented three-

layer inner retinal complex extracted from volume (b). Small insets show three-layer complex 

thickness map (top right) and OCT fundus view (en face projection) for three-layer complex only 

(bottom right).Taken from [17]. 
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1.2.4 SLO (Scanning laser ophthalmoscopy) 

[14] Scanning laser ophthalmoscopes provide non-invasive image sequences 

of the retina with high spatial and temporal resolution and it is a method of examination of the 

eye which uses the technique of confocal laser scanning microscopy for diagnostic imaging 

of retina or cornea of human eye. SLO scans images with a laser beam and typically provide 

standard video outputs (30 Hz) that can be captured by computer systems. The S L O imaging 

system focuses the laser onto a spot at the retina, on the order of 10 micrometre diameter, that lies 

about 24 mm beyond the pupil. 

Fig. 1.8 - Representative SLO geometry [14] 

"A laser beam of 1 mm diameter is pre-shaped by a lens (L)i so as to be in focus at the retina 

(figure 1.9). The beam passes through a 2 mm aperture (Mi) which is used as beam separator 

between the illuminating and reflected light. The laser beam is then deflected horizontally by 

a rotating polygon mirror (Mi), to form a line scan. The number of facets of the polygon 

determines the angle of deflection which, in turn, determines the angle scanned in the horizontal 

direction. A galvanometric mirror (M3) deflects the beam vertically to form a two-dimensional 

raster. The two-dimensional raster is focused by a spherical mirror (M4) to a single spot at the 

position of the patient's lens. The optics of the eye then focuses this on to the retina. The light 

reflected from the retina (dotted line in figure 1.9) emerges from a larger exit aperture, travels 

back along the same path as the illumination beam and is descanned by the two scanning 
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mirrors. The light is collected by the beam separator and focused by a lens (L2) onto a 

photodetector. The signal from the photodetector can then either be recorded on video-tape or 

fed to a frame-grabber interfaced to a computer. " [15] 

Fig. 1.9 - An optical diagram of the SLO 
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1.3 Image processing 
Image processing is based on signal processing. In this case, the input is an image and 

the output is image with marked or highlighted elements. These elements are the reasons why 

the image is processed. There are many different types of methods, thus only used methods in 

this thesis wi l l be noticed. 

1.3.1 Edge detection 

Detecting edges in an image is one of the fundamental pillars of the whole image 

processing [1]. The edge in the image is possible to define as a quick change of intensity in 

the image between the neighbour pixels. The edge can be part (or another edge) of bigger object 

in the image, feature, or it can indicates object in itself (e.g. line or point). Unfortunately, it often 

happens that local changes in intensity are due to noise, and detect as edge. Thanks to various 

methods of image processing, is possible to eliminate the noise. With global edge detection 

applied to the image, the secondary binary image is created. This binary image contains only two 

values - ones and zeroes. Ones are represent as white pixels, zeros as black pixels. Generally 

speaking, the edge operator puts the edges in place of the maximum response (derivation: 

responding to rapid change, it is necessary to differentiate according x and y to respond to 

the horizontal and vertical edges, Laplacian: the edge is where the function crosses zero). 

Gradient-based detectors 

These detectors are based on the evaluation of intensity changes in the neighbouring 

pixels and can be described as follows [1]: 

where g;,k is a pixel in the image (by i and k coordinates) and fi,k is a pixel of x and y coordinates, 

from which is g;,k calculated. This operator is based on absolute value, which means that it is 

isotropic (independent on the direction). The equation (7) can be further approximated as [1]: 

(8) 



As seen from equation (8), these operators are slightly anisotropic (direction-dependent). 

The first operator emphasizes horizontal and vertical edges, while the second operator highlights 

angled edges. The decision whether the pixel belongs to a certain edge, is based on comparison 

of the local gradient and the selected threshold, which is the only parameter of edge detection, 

given by absolute gradient formula. The threshold determinates whether the pixel belongs to edge 

representation of the image or not. Higher threshold causes that only the significant edges are 

highlighted (brighter or darker). If there is not known threshold at disposal, the threshold is set 

based on visual evaluation of the resulting edge representation. 

A similar result as the operator (8) provides the Roberts operator, which calculates the 

difference in both directions, and the bigger value is considered to be the result. This operator 

uses the convolution mask, given by [1]: 

max K = 
1 o 

0 -1 
X = 

0 1 

-1 0 
(9) 

The absolute gradient provides usually relatively thick edges, which is possible 

to process with operator, which causes the thinning of the edges (erosion operators). 

If the partial differential is known, it is possible to determine the direction of local edge 

using equation [1]: 

0 a = arctan 
\fi,k 

(10) 
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The calculation of formula (10) can be approximated by the corresponding value in two 

dimensional L U T (Lookup table). As a result, parametric edge representation becomes vector: 

for every positive edge detected pixel is possible to determine the local direction, which can be 

useful at a higher level of analysis, where the edge consistency tests based on the context. 

The edge detection, including the rough estimate edge directions, can be eventually 

made by so called compass detectors. They are based on the repeated convolution of an image 

with all eight masks and the set of directional masks, which approximate directional derivatives 

of the weighted average difference. These masks may look like this [1]: 

K = 

I 2 1 

0 0 0 

-1 - 2 -1 

~-1 0 1 

- 2 0 2 

-1 0 1 

K = 

K = 

0 1 

-1 0 

- 2 - 1 0 

- 2 -1 0 

-1 0 1 

0 1 2 

2 

1 
(11) 

Fig. 1.10 - Original image and its rough edge representation [1] 

Each mask gives different parametric image, which highlights a different orientation 

of the edge. With these masks, it is possible to find maximum for every pixel (i,k) and further 

threshold them [1]: 
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(12) 

where j m a x is mask's order, which gave the maximum absolute response and T is the chosen 

threshold. The masks in equation (11) represent so called Sobel operator. Other commonly used 

operators are e.g. Prewitt operator, Kirsch operator or Canny operator. 

Laplacian-based Zero-Crossing detectors 

Another commonly used method for edge detection is Laplacian-based detectors. 

The usual procedure for edge detection using this method, is transform the image into Laplacian 

image in the first step. Next step is finding the zero-crossings. The procedure provides thinner 

and usually more precise edges than gradient-based methods. 

Fig. 1.11 - Raw edge representation based on detection of zero-crossings in the 

Laplacian [1] 

To make this method effective enough, it is used instead of searching for places where 

mask crosses the zero, mask, which looks for neighbour places with opposite signs. This can be 

done with the mask [1]: 
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m 

0 1 0 

1 x 1 

0 1 0 

(13) 

This mask selects the four neighbouring pixels of the tested pixel. "The further 

operations are logical: 

1. if at least one of the neighbours has a different sign than others, and 

2. if the difference between the extreme differently signed values of neighbours is 

greater than a chosen threshold T, and 

3. if the central value at the cross position lies in between the extreme differently 

signed values of neighbours, 

then the pixel (in a corresponding new matrix of the edge representation) is marked 

as an edge (e.g., 1). Once any of the conditions is not fulfilled, the pixel is abandoned as a 

nonedge (0 marked). The procedure again has a single threshold parameter." [1] 

The success of this method can be verified with a sufficiently high value of the gradient 

of the original image. Another test consists in the effective control of the slope between 

the neighbouring extremes of the Laplacian image with regard to the expected sharp edges that 

are detected. 

1.3.2 Gradient 

In vector calculus, the gradient of a scalar field is a vector field which points in 

the direction of the greatest rate of increase of the scalar field, and whose magnitude is the 

greatest rate of change [9]. The gradient (or gradient vector field) of a scalar function f(xi, X2, X3, 

x 4 , x n ) is denotedV/or V/where V(the nabla operator) denotes the vector differential 

operator. The notation grad(f) is also used for the gradient. The gradient / is defined to be the 

vector field whose components are the partial derivatives/. That is [9]: 

V / = ( f - # ) ( 1 4 ) 

dx1 dxn 

Here the gradient is written as a row vector, but it is often taken to be a column vector. When 

a function also depends on a parameter such as time, the gradient often refers simply to the vector 

of its spatial derivatives only. The gradient of a vector f = (fi,f 2,f3) is [9]: 
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W = ^J-e.e. (15) 

or the transpose of the Jacobian matrix [9]: 

3 ( / i , / 2 . / 3 ) 

In image processing the gradient is often used as the pre-step for edge representation. 

The gradient (row-wise or column-wise) is used to an image and then the threshold is set. 

The values which are smaller (or bigger) than current threshold are denoted as 1, the other values 

as 0. This method is described in detail in Chapter 1.3.1. 

Fig. 1.12 - original OCT (SLO) image (left) and its gradient representation (right) 

created by MATLAB "gradient" function 

1.3.3 Median filtering - noise reduction 

Each real image is affected by some noise. This noise leads to inaccuracies in further 

image processing. For example i f there is the edge detection in very noisy image, it may happen 

that edge detector detects false edges - edges caused by noise, but they are not real edges. 
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There are several types of noise. For example "the speckle noise" is typical for images 

for ultrasound scanning devices. Roughly speaking, the noise is caused by diffuse re-processing 

of signals from multiple distributed targets. For suppressing the noise, the median filter is often 

used. Generally speaking, the median filter removes extreme values. The median is created 

as follows: first of all the elements are sorted by value, then the value, which is exactly 

in the middle of sorted vector is picked and this value is called "median". If the vector has even 

number of elements, the arithmetical mean of two values in the middle is picked. 

Example a) odd number of elements in the vector 

vi = [4 6 2 1 3] is sorted as v i ' = [1 2 3 4 6], median is 3; arithmetical mean is 3.2 

Example b) even number of elements in the vector 

V2 = [4 6 2 1 3 4] is sorted as V2' = [1 2 3 4 4 6], median is 3.5, arithmetical mean 3.3 

[10] The median filter is to run through the signal entry by entry with the median of neighbouring 

entries. The pattern of neighbours is called the "window", which slides, entry by entry, over 

the entire image (or signal). The median operation is nonlinear. The median filter does not 

possess the superposition property and traditional impulse response analysis is not strictly 

applicable. The impulse response of median filter is zero. 

Fig. 1.13 - The noisy original image (left), the image filtered by median filter (right) [8] 

1.3.4 Skeletonization 

The skeleton [11] is important for recognition and representation of various shapes and 

features in an image. It contains features and topological structures of an original image. 
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But compared to the original image, the skeleton representation is binary image. Its values are 

only 1 and 0. The process of creating the skeleton image is called skeletonization, because its 

main goal is to find object's skeleton. The skeleton usually emphasizes geometrical and 

topological properties of the shape, such as its connectivity, topology, length, direction, and 

width. Together with the distance of its points to the shape boundary, the skeleton can also serve 

as a representation of the shape (they contain all the information necessary to reconstruct 

the shape) [11]. 

Fig. 1.14 - The original image (left) and its skeleton representation (right)[8] 

1.3.5 Correlation 

Correlation is a mutual relationship between two variables or processes. If one of them 

changes, the second one also correlatively changes. If the two processes show a correlation, it is 

likely depend on each other. The relationship between the variables A and B can be positive i f 

applies y = k.x, or negative y = -k.x. The value of the correlation coefficient of -1 indicates 

an indirect dependent (anti-correlation), so the more the value increases in the first group 

of variables, the more it decreases the value of the second group of variables, such as 

the relationship between the elapsed and remaining time. The value of the correlation coefficient 

of + 1 indicates a direct dependence, such as the relationship between speed and frequency speed 

of bicycle wheel. If the correlation coefficient is 0, then the variable is no statistically detectable 

linear dependence. But even with zero correlation coefficient of each variable may the variables 

may depend on each other. This only means that this relationship can't be expressed as a linear 

function. In this paper, the variables A and B represents matrices lOOxlOOpx of original image 

(SLO image) and correlated image (fundus image). The correlation coefficient is computed 

31 



using [8]: 

r = '" " (17) 

\ m n m n 

where A is mean of the values of matrix A , and S i s mean of the values of matrix B . 

The M A T L A B function corr2 is used for computing the correlation coefficients in this thesis. 

Fig. 1.15 - Image of correlation coefficient matrix with marked highest value (the red 

pixels represent values nearing 1, the blue pixels represent values nearing -1) which is used for 

finding corresponding image features in this thesis 
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1.4 Image registration 

1.4.1 Background information 

[6] Image registration is the process of overlaying two or more images of the same 

scene. These images are captured at different time, different angle, from another device or from 

different location. Thanks to this, it is possible to reconstruct, or highlight necessary information, 

which is inadequate from one image. The image registration is crucial step in image analysis, 

in which the final information is obtained by combining data from different sources, such as 

image fusion, change detection, and multichannel image restoration. Typically, the registration is 

required in remote sensing (environmental monitoring, weather forecasting, creating super-

resolution images, integrating information into geographic information systems (GIS), 

in medicine (combining computer tomography (CT) and N M R data to obtain more complete 

information about the patient, monitoring tumour growth, verification of treatment), etc.). 

Generally speaking, the image registration can be divided into four subcategories according 

to the image acquisition. 

1.4.2 Image acquisition methods 

Registration of images taken from various points (multi-view analysis) 

Images of the same scene are taken from various points (places). The aim is to get bigger 

2D view or 3D representation of the scene. It is used for example in remote sensing 

from satellites or computer vision (face recognition). 

Registration of images taken at different times (multi-temporal analysis) 

Images are recorded in the same scene several times over time. It is recorded from the 

same position, only changing environmental conditions (light, seasons, etc.). The aim is to find 

changes that are reflected on an object, which is recorded over time (e.g. decomposition 

of a material, monitoring the growth of tumours, etc.). 

Registration of images with different scanning techniques (multi-modal analysis) 

Images of the same scene are taken from the different sensors. The aim is to combine 

information from different sources in order to obtain more comprehensive and detailed 

representation of the visual scene. For example, different combinations of sensors for recording 

33 



the human body anatomy (MRI, ultrasound or CT) or a combination of images, O C T fundus 

cameras to detect diseases of the eye. 

Registration of the model and the scene 

In this case is registered model of the scene and the real the image scenes. The model 

may be a computer template scenes sculpted environment map, etc. The aim is to locate 

the image obtained with the model and compare them. Used for example in remote sensing from 

satellites to create maps, or layers in the GIS (geographic information system). In medicine, 

for example for comparing the patient's state bodies with the models or the models corresponding 

healthy organs. 

1.4.3 Most common procedure of image registration 

Given the diversity of captured images, which are required to register, it is not possible 

to use the universal method that would suit any requirement for registration of images. Therefore, 

all these methods wi l l find their application in practice. The most common procedure for image 

registration consists of the following steps [6]: 

1. Feature detection 

Salient and distinctive objects (closed-boundary regions, edges, contours, line 

intersections, corners, etc.) are manually or automatically detected. For further processing 

of these features can be illustrated by their point representatives (centres of gravity, line endings, 

distinctive points), which are called control points (CPs) in the literature. 

2. Feature matching 

This step is an effort to find the correspondence between the features in the sensed 

image and those detected in the reference image is established. Various feature descriptors 

and similarity measures along with spatial relationships among the features are used for that 

purpose. 
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3. Transform model estimation 

In this step, the estimated type and parameters of the so-called mapping functions and 

the fitting of the scanned image with reference image are estimated. Mapping function 

parameters are calculated by the estimated average common features of both images. 

The scanned image is transformed by means of the mapping functions. Image values 

in non-integer coordinates are computed by the appropriate interpolation technique. 

1.4.4 Spatial transformation types 

The spatial transform [12] represents the spatial mapping of pixel values from 

the moving image space to pints in the fixed image space. The type of the transform is chosen 

in order to compensate the distortion between images. The can be several types of distortion due 

to sequential image scanning. There can be also distortions caused by eye movement during 

the scanning process. [8] There are many transformation types for image registration. Because 

this thesis has the practical part in Matlab, the Matlab's cp2tform.m function was used. This 

function takes pairs of control points and uses them to infer a spatial transformation. The Input 

Points is a matrix containing the x and y coordinates of control points in the image which is 

transformed. The Base Points is matrix a containing the x and y coordinates of control points 

specified in the base image. The Transform type specifies the type of spatial transformation 

to infer. The transformation types which are related to thesis are mentioned. 

Non-reflective similarity 

This type of transformation is used when shapes in the input image are unchanged, but 

the image is distorted by some combination of translation, rotation, and scaling. Straight lines 

remain straight, and parallel lines are still parallel. Non-reflective similarity transformation can 

include rotation, scaling and translation. At least two pairs of control points are needed. 

The transformation equation is [8]: 

4. Image resampling and transformation 

s.cosG - s . s i nö 

(u v) = (x y l ) s.sinG s.cosö 
(18) 



where x,y are pairs of control points from output space, u,v are pairs of control points from input 

space, s is scaling, t is translation (tx for x axis, ty for y axis), 9 is angle of rotation 

Similarity 

The "similarity" type of transformation has the same features as the "Non-reflective 

similarity" type, but there is the addition of optional reflection. Thus, this type of transformation 

can include rotation, scaling, translation and reflection. At least three pairs of control points are 

needed. The transformation equation is [8]: 

where a determines i f there is a reflection or not (for a = -1 reflection is included, 

for a = 1 reflection is not included in transformation) 

The affine transformation is used when shapes in the input image exhibit shearing. The x 

and y dimensions can be scaled or sheared independently and there can be a translation. Linear 

conformal transformations are a subset of affine transformations. Straight lines remain straight, 

and parallel lines remain parallel, but rectangles become parallelograms. At least three control-

point pairs are needed to solve for the six unknown coefficients (equation 20). The equation is 

(19) 

Affine 

[8]: 

(A D\ 
(20) 

where A , B , C , D , E , F are unknown coefficients, the equation (20) can be rewritten as: 

U = X.T (21) 
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where T is the matrix of 6 unknowns (A,B,C,D,E,F) , x is matrix of the input control-

point pairs and U is the vector of [u v]. With three or more correspondence points is possible 

to solve T, with T = — which gives the first 2 columns of T and third column must be [0 0 1 ]' 

(transposed matrix of [0 0 1]). 

Projective 

This type of transformation can be used when the scene appears tilted. The quadrilaterals 

map is matched with quadrilaterals. Straight lines remain straight. Affine transformations are 

a subset of projective transformations. At least four control-point pairs are needed. This equation 

for this transformation is [8]: 

{up vp wp) = (x y w) 

fA D G A 

B E H 

C F I 
(22) 

where up = u.wp and vp = v.wp, T is matrix 3x3 of unknown elements (A,B,. . . , I) 

A . (Ax + By + C) (Dx+Ey + F). , 
of equation (22). Assuming: v = u = is possible to solve nine 

(Gx + Hy + I) (Gx + Hy + I) 
elements of T. The detail procedure can be found in [8]. 

Polynomial 

This transformation type is needed when objects in the image are curved. The higher the 

order of the polynomial, the better the fit, but the result can contain more curves than the base 

image. For second order, at least six control-point pairs are need. Polynomial functions of x and y 

determine the mapping. For third order, at least ten control-point pairs are needed. Following 

equation is for the second order of polynomial function [8]: 

[u v) = ( l x y x.y x2 y2 
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Considering the fact, that polynomial transformation type is not used in this thesis, further details 

are not mentioned. They can be founded in [8]. 
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2 PRACITAL APPLICATION 
Part of this thesis is to design an application in Matlab for image registration according 

to submission of the thesis. First step was to create program for pre-processing the images 

from Fundus camera and S L O image. 

2.1 Pre-processing of fundus and SLO images 
This pre-processing of fundus image is performed by fce_ctenijundus_man.m function 

in Matlab for manual registration and by fce_ctenijundus.m for automatic registration. 

2.1.1 Input image 

First of all, the R G B fundus image is loaded. Because the red (R) component in fundus 

images is often overexposed, it is necessary to remove it from the R G B image. If the red 

component is not removed and the R G B fundus image is transformed to a grayscale fundus 

image, image becomes very bright with lack of contrast. That is why only green and blue 

component of R G B image is used and then it is transformed to a grayscale image. 

2.1.2 Pre-processing 

The image is divided by 255 to get the values in image between 0 and 1. The next step is 

to find edges of the eye of the fundus image. It is performed by finding the big differences 

of value of two neighbour pixels. After edges are found, the image is cut to show only the square 

of the eye. When the registration program starts, the user is asked i f he wants to have original 

round shape of the eye, or i f the inner square of the eye should be chosen (figure 2.2). If the user 

presses "1" , the round shape is used (figure 2.6), otherwise the inner square of the eye is cut and 

used (figure 2.5). 

2.1.3 Output image 

The output image of fundus is square, grayscale image with only G and B components 

of R G B spectrum. Then it is resized to 1000x1000. Image is figured on figure 2.2. The image 

of S L O is not modified, only resized to 1000x1000 pixel size. 
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Fig. 2.2 - Final form of pre-processed fundus image 
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2.2 Manual registration of fundus and SLO images 
In this step, the S L O image and the fundus image are registered. First of all, the number 

of registration points is set. The default setting is 4 (because of the used spatial transformation 

method), and the spatial transformation method is "affine" (for details see chapter 1.4.4). 

For the manual registration the algorithm man_reg.m was designed. 

2.2.1 Choosing the input points 

The input points have to be chosen very carefully. It is good to mark the most significant 

points in the image (for example: the vessel crossings, branching of vessels, etc.). It is not 

recommended to mark the points in the blind spot (loco caecus), because on the fundus image 

the blind spot is represented mostly as white points, but in S L O image is represented mostly 

as black points and thus it is difficult to choose the exact same points. 

2.2.2 Choosing the reference (base) points 

The base points have to match exactly (in significance of points) the input points 

otherwise the registration result would not be accurate. It means the exact crossings have to be 

marked on the input and reference image (see figure 2.3). 

Image lr> register - mark trie inpul points Template image - mark the reference (base) points 

Fig. 2.3 - Choosing the input and reference (base) points of fundus image (left) and SLO 

image (right) 
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2.2.3 Registration result 

After the spatial transformation which is provided by cp2tform function (for details see 

chapter 1.4.4) the images are registered. As the figure 2.4 shows, the images are in this step 

registered. The fundus image represents smaller area than the S L O image that is why the fundus 

image is registered to the S L O image and not vice versa. The left image on figure 2.4 shows 

the connection of the vessels on the edge of fundus image whereas the right image shows 

the overlap of both images. Better view of registration result provides the figure 2.5. For this 

image was used the function MakeChessBoard.m which was created by Doc. Kolář 

of Department of biomedical engineering of Faculty of electrical engineering and communication 

of Brno University of Technology. This function creates a "chessboard" from both images. 

The size of each "window" of the chessboard is 100x100 pixels. The figure 2.5 shows how good 

are the vessels of both images connected in the different parts of the image or how far was 

the registration successful. The possible error is caused by user who did not select the exact 

points in both images. 

Registration reiufl - ^ess-El connection Registration result - vessel coverage 

Fig. 2.4 - Registration result - vessel connection (left), vessel coverage (right) 
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Fig. 2.5 - The "Chessboard" representation of result using the inner square of fundus 

image 



2.2.4 Manual registration block diagram 

Input RGB 
fundus image 

Green + Blue 
component 

Cropped 
image 

Select ing the 
fundus input 

points 

Scale 
matching 

Input 
->[ Grayscale SLO 

image 

Select ing the 
SLO base 

points 

Image 
registration 

Resulting 
image 

Fig. 2.7 - Manual registration block diagram 
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2.3 Automatic registration of fundus and SLO images 
In automatic registration the input and base points of images are selected automatically. 

First step is the same as in the manual registration. Images have to be pre-processed by functions 

mentioned in chapter 2.1. The algorithm which was designed for registration can be found 

in aut_reg.m. 

2.3.1 Choosing the reference points 

First step is to automatically select significant points which wi l l be the input points. This 

is done by following procedure. The gradient of reference image is created (more details about 

gradient can be found in chapter 1.3.2). The threshold is set according to the image maximal 

intensity. The values above this threshold are set to 1 and below the threshold to 0. Because of it, 

the binary representation of the reference image (SLO) is created. To find required input points is 

necessary to thinner the vessels and other structures represented in binary image as ones. This can 

be done by using skeletonization in the reference image (chapter 1.3.4). In this program 

the skeletonization is performed by Matlab's bwmorph.m function. After the skeletonization 

the image can be very noisy, so it is recommended to filter it by median filtering (chapter 1.3.3). 

For this the medfilt2.m function is used. Then the different regions of the reference image are 

searched to find significant points (such as vessels, vessel crossings, etc.). The four areas 

of approximately 100x100 pixels are searched and the algorithm marks the ones which neighbour 

each other. 
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Fig. 2.8- The binary image with marked reference points (red pluses) 

2.3.2 Finding similar windows 

After the points are found, the 100x100 pixel windows of S L O are cut around them. 

The four found points are always in the middle of cut windows. These windows are in next step 

compared by correlation (chapter 1.3.5) to the all areas of fundus image. Depending on where is 

the maximum coefficient of correlation, the most similar window is found. The size 

of the window 100x100 pixels was chosen because it is the best compromise between the speed 

of the algorithm and the ability to find exact match. The user can change the size of the window 

in the program. If the window is bigger, the algorithm is faster, but it may have difficulties to find 

the exact matches. 
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Fundus 5.0 

Fig. 2.9 - The window selected by algorithm in SLO image (right), and the window 

found by correlation in fundus image (left) 

Fig. 2.10 - Detail on the original window (right) - SLO, and found window (left) -

fundus 

2.3.3 Finding the minimal value of found windows 

Because the size of correlation window is relatively big, there can be relatively big error 

in the correlation. The spatial transform algorithm needs very precise matches in both images. 

That is why another correlation is needed. In the S L O small 100x100 pixel window, the minimal 
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value is chosen (figure 2.10), and another smaller window (20x20 pixels) surrounding 

the minimal value is created. This 20x20 pixels window is again correlated with smaller windows 

(20x20 pixels) in fundus 100x100 pixels window (figure 2.11). This operation is repeated for four 

times in each found 100x100 window (because at least 4 points are needed for the spatial 

transformation). Thanks to this, the found points more match to the reference points. 

Fig. 2.11 - 100x100 pixels window ofSLO image with minimal value marked 

Fundus mini 20x20 SLO mini 20x20 

Fig. 2.12 - 100x100 pixels window with marked 20x20 pixels window surrounding the 

minimal value (right) and its marked match (left) in fundus 100x100 pixels window 

2.3.4 Automatic registration result 

A l l needed points are now found and set, thus the next step is the spatial transformation. 

The results of the automatic image registration are very similar to manual registration, but 

in some cases, when for example the images are damaged or heavily distorted it is better to use 

manual registration. If the figures 2.14 and 2.5 are compared, it is possible to see that manual 

registration have slightly better results in right top corner of the resulting image. It is possible 

to enhance the automatic registration by choosing the smaller correlation windows, or lowering 
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the thresholds for the binary representation. Another option is to try different type of spatial 

transformation but it turned out to be not so effective. The evaluation data of automatic 

registration are in the appendix A . 

2.3.5 Evaluation of automatic registration result 

In the appendix A can be found the evaluation of automatic registration result. 

The evaluation method is based on computing the maximum and average pixel deviation 

of the registered fundus image and S L O template image. Three places with maximal and minimal 

deviation are manually picked of selected fundus and S L O images. Then the arithmetic average is 

computed. Empirically was found, that i f the maximal percentage deviation is higher than 5%, 

then the registration was proceed with errors and it is recommended to adjust the thresholds 

or change pixel intensity value of the images (see chapter 2.3.4). If the maximal pixel deviation is 

higher than 10%, then the registration was unsuccessful and provided result is not relevant. 

Another important value is average pixel deviation. If its values are not bigger or around 1%, 

then the registration was successful, but in few places of the image, the registered vessels can be 

little bit shifted. If it is bigger than 1.5%, registration had probably problem with finding 

the similar points of interest, and the result is not very accurate. Above 2%, of average pixel 

deviation the registration result is mostly wrong. A l l the values are in appendix A , 

and the registration which were not successful are marked as bold. 

There are few reasons why registration on few images was not successful. First is, that 

sometimes fundus image and S L O image has very different pixel intensity values. Because 

of this, the correlation algorithm may not find the exact match, and result image wi l l be totally 

distorted. The second reason can be, that S L O and fundus images represents different scene 

of the eye, thus the vessels may, even i f they are the same vessels, look different and correlation 

algorithm wi l l find wrong match. The third reason may be wrongly set threshold in binarization 

algorithm which helps to seek suitable points for correlation. In this case the user should try 

to raise or lower the threshold in the algorithm. 
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2.3.5 Automatic registration block diagram 
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Fig. 2.15 - Automatic registration block diagram 
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2.4 Semi-automatic registration of fundus and SLO images 

2.4.1 Semi-automatic registration result 

This type of registration combines advantages of two previous types (chapter 2.2 

and chapter 2.3). The user manually selects the reference points in the S L O image and the input 

points are found automatically. Thanks to this, the match of the points is nearly 100 %, because 

the error of selecting not the exact points by user is eliminated. It is recommended to mark points 

which represent vessels crossings or thick vessels. The user only has to be aware of the limitation 

of the fundus image, which represents smaller area than the SLO. Because the semi-automatic 

registration is combination of two previous methods, the procedure is practically the same, thus it 

wi l l be not mentioned. This method is the most accurate. The algorithm designed for semi

automatic registration is called semi_reg.m. 

Fig 2.16 - Selecting the reference points in the SLO image 
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Fig. 2.18 - The "Chessboard" representation of the semi-automatic registration result 
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2.4.2 Semi-automatic registration block diagram 
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Fig. 2.19 - Semi - automatic registration block diagram 
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2.5 Pre-processing of fundus image and OCT B-Scans 
As was mentioned above, pre-processing is one of the most crucial parts of the image 

processing. It contains reading, filtering, oversampling, etc. of the data. The procedure is based 

on [16]. First of all is reading. 

2.5.1 O C T data reading 

Each B-Scan represents approximately one line of fundus image. B-Scans are 

in sectional view (see figure 1.6). From these B-Scans is possible to reconstruct image which is 

similar to fundus image and thus it is possible to register these images. O C T data are stored 

in specific data format. Most often is the .vol extension. It means that data have to be read 

by the proper algorithm. Algorithm which is used in this thesis is called oct_read2.m. Figure 2.20 

represents the area which is scanned by the O C T system in the S L O image. The blue line 

represents scanned B-Scan which is shown on figure 2.21. 

Fig. 2.20 - OCT SLO image 
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Fig. 2.21 - B-Scan image 

When the all B-Scans are read, the lower edge of each B-Scan is detected - R P E layer. 

The R P E layer on fig. 2.22 represents blue line on fig 2.20, thus it is possible to reconstruct 

an image similar to the fundus or S L O image. For detecting the R P E layer was created algorithm 

lower_edge_detection.m although for further processing was used m-file vyrovani_upravene.m 

which was provided by this thesis's supervisor Ing. Gazärek. This m-file provides better results. 

Fig. 2.22 - Detected lower edge on B-Scan - RPE layer (yellow), ILM layer (white) 

5 6 



2.5.2 Binarization of O C T B-Scans 

This thesis provides two methods of matching O C T B-Scans image and fundus image. 

Both of them use pre-processed binary images of fundus and B-Scans as the input. Each row 

from the B-Scan image (Fig. 2.23) is processed and filtered by designed algorithm 

reading_bscan_bin.m. As seen in the Fig. 2.24 (top), the row is there represented as a "signal". 

In this signal is noticeable drift. For successful thresholding which leads to the binarization, "flat" 

(without a drift) signal is needed. A FIR filter was empirically designed to remove drift from the 

signal. It is a Hamming-window based FIR filter with order 100 and bandpass 0.001 < co < 0.01. 

The co represents normalized frequency. This filter filtered the useful (higher frequencies) signal 

and left only the drift (very low frequencies) - Fig. 2.24 (bottom). If the drift is found, then it can 

be subtracted from the original signal. Resulting signal (row) is without any drift. Characteristics 

of designed filter are in Fig. 2.25. There is another possibility to find adrift in this signal. 

This option is to use median filtering. In this case was experimentally verified that method with 

FIR filtering provides better result. Especially in the part of the optical disc as seen in Fig. 2.23 

("dark" spot in the middle of the image). Filtering with FIR filter automatically removes this part 

prom the image, median filtering would not. 

After the drift removal, the signal has to be adjusted for thresholding. The vessels are 

represented by negative pixel value. That is not an obstacle for thresholding but for better view it 

is inverted - Fig. 2.26 (top). So now the vessels are represented as the highest pixel values. 

Because signal is still quite fuzzy, median filtering is used to clean it up. Now the signal is 

smoother and less fuzzy. It is ready for thresholding. The threshold is empirically set as 35% 

of amplitude maximum of the signal. Values which are bigger than the threshold are set to 1. 

Values which are smaller than the threshold are set to 0. Resulting binary signal is in Fig. 2.26 

(bottom). After whole algorithm is processed, the output is binary image which looks like 

reconstructed image from B-Scans (Fig. 2.23), only with binary vessels - Fig. 2.27. 

The flowchart of this algorithm is in Fig. 2.28. 
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Fig. 2.24 - Original row ofB-Scan image (top), found drift of the row (bottom) 
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Fig. 2.25 - Characteristics of designed FIR filter 
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Fig. 2.26 - Inverted samples (top), Thresh-holded samples - binary samples (bottom) 

Fig. 2.27 - Final binary image (output of reading_bscan_bin.m algorithm) 
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2.5.3 Binarization of fundus image 

The similar procedure as in chapter 2.5.2 is used in this chapter. The input image is also 

processed, filtered and adjusted. For this an algorithm readingJundus_bin.m was designed. 

The main difference is in filtering. Whereas B-Scan image was filtered by FIR filtering, this 

fundus image is filtered by median filtering. It is also for empirical reasons. Median filtering 

in this case provides better results than FIR filtering. The threshold was set as 20% of 

the amplitude maximum of a fundus row. The final image is pictured in Fig. 2.29. 

Fig. 2.29 - Fundus image after binarization 
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2.6 Matching OCT B-Scan image with fundus image 
This thesis is dealing with two different methods for O C T B-Scan image and fundus 

image registration (or matching). First is based on the correlation algorithm similar to the method 

in chapter 2.3.2. The basic principle is to match rows from O C T B-Scan image to the fundus 

image which represents the original and correct positions of the rows. B-Scans are usually 

distorted and shifted because of movements or blinking of the eye. Thus fundus image, which is 

captured as whole image in few milliseconds, does not have these distortions. The second is 

based on registration algorithm similar as in chapter 2.1. Although this method is not good 

for registering individual B-Scans, it is very good for registering the vessels. Both methods are 

available for testing by the G U I (Graphical user interface) which was designed in this thesis and 

it can be found in OCT ̂ fundus_GUI.m. The manual for G U I is in Appendix B . 

2.6.1 Correlation-based method 

This method matches each row of B-Scan image with relevant row of fundus image. But 

first of all, B-Scan image has to be oversampled. The image is usually enlarged 6 or 7 times of its 

original height. The input images are shown on Fig. 2.30. Original positions of B-Scans are 

recomputed with this enlargement. Then every approximately sixth (or seventh) row is taken 

and with correlation-based algorithm is compared with window of rows of fundus image. 

The principle of correlation is in chapter 1.3.5. This window has 15 rows, so every B-Scan row 

is compared in each step with 15 rows of fundus image. Also column (horizontal) shift 

is considered (around 40 columns which represent about 5% of width of the images). That is how 

the correlation matrix is created. The maximum value of the correlation matrix is picked and 

the coordinates of this value within the matrix determine the shifting. Figure 2.30 shows how 

the algorithm works. The red line on B-Scan picture (left) represents position of one B-Scan as it 

is stored in the data from OCT. But as was mentioned before, these positions are not quite 

correct. That is why the correlation algorithm seeks the best match in binary fundus image. This 

is represented by the red line on the binary fundus image (Fig. 2.30 - right). A l l of the B-Scans 

and their original positions corresponding to the fundus image are shown in Figure 2.31. 

Modified positions of B-Scans are shown on Fig. 2.32. For better orientation in the movement 

of positions of the B-Scans, vessels are displayed as red and blue crosses. The algorithm which is 

was designed to do that is stored in file bscan_reg_2D.m. 
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Fig. 2.30 - Binary B-Scan image (left), binary fundus image (right) with correlation line 

(red) which is seeking for the best match 



Fig. 2.32 - Modified positions of OCT B-Scans and vessels displayed on fundus image 
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Fig. 2.33 - Block diagram of the correlation-based method 
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2.6.2 Method based on spatial-transform 

This method is based on the similar procedure as it noted in chapter 2.2. For this method 

the algorithm man_reg_bin.m was designed. It uses spatial transform for matching the b-scan 

image vessels to fundus image vessels. Again as in previous chapter two binary images 

(Fig. 2.33) are used as input. Following step is to mark the same significant areas on both images. 

The reader may notice that the binary fundus image (Fig. 2.34) differs from the image 

in Fig. 2.30. That is because for fundus image in Fig. 2.34 was used segmented image provided 

by Ing. Odstrcilik. He uses different, more complicated segmentation method than this thesis. 

That is why the image looks different. 

ItagMl mark Wt t«f*f«nc* pWrtJ 

Fig. 2.34 - Input images - binary B-Scan image (left), binary fundus image (right) with 

red registration marks 
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Fig. 2.35 - Matlab's cpselect form with registration marks 

After all marks are set, the user is asked once again by Matlab's cpselect form whether the marks 

are final or if he wants to change/shift them. The user can also create in this form new mark 

by clicking left mouse button. Shifting the mark is done by dragging it. After closing the cpselect 

form, registration itself is executed. 

Fig. 2.36 - Registration result - B-Scan image covers fundus image (left - without 

darkened fundus image, right - with darkened fundus image) 
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Fig. 2.37 - Registration result - B-Scan image vessels are marked on fundus image as 

blue crosses 

For registration the "Affine" type is used (see chapter 1.4.4). After the registration, two 

result images are displayed. First image displays vessel coverage (Fig. 2.36). The second image 

displays vessels which are represented as "blue crosses" (Fig. 2.37). 

This registration is good for finding common vessels on O C T B-Scan image and fundus 

image. However it is not very usable for matching single B-Scans, because the image is 

in registration procedure quite disfigured and scaled. Thus, the B-Scan image behaves as one 

unit, so B-Scans would be angled, scaled, etc. only in one direction. That is why the B-Scan lines 

are not displayed in the result image. 
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Fig. 2.38 - Block diagram of the spatial-transformation-based method 

2.6.2 Evaluation of the correlation-based B-scan and fundus registration algorithm 

This evaluation is similar to the evaluation in chapter 2.3.5. It is based on a pixel 

deviation of found position of the vessels (cyan blue crosses in Fig. 2.32) within the B-Scan 

(cyan blue lines in Fig. 2.32) from the true position of the vessels within the B-Scan. Empirically 

was found, that i f the percentage value of deviation is over 1%, the matching was not accurate. If 

it is over 2%, the found position of B-Scan is not correct. A l l the values of each B-Scans are in 

Tab.2 in Appendix B . Numbering the B-Scans in Fig. 2.32 is from the bottom to the top - B-Scan 

number 1 in the table 2 corresponds to bottommost in the figure 2.32. 
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CONCLUSION 

This thesis is dealing with multimodal registration of retinal devices from different 

scanning devices. The most important task in this thesis was to create different types 

of algorithms which can be used for image registration of retina images. First type of registration 

- manual registration, is the simplest type of registration. It is also very accurate. But it requires 

the skilled user to control it, and it is not very fast. In the manual registration procedure the user 

has to choose exact same points in both images to be registered. Second type of registration is 

automatic registration. Automatic registration has a big advantage, because it needs no user. 

It works fully automatically. The base points are selected automatically then the correlation 

algorithm finds the exact matches. But automatic registration is not very good in very different 

images. If the images look very different than the previous images, the automatic registration wi l l 

probably not work properly. So the user is forced to slightly adjust the thresholds, or areas 

for searching the base points. The possible procedure how to adjust the automatic registration 

algorithm i f it is not working properly in the image is described in chapter 2.3.4. Automatic 

registration was tested on default settings to all available data (images) and its evaluation can be 

found in chapter 2.3.5 and appendix A . The third type of registration is combination of both 

previous methods and it is called semi-automatic registration. The difference between automatic 

and semi-automatic registration is in selecting the base points. In semi-automatic registration 

the user has to select base points manually, and the input points in image-to-register are found 

automatically by correlation algorithm. The final task was to create algorithm which can match 

B-Scans from O C T to image from fundus camera. There were designed two algorithms which 

register B-Scans to fundus image. First is correlation-based algorithm which works with each B -

Scan separately and tries to find the most similar line (That is how B-Scan is projected in fundus 

image) in fundus image. The whole process is described in chapter 2.6.1 and evaluation is in 

chapter 2.6.3 and appendix B . The searching algorithm does not work very well in area of blind 

spot (optical disc) that is why this area is skipped. As it can be observed from Fig. 2.32, found B -

Scan matches are not 100% correct (the lower vessels are little bit shifted compared to original 

fundus vessels). Possible explanation for this is that the image pre-processing provides very 

"thick" binary vessels in B-Scan and fundus image, so the true positions of the vessel middles are 

slightly shifted to the sides. The second method is specialized for registering vessels of B-Scan 

reconstructed image to fundus image. It is based on similar algorithm as registrations described in 

chapter 2.3 - spatial transformation. This method is not designed to register directly the B-Scans. 

Both of these methods are processed into G U I (Graphical User Interface), so the user can test it. 

G U I manual is provided in appendix. 
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Evaluation of the automatic registration algorithm 

Tab. 1 - Evaluation of the automatic registration algorithm 

No. of fundus image M ax. pix. dev. 
Avg. pix. 

dev. 
M ax. pix. dev. [%] Avg. pix. dev. [%] 

31600 11 3,83 1,1 0,38 
31604 30 10,50 3,0 1,05 
31608 11 5,50 1,1 0,55 
59042 112 51,67 11,2 5,17 
59047 213 95,50 21,3 9,55 
59048 20 8,83 2,0 0,88 
58051 490 342,33 49 34,23 
90790 11 5,00 1,1 0,50 
91930 27 10,83 2,7 1,08 
91931 30 10,50 3,0 1,05 
97873 62 23,00 6,2 2,30 
98410 8 3,67 0,8 0,37 

No. of fundus image - fundus image number (images provided by supervisor) 

Max. pix. dev. - maximal pixel deviation (see chapter 2.3.5 for explanation) 

Avg . pix. dev - average pixel deviation (see chapter 2.3.5 for explanation) 
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Evaluation of the correlation-based B-scan and fundus registration 
algorithm 

Tab. 2 - Evaluation of the correlation-based algorithm 

No. of B-Scan Pixel Dev. Pixel Dev. [%] 
1 16 2,08 
2 3 0,39 
3 13 1,69 
4 5 0,65 
5 18 2,34 
6 0 0,00 
7 1 0,13 
8 3 0,39 
9 9 1,17 
10 9 1,17 
11 4 0,52 
12 0 0,00 
13 0 0,00 
14 9 1,17 
15 9 1,17 
16 10 1,30 
17 0 0,00 
18 0 0,00 
19 6 0,78 
20 0 0,00 
21 1 0,13 
22 0 0,00 
23 0 0,00 
24 1 0,13 
25 0 0,00 
26 2 0,26 
27 3 0,39 
28 1 0,13 
29 2 0,26 
30 3 0,39 
31 5 0,65 
32 4 0,52 
33 8 1,04 
34 3 0,39 
35 8 1,04 
36 9 1,17 
37 12 1,56 
38 15 1,95 
39 11 1,43 
40 15 1,95 
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C Graphical User Interface Manual 

This interface was designed to control both registration methods. The user can launch it 
by starting m-file OCT fundus_GUI.m. Because this application needs few for files, please make 
sure, that you have these files in the same file directory as the application. These files are: 
fundus_reg_3'1600, bscan_bin_31600, fundus_bin_31600, fce_bscan_reg_2D, fce_man_reg_bin. 

The opening dialog looks like Fig. B . l . After the start, the user can choose between the 
registration methods. Once, the method is chosen, the user launch the registration method by 
clicking on the "Launch registration" button. Because this these algorithms need a lot of 
computing space, each method can be doable only once. If the user wants to change the method, 
he needs to restart the application by clicking on the " R E S T A R T " button. After this, the 
registration button wi l l change its caption to "Registration in progress". The registration is done, 
when the button change its caption to "Registration is done!". Now, the user can display the 
results. 

7 5 



There are several settings for displaying the results. The user can display the original 
positions of B-Scans and vessels, or the new positions. This can be performed by checking 
relevant checkboxes. As it was mentioned above, this application and especially plotting into the 
image, demands quite big computing space, so it takes few decades of seconds. 

Correlation-based method 

As was mentioned before, the user can choose between registration methods. The first 
one, correlation-based, is thoroughly described in chapter 2.6.1. 

Fig. B.2 - GUI with displayed original B-Scan positions in correlation-based regime 
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Fig. B.3 - GUI with displayed new B-Scan positions in correlation-based regime 

Spatial-transform-based method 

The second registration method, Spatial-transform-based, is described in chapter 2.6.2. It 
uses image registration for registering the vessels. If the user chooses this registration, the 
checkboxes "Original B-Scan positions" and "New B-Scan positions" wi l l be disabled. It is 
because this method does not concern B-Scan positions, only the vessel positions (see chapter 
2.6.2). After clicking on button "Launch registration", Matlab's cpselect form wi l l appear. It is 
because this method is registration-based, so the input and base points are needed. They are set in 
the source code, but user can change them, i f he wants. After closing the dialog, the registration 
wil l be finished, and the user can display the result (Fig. B . 4). 
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The last registration method combines both of the previous methods. So it displays IB-
Scans from correlation-based method and vessels from spatial-transform-based method. This 
method also shows Matlab's cpselect form, because vessel positions are found by this spatial-
transform-based method. The result is in Fig. B . 5. 
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