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## Chapter 1

## Introduction

For centuries, scientists have explored the mysteries of our universe. Many of them are still hidden from us, but of the mysteries we have already discovered, quantum mechanics is perhaps the most fascinating. The quantum world, that is, the world of subatomic particles, operates on principles completely different from those to which we are accustomed. One of the most interesting phenomena in the quantum world is quantum correlations. Especially recently, these have become a valuable resource for quantum metrology, cryptography, and secure communication systems.

In this thesis, we will discuss the younger brother of entanglement - quantum steering. We will derive a new criterion for genuine tripartite steering and afterward use it to detect genuine tripartite steerable states. Quantum correlations are non-intuitive phenomena and there are no analogies in classical physics by which we can explain them. However, if one wanted to explain steering in a somewhat classical way, one might say the following. Imagine you are watching someone driving a car, an ordinary unmodified car. Now imagine that, no matter how far away you are, you are capable of remotely controlling, or let's say steering, this car without touching the steering wheel. Of course, this sounds absurd, because macroscopic objects cannot behave this way, but subatomic objects can, and this is precisely how steering works. Suppose now that two parties share an entangled state. In this situation, one party can "steer" the quantum state of the other party into a different state by making suitable measurements on its part of the entangled state.

Before we begin to explore steering from a physical point of view, it might be useful to put the concept into a historical context. The most convenient approach would be to start with a well-known article from 1935 by Albert Einstein, Boris Podolsky, and Nathan Rosen [1]. The EPR article ${ }^{1}$ has opened the door for the study of quantum correlations. EPR present a thought experiment that uses entanglement to show that the quantum-mechanical description of the world is not complete. Entanglement is a phenomenon in which two particles are correlated in such a way that a measurement of one particle will change the state of the other particle, no matter how far apart they are. Why is this mentioned in this thesis and how is it connected to steering? Consider two entangled particles, if we measure a property of one particle, then we immediately know the corresponding property of the other particle regardless of the

[^0]distance between them. Steering allows us by measuring the properties of one party to change, i.e. to steer, the quantum state of the other party to a different state. The resemblance is self-evident as both of these phenomena enable us to remotely control quantum states. And given that only pure quantum states for which entanglement, steering, and Bell nonlocality coincide were considered at the time, it can be argued that the EPR paper concealed a greater treasure than might have been expected back then. Erwin Schrödinger responded to the EPR paper in October $1935^{2}$ [2]. The following is a quote directly from this article: "It is rather discomforting that the theory should allow a system to be steered or piloted into one or the other type of state at the experimenter's mercy in spite of his having no access to it." Although Schrödinger responds with this quote to the EPR article that discusses entanglement, one cannot help but notice that this sentence can also be applied to steering, and that, moreover, the word "steered" is directly used in the text. The term "steering" in fact comes from this quote.

As already mentioned, for a very long time only pure quantum states were considered, for which entanglement, steering and nonlocality merge. This has hindered the individual correlations from being examined in detail. This didn't change until the 1980s, most notably in an article by R. Werner in 1989 [3]. Werner's paper studies the possibility of constructing a hidden-variable model for entangled mixed quantum states involving EPR correlations. This means that there exists a way to explain quantum correlations without the need to take nonlocality into account. We didn't have a proper definition of quantum steering until 2007 and it was presented by Wiseman, Jones, and Doherty in their two articles [4, 5]. These two papers analyze the three named correlations, provide operational and mathematical definitions and establish a hierarchy between them.

Surely it is worthwhile to mention at least a few experiments in which steering has been demonstrated. It is noteworthy to mention that steering can be both oneway and two-way. If we imagine two parties, say, Alice and Bob, then the systems can be correlated in such a way that only Alice can steer Bob's system, but not vice versa. This is one-way steering. But their systems can be correlated in such a manner that it works both ways - two-way steering. The first demonstration of this effect was accomplished by Ou et al. in 1992 [6], later in 2008 two-way steering was demonstrated [7]. Let us now examine a few experiments in more detail.

In a 2012 experiment [8] the team of Händchen et al. proposed and experimentally demonstrated one-way steering with two-mode squeezed states. They generated a pair of entangled photons which were measured subsequently using a combination of halfwaveplates and polarizing beam splitters with the addition of a homodyne detection technique that measured quadrature amplitudes to show that only Alice can steer Bob, but not vice versa.

Furthermore, a 2012 article by Wittmann et al. [9], in which a loophole-free EPR experiment via quantum steering was achieved. They presented the first loophole-free demonstration of EPR steering using polarization-entangled photons shared between two distant laboratories. Their experiment simultaneously closed all loopholes: the locality loophole and the freedom-of-choice loophole by having a large separation of the parties and using fast quantum random number generators, and the fair-sampling loophole by using high-efficiency detectors.

Last, to be mentioned here is a 2020 experiment performed by Wollmann et al. [10]. Again, in this experiment, a pair of entangled photons was generated. The

[^1]photons were then separated and sent to two distant laboratories. The measurement was conducted using a combination of waveplates, polarizing beam splitters, and singlephoton detectors. In conclusion, they have experimentally demonstrated steering using generalized entropic criteria.

The experiments listed here are certainly not the only ones of their kind, but it is enough to show that steering is an experimentally observable effect.

Besides the experiments, we should also mention the applications of this phenomenon. One of the areas where steering is exploited is one-sided device-independent quantum key distribution (1SDI-QKD) [12]. First of all, let us take a look at what quantum key distribution (QKD) is. QKD is a secure communication method that enables two parties, say, Alice and Bob, to create a random secret key at a distance that can then be used to encrypt and decrypt messages. The security of such communication is given by the laws of quantum mechanics ${ }^{3}$. Alice and Bob share two channels: a quantum one, which allows them to share quantum signals, and a classical one, through which they can send classical messages. Their job is to ensure security against an eavesdropper, usually called Eve, which can connect to the quantum channel and listen to their exchanges on the classical channel. In standard QKD (S-QKD or simply QKD), safety is usually established under the condition that Alice and Bob can trust the functioning of their preparation and measurement apparatuses. Another kind, device-independent QKD (DI-QKD), can only establish security based on observation of violation of Bell inequalities, as we do not trust the measurement apparatuses. Nevertheless, DI-QKD places very demanding requirements on practical demonstrations [12].

Between S-QKD and DI-QKD lies 1SDI-QKD. The article [12] describes how 1SDIQKD could be used in real life: Imagine that a bank wants to set up secret keys with its clients; the bank would invest a lot of money in setting up one trusted measurement device, but the clients at the other end of the channel would surely have cheap detection terminals. They later show that the detector efficiency required to implement 1SDI-QKD is much lower than that of DI-QKD, making it achievable with existing devices. Each of the three types of QKD corresponds to a different criterion for quantum correlations. The S-QKD requires that the observed correlations violate a separability criterion (i.e., entanglement is demonstrated), the DI-QKD requires a violation of Bell's inequality, and the 1SDI-QKD requires that the correlations violate a steering inequality.

Steering can also be used in subchannel discrimination. This is a protocol for decomposition of a channel into subchannels and it can also be interpreted as identification of which branch of an evolution a quantum system undergoes. Entanglement between a probe and an ancilla can help in discriminating different channels. We know that all steerable states are entangled, but not all entangled states are steerable. And if the measurements are limited to local operations and forward communication (one-way LOCC), then only the steerable states remain useful [13].

To be able to exploit steering, we first need to find states that exhibit it; this may be done via steering criteria. Moreover, we do not wish to only demonstrate steering between two parties, i.e. bipartite steering, but multipartite, where, for example, Alice and Bob are joined by Charlie and then perhaps others. Detection of bipartite steering let alone multipartite steering is very challenging and deriving such a criterion is no

[^2]simple task. One of the first criteria can be found in [14]. Many criteria have been derived since then, but the vast majority refer to bipartite steering. This implies that we require more criteria for multipartite steering. And preferably, for these criteria to require minimal knowledge about the measured state - to be the so-called minimal criteria. An example of one of the latest such criteria is given in [16]. This criterion is designed to detect genuine multipartite steering (GMS) for which we provide here a brief definition: A state contains genuine multipartite steerable correlations if they cannot be produced by mixing states with only bipartite steering relative to different bipartite splits [15]. Regarding the criteria for GMS, one can say that they represent a gap in this field of research. Our criterion might help to fill this gap. We derived a criterion that not only does not require complete information about the measured state, but moreover is not designed for a specific state, but rather designed to search for GMS states.

### 1.1 Introduction to quantum mechanics

This thesis deals with a subject that is grounded in quantum mechanics, therefore we start with a brief introduction to quantum theory. Rigorous definitions of the mathematical terms used in this introduction can be found in the Mathematical supplement. When writing these fundamental principles of quantum theory, we have used the books [17, 18].

### 1.1.1 Postulates of quantum mechanics

We will first state several postulates. Their structure does not correspond to the standard layout, nevertheless, we include everything necessary to grasp the essentials of this work.

## Postulate I

(a) To each quantum system corresponds a separable complex Hilbert space $\mathscr{H}$, which we call the state space of the system.
(b) To each state of the considered system corresponds a ray $\Psi=\{\lambda|\psi\rangle, \lambda \in \mathbb{C}\}^{4}$, i.e. a one-dimensional subspace in $\mathscr{H}$.

## Postulate II

a) To each measurable physical quantity, i.e. an observable, of a given system corresponds a Hermitian operator $\hat{A}$ on $\mathscr{H}$.
b) The possible results of the measurement of $\hat{A}$ are the eigenvalues of this operator. The probability of measuring the eigenvalue $a$ is equal to

$$
\begin{equation*}
p_{a}=\langle\psi| \hat{P}_{a}|\psi\rangle, \tag{1.1}
\end{equation*}
$$

where $\hat{P}_{a}$ is a projection operator which projects onto the subspace corresponding to the value of $a$.

[^3]c) The expectation value of the results of the measurement is
\[

$$
\begin{equation*}
\langle\hat{A}\rangle=\langle\psi| \hat{A}|\psi\rangle . \tag{1.2}
\end{equation*}
$$

\]

The eigenvalues of the Hermitian operator are real numbers and can therefore describe measurement results that are also real. The eigenvectors of a Hermitian operator corresponding to different eigenvalues are orthogonal and form a basis in $\mathscr{H}$. With each Hermitian operator $\hat{A}$ of each observable there is associated a set of eigenvalues $\{a\}=\sigma(\hat{A})$ (the so-called spectrum of the operator $\hat{A}$ ) and a set of projection operators $\left\{\hat{P}_{a}:|a\rangle\langle a|\right\}, a \in \sigma(\hat{A})$, where these projection operators project onto orthogonal subspaces in $\mathscr{H}$ and decompose the unit (completeness relation)

$$
\begin{equation*}
\sum_{a} \hat{P}_{a}=\sum_{a}|a\rangle\langle a|=\mathbb{1} \tag{1.3}
\end{equation*}
$$

Each Hermitian operator is associated with a measurement described by a set of projection operators.

States that are described by a ray (a normalized vector $|\psi\rangle$ ) are called pure states. Pure states contain the maximum available information about the state of the considered system. Not all states are pure, i.e. they cannot be described by a ray. Take a look at the following example (see Fig. 1.1).


Figure 1.1: Scheme of a single-photon state.
A beam splitter (BS) is characterized by transmittance $T$ and reflectance $R$, where $T^{2}+R^{2}=1$. This state can be described as $T^{2}|1\rangle\langle 1|+R^{2}|0\rangle\langle 0|$, but it is no longer a state vector, i.e. this expression cannot be written as a projector $|\psi\rangle\langle\psi|$. We can describe this state by the so-called density matrix

$$
\left(\begin{array}{cc}
T^{2} & 0  \tag{1.4}\\
0 & R^{2}
\end{array}\right) \neq|\psi\rangle\langle\psi|
$$

Density matrix is a Hermitian positive semidefinite matrix with a trace equal to one.

## Postulate III

a) To each state corresponds some density matrix $\rho$ on the state space $\mathscr{H}$, which has the following properties

$$
\begin{equation*}
\rho=\rho^{\dagger}, \rho \geq 0, \operatorname{Tr}[\rho]=1 \tag{1.5}
\end{equation*}
$$

b) The probability of measuring the value of the observable $\hat{A}$ on the system in the state $\rho$ is given by

$$
\begin{equation*}
p_{a}=\operatorname{Tr}\left[\rho \hat{P}_{a}\right] . \tag{1.6}
\end{equation*}
$$

c) The expectation value of the results of the measurement is

$$
\begin{equation*}
\langle\hat{A}\rangle_{\rho}=\operatorname{Tr}[\rho \hat{A}]=\sum_{i} p_{i}\left\langle\psi_{i}\right| \hat{A}\left|\psi_{i}\right\rangle=\sum_{i} p_{i}\langle\hat{A}\rangle_{\psi_{i}} . \tag{1.7}
\end{equation*}
$$

In general, the density matrix is of the form

$$
\begin{equation*}
\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, 0 \leq p_{i} \leq 1, \sum_{i} p_{i}=1 . \tag{1.8}
\end{equation*}
$$

## Postulate IV

If $x_{i}$ and $p_{i}$ are Cartesian canonically conjugate variables, then their operators satisfy commutation relations

$$
\begin{equation*}
\left[\hat{x}_{i}, \hat{p}_{j}\right]=i \hbar \delta_{i j},\left[\hat{x}_{i}, \hat{x}_{j}\right]=\left[\hat{p}_{i}, \hat{p}_{j}\right]=0, i=1,2, \ldots, n . \tag{1.9}
\end{equation*}
$$

In the following, we will use operators without the hats $(\hat{A} \rightarrow A)$.

### 1.1.2 Uncertainty relations

Let us introduce operators

$$
\begin{equation*}
\Delta A=A-\langle A\rangle, \Delta B=B-\langle B\rangle .^{5} \tag{1.10}
\end{equation*}
$$

We further introduce the variance

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle=\left\langle(A-\langle A\rangle)^{2}\right\rangle=\left\langle A^{2}\right\rangle-\langle A\rangle^{2} . \tag{1.11}
\end{equation*}
$$

Consider two non-commutative Hermitian operators $A$ and $B$ with commutator $[A, B]=i C$, where $C$ is again a Hermitian operator. Take now the product of the variances of the operators $A, B$ and we can derive that ${ }^{6}$

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle\left\langle(\Delta B)^{2}\right\rangle \geq \frac{1}{4}|\langle C\rangle|^{2} . \tag{1.12}
\end{equation*}
$$

If we use the commutation relations for $x$ and $p$ (see Eq. (1.9)), we get the Heisenberg uncertainty relation

$$
\begin{equation*}
\left\langle(\Delta x)^{2}\right\rangle\left\langle(\Delta p)^{2}\right\rangle \geq \frac{\hbar^{2}}{4} . \tag{1.13}
\end{equation*}
$$

[^4]
### 1.1.3 Composite systems

The state space of a composite system consisting of $N$ subsystems is the tensor product of the subsystem state spaces, $\mathscr{H}=\mathscr{H}_{1} \otimes \mathscr{H}_{2} \otimes \ldots \otimes \mathscr{H}_{N}=\otimes_{i=1}^{N} \mathscr{H}_{i},{ }^{7}$ supposing that the subsystems are mutually distinct. We will discuss here an example of composite systems of two quantum bits (qubits). Consider two qubits with state space $\mathscr{H}=\mathscr{H}_{A} \otimes \mathscr{H}_{B}=\mathbb{C}_{2} \otimes \mathbb{C}_{2}$. From the bases $\left\{|0\rangle_{A},|1\rangle_{A}\right\}$ and $\left\{|0\rangle_{B},|1\rangle_{B}\right\}$ on in the spaces $\mathscr{H}_{A}$ and $\mathscr{H}_{B}$ can be formed a product basis $\left\{|i\rangle_{A},|j\rangle_{B}\right\}_{i, j \in\{0,1\}}$.

Entangled states of two subsystems are states which are not of the previous form, i.e. they cannot be written as $|\varphi\rangle_{A}|\psi\rangle_{B}$, where $|\varphi\rangle_{A} \in \mathscr{H}_{A}$ and $|\psi\rangle_{B} \in \mathscr{H}_{B}$, therefore, they are not product states. States that can be written in this way are called separable. Let us now take a short detour to the entanglement of mixed states in order to introduce several terms. Local operations and classical communication (LOCC) play an important role in the theory of entanglement. A local operation (LO) is any operation allowed by quantum mechanics performed locally on one of the subsystems. Classical communication (CC) is the communication of classical information that can be arbitrarily perfectly copied and read without corruption and which can be perfectly discriminated. We say that a quantum state is entangled if it cannot be prepared by LOCC operations. The states that can be prepared by LOCC operations are called separable and are of the form [3]

$$
\rho_{A B}=\sum_{i} \lambda_{i} \rho_{A}^{(i)} \otimes \rho_{B}^{(i)}
$$

where $\rho_{A}^{(i)}, \rho_{B}^{(i)}$ are density matrices of subsystems $A$ and $B$ and $\lambda_{i}$ are probabilities.

### 1.1.4 Continuous-variable systems

Consider $N$-mode ${ }^{8}$ quantum system, which posseses a state space $\otimes_{i=1}^{N} \mathscr{H}_{i}$, where $\operatorname{dim} \mathscr{H}=\infty$. Essential physical quantities, used to describe modes, are the operators $x$ and $p^{9}$, which are called amplitude and phase quadrature operators. These two quadrature operators satisfy the canonical commutation relation $[x, p]=\mathbb{1}$ resembling the commutation relation for operators of position and momentum (1.9). Both $x$ and $p$ have a continuous spectrum, therefore we can call them contiuous variables and we can call the respective systems continuous-variable (CV) systems. We now introduce a $2 N \times 1$ vector of quadrature operators $\mathbf{r}=\left(x_{1}, \ldots, x_{N}, p_{1}, \ldots, p_{N}\right)^{T}$. The commutation relations for this vector can be compactly expressed as

$$
\begin{equation*}
\left[\mathbf{r}_{j}, \mathbf{r}_{k}\right]=i\left(\Omega_{N}\right)_{j k}, \tag{1.14}
\end{equation*}
$$

where $\Omega_{N}$ is the so-called symplectic matrix defined as

$$
\Omega_{N}=\oplus_{i=1}^{N} J=\oplus_{i=1}^{N}\left(\begin{array}{cc}
0 & 1  \tag{1.15}\\
-1 & 0
\end{array}\right)
$$

[^5]A special set of states corresponding to CV systems are Gaussian states.

### 1.1.5 Gaussian states

We are still considering the $N$-mode quantum system. For a single mode, we introduce the phase space, which is the space of eigenvalues of the operators $\hat{x}$ and $\hat{p}$. Since the eigenvalues of these operators can be any real number, this phase space is equivalent to the plane $\mathbb{R}^{2}$ (see Fig.1.2).
(a)

(b)


Figure 1.2: (a) Phase space of one mode. (b) The depicted Thermal state is a Gaussian state. Figure from [19] (the notation of the axes in the figure has been simplified compared to the original figure).

Any state $\rho$ in phase space may be represented by a Wigner function [20]. We will now introduce everything for one mode and then generalize it to $N$-modes. We introduce the Weyl operator ${ }^{10}$

$$
\begin{equation*}
W(\xi)=e^{-i \xi^{T} r} \tag{1.16}
\end{equation*}
$$

where $\boldsymbol{\xi}=\left(\xi_{x}, \xi_{p}\right)^{T}, \xi_{x}, \xi_{p} \in \mathbb{R}$ and $\mathbf{r}=(x, p)^{T}$. Let us define the so-called characteristic function

$$
\begin{equation*}
C(\boldsymbol{\xi})=\langle W(\boldsymbol{\xi})\rangle=\operatorname{Tr}[\rho W(\boldsymbol{\xi})] . \tag{1.17}
\end{equation*}
$$

We will perform a Fourier transform of the characteristic function

$$
\begin{equation*}
[\mathcal{F} C(\boldsymbol{\xi})](\mathbf{r})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i x^{\prime} p}\left\langle x-\frac{x^{\prime}}{2}\right| \rho\left|x+\frac{x^{\prime}}{2}\right\rangle d x^{\prime}=W(\mathbf{r}) \tag{1.18}
\end{equation*}
$$

resulting in the Wigner function $W(\mathbf{r})$. This can be generalized to the $N$-mode case:

$$
\begin{equation*}
W(\boldsymbol{\xi})=e^{-i \boldsymbol{\xi}^{T} \mathbf{r}}=\Pi_{i=1}^{N} W_{i}\left(\boldsymbol{\xi}_{\mathbf{i}}\right) \tag{1.19}
\end{equation*}
$$

where $W_{i}\left(\xi_{\mathbf{i}}\right)=e^{-i \xi_{i} r_{i}}, \xi_{\mathbf{i}}=\left(\xi_{x_{i}}, \xi_{p_{i}}\right)^{T}$. The following holds

$$
\begin{equation*}
W^{\dagger}\left(\boldsymbol{\xi}^{\prime}\right) W(\boldsymbol{\xi})=e^{\frac{-i}{2} \boldsymbol{\xi}^{\prime} \Omega \boldsymbol{\xi}} \hat{W}\left(\boldsymbol{\xi}^{\prime}-\boldsymbol{\xi}\right) \tag{1.20}
\end{equation*}
$$

$$
{ }^{10} W(\boldsymbol{\xi})=W(\boldsymbol{\xi}) \cdot \mathbb{1}=W(\boldsymbol{\xi}) \int_{-\infty}^{\infty}|x\rangle\langle x| d x=\int_{-\infty}^{\infty} e^{-i \xi_{x} x}\left|x+\frac{\xi_{p}}{2}\right\rangle\left\langle x-\frac{\xi_{p}}{2}\right| d x
$$

where $\Omega_{N}$ is the symplectic matrix. The Wigner fuction $W(\mathbf{r})$ for $N$ modes is equal to

$$
\begin{equation*}
\frac{1}{(2 \pi)^{2 N}} \int_{\mathbb{R}^{2 N}} e^{i \sum_{i=1}^{N} x_{i}^{\prime} p_{i}}\left\langle x_{1}-\frac{x_{1}^{\prime}}{2}\right| \ldots\left\langle x_{N}-\frac{x_{N}^{\prime}}{2}\right| \rho\left|x_{1}+\frac{x_{1}^{\prime}}{2}\right\rangle \ldots\left|x_{N}+\frac{x_{N}^{\prime}}{2}\right\rangle d x_{1}^{\prime} \ldots d x_{N}^{\prime} . \tag{1.21}
\end{equation*}
$$

Gaussian states can be defined as states possessing a Gaussian Wigner function

$$
\begin{equation*}
W_{\text {Gauss }}(\mathbf{r})=\frac{e^{-(\mathbf{r}-\mathbf{d})^{T} \gamma^{-1}(\mathbf{r}-\mathbf{d})}}{\pi^{N} \sqrt{\operatorname{det}(\gamma)}} \tag{1.22}
\end{equation*}
$$

and the corresponding characteristic function is of the form

$$
\begin{equation*}
C_{\text {Gauss }}(\boldsymbol{\xi})=e^{-\frac{1}{4} \xi^{T} \gamma \boldsymbol{\xi}-i \boldsymbol{\xi}^{T} \mathbf{d}} \tag{1.23}
\end{equation*}
$$

where $\gamma$ is the so-called covariance matrix (CM), also called the matrix of second moments, and vector $\mathbf{d}$ is so-called vector of first moments. The covariance matrix $\gamma$ has elements

$$
\begin{equation*}
\gamma_{i j}=\left\langle\left\{\Delta r_{i}, \Delta r_{j}\right\}\right\rangle=\operatorname{Tr}\left[\rho\left\{\Delta r_{i}, \Delta r_{j}\right\}\right]=\left\langle r_{i} r_{j}+r_{j} r_{i}\right\rangle-2\left\langle r_{i}\right\rangle\left\langle r_{j}\right\rangle \tag{1.24}
\end{equation*}
$$

and vector $\mathbf{d}$ is defined as $d_{i}=\left\langle r_{i}\right\rangle=\operatorname{Tr}\left[\rho r_{\mathbf{i}}\right]$. For a single mode, $\gamma$ and $\mathbf{d}$ would be as follows

$$
\gamma=\left(\begin{array}{cc}
2\left\langle(\Delta x)^{2}\right\rangle & \langle\{\Delta x, \Delta p\}\rangle  \tag{1.25}\\
\langle\{\Delta x, \Delta p\}\rangle & 2\left\langle(\Delta p)^{2}\right\rangle
\end{array}\right), \mathbf{d}=\binom{\langle x\rangle}{\langle p\rangle} .
$$

The Gaussian state is completely described by a vector of first moments $\mathbf{d}$ and a covariance matrix $\gamma$, however, other states are not. A CM must be bounded in some way in order to be a physical CM. More precisely, it must satisfy the uncertainty relation [21]

$$
\begin{equation*}
\gamma+i \Omega_{N} \geq 0 \tag{1.26}
\end{equation*}
$$

CM $\gamma$ of any $N$-mode CV state must satisfy this inequality. Note that the inequality implies $\gamma>0$ and conversely, it means that in order for a real symmetrical and strictly positive $2 N \times 2 N$ matrix to be a CM of a physical quantum state it must satisfy inequality (1.26).

### 1.2 Quantum steering

Let us now focus on the definition of the main concept of this thesis ${ }^{11}$. A definition similar to what can be found in $[4,22,23]$ will be given here. Before giving a proper definition, let us remind ourselves what steering is. Considering the bipartite case, i.e. two parties, we ask whether it is possible for Alice, by her choice of measurement, to be able to collapse Bob's system into a different state.

Two parties, Alice and Bob, share an entangled quantum state $\rho_{A B}$. Alice can perform various measurements, selecting different measurement settings $X$ and getting the results $a$. We denote the set of measurements which Alice can perform by $\mathcal{M}_{A}$. For each setting $X$ and result $a$, Bob will have the unnormalized conditional state $\rho_{B}^{(a)}$ from a corresponding ensemble $\mathcal{E}^{X}=\left\{\rho_{B}^{(a)}: a \in \sigma(X)\right\}$ and the conditional states should be of the form

$$
\begin{equation*}
\rho_{B}^{(a)}=\operatorname{Tr}_{A}\left[\rho_{A B}\left(\hat{\Pi}_{a}^{X} \otimes \mathbb{1}_{B}\right)\right], \tag{1.27}
\end{equation*}
$$

[^6]

Figure 1.3: Alice and Bob demonstrating quantum steering. Alice is performing measurement with setting $X$ and result $a$. Alice's device is untrusted (represented by a black box), while Bob uses principles of quantum mechanics to describe measurements and is trustworthy.
where $\hat{\Pi}_{a}^{X}$ is the POVM element corresponding to a measurement of the observable $X$ and the result $a$. The set of all Bob's conditional states is known as the steering assemblage and it holds that $\rho_{B}=\sum_{a} \rho_{B}^{(a)}$. Note that Bob's unconditional state $\rho_{B}=\operatorname{Tr}\left[\rho_{A B}\right]$ does not depend on Alice's choice of measurement. In addition, Bob believes that the results of the measurements can be described by quantum mechanics and he does not trust Alice. Before starting the measurements, Bob asks Alice to announce into which ensembles $\left\{\mathcal{E}^{X}: X \in \mathcal{M}_{A}\right\}$ she can steer his state. Bob randomly selects one of these ensembles $\mathcal{E}^{X}$ and asks Alice to prepare it, which she does by measuring $X$ on her subsystem. She then tells Bob the result of the measurement $a$, which allows Bob to predict which state $\rho_{B}^{(a)}$ he has. After many repetitions, they can verify that the states $\rho_{B}^{(a)}$ are indeed produced.

Bob can try to explain what has happened in the following way: He might assume that at the beginning, his system was in some local-hidden state $\sigma_{B}^{\lambda}$ with the probability $p(\lambda)$. This state would be pulled from a pre-existing ensemble of LHSs $\mathcal{E}^{L H S}=\left\{p(\lambda) \sigma_{B}^{\lambda}\right\}$. In that case, Alice's measurement of $X$ and the result $a$ would only give Bob additional information about the probability of the conditional states, giving him states of the form $[4,23]^{12}$

$$
\begin{equation*}
\rho_{B}^{(a)}=p(a \mid X) \int d \lambda p(\lambda \mid a, X) \sigma_{B}^{\lambda}=\int d \lambda p(\lambda) p(a \mid X, \lambda) \sigma_{B}^{\lambda} . \tag{1.28}
\end{equation*}
$$

Both of these two equal expressions have different interpretations. The first expression tells us that the probability $p(\lambda \mid a, X)$ is a Bayesian update ${ }^{13}$ of the probability $p(\lambda)$ after announcing the measurement setting $X$ and the outcome $a$. Thus, Bob does not have to believe that Alice can control his state since the measurement and its outcome only gave Bob additional information about the distribution of the states $\sigma_{B}^{\lambda}$.

[^7]The second expression tells us that Alice can try to fool Bob by simulating his conditional states $\rho_{B}^{(a)}$ by pulling out the states $\sigma_{B}^{\lambda}$ according to the distribution $p(\lambda)$ while reporting the results $a$ depending on her knowledge of the measurement setting $X$ and the parameter $\lambda$. However, Bob may not believe that the shared initial state was entangled.

To summarize, if there is a model as in Eq. (1.28), then Bob does not need to consider that Alice can control his state to explain the conditional states $\rho_{B}^{(a)}$. This state has a so-called local-hidden-state (LHS) model and is thus unsteerable. However, if there is no such model, then Bob must accept that Alice is able to influence his state, i.e. she is able to steer his state and therefore this state is steerable.

We can show that there are states in which Alice can steer Bob, but not vice versa. Hence steering is an asymmetric correlation. When Alice steers Bob, we denote it $A \rightarrow B$ and when Bob steers Alice, we denote it $B \rightarrow A$. If Alice can steer Bob and Bob can steer Alice, then we denote it $A \leftrightarrow B$. Let us now simply define the following: If $A \rightarrow B$ or $B \rightarrow A$ then the state is one-way steerable, but if $A \rightarrow B$ and $B \rightarrow A$ ( $A \leftrightarrow B$ ) then the state is two-way steerable.

So far we have only talked about bipartite steering, now let us define tripartite steering. We consider three systems $1,2,3$, and a bipartite split $1 \mid 23^{14}$. A state is steerable in the direction $23 \rightarrow 1$ if it cannot be written as

$$
\begin{equation*}
\rho^{(23)} \equiv \rho_{23 \rightarrow 1}^{u n s} \equiv \sum_{i} \lambda_{i} \rho_{1, Q}^{(i)} \otimes \rho_{23}^{(i)} \tag{1.29}
\end{equation*}
$$

where $\lambda_{i}$ are probabilities. If we are dealing with steering in the direction $23 \rightarrow 1$, then this state is steerable if it cannot be written as the state $\rho^{(23)}$. Analogously, we will denote states that are steerable in the opposite direction or different bipartition, e.g. $\rho_{1 \rightarrow 23}^{\text {uns }}=\rho^{(1)}$ or $\rho_{12 \rightarrow 3}^{\text {uns }}=\rho^{(12)}$. This allows us to implement even more generic notation. We introduce the set of all subsystems $\mathcal{S}=\{1,2,3,12,23,13\}$, now we can denote some general unsteerable state $\rho^{(i)}, s \in \mathcal{S}$. The index $Q$ in $\rho_{1, Q}^{(i)}$ indicates that the subsystem 1 is trusted and uses quantum mechanics, while the other subsystem is untrusted. So, e.g. for $\rho^{(23)}$ the subsystem 23 is untrusted while the other subsystem 1 is trusted.

Let us now define the so-called genuine tripartite steering (GTS). A state is one-way GTS if it cannot be expressed as

$$
\begin{equation*}
\rho_{\rightarrow}^{G M S} \neq \sum_{s \in \mathcal{S}} \lambda_{s} \rho^{(s)}, \tag{1.30}
\end{equation*}
$$

where $\lambda_{s}$ are probabilities. To be able to easily define two-way GTS, we need to introduce a slightly different notation. When discussing two-way tripartite steering, we have three possibilities for how to perform it: $1 \leftrightarrow 23,2 \leftrightarrow 13$, and $3 \leftrightarrow 12$. They can be thought of as a set of ordered pairs $\mathcal{B}=\{(1,23),(2,13),(3,12)\}$. We can say the state is two-way steerable if we cannot write it as $\rho_{b}^{u n s}=\rho^{(b)}$, e.g. $\rho_{1 \leftrightarrow 23}^{u n s}=\rho^{(1 \leftrightarrow 23)}$. Then a state is two-way GTS if it cannot be expressed as

$$
\begin{equation*}
\rho_{\leftrightarrow}^{G M S} \neq \sum_{b \in \mathcal{B}} \lambda_{\beta} \rho^{(b)} . \tag{1.31}
\end{equation*}
$$

[^8]It is generally difficult to construct a LHS model for a given quantum state. Therefore, various steering criteria have been developed. The criteria typically have the form of a multi-mode uncertainty relation involving second-order moments of quadrature operators. In this thesis, we examine such criteria for the three-mode generalization of steering. Such criteria already appeared in the literature. For example, a widely used criterion of Reid and co-workers [16] is of the following form:

$$
\begin{array}{r}
\Delta\left(h_{1} x_{1}+h_{2} x_{2}+h_{3} x_{3}\right) \Delta\left(g_{1} p_{1}+g_{2} p_{2}+g_{3} p_{3}\right) \\
\geq \min \left\{\left|g_{1} h_{1}\right|,\left|g_{2} h_{2}+g_{3} h_{3}\right|,\left|g_{2} h_{2}\right|,\left|g_{1} h_{1}+g_{3} h_{3}\right|,\left|g_{3} h_{3}\right|,\left|g_{1} h_{1}+g_{2} h_{2}\right|,\right\} \tag{1.32}
\end{array}
$$

where $\Delta A$ denotes standard deviation of quadrature operators $x_{i}$ or $p_{i}, h_{i}, g_{i} \in \mathbb{R}$. If the inequality is violated, then the state is GTS. Obviously, the standard deviations $\Delta u$ and $\Delta v$ use the whole CM. A natural question arises as to whether an even simpler criterion can be derived. In this thesis, we answer this question in the affirmative by deriving a minimal criterion for GTS.

## Chapter 2

## Results

This chapter contains the original results of this thesis. Specifically, we derive the anticipated minimal criterion and then show that it is applicable by detecting several GTS states.

### 2.1 Criterion

We are going to seek the so-called minimal criterion for genuine three-mode steering. The term "minimal" implies that the criterion does not need the knowledge of the entire covariance matrix for detection. However, before we proceed to the actual derivation, we will add a brief and simple explanation of what we require the minimal criterion to fulfill.

### 2.1.1 Preliminaries for the minimal criterion

We look for a criterion that will satisfy the following two requirements:

1. It will use the least number of two-mode reduced CMs.
2. It will contain the minimum possible number of at most two-mode combinations of the quadrature operators.

Let us consider a state of three modes 1,2 and 3 with CM

$$
\gamma_{123}=\left(\begin{array}{ccc}
\gamma_{1} & \omega_{12} & \omega_{13}  \tag{2.1}\\
\omega_{12}^{T} & \gamma_{2} & \omega_{23} \\
\omega_{13}^{T} & \omega_{23}^{T} & \gamma_{3}
\end{array}\right)
$$

We are interested in criteria that do not require knowledge of the entire CM. The whole matrix is contained in all three marginals $\gamma_{12}, \gamma_{23}$ and $\gamma_{13}$, whereas we only want to use the least number of marginals that suffice for the detection of steering. The respective set of marginal CMs is called a minimal set and for three modes it is given by, e.g. $\left\{\gamma_{12}, \gamma_{23}\right\}$. Here we took inspiration from Ref. [24] as well as Ref. [25] where analogous criteria were derived for the detection of genuine multipartite entanglement (GME). To detect GME the minimal set of marginal CMs has to contain all modes and the marginals have to overlap. The same must hold for GTS and so the marginal CMs are of the following form

$$
\gamma_{12}=\left(\begin{array}{cc}
\gamma_{1} & \omega_{12}  \tag{2.2}\\
\omega_{12}^{T} & \gamma_{2}
\end{array}\right), \gamma_{23}=\left(\begin{array}{cc}
\gamma_{2} & \omega_{23} \\
\omega_{23}^{T} & \gamma_{3}
\end{array}\right)
$$

The minimal set can conveniently be represented by a special sort of graph known as a tree (see Fig. 2.1).


Figure 2.1: The figure on the left is a complete tree with three vertices representing a complete set of two-mode marginals CMs $\left\{\gamma_{12}, \gamma_{23}, \gamma_{13}\right\}$ of all three modes described by full CM $\gamma_{123}$. Figure on the right represents the minimal set $\left\{\gamma_{12}, \gamma_{23}\right\}$ which is equivalent with knowledge of the entire $\mathrm{CM} \gamma_{123}$.

### 2.1.2 Derivation of the criterion

The structure of the criterion can be found using a steering witness $Z$. As GME states [26], GMS states also form a closed convex set, therefore they can be separated using a real symmetric positive-semidefinite matrix $Z$. The separation can be executed by a hyperplane $\operatorname{Tr}[Z \gamma]=0$.


Figure 2.2: An image that graphically defines the role of a steering witness $Z$. By the bipartition $n \mid m$ we mean an arbitrary biparition $1|23,2| 13$ or $3 \mid 12$ for GTS states.

We assume for simplicity a block-diagonal witness matrix

$$
\begin{equation*}
Z=Z^{x} \oplus Z^{p} \tag{2.3}
\end{equation*}
$$

It can be shown that one can write

$$
\begin{equation*}
Z^{\alpha}=l^{\alpha}\left(l^{\alpha}\right)^{T}, \alpha=x, p \tag{2.4}
\end{equation*}
$$

where $l^{\alpha}$ is a lower triangular matrix with strictly positive real diagonal elements. It is not difficult to show that

$$
\begin{equation*}
\operatorname{Tr}\left[Z^{\alpha} \gamma^{\alpha}\right]=\operatorname{Tr}\left[l^{\alpha}\left(l^{\alpha}\right)^{T} \gamma^{\alpha}\right]=2 \sum_{i=1}^{3}\left\langle\left\{\Delta\left[\left(l^{\alpha}\right)^{T} \xi^{\alpha}\right]\right\}^{2}\right\rangle=2 \sum_{i=1}^{3}\left\langle\left(\Delta u_{i}^{\alpha}\right)^{2}\right\rangle=2 U^{\alpha} \tag{2.5}
\end{equation*}
$$

where $\xi^{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)^{T}$ and $u_{i}^{\alpha}=\sum_{j=1}^{3} l_{j i}^{\alpha} \alpha_{j}$. The decompositions of $Z$ in Eq. (2.4) is the so-called Cholesky decomposition [27]. The two requirements that were mentioned in the preliminaries were achieved by considering a partially-blind witness

$$
Z^{\alpha}=\left(\begin{array}{ccc}
Z_{1}^{\alpha} & Z_{12}^{\alpha} & 0  \tag{2.6}\\
Z_{12}^{\alpha} & Z_{2}^{\alpha} & Z_{21}^{\alpha} \\
\mathbf{0} & Z_{23}^{\alpha} & Z_{3}^{\alpha}
\end{array}\right) \Rightarrow l^{\alpha}=\left(\begin{array}{ccc}
l_{1}^{\alpha} & 0 & 0 \\
l_{21}^{\alpha} & l_{2}^{\alpha} & 0 \\
\mathbf{0} & l_{32}^{\alpha} & l_{3}^{\alpha}
\end{array}\right) .
$$

With the new zero in $l^{\alpha}$ representing the missing block $\omega_{13}$, all three-mode combinations of quadratures disappear and we get only at most two-mode combinations of quadrature operators as can be seen in

$$
\begin{align*}
u_{1}^{x}=l_{11}^{x} x_{1}+l_{21}^{x} x_{2}, u_{2}^{x} & =l_{22}^{x} x_{2}+l_{32}^{x} x_{3}, u_{3}^{x}=l_{33}^{x} x_{3}, \\
u_{1}^{p}=l_{11}^{p} p_{1}+l_{21}^{p} p_{2}, u_{2}^{p} & =l_{22}^{p} p_{2}+l_{32}^{p} p_{3}, u_{3}^{p}=l_{33}^{p} p_{3} . \tag{2.7}
\end{align*}
$$

The quadrature combinations can be conveniently derived directly from a graph (see Fig. 2.3).


Figure 2.3: A graph of the interaction of three modes, where $\alpha=x, p$.
We will search for a criterion in the form of the product condition

$$
\begin{equation*}
U^{x} U^{p} \geq f\left(l^{x}, l^{p}\right) \tag{2.8}
\end{equation*}
$$

where $f\left(l^{x}, l^{p}\right)$ is some function of the elements of the matrices $l^{\alpha}$ from Cholesky decomposition of the steering witness and $U^{\alpha}=\sum_{i=1}^{3}\left\langle\left(\Delta u_{i}^{\alpha}\right)^{2}\right\rangle, i=1,2,3$, as defined in (2.5). Thus we get the quantities $U^{x}$ and $U^{p}$ that form the left-hand side (LHS) of the investigated criterion.

## RHS of the criterion

Moving to the derivation of the right-hand side (RHS) of the criterion. We will find the RHS by finding a lower bound on $U^{x} U^{p}$ for a tripartite steerable state (1.30) or (1.31). Consider now three CV systems $1,2,3$. First, we will find the lower bound for
bipartite split $1 \mid 23$. We say that the state is $32 \rightarrow 1$ steerable if it cannot be written as $\rho^{(23)}$, Eq. (1.29). We first find the lower bound for the general operators

$$
\begin{gather*}
u^{x}=l_{1}^{x} x_{1}+l_{2}^{x} x_{2}+l_{3}^{x} x_{3}, \\
u^{p}=l_{1}^{p} p_{1}+l_{2}^{p} p_{2}+l_{3}^{p} p_{3} . \tag{2.9}
\end{gather*}
$$

The derivation is as follows

$$
\begin{gather*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle_{\rho^{(23)}}\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle_{\rho^{(23)}} \geq \sum_{i}^{1} p_{i}\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle_{\rho_{1, Q}^{(i)} \otimes \rho_{23}^{(i)}} \sum_{j} p_{j}\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle_{\rho_{1, Q}^{(j)} \otimes \rho_{23}^{(j)}}  \tag{2.10}\\
\geq\left\{\sum_{i}^{2} p_{i} \sqrt{\left\langle\left[\Delta\left(l_{1}^{x} x_{1}\right)\right]^{2}\right\rangle_{\rho_{1, Q}^{(i)}}+\left\langle\left[\Delta\left(l_{2}^{x} x_{2}+l_{3}^{x} x_{3}\right)\right]^{2}\right\rangle_{\rho_{23}^{(i)}}} .\right.  \tag{2.11}\\
\cdot \sqrt{\left\langle\left[\Delta\left(l_{1}^{p} p_{1}\right)\right]^{2}\right\rangle_{\rho_{1, Q}^{(i)}}+\left\langle\left[\Delta\left(l_{2}^{p} p_{2}+l_{3}^{p} p_{3}\right)\right]^{2}\right\rangle_{\rho_{23}^{(i)}}}{ }^{2} \\
\geq \mid \sqrt{\left\langle\left[\Delta\left(l_{1}^{x} x_{1}\right)\right]^{2}\right\rangle_{\rho_{1, Q}^{(i)}}\left\langle\left[\Delta\left(l_{1}^{p} p_{1}\right)\right]^{2}\right\rangle_{\rho_{1, Q}^{(i),}}}+  \tag{2.12}\\
+\left.\sqrt{\left\langle\left[\Delta\left(l_{2}^{x} x_{2}+l_{3}^{x} x_{3}\right)\right]^{2}\right\rangle_{\rho_{23}^{(i)}}\left\langle\left[\Delta\left(l_{2}^{p} p_{2}+l_{3}^{p} p_{3}\right)\right]^{2}\right\rangle_{\rho_{23}^{(i)}}}\right|^{2} \geq \frac{1}{4}\left|l_{1}^{x} l_{1}^{p}\right|^{2}
\end{gather*}
$$

Where inequality 1 follows from the concavity of variance [28] (see Appendix 2), inequality 2 was obtained by assuming that it is a product of two norms and then using the Cauchy-Schwarz inequality. Inequality 3 again follows from Cauchy-Schwarz inequality and to get the last inequality 4 we used the following relations

$$
\begin{array}{r}
\left\langle\left[\Delta\left(l_{1}^{x} x_{1}\right)\right]^{2}\right\rangle\left\langle\left[\Delta\left(l_{1}^{p} p_{1}\right)\right]^{2}\right\rangle \geq \frac{1}{4}\left|l_{1}^{x} l_{1}^{p}\right|^{2},  \tag{2.13}\\
\left\langle\left[\Delta\left(l_{2}^{x} x_{2}+l_{3}^{x} x_{3}\right)\right]^{2}\right\rangle\left\langle\left[\Delta\left(l_{2}^{p} p_{2}+l_{3}^{p} p_{3}\right)\right]^{2}\right\rangle \geq 0 .
\end{array}
$$

Note that the second inequality is bound only by zero, this is because 23 is an untrusted system and thus we don't know if it is a quantum system, all we can say is that it is greater than zero, which distinguishes it from the lower bound for the GME criterion. Repeating the same argumentation for the other steering directions we get the lower bounds summarized in Tab. 2.1.

| direction | lower bound |
| :---: | :---: |
| $23 \rightarrow 1$ | $\geq \frac{1}{4}\left\|l_{1}^{x} l_{1}^{p}\right\|^{2}$ |
| $12 \rightarrow 3$ | $\geq \frac{1}{4}\left\|l_{3}^{x} l_{3}^{p}\right\|^{2}$ |
| $13 \rightarrow 2$ | $\geq \frac{1}{4}\left\|l_{2}^{x} p_{2}^{p}\right\|^{2}$ |
| $1 \rightarrow 23$ | $\geq \frac{1}{4}\left\|\sum_{2}^{x} l_{2}^{p}+l_{3}^{x} l_{3}^{p}\right\|^{2}$ |
| $3 \rightarrow 12$ | $\geq \frac{1}{4}\left\|l_{1}^{x} l_{1}^{p}+l_{2}^{x} l_{2}^{p}\right\|^{2}$ |
| $2 \rightarrow 13$ | $\geq \frac{1}{4}\left\|l_{1}^{x} l_{1}^{p}+l_{3}^{x} l_{3}^{p}\right\|^{2}$ |

Table 2.1: Table of lower bounds for all different steering bipartitions and directions.
Summarizing previous results we see that a given three-mode state $\rho_{123}$ is $23 \rightarrow 1$ steerable, if it violates the following inequality

$$
\begin{equation*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle_{(23)}\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle_{(23)} \geq \sum_{i} p_{i}\left(\Delta u^{x}\right)_{i}\left(\Delta u^{p}\right)_{i} \geq \sum_{i} p_{i}\left(\Delta u^{x}\right)_{1, Q}\left(\Delta u^{p}\right)_{1, Q} \geq C_{1}^{1 \mid 23} \tag{2.14}
\end{equation*}
$$

where $C_{1}^{1 \mid 23}$ represents the lower bound and the notation $C_{1}^{1 \mid 23}$ means that $23 \rightarrow 1$ and therefore that we consider split $1 \mid 23$ and the trusted system is system 1 . We generalize this notation for a general bipartite split and direction. Recall that in Section 1.2 we introduced the set of ordered pairs $\mathcal{B}$. We can also use it as a set of all bipartite splits $\mathcal{B}=\{(1 \mid 23),(2 \mid 13),(3 \mid 12)\}=\left\{\beta_{1}, \beta_{2}, \beta_{2}\right\}$, i.e. its elements will be $\beta_{i} \in \mathcal{B}, i=1,2,3$. If we take $\beta_{1}$, then we are dealing with the split $1 \mid 23$ and thus the trusted subsystem can be either subsystem 1 or 23 depending on the steering direction. We denote I if the trusted subsystem is 1 and II if it is 23 , then for some general bipartite split $\beta_{i}$ we have $\mathrm{I}=1,2$ or 3 and $\mathrm{II}=13,13$ or 12 . From now on we will use the following identification: $C_{I}^{\beta_{1}}=C_{1}^{123}, C_{I I}^{\beta_{1}}=C_{23}^{1 \mid 23}$ and so on.

The state $\rho_{123}$ is one-way tripartite steerable in the bipartite split $\beta_{i} \in \mathcal{B}$ (in arbitrary direction) if the inequality

$$
\begin{equation*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle_{\beta_{i}}\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle_{\beta_{i}} \geq \max \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \tag{2.15}
\end{equation*}
$$

is violated, i.e. if it is steerable in one arbitrary direction. The state $\rho_{123}$ is two-way tripartite steerable in the bipartite split $\beta_{i} \in \mathcal{B}$ if the inequality

$$
\begin{equation*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle_{\beta_{i}}\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle_{\beta_{i}} \geq \min \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \tag{2.16}
\end{equation*}
$$

is violated, i.e. if it is steerable in both directions. Now, the state $\rho_{123}$ will be one-way $G T S$ if the following inequality

$$
\begin{equation*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle \geq \sum_{\beta_{i} \in \mathcal{B}} \lambda_{\beta_{i}} \max \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \geq \min _{\beta_{i}} \max \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \tag{2.17}
\end{equation*}
$$

is violated. And the state $\rho_{123}$ is two-way GTS if inequality

$$
\begin{equation*}
\left\langle\left(\Delta u^{x}\right)^{2}\right\rangle\left\langle\left(\Delta u^{p}\right)^{2}\right\rangle \geq \sum_{\beta_{i} \in \mathcal{B}} \lambda_{\beta_{i}} \max \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \geq \min _{\beta_{i}} \min \left\{C_{I I}^{\beta_{i}}, C_{I}^{\beta_{i}}\right\} \tag{2.18}
\end{equation*}
$$

is violated.
Let us now return to our minimal criterion. The LHS of our criterion is

$$
\begin{equation*}
U^{x} U^{p}=\sum_{i, j}^{3}\left\langle\left(\Delta u_{i}^{x}\right)^{2}\right\rangle\left\langle\left(\Delta u_{j}^{p}\right)^{2}\right\rangle, \tag{2.19}
\end{equation*}
$$

where $u_{i}^{x}$ and $u_{j}^{p}$ are operators defined in Eq. (2.7). This gives us the sum of nine expressions $\left\langle\left(\Delta u_{i}^{x}\right)^{2}\right\rangle\left\langle\left(\Delta u_{j}^{p}\right)^{2}\right\rangle, i, j=1,2,3$ that have a lower bound for each of the bipartite splits

$$
\begin{align*}
U^{x} U^{p}= & \left\langle\left[\Delta\left(l_{11}^{x} x_{1}+l_{21}^{x} x_{2}\right)\right]^{2}\right\rangle\left\langle\left[\Delta\left(l_{11}^{p} p_{1}+l_{21}^{p} p_{2}\right)\right]^{2}\right\rangle+\left\langle\left[\Delta\left(l_{11}^{x} x_{1}+l_{21}^{x} x_{2}\right)\right]^{2}\right\rangle . \\
& \cdot\left\langle\left[\Delta\left(l_{22}^{p} p_{2}+l_{32}^{p} p_{3}\right)\right]^{2}\right\rangle+\left\langle\left[\Delta\left(l_{11}^{x} x_{1}+l_{21}^{x} x_{2}\right)\right]^{2}\right\rangle\left\langle\left[\Delta\left(l_{33}^{p} p_{3}\right)\right]^{2}\right\rangle+\ldots . \tag{2.20}
\end{align*}
$$

The lower bounds are summarized in Tab. 2.2.

| expression | $\beta_{1}$ |  | $\beta_{2}$ |  | $\beta_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{i j}$ | $C_{I I}$ | $C_{I}$ | $C_{\text {II }}$ | $C_{I}$ | $C_{I I}$ | $C_{I}$ |
| $i=1, j=1$ | $\left(l_{11}^{x} l_{11}^{p}\right)^{2}$ | $\left(l_{21}^{x} l^{p}{ }_{21}\right)^{2}$ | $\left(l_{21}^{x} l_{21}^{p}\right)^{2}$ | $\left(l_{111}^{x}{ }_{11}^{p}\right)^{2}$ | 0 | $\left(l_{11}^{x} p_{11}^{p}+l_{21}^{x} l_{21}^{p}\right)^{2}$ |
| $i=1, j=2$ | 0 | $\left(l_{21}^{x} l_{22}^{p}\right)^{2}$ | $\left(l_{21}^{x} l_{22}^{p}\right)^{2}$ | 0 | 0 | $\left(l_{21}^{x} l_{22}^{p}\right)^{2}$ |
| $i=1, j=3$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $i=2, j=1$ | 0 | $\left(l_{22}^{x} l_{21}^{p}\right)^{2}$ | $\left(l_{22}^{x}{ }^{p}{ }_{21}^{p}\right)^{2}$ | 0 | 0 | $\left(l_{22}^{x} l_{21}^{p}\right)^{2}$ |
| $i=2, j=2$ | 0 | $\left(l_{22}^{x} l^{p}{ }_{22}^{p}+l_{32}^{x} l_{32}^{p}\right)^{2}$ | $\left(l_{22}^{x}{ }^{\text {a }} \text { 2 }\right)^{2}$ | $\left(l_{32}^{x}{ }^{p}{ }_{32}\right)^{2}$ | $\left(l_{32}^{x}{ }^{p}{ }_{32}^{p}\right)^{2}$ | $\left(l_{22}^{x} l_{22}^{p}\right)^{2}$ |
| $i=2, j=3$ | 0 | $\left(l_{32}^{x} l_{33}^{p}\right)^{2}$ | 0 | $\left(l_{32}^{x}{ }_{33}^{p}\right)^{2}$ | $\left(l_{32}^{x}{ }^{p}{ }_{33}\right)^{2}$ | 0 |
| $i=3, j=1$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $i=3, j=2$ | 0 | $\left(l_{33}^{x} l_{32}^{p}\right)^{2}$ | 0 | $\left(l_{33}^{x}{ }_{32}^{p}\right)^{2}$ | $\left(l_{33}^{x}{ }_{32}^{p}\right)^{2}$ | 0 |
| $i=3, j=3$ | 0 | $\left(l_{33}^{x} l_{33}^{p}\right)^{2}$ | 0 | $\left(l_{33}^{x}{ }_{33}^{p}\right)^{2}$ | $\left(l_{33}^{x}{ }^{p}{ }_{33}^{p}\right)^{2}$ | 0 |

Table 2.2: Table of all lower bounds for all nine expressions $E_{i j}=4\left\langle\left(\Delta u_{i}^{x}\right)^{2}\right\rangle\left\langle\left(\Delta u_{j}^{p}\right)^{2}\right\rangle$ for all bipartite splits $\left\{\beta_{1}, \beta_{2}, \beta_{2}\right\}=\{(1 \mid 23),(2 \mid 13),(3 \mid 12)\}$.

Let us introduce the quantities $\mathcal{L}_{I}^{\beta_{i}}$ and $\mathcal{L}_{I I}^{\beta_{i}}$ which will be equal to the sum of the individual columns in the Tab. 2.2, e.g.

$$
\begin{gathered}
\mathcal{L}_{I I}^{\beta_{i}}=\left(l_{11}^{x} l_{11}^{p}\right)^{2} \\
\mathcal{L}_{I}^{\beta_{i}}=\left(l_{21}^{x} p_{21}^{p}\right)^{2}+\left(l_{21}^{x} l_{22}^{p}\right)^{2}+\left(l_{22}^{x} l_{21}^{p}\right)^{2}+\left(l_{22}^{x} l_{22}^{p}+l_{32}^{x} p_{32}^{p}\right)^{2}+\left(l_{32}^{x} p_{33}^{p}\right)^{2}+\left(l_{33}^{x} p_{32}^{p}\right)^{2}+\left(l_{33}^{x} l_{33}^{p}\right)^{2}
\end{gathered}
$$ and so on. We can now finally write down the final form of our criterion. The state $\rho_{123}$ is one-way GTS if the inequality

$$
\begin{equation*}
U^{x} U^{p} \geq \frac{1}{4} \min \left\{\max \left[\mathcal{L}_{I}^{\beta_{1}}, \mathcal{L}_{I I}^{\beta_{1}}\right], \max \left[\mathcal{L}_{I}^{\beta_{2}}, \mathcal{L}_{I I}^{\beta_{2}}\right], \max \left[\mathcal{L}_{I}^{\beta_{3}}, \mathcal{L}_{I I}^{\beta_{3}}\right]\right\} \equiv \mathcal{R} \rightarrow \tag{2.21}
\end{equation*}
$$

is violated and the state is two-way GTS if the inequality

$$
\begin{equation*}
U^{x} U^{p} \geq \frac{1}{4} \min \left\{\min \left[\mathcal{L}_{I}^{\beta_{1}}, \mathcal{L}_{I I}^{\beta_{1}}\right], \min \left[\mathcal{L}_{I}^{\beta_{2}}, \mathcal{L}_{I I}^{\beta_{2}}\right], \min \left[\mathcal{L}_{I}^{\beta_{3}}, \mathcal{L}_{I I}^{\beta_{3}}\right]\right\} \equiv \mathcal{R}_{\leftrightarrow} \tag{2.22}
\end{equation*}
$$

is violated.

### 2.2 Detection of genuine multipartite steering

After deriving the criterion, the time has come to test it. Our task is to find states with GTS detectable by our minimal criterion. In this section, we will use the term steerable in the sense of genuine tripartite steerable.

### 2.2.1 Detection method

First, let us have a look at the detection method. We already know that by using CMs we can represent all correlations of Gaussian states, which we will utilize in this chapter. Prior to presenting the results in each section, we will always explain how we obtained the CMs. Allow us to mention once again that we do not need knowledge of the entire CM to apply our minimal criterion. Once we obtained a CM, we optimize our criterion over the parameters $l_{i j}^{\alpha}(\alpha=x, p ; i, j=1,2,3)$ to find the minimum value of the difference between LHS and RHS of the criterion. If this minimum is negative, then the state is steerable. For this difference we introduce the notation
$D_{\rightarrow}=U^{x} U^{p}-\mathcal{R}_{\rightarrow}$ for one-way steering and $D_{\leftrightarrow}=U^{x} U^{p}-\mathcal{R}_{\leftrightarrow}$ for two-way steering. In addition, for the sake of simplicity, the minimization of parameters $l_{i j}^{\alpha}$ was restricted to the interval $[-1,1]$. To improve the process of searching for the minima, we used an optimization method called RandomSearch method [29, 30], which works by generating a set of random initial points and using a local optimization method from each one of the initial points and then converges to a local minimum. The only problem is that it takes much longer to find the minimum when using the RandomSearch method.

To find steerable states, we used two methods to obtain CMs exhibiting GTS - random generation of numerical matrices and deriving them from a linear-optical scheme.

### 2.2.2 Numerical three-mode covariance matrices

In this subsection, we will analyze steering in a hundred "randomly" generated genuine tripartite entangled (GTE) CMs ${ }^{1}$. Tab. 2.3 shows the number of times steering was detected by our criterion for these CMs.

|  | one-way | two-way |
| :---: | :---: | :---: |
| Number of states | 91 | 0 |

Table 2.3: Number of one-way and two-way steerable states detected by our criterion from 100 GTE CMs.

For illustration, we present and discuss one of these numerical CMs which reads explicitly as

$$
\gamma_{\text {num }}=\left(\begin{array}{cccccc}
4.88 & 0 & 10.76 & 0 & -16.66 & 0  \tag{2.23}\\
0 & 6.59 & 0 & -11.55 & 0 & -5.60 \\
10.76 & 0 & 28.15 & 0 & -45.42 & 0 \\
0 & -11.55 & 0 & 23.45 & 0 & 11.77 \\
-16.66 & 0 & -45.42 & 0 & 74.15 & 0 \\
0 & -5.60 & 0 & 11.77 & 0 & 5.97
\end{array}\right) .
$$

The matrix (refeqn:cmnum) is a CM obtained as follows: We rounded elements of a CM ${ }^{2}$ to two decimal places. However, the rounded did not satisfy the uncertainty principle

$$
\begin{equation*}
\gamma_{\text {num }}+i \Omega_{N} \geq 0 \tag{2.24}
\end{equation*}
$$

indicating that it was no longer a CM. We can correct the fact that the eigenvalues of the rounded matrix contained negative numbers by adding the smallest negative eigenvalue rounded to the appropriate number of decimal places (for us to two decimal places). Thus we get the matrix $\gamma_{\text {num }}+|\lambda| \cdot \mathbb{1}$, where $\left.\lambda=\min \operatorname{Eig}\left\{\gamma_{n u m}+i \Omega_{N}\right\}\right\}$.This matrix is our CM in Eq. (2.23) for which we have verified that all eigenvalues are positive. We then tested whether this CM violates our criterion, i.e. whether it is GTS CM. You can find the values of $D_{\rightarrow}$ and $D_{\leftrightarrow}$ in the Tab. 2.4.

| $D_{\rightarrow}$ | $D_{\leftrightarrow}$ |
| :---: | :---: |
| $-1.8 \cdot 10^{-2}$ | inconclusive |

Table 2.4: Differences $D_{\rightarrow}$ and $D_{\leftrightarrow} \mathrm{CM}$ (2.23). By the term inconclusive, we mean that it is not two-way steerable and $D_{\leftrightarrow}$ is so small (of order $10^{-18}$ and less) that it does not need to be specified.

[^9]For the CM (2.23) we also include a table of values of the optimization parameters $l_{i j}^{\alpha}$ for one-way steering (see Tab. 2.5).

| $\mathrm{l}_{\mathbf{i j}}^{\mathrm{x}}$ | Value | $\mathrm{I}_{\mathrm{ij}}^{\mathrm{p}}$ | Value |
| :---: | :---: | :---: | :---: |
| $l_{11}^{x}$ | -1 | $l_{11}^{p}$ | 1 |
| $l_{21}^{x}$ | 0.375 | $l_{21}^{p}$ | 0.492 |
| $l_{22}^{x}$ | 0.769 | $l_{22}^{p}$ | -0.512 |
| $l_{32}^{x}$ | 0.471 | $l_{32}^{p}$ | 1 |
| $l_{33}^{x}$ | 0.001 | $l_{32}^{p}$ | 0.001 |

Table 2.5: The values of the optimization parameters $l_{i j}^{\alpha}$ rounded to three decimal places for the CM (2.23).

The values for $l_{33}^{x}$ and $l_{33}^{p}$ were $10^{-8}$ and $10^{-6}$ respectively and using these we obtained the difference $D_{\rightarrow}=-1.751 \cdot 10^{-2}$. To avoid having such small numbers in the table, we set these two values to $10^{-3}$ and then tested again how strongly would the CM violate our criterion. The result was $-1.749 \cdot 10^{-2}$, so we can see that changing such small parameters to larger ones (but still relatively small) hardly changes the violation. We then tried rounding the original matrix (3.11) to one decimal place and then repeated the process, but this CM no longer violated the criterion and thus is not a GTS.

### 2.2.3 General three-mode state

After discussing numerical CMs, we can move on to the derivation of analytical CMs violating our GTS criterion. In Fig. 2.4 we present the linear-optical scheme generating the states (see Appendix 4 for the derivation of CMs ). The scheme produces five free parameters that we can optimize, which gives us the freedom to search for steerable states.

Now, the task is to find parameters from the scheme in Fig. 2.4 for which there would exist GTS states. All the different CMs given by the different parameters were tested for both one-way steering and two-way steering, but since none of the states were two-way steerable according to our criterion, we will not comment further on two-way steering. Thus, in the following, we will only discuss one-way steering and the respective difference will be simply denoted as $D_{\rightarrow}=D$.

Let us now move on to presenting the results. Tab. 2.6 contains the values of the parameters that define the different regions of the GTS states.


Figure 2.4: The linear-optical circuit consists of three squeezed-vacuum states (grey ellipses) with three different squeezing parameters $r_{1}, r_{2}, r_{3}$ and two beam splitters (black rectangles) with two different transmissivities $T_{12}, T_{13}$. The $x_{i}$ and $p_{i}$ are the two orthogonal quadrature operators of the three spatially separated optical modes. The depicted local coordinate systems $p_{i}, x_{i}$ are used for indication of the orientation of the squeezing ellipses.

| Region | $\mathbf{T}_{\mathbf{1 2}}$ | $\mathbf{T}_{\mathbf{1 3}}$ | $\mathbf{r}_{\mathbf{1}}$ | $\mathbf{r}_{\mathbf{2}}$ | $\mathbf{r}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I | $\frac{2}{3}$ | $\frac{1}{2}$ | $[1.0,1.9]$ | $[1.5,2.0]$ | 0.25 |
| II | $\frac{11}{20}$ | $\sqrt{\frac{2}{3}}$ | $[1.2,2.0]$ | $[1.4,2.0]$ | 0.10 |
| III | $\frac{2}{3}$ | $\left[\frac{1}{5}, \frac{7}{10}\right]$ | 1.30 | 1.50 | $[0.05,0.40]$ |
| IV | $\sqrt{\frac{1}{2}}$ | $\left[\frac{1}{5}, \frac{7}{10}\right]$ | 1.50 | 1.50 | $[0.05,0.50]$ |

Table 2.6: Table of parameters defining the three regions of GTS states. The parameters that are given by an interval are the free parameters over which we optimized the criterion. The step with which the free parameters were increasing was 0.05 and that's a step we will use throughout this section.

The parameters of the scheme with the strongest violation of the criterion for each region, i.e. with least $D$, are summarized in Tab. 2.7.

| Region | $\mathbf{T}_{\mathbf{1 2}}$ | $\mathbf{T}_{\mathbf{1 3}}$ | $\mathbf{r}_{\mathbf{1}}$ | $\mathbf{r}_{\mathbf{2}}$ | $\mathbf{r}_{\mathbf{3}}$ | $\mathbf{D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | $\frac{2}{3}$ | $\frac{1}{2}$ | 1.05 | 1.50 | 0.25 | $-3.4 \cdot 10^{-2}$ |
| II | $\frac{11}{20}$ | $\sqrt{\frac{2}{3}}$ | 2.00 | 2.00 | 0.10 | $-3.1 \cdot 10^{-2}$ |
| III | $\frac{2}{3}$ | $\frac{9}{20}$ | 1.30 | 1.50 | 0.15 | $-1.1 \cdot 10^{-2}$ |
| IV | $\sqrt{\frac{1}{2}}$ | $\frac{1}{2}$ | 1.50 | 1.50 | 0.05 | $-1.7 \cdot 10^{-2}$ |

Table 2.7: The parameters with the strongest violation of the criterion and correspond$\operatorname{ing} D$.

We have also depicted all these regions graphically. The graphs can be found in Figs. 2.5-2.8.
(b)


Figure 2.5: Dependence of the difference $D$ on the squeezing parameters $r_{1}$ and $r_{2}$ for the region I.

From Fig. 2.5 one can see that this region is full of GTS states, i.e. states that violate our criterion. From Fig. (a) we see that the violation of the criterion reaches values over -0.03 , which for us is so far the strongest observed violation of our criterion. It is evident from both figures that for increasing parameters $r_{1}$ and $r_{2}$ the difference $D$ is decreasing, i.e., the violation of our criterion is becoming larger. The strongest distortion of our criterion occurred in this region.
(b)


Figure 2.6: Dependence of the difference $D$ on the squeezing parametres $r_{1}$ and $r_{2}$ for the region II.

In Fig. 2.6 we observe similar behavior as in Fig. 2.5. Although the transmissivity $T_{12}$ and $T_{13}$ and squeezing parameter $r_{3}$ are defined differently, we optimized over the same parameters $r_{1}$ and $r_{2}$ as in region I. In region I, however, there was only one unsteerable state, whereas in region II there are considerably more unsteerable states.

Moreover, the difference D does not go as low as in region I, which can also be seen from the table of the strongest violations (Tab. 2.7). Although it is not that low, it still reaches values over -0.03 in some locations.
(b)


Figure 2.7: Dependence of the difference $D$ on the squeezing parametres $T_{13}$ and $r_{3}$ for the region III.

Fig. 2.7 depicts a completely different dependence than the previous two, as we optimized over different parameters. From graph (a) one can clearly see that the difference D only reached values slightly over -0.01 , which is rather weak and it makes it the weakest of the four regions. The strongest violations of our criterion occurred for $T_{13} \in[0.4,0.5]$.
(b)


Figure 2.8: Dependence of the difference $D$ on the squeezing parametres $T_{13}$ and $r_{3}$ for the region IV.

Since we optimized over the same two parameters, region IV in Fig. 2.8 resembles
region III. In this region, however, we achieved lower differences $D$ compared to Region III. The strongest violations and thus lowest differences $D$ were observed for $T_{13} \in$ $[0.4,0.55]$ and $r_{3} \in[0.05,0.2]$.

## Chapter 3

## Conclusion

One could say that the minimal criteria for genuine multipartite steering form a gap in this field of research. Therefore, in this thesis, we have derived such a criterion for detecting genuine tripartite steering. Our criterion is a so-called minimal criterion, more precisely it does not require knowledge of the entire covariance matrix. Our criterion was not designed for a specific state, but for searching for GTS states. We have demonstrated that our criterion is able to detect these states by finding multiple regions of GTS states. However, several questions remain open. These include twoway steering and finding of a state exhibiting a stronger violation of the presented criterion, generalization of the criterion to more than three modes, and exploration of the possibility to find a partially blind steering witness using positive-semidefinite programming. Another interesting question is whether one may also have a Gaussian state whose genuine multipartite steering can be detected from the minimal set of its unsteerable two-mode marginal CMs.

## Mathematical supplement

To ensure that this thesis is complete, we also include a mathematical supplement. Specifically, this appendix includes definitions of metric and normalized vector spaces, Hilbert space, operators, and working with operators, along with other terms relevant to this thesis. We will refer to some of the following definitions throughout the text. The theory was compiled with the help of notes written during the course of study and books [31, 32].

## I. Vector spaces

Definition 1 (Vector space). Vector space $\mathcal{V}$ is a set of elements (vectors) closed with respect to the operations of vector addition and multiplication of vectors by a number (scalar). Every two vectors $|u\rangle,|v\rangle \in \mathcal{V}^{1}$ and two numbers $a, b \in \mathbb{C}$ must satisfy:

1. $|u\rangle+|v\rangle=|v\rangle+|u\rangle$,
2. $|u\rangle+|0\rangle=|u\rangle$ (existence of zero vector),
3. $a(|u\rangle+|v\rangle)=a|v\rangle+a|u\rangle$,
4. $1|u\rangle=|u\rangle$ (existence of identity element of scalar multiplication),
5. $(a+b)|u\rangle=a|u\rangle+b|u\rangle$,
6. $a(b|u\rangle)=(a b)|u\rangle$,
7. $0|u\rangle=0$ (existence of zero element of scalar multiplication).

Definition 2 (Linear independence). A set of vectors $\left|u_{1}\right\rangle,\left|u_{2}\right\rangle, \ldots,\left|u_{N}\right\rangle \in \mathcal{V}$ is said to be linearly independent, if there exists scalars $c_{1}, c_{2}, \ldots, c_{N} \in \mathbb{C}$, such that the linear combination of the vectors $\sum_{i=1}^{N} c_{i}\left|u_{i}\right\rangle=0$ if and only if $c_{1}=c_{2}=\ldots=c_{N}=0$.

A vector space is $N$-dimensional if it contains $N$ linearly independent vectors. We shall call a vector space infinite-dimensional if for every natural number $N$ we can find $N$ linearly independent vectors.

Definition 3 (Ray). A set of vectors $a|u\rangle$ with arbitrary $a \neq 0$ and fixed $|u\rangle \neq 0$ will be called a ray.
Definition 4 (Linear span). Consider a set of vectors $S=\left\{\left|u_{i}\right\rangle\right\}_{i=1}^{N}$. The set of all linear combinations of vectors from S is denoted by $\operatorname{span}(S)$ and is called the linear span.
Definition 5 (Basis). A set of vectors $\left\{\left|u_{i}\right\rangle\right\}_{i=1}^{N}$, such that the vectors are linearly independent and their $\operatorname{span}(S)=\mathcal{V}$, is called a basis.

[^10]
## II. Metric space

Definition 6 (Metric space). Metric space is an ordered pair ( $M, \rho$ ) where $M$ is a set and $\rho$ is a metric on $M$. A metric is a mapping $\rho: M \times M \rightarrow \mathbb{R}_{0}^{+}$that has the following properties $\forall|x\rangle,|y\rangle,|z\rangle \in M$ :

1. $\rho(|x\rangle,|y\rangle) \geq 0, \rho(|x\rangle,|y\rangle)=0$ if and only if $|x\rangle=|y\rangle$,
2. $\rho(|x\rangle,|y\rangle)=\rho(|y\rangle,|x\rangle)$,
3. $\rho(|x\rangle,|y\rangle)+\rho(|y\rangle,|z\rangle) \geq \rho(|x\rangle,|z\rangle)$ (triangle inequality).

Definition 7 (Convergence in metric spaces). Consider a metric space ( $M, \rho$ ) and a sequence of vectors $\left\{\left|u_{n}\right\rangle\right\}_{n \in \mathbb{N}}$. We say that the sequence $\left|u_{n}\right\rangle$ converges to $|u\rangle$ for $n \rightarrow \infty$, if

$$
\lim _{n \rightarrow \infty} \rho\left(\left|u_{n}\right\rangle,|u\rangle\right)=0
$$

## III. Normed linear space

Definition 8 (Normed linear space). Normed linear space or simply normed space is an ordered pair $(\mathcal{V},\|\cdot\|)$ where $\mathcal{V}$ is a vector space and $\|\cdot\|$ is a norm. A norm is a mapping $\|\cdot\|: \mathcal{V} \rightarrow \mathbb{R}_{0}^{+}$that has the following properties $\forall|x\rangle,|y\rangle \in \mathcal{V}$ :

1. $\||x\rangle\|\geq 0\|,|x\rangle \|=0$ if and only if $|x\rangle=0$,
2. $\| a|x\rangle\|=|a| \cdot\||x\rangle \| \forall a \in \mathbb{C}$,
3. $\||x\rangle+|y\rangle\|\leq\||x\rangle\|+\||y\rangle \|$.

A norm induces a metric, such that $\rho(|x\rangle,|y\rangle)=\||x\rangle-|y\rangle \|$. This implies that a norm preserves the properties of a metric.

Definition 9 (Generalized triangle inequality). $\forall|x\rangle,|y\rangle \in \mathcal{V}$ it holds that

$$
\||x\rangle-|y\rangle\|\geq|\|| x\rangle\|-\||y\rangle \| \mid .
$$

Definition 10 (Convergence in normed spaces). Consider a normed vector space $(\mathcal{V},\|\cdot\|)$ and a sequence of vectors $\left\{\left|x_{n}\right\rangle\right\}_{n \in \mathbb{N}}$. We say that the sequence $\left|x_{n}\right\rangle$ converges to $|x\rangle$ for $n \rightarrow \infty$, if

$$
\lim _{n \rightarrow \infty} \|\left|x_{n}\right\rangle\|-\||x\rangle \|=0
$$

Definition 11 (Cauchy sequence). A sequence $\left\{\left|x_{n}\right\rangle\right\}_{n \in \mathbb{N}}$ is said to be Cauchy sequence if

$$
\forall \epsilon>0 \exists n_{0} \in \mathbb{N} \text { such that } \forall m, n>n_{0} \|\left|x_{n}\right\rangle-\left|x_{m}\right\rangle \|<\epsilon \text {. }
$$

Every convergent sequence is a Cauchy sequence. The opposite statement is true only in finite-dimensional spaces. A space in which every Cauchy sequence is convergent is called complete. A complete normed vector space is called a Banach space.

Definition 12 (Scalar (inner) product). Scalar product is a mapping $\langle\cdot \mid \cdot\rangle: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{C}$ that has the following properties $\forall x, y, z \in \mathcal{V}$ :

1. $\langle x \mid y\rangle^{*}=\langle y \mid x\rangle$ (for complex vector space, for real vector space $\left.\langle x \mid y\rangle=\langle y \mid x\rangle\right)^{2}$
2. $\langle x \mid a y\rangle=a\langle x \mid y\rangle \forall a \in \mathbb{C}$,
3. $\langle x+y \mid z\rangle=\langle x \mid z\rangle+\langle y \mid z\rangle$,
4. $\langle x \mid x\rangle>0,\langle x \mid x\rangle=0$ if and only if $|x\rangle=0$.

Properties of the scalar product include:

1. $\||x\rangle \|=\sqrt{\langle x \mid x\rangle}$,
2. two vectors are orthogonal if $\langle u \mid v\rangle=0$,

Definition 13 (Cauchy-Schwarz inequality). $\forall x, y \in \mathcal{V}$

$$
|\langle x \mid y\rangle| \leq \sqrt{\langle x \mid x\rangle} \sqrt{\langle y \mid y\rangle}=\||x\rangle\|\cdot\||y\rangle \| .
$$

A complete normed linear space (Banach space) with a scalar product is called a Hilbert space.

## IV. Hilbert space

Definition 14 (Separable Hilbert space). A Hilbert space $\mathscr{H}$ in which there exists an orthonormal basis consisting of countably many vectors is called separable.

Let $\mathscr{H}$ be the Hilbert space and $\left\{\left|\psi_{i}\right\rangle\right\}$ its base. Then any vector $|u\rangle$ can be written as

$$
|u\rangle=\sum_{i} c_{i}\left|\psi_{i}\right\rangle,
$$

where $c_{i}=\left\langle\psi_{i} \mid u\right\rangle, c_{i} \in \mathbb{C}$.
Definition 15 (Linear manifold). A set of vectors $\mathfrak{U}$ is called a linear manifold if any linear combination of a (finite number of) vectors of $\mathfrak{U}$ is again an element of $\mathfrak{U}$. If the linear manifold is complete, we refer to it as a subspace.

Definition 16 (Dense linear manifold). A linear manifold $\mathfrak{U}$ is dense in space $\mathscr{H}$ if for each vector $|\psi\rangle \in \mathscr{H}$ there exists a sequence of vectors $\left\{\left|\phi_{n}\right\rangle \in \mathfrak{U}\right\}$ such that

$$
\lim _{n \rightarrow \infty}\left|\phi_{n}\right\rangle=|\psi\rangle .
$$

## V. Operators

Definition 17 (Operator). An operator is a mapping $\hat{A}: \mathcal{V} \rightarrow \mathcal{V}$ that assigns every $|\psi\rangle$ to some $\left|\psi^{\prime}\right\rangle$, i.e. $|\psi\rangle \rightarrow\left|\psi^{\prime}\right\rangle$. We write $\left|\psi^{\prime}\right\rangle=\hat{A}|\psi\rangle$. An operator has a domain $\mathcal{D}(\hat{A})$ and a range $\mathcal{R}(\hat{A})$.

In the following we will only discuss operators on the Hilbert space $\mathscr{H}$.

[^11]Definition 18 (Addition and multiplication of operators). Operator $\hat{C}$ will be called the sum of operators $\hat{A}$ and $\hat{B} \hat{C}=\hat{A}+\hat{B}$ if $\forall|\psi\rangle$

$$
\hat{C}|\psi\rangle=\hat{A}|\psi\rangle+\hat{B}|\psi\rangle .
$$

Similarly, we can define the multiplication of operators $\hat{C}=\hat{A} \hat{B} ; \forall|\psi\rangle$

$$
\hat{C}|\psi\rangle=\hat{A}|\psi\rangle+\hat{B}|\psi\rangle .
$$

Specifically $\hat{A}^{2}=\hat{A} \hat{A}$ and likewise, we can define higher powers.
Multiplication of operators is not commutative, i.e. $\hat{A} \hat{B} \neq \hat{B} \hat{A}$, we therefore implement the following definition.

Definition 19 (Commutator and anticommutator). An operator $[\hat{A}, \hat{B}]=\hat{A} \hat{B}-\hat{B} \hat{A}$ will be called commutator and an operator $\{\hat{A}, \hat{B}\}=\hat{A} \hat{B}+\hat{B} \hat{A}$ will be called anticommutator. If the commutator is equal to zero, then the operators commute

The properties of the commutator include

1. $[\hat{A}, \hat{B}]=-[\hat{B}, \hat{A}]$,
2. $[\hat{A}, \hat{B}+\hat{C}]=[\hat{A}, \hat{B}]+[\hat{A}, \hat{C}]$,
3. $[\hat{A}, \hat{B} \hat{C}]=[\hat{A}, \hat{B}] \hat{C}+\hat{B}[\hat{A}, \hat{C}]$.

Definition 20 (Linear operator). An operator $\hat{A}$ is linear if $\forall\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle \in \mathcal{D}(\hat{A})$, $\forall a, b \in \mathbb{C}$

$$
\hat{A}\left(a\left|\psi_{1}\right\rangle+b\left|\psi_{2}\right\rangle\right)=a \hat{A}\left|\psi_{1}\right\rangle+b \hat{A}\left|\psi_{2}\right\rangle .
$$

Definition 21 (Bunded operator). An operator $\hat{A}$ is bounded if $\exists c \geq 0$ such that $\forall|\psi\rangle \in \mathcal{D}(\hat{A})$

$$
\| \hat{A}|\psi\rangle\|\leq c\||\psi\rangle \| .
$$

The infimum of the numbers $c$ is called the norm of the operator $\hat{A}$ and is denoted by $\|\hat{A}\|$. In finite-dimensional spaces, every operator is bounded.

Definition 22 (Symmetric operator). An operator $\hat{A}$ is symmetric if

$$
\left\langle\psi_{1} \mid \hat{A} \psi_{2}\right\rangle=\left\langle\hat{A} \psi_{1} \mid \psi_{2}\right\rangle
$$

$\forall\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle \in \mathcal{D}(\hat{A})$ dense in $\mathscr{H}$.
A bounded symmetric operator is called a Hermitian operator.
Definition 23 (Adjoint operator). Let $\hat{A}$ be an operator with dense domain $\mathcal{D}(\hat{A})$ in $\mathscr{H}$. Then there exists an (Hermitian) adjoint operator $\hat{A}^{\dagger}$ such that

$$
\left\langle\psi_{1} \mid \hat{A}^{\dagger} \psi_{2}\right\rangle=\left\langle\hat{A} \psi_{1} \mid \psi_{2}\right\rangle
$$

$\forall\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle \in \mathcal{D}(\hat{A})$. It holds that

$$
\|\hat{A}\|=\left\|\hat{A}^{\dagger}\right\|,\left(\hat{A}^{\dagger}\right)^{\dagger}=\hat{A},(\hat{A}+\hat{B})^{\dagger}=\hat{A}^{\dagger}+\hat{B}^{\dagger},(\hat{A} \hat{B})^{\dagger}=\hat{B}^{\dagger} \hat{A}^{\dagger}
$$

[^12]Definition 24 (Self-adjoint operator). An operator $\hat{A}$ is self-adjoint if $\hat{A}=\hat{A}^{\dagger}$.
For bounded operators, the terms symmetric, Hermitian and self-adjoint are equivalent.

Definition 25 (Positive definitive operator). We say that a self-adjoint operator is positive definite if $\forall|\psi\rangle$

$$
\langle\psi| \hat{A}|\psi\rangle \geq 0 .
$$

Definition 26 (Inverse operator). If to an operator $\hat{A}$ there exists an operator $\hat{A}^{-1}$ such that

$$
\hat{A} \hat{A}^{-1}=\hat{A}^{-1} \hat{A}=\mathbb{1}
$$

we call it the inverse operator. For inverse operators the following is true

$$
\left(\hat{A}^{-1}\right)^{-1}=\hat{A},\left(\hat{A}^{-1}\right)^{\dagger}=\left(\hat{A}^{\dagger}\right)^{-1},(\hat{A} \hat{B})^{-1}=\hat{B}^{-1} \hat{A}^{-1}
$$

Definition 27 (Unitary operator). An operator $\hat{U}$ for which holds $\mathcal{D}(\hat{U})=\mathscr{H}$ and $\hat{U}^{-1}=\hat{U}^{\dagger}$ is called unitary.

For any unitary operator $\hat{U}$, the following holds

$$
\left\langle\hat{U} \psi_{1} \mid \hat{U} \psi_{2}\right\rangle=\left\langle\psi_{1} \mid \psi_{2}\right\rangle
$$

which means that the scalar product is invariant with respect to unitary transformations.

Definition 28 (Projection operator). A bounded operator $\hat{P}$ satisfying $\hat{P}=\hat{P}^{\dagger}=\hat{P}^{2}$ is called a projection operator. If $\hat{P}_{1}$ is a projection operator, so is operator $\hat{P}_{2}=\mathbb{1}-\hat{P}_{1}$, while $\hat{P}_{1}+\hat{P}_{2}=\mathbb{1}$ and $\hat{P}_{1} \hat{P}_{2}=0$.

If $\left\{\left|a_{i}\right\rangle\right\}_{i=1}^{N}$ is an orthonormal basis in $\mathscr{H}$, then the operators $\hat{P}_{i}=\left|a_{i}\right\rangle\left\langle a_{i}\right|, i=$ $1,2, \ldots, N$, are projectors onto one-dimensional subspaces spanned by vectors $\left|a_{i}\right\rangle$. We can write

$$
\hat{P}_{i}|\psi\rangle=\left|a_{i}\right\rangle\left\langle a_{i} \mid \psi\right\rangle .
$$

It holds that

$$
\hat{P}_{i} \hat{P}_{j}=\left\{\begin{array}{l}
\hat{P}_{i}^{2}=\hat{P}_{i}, \text { for } i=j, \\
\left|a_{i}\right\rangle\left\langle a_{i} \mid a_{j}\right\rangle\left\langle a_{j}\right|=0, \text { for } i \neq j, \text { because. }\left\langle a_{i} \mid a_{j}\right\rangle=0
\end{array}\right.
$$

The projectors $\hat{P}_{i}, \hat{P}_{j}$ for $i \neq j$ project onto orthogonal subspaces. It further applies that

$$
\sum_{i=1}^{N} \hat{P}_{i}=\sum_{i=1}^{N}\left|a_{i}\right\rangle\left\langle a_{i}\right|=\mathbb{1}
$$

which is the so-called completness relation.
Definition 29 (Eigenvalues and eigenvectors). Let the following hold for a non-zero vector

$$
\hat{A}\left|\psi_{a}\right\rangle=a\left|\psi_{a}\right\rangle,
$$

then we call $a$ the eigenvalue of operator $\hat{A}$ and $\left|\psi_{a}\right\rangle$ the eigenvector corresponding to the eigenvalue of $a$. If there are multiple independent vectors satisfying the equation above, we say that the eigenvalue of $a$ is degenerate.

The eigenvalues of a Hermitian operator are real numbers and its eigenvectors (corresponding to different eigenvalues) are orthogonal and form a basis in $\mathscr{H}$.

Definition 30 (Matrix representation of operators). Let $\left\{\left|\psi_{i}\right\rangle\right\}$ be an orthonormal basis in $\mathscr{H}$. A Hermitian operator can be represented by a Hermitian matrix

$$
\hat{A}=\mathbb{1} \hat{A} \mathbb{1}=\sum_{i, j}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \hat{A}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|=\sum_{i, j} A_{i j}\left|\psi_{i}\right\rangle\left\langle\psi_{j}\right|,
$$

where $A_{i j}=\left\langle\psi_{i}\right| \hat{A}\left|\psi_{j}\right\rangle$ are matrix elements of operator $\hat{A}$ in $\left\{\left|\psi_{i}\right\rangle\right\}$-representation. Thus, we can write

$$
\hat{A}\left|\psi_{j}\right\rangle=\sum_{i} A_{i j}\left|\psi_{i}\right\rangle
$$

Assume now that the eigenvectors of the operator $\hat{A}$ form a basis in $\mathscr{H}$ and let $\left\{\left|\varphi_{i}\right\rangle\right\}$ be that basis. Then using the equation from the Def. 29 we get

$$
A_{i j}=a_{i} \delta_{i j}
$$

where $a_{i}$ are eigenvalues of operator $\hat{A}$ and $\delta_{i j}$ is Kronecker delta. Therefore, we say that an operator is expressed in its own representation by a diagonal matrix whose diagonal elements are represented by its eigenvalues. We can then write

$$
\hat{A}=\sum_{j} a_{j}\left|\varphi_{j}\right\rangle\left\langle\varphi_{j}\right|=\sum_{j} a_{j} \hat{P}_{j},
$$

where $\hat{P}_{j}$ is the projection operator onto the one-dimensional subspace defined by the vector $\left|\varphi_{j}\right\rangle$ and the equation represents spectral decomposition of operator $\hat{A}$.
Definition 31 (Trace). Let us consider an orthonormal basis $\left\{\left|\psi_{i}\right\rangle\right\}$ in $\mathscr{H}$. Then the trace of an operator $\hat{A}$ is defined as

$$
\operatorname{Tr}[\hat{A}]=\sum_{i}\left\langle\psi_{i}\right| \hat{A}\left|\psi_{i}\right\rangle
$$

The trace has the following important properties:

1. if $\hat{A}=\hat{A}^{\dagger}$, then $\operatorname{Tr}[\hat{A}]$ is real,
2. $\operatorname{Tr}[a \hat{A}]=a \operatorname{Tr}[\hat{A}], a \in \mathbb{C}$,
3. $\operatorname{Tr}[\hat{A}+\hat{B}]=\operatorname{Tr}[\hat{A}]+\operatorname{Tr}[\hat{B}]$,
4. $\operatorname{Tr}[\hat{A} \hat{B}]=\operatorname{Tr}[\hat{B} \hat{A}]$.

The trace of an $n \times n$ square matrix $A$ is defined as

$$
\operatorname{Tr}[A]=\sum_{i=1}^{n} a_{i i}=a_{11}+a_{2}+\ldots+a_{n n}
$$

Definition 32 (Pauli matrices). Pauli matrices are a set of 2x2 complex, Hermitian, unitary matrices

$$
\sigma_{x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

with the following properties

$$
\sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}=\mathbb{1}, \operatorname{det}\left(\sigma_{i}\right)=-1, \operatorname{Tr}\left[\sigma_{i}\right]=0
$$

and each has eigenvalues -1 and +1 . Together with the unitary matrix $\mathbb{1}$, the Pauli matrices form an orthogonal basis on $\mathscr{H}=\mathbb{C}_{2}$.

## Appendix 1

## Derivation of uncertainty relation

We start with the product of the two variances

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle\left\langle(\Delta B)^{2}\right\rangle=\langle\psi|(A-\langle A\rangle)(A-\langle A\rangle)|\psi\rangle\langle\psi|(B-\langle B\rangle)(B-\langle B\rangle)|\psi\rangle \tag{3.1}
\end{equation*}
$$

The second expression is the multiplication of two scalar (inner) products, which means we can write it as a multiplication of two norms:

$$
\begin{equation*}
\langle\psi|(A-\langle A\rangle)(A-\langle A\rangle)|\psi\rangle\langle\psi|(B-\langle B\rangle)(B-\langle B\rangle)|\psi\rangle=\|(\Delta A)|\psi\rangle\left\|^{2}\right\|(\Delta B)|\psi\rangle \|^{2} . \tag{3.2}
\end{equation*}
$$

Now we can use Cauchy-Schwarz inequality from Def. 13:

$$
\begin{equation*}
\left.\|(\Delta A)|\psi\rangle\left\|^{2}\right\|(\Delta B)|\psi\rangle \|^{2} \geq|\langle\psi| \Delta A \Delta B| \psi\right\rangle\left.\right|^{2} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta A \Delta B=\frac{1}{2}(\Delta A \Delta B-\Delta B \Delta A+\Delta A \Delta B+\Delta B \Delta A)=\frac{1}{2}([\Delta A, \Delta B]+\{\Delta A, \Delta B\}) \tag{3.4}
\end{equation*}
$$

which is equal to $\frac{1}{2}(i C+\{\Delta A, \Delta B\})$. This implies that

$$
\begin{equation*}
|\langle\psi| \Delta A \Delta B| \psi\rangle\left.\right|^{2}=\frac{1}{4}(i\langle\psi| C|\psi\rangle+\langle\psi|\{\Delta A, \Delta B\}|\psi\rangle . \tag{3.5}
\end{equation*}
$$

This gives us the uncertainty relation

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle\left\langle(\Delta B)^{2}\right\rangle \geq \frac{1}{4}\left(|\langle C\rangle+|\langle\{\Delta A, \Delta B\}\rangle|)^{2}\right. \tag{3.6}
\end{equation*}
$$

however, since $|\langle\{\Delta A, \Delta B\}\rangle| \geq 0$, we can write

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle\left\langle(\Delta B)^{2}\right\rangle \geq \frac{1}{4}|\langle C\rangle|^{2} . \tag{3.7}
\end{equation*}
$$

## Appendix 2

## Concavity and convexity



Figure 3.1: Graph of a concave and convex function. Purple function is convex and blue function is concave.

The function is convex on interval $\left[x_{1}, x_{2}\right]$ if for any $p \in\left[x_{1}, x_{2}\right]$ and $x_{1} \neq x_{2}$

$$
\begin{equation*}
f\left(p x_{1}+(1-p) x_{2}\right) \leq f\left(x_{1}\right)+(1-p) f\left(x_{2}\right), \tag{3.8}
\end{equation*}
$$

and the function is concave on interval $\left[x_{1}, x_{2}\right]$ if for any $p \in\left[x_{1}, x_{2}\right]$ and $x_{1} \neq x_{2}$

$$
\begin{equation*}
f\left(p x_{1}+(1-p) x_{2}\right) \geq f\left(x_{1}\right)+(1-p) f\left(x_{2}\right) . \tag{3.9}
\end{equation*}
$$

Concavity of variance. Variance of mixture of states is mixture of the variances of those states. Mathematically:

$$
\begin{equation*}
\left\langle(\Delta A)^{2}\right\rangle_{\sum_{i} p_{i}(i)} \geq \sum_{i} p_{i}\left\langle(\Delta A)^{2}\right\rangle_{\rho^{(i)}} . \tag{3.10}
\end{equation*}
$$

Proof.

$$
\left\langle(\Delta A)^{2}\right\rangle_{\sum_{i} p_{i} \rho^{(i)}}=\left\langle A^{2}\right\rangle_{\sum_{i} p_{i} \rho^{(i)}}-\langle A\rangle_{\sum_{i} p_{i} \rho^{(i)}}^{2}=\sum_{i} p_{i}\left\langle A^{2}\right\rangle_{\rho_{i}}-\left(\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}\right)^{2}=
$$

We can add $0=-\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}+\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}$.

$$
=\sum_{i} p_{i}\left\langle A^{2}\right\rangle_{\rho_{i}}-\left(\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}\right)^{2}-\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}+\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}=
$$

Combining the first and third terms gives us the first term in the next equation.

$$
=\sum_{i} p_{i}\left\langle(\Delta A)^{2}\right\rangle_{\rho^{(i)}}+\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}-\left(\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}\right)^{2} \geq(*)
$$

We have to prove that $\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}-\left(\sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}\right)^{2} \geq 0$. We can add $\sum_{j} p_{j}=1$ :

$$
\begin{aligned}
& \frac{1}{2}\left(\sum_{j} p_{j} \sum_{i} p_{i}\langle A\rangle_{\rho_{i}}^{2}-2 \sum_{i} p_{i}\langle A\rangle_{\rho_{i}} \sum_{j} p_{j}\langle A\rangle_{\rho_{j}}+\sum_{i} p_{i} \sum_{j} p_{j}\langle A\rangle_{\rho_{j}}^{2}\right)= \\
= & \frac{1}{2} \sum_{i, j} p_{i} p_{j}\left(\langle A\rangle_{\rho_{i}}^{2}-2\langle A\rangle_{\rho_{i}}\langle A\rangle_{\rho_{j}}+\langle A\rangle_{\rho_{j}}^{2}=\frac{1}{2} \sum_{i, j} p_{i} p_{j}\left(\langle A\rangle_{\rho_{i}}+\langle A\rangle_{\rho_{j}}\right)^{2} \geq 0 .\right.
\end{aligned}
$$

This means that

$$
(*) \geq \sum_{i} p_{i}\left\langle(\Delta A)^{2}\right\rangle_{\rho^{(i)}}
$$

which proves concavity of variance.

## Appendix 3

The original unrounded matrix is

$$
\gamma_{n u m}^{\text {original }}=\left(\begin{array}{cccccc}
4.86812 & 0 & 10.7584 & 0 & -16.6549 & 0  \tag{3.11}\\
0 & 6.58222 & 0 & -11.5541 & 0 & -5.59959 \\
10.7584 & 0 & 28.1417 & 0 & -45.4207 & 0 \\
0 & -11.5541 & 0 & 23.4418 & 0 & 11.7653 \\
-16.6549 & 0 & -45.4207 & 0 & 74.1426 & 0 \\
0 & -5.59959 & 0 & 11.7653 & 0 & 5.96321
\end{array}\right) .
$$

## Appendix 4

We will at least partially discuss how we can derive the final covariance matrix from the scheme in Fig. 2.23. The individual inputs (modes), i.e. squeeze-vacuum states, are described by matrices $S_{i}$ determined by the corresponding squeeze parameter $r_{i}$

$$
S_{1}=\left(\begin{array}{cc}
e^{2 r_{1}} & 0  \tag{3.12}\\
0 & e^{-2 r_{1}}
\end{array}\right), S_{2}=\left(\begin{array}{cc}
e^{-2 r_{2}} & 0 \\
0 & e^{2 r_{2}}
\end{array}\right), S_{3}=\left(\begin{array}{cc}
e^{-2 r_{3}} & 0 \\
0 & e^{2 r_{3}}
\end{array}\right) .
$$

That in which exponent is the minus sign is determined by the shape of the squeezedvacuum state, i.e. in which quadrature the state is squeezed. If we look at the Fig. 2.4, we can see that the state squeezed in $p$ will be described by a matrix of the form $S_{1}$ and the state squeezed in $x$ will be described by a matrix of the form $S_{2}$ and $S_{3}$. The matrices $S_{i}$ of all three modes can be written into single matrix

$$
S=S_{1} \oplus S_{2} \oplus S_{3}=\left(\begin{array}{cccccc}
e^{2 r_{1}} & 0 & 0 & 0 & 0 & 0  \tag{3.13}\\
0 & e^{-2 r_{1}} & 0 & 0 & 0 & 0 \\
0 & 0 & e^{-2 r_{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & e^{2 r_{2}} & 0 & 0 \\
0 & 0 & 0 & 0 & e^{-2 r_{3}} & 0 \\
0 & 0 & 0 & 0 & 0 & e^{2 r_{3}}
\end{array}\right)
$$

Beam splitters (BS) are described by matrices determined by the trasmissivities $T_{i j}$ and they always describe an interaction of two modes $i, j$ (therefore the two columns of the remaining mode always contain only 0 and 1 )

$$
\begin{align*}
B S_{1} & =\left(\begin{array}{cccccc}
T_{12} & 0 & \sqrt{1-T_{12}^{2}} & 0 & 0 & 0 \\
0 & T_{12} & 0 & \sqrt{1-T_{12}^{2}} & 0 & 0 \\
-\sqrt{1-T_{12}^{2}} & 0 & T_{12} & 0 & 0 & 0 \\
0 & -\sqrt{1-T_{12}^{2}} & 0 & T_{12} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
B S_{2} & =\left(\begin{array}{cccccc}
T_{13} & 0 & 0 & 0 & \sqrt{1-T_{13}^{2}} & 0 \\
0 & T_{13} & 0 & 0 & 0 & \sqrt{1-T_{13}^{2}} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
-\sqrt{1-T_{13}^{2}} & 0 & 0 & 0 & T_{13} & 0 \\
0 & -\sqrt{1-T_{13}^{2}} & 0 & 0 & 0 & T_{13}
\end{array}\right) . \tag{3.14}
\end{align*}
$$

The final covariance matrix is of the form $\gamma_{3}=B S_{2} \cdot B S_{1} \cdot S \cdot B S_{1}^{T} \cdot B S_{2}^{T}$.
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[^0]:    ${ }^{1} \mathrm{EPR}$ is an abbreviation formed from the first letters of the authors' last names - Einstein, Podolsky, Rosen. Today, this article is usually referred to as an "EPR article". However, the original title is "Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?".

[^1]:    ${ }^{2}$ EPR article was published on May 15, 1935.

[^2]:    ${ }^{3}$ For details on how this security is accomplished, see article [11].

[^3]:    ${ }^{4}$ Usually the difference between the ray $\Psi$ and the vector $|\psi\rangle$ is neglected.

[^4]:    ${ }^{5}$ It is simple to prove that $\langle\Delta A\rangle=\langle A\rangle-\langle\langle A\rangle\rangle=\langle A\rangle-\langle A\rangle=0$.
    ${ }^{6}$ See Appendix 1 for the derivation.

[^5]:    ${ }^{7}$ Let $\left\{\mid \psi_{i}\right\}_{i=1}^{n}$ and $\left\{\left|\varphi_{j}\right\rangle\right\}_{j=1}^{m}$ be the basis of Hilbert spaces $\mathscr{H}_{1}, \mathscr{H}_{2}$ respectively, where $n, m$ are dimensions of the spaces. Then basis of $\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ will be $\left\{\left|\psi_{i}\right\rangle \otimes\left|\varphi_{j}\right\rangle\right\}_{i, j=1}^{n, m}$.
    ${ }^{8} \mathrm{We}$ can think of a mode as a distribution of the electromagnetic field that is supported by a resonator. It can be called a mode of the resonator, which is described by some mode function that is a solution of Maxwell's equations in the resonator and thus depends on the shape of the resonator mirrors. It has its own frequency, wave vector, and polarization and does not have to be only in the resonator but can also be in free space. Simply put, it is any distribution of the field into the basis of some functions.
    ${ }^{9}$ For simplicity, from now on we will write operators without hats.

[^6]:    ${ }^{11}$ An operational definition of steering is provided in [5] (page 3, left column).

[^7]:    ${ }^{12}$ The setting $X$ is independent of $\lambda$ and can be chosen at will, i.e. $p(X, \lambda)=p(X) p(\lambda)$. We can prove the equality: $p(\lambda \mid a, X)=\frac{p(\lambda, a, X)}{p(a, X)}=\frac{p(a \mid X, \lambda) p(X, \lambda)}{p(a \mid X) p(X)}=\frac{p(a \mid X, \lambda) p(X) p(\lambda)}{p(a \mid X) p(X)}=\frac{p(a \mid X, \lambda) p(\lambda)}{p(a \mid X)}$.
    ${ }^{13}$ We can write Bayes' theorem in the following way: $p(\lambda \mid a, X)=\frac{p(\lambda) p(a, X \mid \lambda)}{p(a, X)}$ when measuring $X$ and getting the result $a$. If we do a Bayesian update then upon measuring $X$ and getting a new result $a^{\prime}$, the initial prior probability $p(\lambda)$ will be equal to the old posterior probability $p(\lambda \mid a, X)$, i.e. $p(\lambda)=p(\lambda \mid a, X)$.

[^8]:    ${ }^{14}$ The notation $1 \mid 23$ means that it is not specified whether the steering is two-way or one-way nor in which direction, but it tells us that we are working with the two specific sides.

[^9]:    ${ }^{1}$ The procedure of generating these CMs is described in the article [25].
    ${ }^{2}$ See Appendix 3 for the original unrounded matrix

[^10]:    ${ }^{1}$ The notation of vectors $|u\rangle,|v\rangle$ is called bra-ket notation or Dirac notation, $|u\rangle$ is called ket-vector and $|u\rangle^{\dagger}=\langle u|$ is called bra-vector.

[^11]:    ${ }^{2}$ The star $*$ denotes a complex conjugate.

[^12]:    ${ }^{3}$ The dagger denotes Hermitian adjoint. For matrices, the Hermitian adjoint stands for $\hat{A}^{\dagger}=\left(\hat{A}^{*}\right)^{T}$.

