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Abstract

Biichi automata (BA) complementation is a crucial operation for termination analysis of
programs, model checking, or decision procedures for various logics. Despite its prominence,
practically efficient algorithms for BA complementation are still missing. This thesis deals
with optimizations of Biichi automata complementation, focusing mainly on rank-based
techniques. The original rank-based algorithm is asymptotically optimal, but it can still
generate unnecessarily large state space. For a practical usage, it is therefore desirable to
reduce the number of generated states in the complement as much as possible. We propose
several techniques that can efficiently complement some special types of Biichi automata,
occuring often in practice, based on their structure. Some of these techniques can also, to
a certain degree, be extended to general Biichi automata. The developed techniques were
implemented as an extension of the tool RANKER for Biichi automata complementation
and evaluated on thousands of hard automata. Our optimizations significantly reduce the
generated state space and RANKER produces in the majority of cases a smaller complement
than other state-of-the-art tools.

Abstrakt

Komplementace Biichiho automatua je klicovou operaci pro terminac¢ni analyzu programt,
model checking nebo rozhodovaci procedury pro ruzné logiky. Tato prace se zabyva prede-
v§im optimalizacemi rank-based komplementace Biichiho automatid. Ptvodni rank-based
algoritmus je sice asymptoticky optimélni, presto mize generovat nezbytné velky stavovy
prostor. Pro praktické pouziti je tedy zadouci maximalné redukovat pocet vygenerovanych
stavi v komplementu. V této praci predstavime nékolik technik pro efektivni komple-
mentaci nékterych specidlnich typt Biichiho automati, casto se vyskytujicich v praxi, které
jsou zalozené na jejich strukture. Nékteré z navrzenych technik lze do uréité miry rozsitit
i pro obecné Biichiho automaty. Techniky predstavené v této praci byly implementovany
jako rozsifeni nastroje RANKER pro komplementaci Biichiho automatti. Tyto optimalizace
vyrazné redukuji generovany stavovy prostor a RANKER ve vétsiné pripadi produkuje mensi
komplement nez ostatni existujici nastroje pro komplementaci.
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Rozsireny abstrakt

Biichiho automaty jsou automaty nad nekonec¢nymi slovy, které definuji t¥idu w-regularnich
jazyki. Jejich komplementace mé fadu vyuziti, naptiklad v terminac¢ni analyze programi,
model checkingu, rozhodovacich procedurach pro ruzné logiky (S1S, ETL, QPTL, ...),
jazykové inkluzi nebo testu ekvivalence. Jedna se o velmi naro¢nou operaci. Ptivodni kom-
plementacni algoritmus, navrzeny Biichim v roce 1962, produkoval pro n-stavovy automat
komplement s az 22" stavy. Proto od té doby vznikla celd fada piistupt, jak Biichiho
automaty komplementovat, se snahou snizit prostorovou slozitost této operace.

V prvni ¢asti price se vénuji zejména optimalizacim tzv. rank-based komplementace.
Pro tento pristup existuje algoritmus, ktery asymptoticky dosahuje dolni hranice slozitosti
(0.76n)™ [32]. Tento algoritmus ale stéle produkuje stavy a prechody, které nejsou v kom-
plementu nezbytné nutné, proto je zadouci hledat optimalizace, které tyto stavy nebudou
generovat, a tim budou redukovat generovany stavovy prostor. Rank-based komplemen-
tace spociva mimo jiné v tom, ze kazdému stavu v aktudlné dosazitelné mnoziné stavi
pritazuje néjaké ¢islo (tzv. rank). Obecné je maximélni rank kazdého stavu pro n-stavovy
automat roven 2n — 1. Pocet nésledniki néjakého makrostavu v komplementu je potom
priblizné roven faktoridlu z tohoto maximalniho ranku. Pokud ma ale automat vhodnou
strukturu, neni takto vysoky rank potfeba a velké mnozstvi stavi se generuje zbytecné.
Proto je v této praci predstaven algoritmus, ktery umi efektivné snizit maximalni rank
staviim v jednotlivych silné souvislych komponentach u tzv. elevator automati. Jedna se
o automaty, které se velmi Casto vyskytuji v praxi a které maji takové vlastnosti, které
umoznuji efektivné snizit omezeni na maximéalni rank stavim v kazdé silné souvislé kom-
ponenté. Tento algoritmus vyrazné redukuje generovany stavovy prostor a lze do jisté miry
rozsitit i pro obecné Biichiho automaty. Pomoci techniky inspirované data flow analy-
zou jsme poté schopni propagovat jistd omezeni na ranky napri¢ automatem a tim ranky
jednotlivych stavi jesté vice omezovat.

Rank-based komplementaci mtiizeme pouzit pro jakykoliv obecny Biichiho automat, ale
jisté specialni typy automatt lze komplementaovat efektivnéji pomoci specializovanych pro-
cedur. Dalsi Cast prace proto obsahuje optimalizace komplementacnich algoritmu pro in-
herently weak a semi-deterministické automaty.

Vsechny optimalizace prezentované v této praci byly implementovany jako rozsireni
nastroje RANKER [14] v C++, ktery komplementuje Biichiho automaty. Byla provedena
fada experimentt na nékolika tisicich tézkych automatech (pouzivanych v praxi i ndhodné
vygenerovanych). Diky optimalizacim na omezeni maximalntho ranku dosahujeme ¢asto
i exponencialné lepsich vysledkd nejenom oproti ptuvodnimu rank-based algoritmu, ale
i proti predchozi verzi néstroje bez téchto optimalizaci. Rank-based komplementace se
sama o sobé muize v nékterych pripadech jevit jako neefektivni, nicméné pri zapojeni riznych
optimalizaci mtze konkurovat ostatnim komplementa¢nim pristupiim a dokonce muiize byt
v radé pripadu i efektivngjsi. V praxi se ale velmi ¢asto vyskytuji automaty specialnich typ,
které lze na zakladeé jejich struktury komplementovat efektivnéji, riznymi specializovanymi
procedurami. RANKER proto podporuje nékolik optimalizovanych komplementacnich algo-
ritmu a na zakladé typu a vlastnosti vstupniho automatu vybere tu pravdépodobné neje-
fektivnéjsi, nebo v nékterych pripadech vyzkousi procedur vice a vrati nejmensi automat.
Kromé sledovani efektu jednotlivych optimalizaci pomoci srovnavani vysledku s predchozi
verzi nastroje bylo také provedeno peclivé srovnani s ostatnimi dostupnymi nastroji pro
komplementaci Biichiho automatti, které pouzivaji rizné algoritmy. V experimentech jsme
se soustredili zejména na vysledny pocet stavii komplementu. RANKER produkuje ve vétsine
pripadi mensi automaty nez ostatni dostupné nastroje.



Next Generation of Rank-Based Algorithms for
Omega Automata

Declaration

I hereby declare that this Bachelor’s thesis was prepared as an original work by the author
under the supervision of Ing. Ondfej Lengél, Ph.D., and with the help of my consultant
Ing. Vojtéch Havlena, Ph.D. I have listed all the literary sources, publications and other
sources that were used during the preparation of this thesis.

Barbora Smahlikové,
May 10, 2022

Acknowledgements

I would like to thank my supervisor Ondra Lengal and my consultant Vojta Havlena for
their help, support, and guidance throughout my work on this thesis and other projects.
I am grateful that they are always creating such a friendly atmosphere during our meetings
that I feel comfortable presenting all of my ideas. Special thanks go to my loved ones, not
only for always supporting me in my work, decisions and crazy ideas, but also for showing
me what is truly important in life.



Contents

1 Introduction

2 Automata Theory
2.1 Languages . . ... ...
2.2 w-Languages . ... ..
2.3 Omega Automata . . . .
2.4 Biichi Automata . . . .

2.5 Special Types of Biichi Automata . . . . . ... ... ... ... .......

2.6 Simulations . ... . ..

3 Complementing Biichi Automata

31 RunDAGs . ... ...

3.2 Basic Rank-Based Complementation . . . . . ... ... ... ........
3.3 Complementation with Tight Rankings . . . . . . ... ... ... ... ...
3.4 Optimal Rank-Based Complementation . . . ... ... ... ........
3.5 Inherently Weak Biichi Automata Complementation . . . . ... ... ...

3.6 Semi-deterministic Biichi

Automata Complementation . . .. ... ... ..

4 Next Generation of Rank-Based Algorithms for Biichi Automata

4.1 Elevator Biichi Automata

4.1.1 Non-accepting Components . . . . . . . .. .. ... ... ......
4.1.2 Deterministic Components . . . . . . .. .. ... ...,
4.1.3 Inherently Weak Accepting Components . . . . . . ... ... ....
4.1.4 Rank Restriction for Elevator Automata . . . . . . . ... ... ...

4.1.5 Refined Ranks for

Non-Elevator Automata . . . ... ... ... ..

4.1.6 Efficient Complementation of Elevator Automata . . . . . .. .. ..

4.2 Data Flow Analysis. . .
4.2.1 Outer Macrostate

Analysis . . . .. ..o

4.2.2 Inner Macrostate Analysis . . . . . . . . .. .. ... ... ...,
4.3 Optimization of Inherently Weak BA Complementation . . ... ... ...

4.4 Optimization of Semi-Det

5 Implementation
5.1 Architecture . . . . . . .
5.1.1 Preprocessing and
5.1.2 Complementation

6 Experimental Evaluation

erministic BA Complementation . . . .. ... ..

Postprocessing . . . . . . ... ..o

N -3 O O ot ot G

10
11
13
14
15

17
17
18
19
19
19
22
24
25
26
26
28
30

32
32
32
33

35



6.1 Tools and Evaluation Environment . . . . . . . . . . .. .. ... ...... 35

6.2 Structure of Experiments . . . . . . .. ... Lo 35
6.3 Elevator Automata and Data Flow Analysis . . . . .. ... ... ... ... 36
6.3.1 Datasets . . . . . . . . 36

6.3.2 Comparison with Rank-Based Algorithms . . . . .. ... ... ... 36

6.3.3 Comparison with Other Tools . . . . . . . ... ... ... ...... 36

6.4 Inherently Weak and Semi-Deterministic BAs . . . . . ... ... ... ... 37
6.4.1 Datasets . . . . . . . . e e 38

6.4.2 Effect of the New Optimizations . . .. ... ... ... ... .... 38

6.4.3 Comparison with Other Tools . . . . . . . . ... ... ... ..... 39

7 Conclusion 41
7.1 Future Work . . . . . . . e 42
Bibliography 43



Chapter 1

Introduction

Omega automata (w-automata, automata on infinite words) were introduced in 1960s as an
auxiliary tool for a decision procedure of a fragment of a second-order arithmeric [8]. This
thesis focuses on complementing Biichi automata (BA), special instance of w-automata,
which is a crucial operation for decision procedures of various logics, such as the monadic
second-order logic S1S [8] or temporal logics ETL and QPTL [33], as well as for language
inclusion and equivalence testing. Besides the theoretical point of view, Biichi automata
complementation became important also in practice, for example in model checking of
temporal properties [37] or termination analysis of programs [11, 17, 9].

The purpose of model checking is to automatically check whether a system meets its
specification. Both the system and the specified (temporal) property can be represented by
a Biichi automaton. The problem of system verification is then transformed into the prob-
lem of language inclusion of these automata. More precisely, a system meets its specification
if the language of its Biichi automaton is a subset of the language of the automaton encod-
ing the property. Language inclusion check is performed by complementing the property
automaton and checking if its intersection with the system automaton is empty.

The idea behind termination analysis of programs [11, 17, 9] is to construct a differ-
ence of two Biichi automata — one representing the program and one representing a set
of paths with already proved termination. These paths can be safely removed from the
program automaton. The removal is done using automata difference, which is implemented
as an intersection of the program automaton and the complement of the automaton with
terminating paths.

Due to the high complexity of Biichi complementation, different approaches and further
optimizations have been introduced since the original construction by Biichi with the state
complexity 22" was presented in 1962. Apart from reducing the upper bound of the size
of the complemented automaton, there was also an effort to find the theoretical lower
bound, finally refined by Yan to (0.76n)™ [38]. In this thesis, we focus on the rank-based
complementation, which was introduced by Kupferman and Vardi [20], improved with the
help of Friedgut [12], and further optimized by Schewe [32], whose construction produces
the complement with the size matching the lower bound modulo a O(n?) polynomial factor.

Even though Schewe’s construction is asymptotically optimal, it may still generate a lot
of unnecessary states and transitions. Optimization heuristics are therefore critical for
good performance in practice. In rank-based complementation, every state from a set of
states reachable over the current input is assigned a number (called its rank). The main
problem responsible for the generated state space blow-up is the amount of nondeterminism,
caused by a lot of possibilities how to assign ranks to a set of states. The number of



possibilities depends combinatorially on the maximum rank that can be assigned. It is
therefore desirable to reduce the maximum rank as much as possible.

In this thesis, we first identify elevator automata, a subclass of Biichi automata with
a specific structure, and present an algorithm that assigns a bound for maximum rank for
states in each strongly connected component. This algorithm can be extended to general
BAs containing containing elevator automaton as a substructure. We show that elevator
automata can be complemented in O(16™) space. Secondly, we propose a technique, inspired
by data flow analysis, that can propagate the rank bounds throughout the automaton and
restrict the ranks even more. We also carry over the proposed techniques to general BAs.

Although the optimizations of rank-based procedure work for all BAs, automata with
a more specific structure can, however, be complemented more efficiently, using specialized
constructions for complementation. We therefore present optimizations for complementing
inherently weak and semi-deterministic Biichi automata.

Optimizations presented throughout this thesis are implemented on top of the tool
RANKER [14], which uses several complementation approaches based on properties of the
input Biichi automaton. We evaluated our approach on thousands of hard automata (oc-
curing in practice as well as randomly generated). Even though the original rank-based
complementation algorithm may be quite inefficient, our optimizations can significantly re-
duce the generated state space and in a lot of cases can produce even exponentially better
results. We show that RANKER produces a smaller complement in the majority of cases
compared to the other state-of-the-art tools.



Chapter 2

Automata Theory

In this chapter, we introduce some definitions for w-automata that are necessary for the fol-
lowing chapters. We define w-automata in general, and then we focus on Biichi automata
whose complementation is the main subject of this thesis. We also introduce some spe-
cial types of Biichi automata that are characterized by a specific structure and for which
more efficient algorithms for complementation can be used in comparison to general Biichi
automata.

2.1 Languages

An alphabet is a nonempty, finite set of symbols, usually denoted by . A word o =
apaq ... over alphabet ¥ is a sequence of symbols from ¥. An empty word has length 0
and is denoted by €. The concatenation of two words a =g ..., and 8 = By ... By is the
word a8 = g ...l ... Bm. For a word «, we define a® = € and ot = oFa.

The set of all words over an alphabet ¥ is denoted by X*. A language over X is
a set of words £ C ¥*. The concatenation of two languages £1 and Lo is the language
Li1-Ly ={ap € ¥ | a € L1yand f € L3}. The iteration of a language £L C ¥* is
the language £* = |J,~, £%, where £° = {e} and L1 = L% L for every i > 0.

A regular expression e over alphabet 3 is defined by the following grammar

ex=0|e|lale +ey]|ees|e”

where a € ¥ and ey, ez are regular expressions. The language L(e) is defined inductively as
(i) £(0) =0, (ii) L(e) = {e}, (iii) L(a) = {a}, (iv) L(e1+e2) = L(e1) UL(e2), (v) L(ere2) =
L(e1) - L(e2), and (vi) L(e*) = (L(e))*. A language L is regular iff there is a regular
expression e such that £ = L(e).

2.2 w-Languages

The symbol w is used to denote the set of non-negative integers {0,1,2,3,...}. An w-word «
over alphabet ¥ is represented as a function «: w — ¥ where the i-th symbol is denoted
as «;. We abuse notation and sometimes represent « as an infinite sequence a = apag . . .
The concatenation of a finite word o = ay . .. o, and an w-word 8 = [pF1 ... is the w-word
af =aqq...a,BP1 . ... If it is clear from the context, we use simply word instead of w-word.

We use X% to denote the set of all infinite words over . An w-language over an
alphabet X is a set of w-words £ C »%. The complement of an w-language L is the
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Figure 2.1: Biichi automaton A,

w-language X¢ \ L, often denoted by £. The concatenation of a language £1 and an w-
language Lo is the w-language £1 - Lo = {af € X¥ | a € £ and B € L3}. The w-iteration
of a language £ C ¥* is the w-language £ = {ajag... | a; € L\ {€¢} for every i > 0}.
(Note that the empty language () can be defined as . )

An w-reqular expression s over an alphabet X is defined by the following grammar

su=e“|es|s1+ s

where s1, s are w-regular expressions and e is a regular expression. The w-language L(s) C
¥¥ of an w-regular expression s is defined inductively as (i) £(e¥) = (L(e))¥, (ii) L(es) =
L(e) - L(s), and (iii) L(s1 + s2) = L(s1) U L(s2). A language L is w-regular iff there is an
w-regular expression s such that £ = L(s).

2.3 Omega Automata

An w-automaton is a quintuple A = (Q, X, 0, I, Acc), where @ is a finite set of states, X is
an alphabet, ¢ is a transition function 6: Q x £ — 29, I C Q is a set of initial states, and
Acc is an acceptance condition. Various types of w-automata differ from each other in the
definition of the acceptance condition Acc.

We sometimes treat ¢ as a set of transitions of the form p = ¢, for instance, we use
p = g € 6 to denote that ¢ € d(p,a). A run of A on a word « is an infinite sequence
P = qoqiqe - . such that qo € I and ¢;+1 € 6(qi, ;) for every ¢« > 0. A is complete iff
|0(q,a)| > 1 for every state ¢ € @ and symbol a € X.

C C Q is a strongly connected component (SCC) of A if for any pair of states q,¢' € C
it holds that ¢ is reachable from ¢’ and ¢’ is reachable from q. C is a maximal strongly
connected component (MSCC) if it is not a proper subset of another SCC. The notation d|g
for S C @ is used to denote the restriction of the transition function 6 N (S x ¥ x 5).

2.4 Biichi Automata

A (state-based) Biichi automaton (BA) is an w-automaton A = (Q, %, 4§, I, F) where F' C @
is a set of accepting states.

Let inf(p) denote the set of states occuring infinitely often in the run p of A on a word «.
The run p is called accepting iff inf(p) N F # (). The word « is accepted by A if there exists
an accepting run p of A on a. The set of all words accepted by A is called the language
of A, denoted by L(A).

An w-language is a set of infinite words. According to Biichi’s characterization theorem,
languages that can be recognized by Biichi automata are w-regular. Such languages can be
defined by w-regular expressions of Section 2.2.



Figure 2.1 shows an example of Biichi automaton A, = (Q, %, 4, I, F) with Q = {p, ¢},
Y= {a,b}, I={p}, F={p},and 6 = {p & p,p = ¢,q LA q,q LA p}. The language of
A, can be described using the w-regular expression (ab*)“. Intuitively, it is the language
of words with infinitely many occurences of the symbol a.

A transition-based Biichi automaton (TBA) is an w-automaton As = (Q,%,6,1,0p)
where 6 C § is a set of accepting transitions. Let infs(p) denote the set of transition
occuring infinitely often in the run p of As on a word a. The run p is called accepting iff
inf(p) Ndp # 0. The word « is accepted by A if there exists an accepting run p of Az on a.

2.5 Special Types of Biichi Automata

In this section, we introduce various types of Biichi automata, characterized by a special
structure, which can be complemented more efficiently than general Biichi automata.
A Biichi automaton A = (Q,%,0,1, F) is

o deterministic if |I| <1 and |0(q,a)| < 1forall ¢ € @ and a € %,

o semi-deterministic if the automaton (Q, 3,0, {qgr}, F) is deterministic for each g € F
(intuitively, the automaton behaves deterministically after traversing the first accept-
ing state),

o weak if for every MSCC C of A it holds that either CNEF =0 or CNF =C,

o inherently weak if for every MSCC C of A it holds that (i) CNF = (), or (ii) every
cycle in C' contains at least one accepting state qr € F', and

o unambiguous if there is at most one accepting run of A on any given word.

2.6 Simulations

Direct simulation on a Blichi automaton A is the relation <4 C @ X Q) defined as the
largest relation s.t. p <g4; ¢ implies i) p€ F=>¢g€ Fand (ii) p S p €d=>3/ €Q:q¢%
qd €6Np =4 ¢ for each a € X.

Fair simulation on a Biichi automaton A is the relation <;C Q x Q) where p =<y ¢ iff
(i) for all runs p, starting in p there is a run p, starting in ¢ over the same word, and (ii) if
pp is accepting, then p, is accepting.



Chapter 3

Complementing Biichi Automata

The first complementation algorithm for Biichi automata was introduced by Biichi [8] in
1962. The construction showed that Biichi automata are closed under complementation.
However, Biichi’s approach leads to a doubly exponential blow-up. Various approaches and
their further optimizations have been therefore presented since, with the aim of reducing
the generated state space of BA complementation. In particular, we can distinguish several
complementation approaches, briefly described below.

The complementation approach introduced by Biichi in [8] was Ramsey-based comple-
mentation with 22°" states in the complemented BA. The correctness of this method relies
on a combinatorial result by Ramsey [29] to obtain a periodic decomposition of the possible
behaviors of a BA on an infinite word. This construction was later improved by Sistla et al
in [33] to produce BAs with 20(n*) states. The complexity was further reduced by Breuers
et al in [7] to 20(nlogn),

Determinization-based complementation was introduced by Safra [31], producing a com-
plement with 29("1087) gtates, and further improved by Piterman in [28] and Redziejowski
in [30]. The principle of the determinization-based approach is to convert a (nondeterminis-
tic) Biichi automaton to an equivalent deterministic automaton with a different acceptance
condition (e.g. Rabin automaton) that can be easily complemented. The result is then
converted back into a BA.

Slice-based complementation was proposed by Kéhler and Wilke in [18] with the com-
plexity 20(logn)  The glice-based approach uses a reduced abstraction on a run tree to
track the acceptance condition.

In this thesis, we focus on rank-based complementation, which was first introduced by
Kupferman and Vardi [20] with the space complexity 20(nlogn) then improved by Kupfer-
man, Vardi, and Friedgut [12] to O((0.96n)") and made asymptotically optimal by Schewe
in [32]. The space complexity of Schewe’s construction matches the theoretical lower bound
O((0.76n)") given by Yan [38] modulo a quadratic factor O(n?). Optimizations of this con-
struction were presented in [16].

In this chapter, we describe the principle of rank-based complementation algorithms.
We start with the definition of run DAGs and explain how the ranking procedure works.
Then we present three rank-based algorithms—we start with the original construction by
Kupferman and Vardi [20], then we introduce the complementation with tight rankings
by Friedgut, Kupferman, and Vardi [12], and finally, we describe Schewe’s asymptotically
optimal construction [32], which is the basis for our optimizations presented further in this
thesis. Apart from rank-based complementation, we also present specialized complementa-
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(a) Biichi automaton A, (b) Run DAG of A., on o = ab¥
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Figure 3.1: Example of a run DAG for BA A.,

tion constructions for inherently weak and semi-deterministic Biichi automata, which are
usually more efficient than rank-based algorithms.

3.1 Run DAGs

In order to determine whether a given word should be accepted by the complement of
a Biichi automaton, we have to examine all possible runs of the automaton on the given
word. If none of these runs is accepting, the complement automaton should accept the
word. Let A = (Q,%,0,1,F) be a BA and let a be a word. The set of all possible runs
of A on « can be represented as a directed acyclic graph G, = (V, E), called the run DAG,
with vertices V' and edges F, where

o VCQ xws.t. (q,i) € V iff there exists a run p of A on a with p; = ¢, and
« ECV xVst. ((g,i),(¢,i") e Eiff ! =i+ 1and ¢ =5 ¢ €.

A vertex (q,i) € V is called accepting if ¢ € F. A path in a run DAG is accepting if it visits
infinitely often an accepting vertex. A accepts « iff there exists an accepting path in G,.
Hence, the complement should accept « only if there is no accepting path in G,.

Consider the automaton from Figure 3.1a and a word @ = ab”. A corresponding run
DAG is shown in Figure 3.1b. Since there is no accepting run on «, the word should be
accepted by the complement.

To determine if a given word should be accepted by the complement or not, we start by
assigning a rank to each vertex in the corresponding run DAG. A vertex v € G, is called
finite if there are only finite number of vertices reachable from v, and endangered if there
is no accepting vertex reachable from v.

The ranking procedure is performed as follows: let G0 = G, and j = 0. The following
steps are repeated until j > 2|@Q| or a fixpoint is reached.
J+1
e

1. Assign rank j to all finite vertices in QZ; and set G to Qé minus the vertices with

rank j.



2. Assign rank j + 1 to all endangered vertices in géﬂ and set gz;” to gz;“ minus the
vertices with rank j + 1.

3. Increase j by 2.

Vertices with no assigned rank have rank w. It can be shown that if o ¢ £(.A), the maximum
assigned rank is at most 2|Q|.

Theorem 3.1 ([20, Corollary 3.3]). If o & L(A), then gaeltt i empty.

Figure 3.1c shows how ranks are assigned to vertices from the run DAG in Figure 3.1b.

3.2 Basic Rank-Based Complementation

The ranking procedure of a run DAG described in Section 3.1 is used in the rank-based
complementation algorithms in a way that the complemented automaton tracks all runs of
the original automaton on the given word and all possible ranks of each of the runs. Every
state of the complemented automaton is a macrostate containing, among other information,
the set of all currently reachable states of the original automaton with rank assigned to each
of the states. In this section, we present the rank-based algorithm originally proposed by
Kupferman and Vardi [20].

Let us first introduce some necessary definitions and notions. For a given Biichi au-
tomaton A = (Q,%,0,1, F), a level ranking is a function f: Q — {0,1,...,2|Q|} such that
{f(gr) | qr € F} € {0,2,...,2|Q|}, i-e., f maps all accepting states of A to even ranks.
We use R to denote the set of all level rankings of A and odd(f) to denote the set of states
assigned an odd rank in a level ranking f. For a ranking f, the rank of f is defined as
rank(f) = max{f(q) | ¢ € Q}. The condition f < f holds iff for every state ¢ € Q we have
f(@) < f'(q) and f < f'iff f < f’ and there is a state p € Q with f(p) < f'(p).

The procedure proposed by Kupferman and Vardi [20], denoted by KV, constructs the
BA KV(A) = (Q',%,d',I', F’) whose components are defined as follows:

.« @ ={(5.0,/)eR xRV xR|0CS},
o I'={I} x{0} xR,
. (8,0, f) € 8((S,0, f),a) iff

- 8" =46(S,a),
— for every ¢ € S and ¢’ € 0(q,a) it holds that f'(¢) < f(q), and
o {5(5, a)\ odd(f) ifO =10

- §(0,a) \ odd(f")  otherwise, and
o« F'=29x {0} xR.
Theorem 3.2 ([20]). Let A be a BA. Then L(KV(A)) = X“\ L(A).

The macrostates of KV (.A) consist of three components: S, O, and f. The S-component
tracks all runs of A, i.e., it contains all states reachable over the current input. The O-
component tracks all runs whose rank has been even since the last cut-point (a point where
O = (). The f component is a level ranking assigning rank to every state in S. A run
of KV(A) is accepting iff it empties the O-component infinitely often, i.e., there is no run

10
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Figure 3.2: An example of a BA A.; and its complement constructed using KV

where states have only even rank from some point, and, therefore, there is no accepting run
of the original automaton on the input word.

Figure 3.2b shows a complement of a Biichi automaton A., given in Figure 3.2a. Only
a part of the automaton is shown due to a quite large state space generated by this procedure
(13 states). In the worst case, KV constructs a BA with approximately (6n)" states [20].
Note that for a more compact representation of a macrostate we often merge components
S and f and in the first component we assign a rank only to the states present in the
S-component. For example, we represent a macrostate ({p,q},{p},{p — 4,9 — 3,7 +— 0})

as ({p:4,¢:3}, {p})-

3.3 Complementation with Tight Rankings

The construction described in Section 3.2 was further improved by Friedgut, Kupferman
and Vardi [12]. They observed that a special condition eventually holds for the ranks of
the run DAG of a rejected word. The constructed automaton is composed of two parts:
the waiting part, which tracks all runs of the original automaton (macrostates store all
states reachable over the current input), and the tight part, which is similar to the KV
construction, except that all level rankings are restricted to the so-called tight rankings.

Given a set of states S C @, a (level) ranking f: @ — {0,1,...,2|Q|} is called S-tight
if it has an odd rank r, {f(s) | s € S} D {1,3,...,7}, and {f(q) | ¢ ¢ S} = {0}. A ranking
is tight if it is Q-tight.

We use T to denote the set of all tight level rankings. Friedgut, Kupferman and Vardi
observed that for every run DAG G, with a finite rank r, it holds that (i) r is odd and
(ii) there exists a level I > 0 such that for all levels I’ > [ and all odd ranks o € {1,3,...,r},
there is a vertex (q,l') € G, with rank((¢q,l')) = o.

For ¢ € w, we define the ¢-th level of G, as level,(¢) = {q | (¢,¢) € Go}. Furthermore,
we use fi* to denote the ranking of level £ of G,. Formally,

] (3.1)
0 otherwise.

0(q) = {mnka((q,ﬁ)) if ¢ € levely(0),

We say that a level ¢ is tight in G, if for all & > ¢ it holds that (i) fg is tight, and
(ii) rank(fy) = rank(f*). Let p = SoS1...Se—1(Se, O, fe,i¢) ... be a run on a word « in
FKV(A). We say that p is a super-tight run [16] if fi, = f¢ for each k > £. Finally, we say
that a mapping p: 29 — R is a tight rank upper bound (TRUB) wrt o iff

I € w: levely () is tight A (Vk > £: p(levely (k) > fi)- (3.2)

11
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Figure 3.3: An example of a BA A, and its complement constructed using FKV

Intuitively, a TRUB is a ranking that gives an estimate on the necessary ranks of states in

a super-tight run.
The procedure that makes use of tight rankings, denoted by FKV, constructs the BA

FKV(A) = (Q',%,d,I' F") whose components are defined as follows:

e Q' =Q1UQ2 where
- Ql = 2Q and
— Q2={(5,0,f) €29 x 29 x T | f is S-tight, O C S},

® I,:{I}v
. 5,:(51U52U53 where

— 01: Q1 x ¥ — 291 such that 61(S,a) = {§(S,a)},
— 89: Q1 x ¥ — 292 such that d2(S,a) = {(S,0, f) € Q2| S" = 6(S,a) and f is
S-tight },

— 03: Qo x ¥ — 292 such that (8,0, f') € 63((S, O, f), a) iff

x 5" =0(S,a),

x for every ¢ € S and ¢’ € §(q,a) it holds that f/(¢') < f(q),

x rank(f) = rank(f’), and

o — {5(5, a)\ odd(f') it O =0,
8(0,a) \ odd(f") otherwise, and

o F'={0}uU((29 x {0} x T)NQ2).
Theorem 3.3 ([12]). Let A be a BA. Then L(FKV(A)) =X“\ L(A).

The waiting part is composed of the states in Q1 and the states in Qo create the tight
part. Intuitively, an accepting run on the complemented automaton stays in the waiting
part until it holds that all successive level rankings are tight. Then it can move to the
tight part where the word is accepted. See Figure 3.3b for FKV(A.,) for the BA A., from
Figure 3.3a. Note that FKV(A.,) with 5 states is significantly smaller than KV (A,,) with
13 states. In the worst case, FKV constructs a BA with O((0.96n)") states [12].

12



waiting part

tight part

N

(a) Biichi automaton A, (b) SCHEWE( Ay )

Figure 3.4: An example of a BA A.; and its complement constructed using SCHEWE

3.4 Optimal Rank-Based Complementation

The improved construction by Friedgut, Kupferman, and Vardi [12], described in Sec-
tion 3.3, was finally made asymptotically optimal by Schewe [32], using a more efficient
cut-point construction. Instead of checking that no trace has an even rank since the last
cut-point (O = (}), this procedure, denoted by SCHEWE, cycles through all possible even
ranks and checks that there is eventually no trace with this rank since the last cut-point.
This leads to a significant reduction of the generated state space and the construction then
matches the lower bound of (0.76n)" established by Yan [38] modulo a O(n?) polynomial
factor.

The procedure SCHEWE constructs the BA SCHEWE(A) = (Q', X, ', I', F’) whose com-
ponents are defined as follows:

e ' =(Q1UQy where

— Q1:2Q and
— Q2 = {(S,0, f,i) € 29 x 29 x T x {0,2,...,2|Q| — 2} | f is S-tight and O C
Snfa
° I/:{I}7

e & =65 Ud U 03 where

— 81: Q1 x ¥ — 291 such that 61(S,a) = {§(S,a)},
— 89: Q1 X ¥ — 292 such that 65(S,a) = {(5,0, f,0) | S" = 6(S,a), f is S-tight},
and
— 03: Qo x ¥ — 292 such that (8,0, f',i') € 83((S, 0, f,1), a) iff
S = 6(S5, a),
for every ¢ € S and ¢’ € §(q,a) it holds that f'(¢') < f(q),
rank(f) = rank(f’),
* and
o i’ = (i+2) mod (rank(f’) +1) and O’ = f'~1(i') if O =0 or
o i'=iand O' = 3§(0,a) N f'~1(i) if O # ), and

o FI={0U((29 x {0} x T x w) N Q2).

*

*

*
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Figure 3.5: An example of an inherently weak BA A, an equivalent weak BA W, an equiv-
alent co-BA C, and the complement MIHAY(C)

Theorem 3.4 ([32, Corollary 3.3]). Let A be a BA. Then L(SCHEWE(A)) = ¥\ L(A).

The macrostates (S, O, f,i) in SCHEWE(A) are composed of four components. The S-
component tracks all runs of A over the input word in the same way as the algorithms
described in previous sections. The f-component assigns a rank to every state in S. The
O-component tracks all runs having an even rank i since the last cut-point. After another
cut-point is reached, the i component is increased by 2 modulo the maximal even rank. An
accepting run therefore goes through all possible even ranks and checks that there is no
infinite path having this particular even rank in the corresponding run DAG.

See Figure 3.4b for SCHEWE(A;) for the BA A., from Figure 3.4a. Note that in this
particular example, SCHEWE(A,) has exactly the same structure as FKV(A) except that
the i-component was added to macrostates in the tight part. This is because the original
automaton has only 2 states and one of them was accepting. Hence, the rank is at most 1
and the i-component can be only 0. For automata with more states and a more involved
structure, a significant decrease in generated state space can, however, be observed.

3.5 Inherently Weak Biichi Automata Complementation

Inherently weak Biichi automata can be easily transformed into weak BAs (without adding
new states) by making all states in accepting SCCs accepting. In order to accept an
input word in the complement, there must not exist a run with infinitely many accepting
states. Since every run stays forever in some SCC and the automaton is weak, it contains
either infinitely many accepting or infinitely many nonaccepting states. It cannot contain
infinitely many accepting and nonaccepting states at the same time. It is therefore sufficient
to check if every run contains infinitely many nonaccepting states. The idea behind the
Miyano-Hayashi cut-point construction [26] is to periodically sample all runs and check if
they contain a nonaccepting state. After all of them visit an accepting state, a cut-point is
reached and new runs are sampled. The complement then accepts a word if there is a run
where a cut-point is reached infinitely many times on this word.

Let A = (Q,%,6,1,F) be an inherently weak BA. We first construct an equivalent
weak BA W = (Q,%,6, I, Fyy), where Fyy contains all states from MSCCs containing at
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least one accepting state of A. We then convert W to an equivalent co-Biichi automa-
ton C = (Q,%,0,I,Fc = Q\ Fw). A co-Bichi automaton (co-BA) C = (Q,%,4,1, F¢)
accepts an input word « if there exists a run p such that for every state ¢ € ) occuring
infinitely often in p it holds that ¢ € Fo. The procedure, denoted by MIHAY, constructs the
(deterministic) BA MIHAY(C) = (Q',X,0’, I, F') whose components are defined as follows:

o« Q=29 x 29,

« I'={(I,1\ Fo)},

e §'((S,B),a) = (S, B') where
— 8" =6(8,a),

— and
x B'=S5"\Fcif B=0or
x B'=(0(B,a)NS")\ Fc if B # 0, and

o F'=29x {@}
Theorem 3.5 ([26]). Let C = (Q, %, 6,1, F¢) be a co-BA. Then L(MIHAY(C)) = £¥\ L(C).

Figure 3.5 shows an example of an inherently weak Biichi automaton, equivalent weak
and co-Biichi automata and the complement constructed using M1HAY.

3.6 Semi-deterministic Biichi Automata Complementation

Semi-deterministic Biichi automata have a specific structure allowing to use a more efficient
complementation construction. If a rank-based complementation is used, the maximum
rank can be bounded by 3. More precisely, ranks of the states in the nondeterministic part
can be bounded by 3, and states in the deterministic part by 2. Even though bounding
the maximum rank can significantly reduce the generated state space in the tight part, the
complemented automaton can have a lot of states because of the presence of the waiting
part. Semi-deterministic BAs can be complemented using the NCSB construction [5],
which does not consider the waiting part and keeps only rough information about the ranks
in comparison to rank-based algorithms.

Let A= (Q1UQ2,%,61Ud:Ud2, I, F') be a semi-deterministic Biichi automaton such that
(1 is a set of states in the nondeterministic part, Q)2 is a set of states in the deterministic
part, 81: Q1 XX — 291, §;: Q1 x ¥ — 292 and d2: Q2 x ¥ — 292, The procedure, denoted
by NCSB, constructs the BA NCSB(A) = (@', %,0',I', F') whose components are defined
as follows:

° Ql:{(N707S7B) €2Q1 X2Q2 X2Q2\F><2Q2 |B§C},

« I'={(@NIL,Q2NI0QNT)},
e 01 Q' x ¥ — 29 such that (N',C", S, B') € &((N,C, S, B), a) iff

- N/:(Sl(Naa)a
— C'"US" =6(N,a)Ud(CUS, a),
- C'nS =4,

15
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Figure 3.6: An example of a semi-deterministic BA A and its complement NCSB(.A)

-5 2 52(Sa a)a
— ' 2 62(C'\ F,a), and
— B'=C"if B=10, otherwise B’ = §3(B,a) N C’, and

.« F'={(N,C,$,B)€Q'| B=0}.

Theorem 3.6 ([5]). Let A = (Q, %, 4, I, F) be a semi-deterministic BA. Then L(NCSB(.A))
=39\ L(A).

An example of a semi-deterministic Biichi automaton with its complement is shown in
Figure 3.6. Macrostates of NCSB(A) consist of four components: (N,C, S, B). The N-
component tracks runs in the nondeterministic part of the automaton. The C-component
represents the runs that have entered the deterministic part and are not safe (they did not
visit an accepting state for the last time), whereas the S-component represents the safe
runs. The last component is a breakpoint that is used to check that no run stays forever
in component C.
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Chapter 4

Next Generation of Rank-Based
Algorithms for Biichi Automata

Even though Schewe’s rank-based complementation construction described in Section 3.4
asymptotically matches the lower bound of (0.76n)™ [32], it still produces a complemented
automaton with potentially unnecessary states or transitions and, due to the high space
complexity, further optimizations of this algorithm are crucial for practical applications.
In this chapter, we first introduce elevator automata [15], a large class of Biichi automata
with a specific structure, occuring often in practice. We analyze run DAGs of these au-
tomata and present an algorithm for reducing the bound on maximum rank of states in
each strongly connected component. We also extend this algorithm for general Biichi au-
tomata. Moreover, we show that elevator automata can be complemented in O(16™) space.
Secondly, we present a technique based on data flow analysis that can be used to propagate
rank restrictions throughout the automaton and thus reduce the ranks even more. In the
next part of the thesis, we focus on optimizations for specialized complementation construc-
tions for inherently weak and semi-deterministic automata. Thanks to their properties, we
are able to use more efficient procedures for their complementation than the rank-based
construction.

4.1 Elevator Biichi Automata

In this section, we introduce elevator automata, a class of Biichi automata with a specific
structure. We analyze run DAGs for all types of strongly connected components of elevator
automata and present an algorithm assigning bounds on maximum rank for states in each
component. Finally, we show that elevator automata can be complemented in O(16™) space.

Let C'be an MSCC of a given Biichi automaton A = (Q, %, 4, I, F') and Aj¢c = (C, X, ¢, [
NC,FNC). We say that C is deterministic iff the BA Ajc is deterministic, non-accepting
ifft C N F =, inherently weak accepting iff every cycle in the transition diagram of Aic
contains an accepting state qr € F, and trivial iff |C| = 1 and §;c = 0.

A Biichi automaton A = (Q,%,0,1, F) is an elevator (Biichi) automaton if for every
MSCC C of A it holds that C is (i) deterministic (D), (ii) inherently weak accepting (IWA),
or (iii) non-accepting (N). An example of an elevator automaton with assigned type to each
strongly connected component is shown in Figure 4.1.

The number of successors of a given macrostate in rank-based complementation is given
by the number of possible tight rankings, which rises combinatorially with the macrostate’s
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Figure 4.1: An example of an elevator automaton

maximum rank. More precisely, for a given set of states, the number of possible tight
rankings corresponds to the Stirling number of the second kind of the maximum rank [12].
For general BAs, the bound on maximum rank for all states of the automaton is 2|Q| —
1. However, this bound is often unnecessarily high and many redundant states can be
generated. Thanks to the specific structure of elevator automata, we can reduce the bound
on maximum rank for states in every MSCC. Before we formally describe the rank restriction
for elevator automata, let us give an intuition behind the maximum rank reduction by
analyzing run DAGs of a BA containing only one MSCC of one of the three types that can
be present in an elevator automaton.

4.1.1 Non-accepting Components

Let A be a BA with only one non-accepting MSCC and o ¢ £(.A) be an input word. In G},
constructed by the ranking procedure from Section 3.1, all finite vertices are removed. Since
A contains no accepting state, all vertices in G. are endangered, and therefore the maximum
rank can be bounded by 1. See Figure 4.2a for an example of a BA with one non-accepting

a
a
b a a a a
(a) Non-accepting BA (b) Run DAG

Figure 4.2: The run DAG of a non-accepting MSCC over word a“
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(a) Deterministic BA (b) Run DAG

Figure 4.3: The run DAG of a deterministic MSCC over word aaab”

MSCC. The corresponding run DAG G, with assigned ranks for a word o = ¢% is shown in
Figure 4.2b.

4.1.2 Deterministic Components

Let A be a deterministic BA with only one MSCC and a ¢ £(.A) be an input word. Since
the automaton is deterministic, there is at most one run of A on «. The corresponding run
DAG G, therefore contains at most one vertex in each level, and because there are only
finitely many accepting states in the run of A on «, there is a level [ such that for all levels
" > 1 it holds that all vertices in level I are endangered. All vertices in level I’ > [ have
rank 1. Due to the determinism, G2 is always finite. All vertices in levels smaller than [ have
therefore rank 2 and a greater rank is not needed. (Note that the maximal rank restriction
also holds if the automaton has more than one initial state.) Consider the deterministic
BA with one MSCC in Figure 4.3a and the word oo = aaab®. The corresponding run DAG
with assigned ranks is shown in Figure 4.3b.

4.1.3 Inherently Weak Accepting Components

Let A be a BA with only one inherently weak accepting MSCC and o ¢ £L(.A) be an input
word. Since every cycle of A contains an accepting state and a & L(.A), all possible runs
of A on o must be finite. The whole run DAG G, is therefore finite and the maximal rank
is 0. See Figure 4.4a for an example of a BA with only one inherently weak accepting
MSCC. Figure 4.4b shows the corresponding run DAG G, with assigned ranks for o = ab®.

4.1.4 Rank Restriction for Elevator Automata

In this section, we present an algorithm that assigns each MSCC a label of the form
TYPE:rank with the type of MSCC and the bound on the maximum rank of its states.

,,,,,,, rank 0
a a a 3 (2, 1) |
oW O (mEmR )
b a  a b
(a) Inherently weak accepting BA (b) Run DAG

Figure 4.4: The run DAG of an inherently weak accepting MSCC over word aab®
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The assignment is performed from terminal MSCCs (i.e., MSCCs that cannot reach to any
other MSCC) towards MSCCs with initial states. More precisely, a label can be assigned to
MSCC C only if (i) C is terminal or (ii) a label was already assigned to all MSCCs reach-
able from C. Note that there can be more options how to assign a type for some MSCCs.
The algorithm assigns the type that is most suitable in terms of keeping the rank bound
as low as possible in a greedy way (i.e., based on local information). This can be different
for every MSCC, depending on the labels of its successors. For the following algorithm, we
assume that an elevator automaton contains no useless states (there is therefore no terminal
non-accepting MSCC).
For a terminal MSCC C, we assign the following label:

1. IWA:0 if C is inherently weak accepting,
2. D:2 otherwise (i.e., if C' is deterministic accepting).

Note that the previous two options are complete because the automaton contains no
useless states. For non-terminal MSCCs, we use the corresponding rules from Figure 4.5.
Children nodes denote already processed successive MSCCs. In particular, a child node of
the form k:/;, denotes an aggregate of all siblings of the type k with ¢; being the maximum
rank of these siblings. For a non-terminal MSCC ', the rules for assigning a label are the
following:

1. If C is trivial, we try both rules from Figure 4.5a and Figure 4.5¢ and use the one
with the smaller rank.

2. Else if C' is IWA, we use the rule in Figure 4.5a.
3. Else if C' is deterministic accepting, we use the rule in Figure 4.5b.

4. Else if C' is deterministic and non-accepting, we use one of the rules in Figure 4.5b
and Figure 4.5c that gives us a smaller rank.

5. Else if C' is nondeterministic and non-accepting, we use the rule in Figure 4.5c.

The maximum rank of each MSCC is then assigned to all its states and macrostates with
higher ranks are not generated. We denote the procedure as ELEVBOUND. Formally, the
result of the algorithm is a mapping x : Q — w that gives a bound on the maximum rank to
each state of the automaton. This mapping can be plugged in, e.g., SCHEWE to prune the
generated state space. Figure 4.6a shows an elevator automaton A, with assigned label for

¢ =max{lp,{n + 1,0y} ¢=max{lp + 2,y + 10w +®,2} {=max{lp+1,{n,lw+1}
C: (IWAX C: C:
2 2
(Detp)  (Netw] (WAL ) (Detp)  (Netw] (WAL ) (Detp)  (Netw] (1WA )
(a) C is IWA (b) Cis D (¢) C'is N

Figure 4.5: Rules for assigning types and rank bounds to MSCCs. The symbols 2 and @ are
interpeted as 0 if all the corresponding edges from the components having rank £p and £y,
respectively, are deterministic; otherwise they are interpreted as 2. Transitions between
two components C; and Cy are deterministic if the BA (C,¢ ‘ C,@,@) is deterministic for

C = 5(01,2) N (Cl U 02)
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(a) Elevator automaton A (b) Complement of A.;. Our procedure will not generate
the red states (and their successors, which are not shown in
the figure).

Figure 4.6: An example of an elevator BA with its complement

each MSCC. The complement of A, is in Figure 4.6b. Red macrostates are not generated
because the value assigned to some state is higher than the rank bound on the maximum
rank — for example a macrostate ({q:0,7:0,s:1},0) was not generated, because state s is
assigned the rank 1, which is higher than the rank bound 0 given by our algorithm.

Lemma 4.1. Let A be an elevator automaton. ELEVBOUND(A) is a TRUB.

Proof. Consider an elevator automaton .A. Let G, be a run DAG over some word o ¢ L(.A)
and C be an MSCC of A. We proceed by induction on the structure of A. We start with
the base case.

Claim 1: Let C' be a terminal IWA component in G,. Then, all vertices of G, labelled by C
will have the rank 0.

Proof: All cycles in inherently weak accepting components are accepting. Since « ¢ L(.A),
there is no run staying in C forever. All vertices labelled by a state from C are therefore
finite in G, and are, therefore, assigned rank 0. ]

Claim 2: Let C be a terminal D component in Go. Then, all vertices of G, labelled by C
will have the rank at most 2.

Proof: We prove that G2 contains only finite vertices labelled by C. If it is not true, either
a € L(A) or C is not terminal and deterministic. ]

Now we prove the main lemma by induction on given rules. We prove that if a state ¢
was assigned rank k, then G¥*1 does not contain a node labelled by q.

e Base case: If a terminal component C' is IWA, from Claim 1 we get that all states
from C will have the rank 0. If a terminal component is D, then from Claim 2 we
have that all states from C' will have the rank bounded by 2.

e Inductive case: Assume that for all states ¢ from already processed components, if ¢
were assigned rank m, G7*! does not contain node labelled by ¢q. Note that inside each
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rule we can investigate cases D, N, and IWA separately since the adjacent components
do not affect each other.

Figure 4.5a Observe that after £ = max{¢p,fny + 1,4y} steps of the ranking procedure,
in the worst case, all vertices labelled by C in G/ are finite (otherwise it is
a contradiction with induction hypothesis). Therefore, in G5! there are no
vertices labelled by C. The ranks of vertices labelled by C' is hence max{/p, {n +
1, 0w}

Figure 4.5b We prove that in G all vertices labelled by C' are finite (£ is from the rule). From
the induction hypothesis, after £ —1 steps (in the worst case) all vertices labelled
by adjacent D, IWA components are finite in g§ (provided that the transitions are
deterministic). Vertices labelled by adjacent N components are not present in G .
Therefore, if there is some vertex v labelled by C'in G¢ that is not finite, the only
possibility is that for each v’ € reachge (v) we reach in G’ from v some vertex
labelled by a state from the D, IWA components. However, it is a contradiction
with the transition determinism.

Figure 4.5¢c We prove that in G/ all vertices labelled by C' are endangered. This follows from
the fact that after £ — 1 steps no vertex labelled by the adjacent D, IWA compo-
nents is present in Qﬁ (induction hypothesis). Therefore, all vertices labelled by
C in G!, are endangered. O

4.1.5 Refined Ranks for Non-Elevator Automata

The algorithm from Section 4.1.4 computing bound on the maximum rank for states in each
MSCC of an elevator automaton can be extended to general BAs. Non-elevator automata
contain at least one nondeterministic accepting component. We refer to these MSCCs as
general components and denote them as G. For deterministic, nonaccepting, or inherently
weak MSCCs, we are able to set a rank bound independently of the number of states
they contain, thanks to the structure of run DAGs for every possible word. However, for
general MSCCs, the rank bound depends on the number of states, more precisely on the
number of nonaccepting states in the component. This follows the original argument that
maximum rank for each state in a Biichi automaton with n states is bounded by 2|Q|. Since
a maximum rank of a tight ranking depends only on the number of nonaccepting states, we
can bound maximum rank in a general component C' to 2|C'\ F|.

For a terminal MSCC C, we extend the algorithm assigning a label to each MSCC as
follows (in the given order):

1. IWA:0 if C is inherently weak accepting,
2. D:2 if C is deterministic accepting, and
3. G:2|C'\ F| otherwise.

For non-terminal MSCCs, we use the rules from Figure 4.7. The structure of these rules
is the same as for elevator automata in Section 4.1.4. For a non-terminal MSCC C, the
rules for assigning a label are the following (in the given order):

1. If C is trivial, we try both rules from Figure 4.7a and Figure 4.7c and use the one
with the smaller rank.

2. If C' is IWA, we use the rule in Figure 4.7a.
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Figure 4.7: Rules assigning types and rank bounds for non-elevator automata.

3. If C is deterministic accepting, we use the rule in Figure 4.7b.

4. If C is deterministic and non-accepting, we use one of the rules in Figure 4.7b and
Figure 4.7c that gives us a smaller rank.

5. If C is nondeterministic and non-accepting, we use the rule in Figure 4.7c.
6. Otherwise, we use the rule in Figure 4.7d.

The maximum rank of each MSCC is assigned to all its states and macrostates with
higher ranks are not generated. We denote the procedure as NONELEVBOUND. Formally,
the result of the algorithm is a mapping x : Q@ — w that gives a bound on the maximum
rank to each state of the automaton.

Lemma 4.2. Let A be a Biichi automaton. NONELEVBOUND(.A) is a TRUB.

Proof. Consider some BA A. Let G, be a run DAG over some word o ¢ L(.A). In this
proof, we use the claims and notation introduced in the proof of Lemma 4.1.

Claim 3: Let C be a terminal G component in gfﬁ“. Then, all vertices in G, labelled by C
will have the rank at most 2k + 2|C'\ QF|.

Proof: Since 2k + 1 > 0, G2**1 does not contain any finite vertices. Since C is a terminal
component, there is some i € w s.t. Vj > i : [level gzea () N C| < |level ganr2(j) N C| (if
we remove an endangered vertex, we decrease the width of the run DAG from some level
at least by 1). Moreover, since endangered vertices do not contain accepting states, the
previous observation can be refined to [(levelgar+1 () NC)\ Qp| < [(level gzer2 (7)) NC)\ QF|.

If we apply the reasoning multiple times, we get that in gi’“”'C\QF |, there remain only

finite vertices labelled by a state from C, therefore the rank is at most 2k 4+ 2|C'\ Qr|. W

Now we prove the main lemma. First, observe that after application of any rule, we
have that D,IWA, and G components have an even rank and N components have an odd
rank. We prove the lemma by induction on certain rules. In particular, we prove that if a
state ¢ was assigned rank k, G**! does not contain any node labelled by gq.

e Base case: If a terminal component C' is IWA, from Claim 1 we obtain all states from
C will have the rank 0. If a terminal component is D, then from Claim 2 we have
that all states from C will have the rank bounded by 2. If a terminal component is G,
from Claim 3 we have that all states from C will have the rank bounded by 2|C'\ QF|.
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o Inductive case: Assume that for all states ¢ from already processed components, if ¢
was assigned by rank m, G7*! does not contain any node labelled by gq.

Figure 4.7a Observe that after £ = max{{p,{n+1, lyw, L} —1 steps of the ranking procedure,
in the worst case, all vertices labelled by C in G/ are finite (otherwise it is
a contradiction with the induction hypothesis). Therefore, in gfjl there are no
vertices labelled by C'. The ranks of vertices labelled by C' is hence max{/p, ¢ +
1, 0w, lg}.

Figure 4.7b We prove that in gﬁ all vertices labelled by C' are finite (¢ is from the rule). From
the induction hypothesis, after £ — 1 steps (in the worst case) all vertices labelled
by adjacent D and IWA components are finite in G (provided that the transitions
are deterministic). Vertices labelled by adjacent N components are not present
in G/. Vertices labelled by adjacent G components are finite in G. Therefore, if
there is some vertex v labelled by C in G, which is not finite, the only possibility
is that for each v' € reachg, (v) we reach in G’ from v’ some vertex labelled by
a state from the D, IWA components. This is however a contradiction with the
transition determinism.

Figure 4.7c We prove that in G all vertices labelled by C are endangered. This follows from
the fact that after £ — 1 steps no vertex labelled by the adjacent D, IWA, G com-
ponents is present in G (induction hypothesis). Therefore, all vertices labelled
by C in gﬁ are endangered.

Figure 4.7d From the induction hypothesis we have that in gﬁ where ¢ = max{/p,ln +
1, 0w, La} all vertices labelled by adjacent D,IW, G components are finite. Ver-
tices labelled by adjacent N components are not present in gi. Therefore, C' is
terminal in G5*!. From Claim 3 we have that the rank of C' is bounded by
(+2|C\ QF|. O

4.1.6 Efficient Complementation of Elevator Automata

The algorithm for assigning rank bounds to MSCCs of an elevator automaton, presented in
Section 4.1.4, can in practice have a huge impact on the generated state space. However,
we cannot bound the maximum rank by a constant, because it depends, among other, on
the number of MSCCs. In this section, we show that it is possible to bound the rank by
a constant if we construct an equivalent automaton with at most double the size of the
input elevator automaton.

The increment of maximum rank for two successive MSCCs depends mainly on the al-
ternation of accepting components and some nondeterminism. We can change the structure
of an input elevator automaton such that for every possible run we start in a nonaccepting
MSCC and then take a transition to deterministic or inherently weak MSCC at most once.

Let A= (Q,%, 0,1, F) be an elevator automaton. The deelevated automaton DEELEV(.A)
=(Q,%,d,I', F') is given as follows:

® Ql = Q X {172}7
o I'=1x{1},
e ¢ = 61 U J; such that

- 61((‘]7 1)70’) = 6((170’) X {172})
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(a) Elevator automaton A, (b) DEELEV(A;)

Figure 4.8: An example of an elevator automaton A, and a deelevated automaton
DEELEV(A;). The bound on the maximum rank is decreased from 5 to 3.

— 52((0,2),0) = (g, ) x {2}, and
o« FI=Fx {2}.

Intuitively, we copy each MSCC with an accepting state and all transitions going to this
MSCC, and we remove accepting conditions from the original MSCC. It is easy to see from
the construction that the number of states of DEELEV(A) is bounded by 2|Q|. Any possible
run on DEELEV(A) starts in a nonaccepting MSCC, and it either stays in some nonaccepting
MSCC or it moves to a deterministic accepting or inherently weak accepting MSCC where
it stays forever. The bound on the maximum rank for DEELEV(A) is therefore always 3,
which gives us the upper bound O(16"™) for complementing elevator automata. This is
based on the number of possible tight rankings for an automaton with sufficiently many
states n and rank bound 3. An example of a deelevated automaton is given in Figure 4.8.

Lemma 4.3. Let A be a BA. Then, £(A) = L(DEELEV(A)).

Proof. Let a € L(A) be a word. There is an accepting run p = qoq; ... of A on a. For an
accepting run p, there is an MSCC C' and some ¢ € w such that p;, € C for all k£ > ¢. There
is an accepting run p’ = (qo,1) ... (¢i-1,1)(qi, 2)(¢i+1,2) . .. on DEELEV(A).

Let v € DEELEV(A) be a word. There is an accepting run p = (go, 1) ... (gi—1,1)(gi, 2)
(¢i+1,2) ... on DEELEV(A). States gi, gi+1, - .. are in the same MSCC. There is therefore
an accepting run p’ = qoqp ... of A on a. O

4.2 Data Flow Analysis

In this section, we propose a way to get bounds for maximum rank based on the structure
of the automaton using data flow analysis [27]. In particular, rank bounds can be decreased
based on the ranks and rankings of the local neighbourhood of the macrostates. For an
input BA A = (Q,X%,6,1, F), the analysis is performed on the BA K4 = (29,%,5,0,0)
where & = {R % S | S = §(R,a)}. The structure of K 4 is similar to the structure of the
waiting part of SCHEWE(A). We are, however, not interested in the language of K 4, but
only in its structure. We get the bounds for states in a macrostate based on the bounds of
the states of its predecessors.

For a function f : X — Y and a set S C X, we define f(S) = {f(z) | = € S}. In the
following, we use f<{z — y} to denote the function (f\ {z — f(x)})U{z — y} forz € X
and y € Y. For i € w we use [i] to denote the largest even number smaller or equal to .
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4.2.1 Outer Macrostate Analysis

Our first analysis, called outer macrostate analysis, is based on the sizes of macrostates and
is used for estimating their ranks. Since the rank of a run in SCHEWE(.A) does not decrease
once it enters a tight part, we can set a rank bound for each cycle of K4 to 2m — 1 where m
is the smallest number of nonaccepting states of macrostates in this cycle. The maximum
rank of the macrostate is then given by the maximum rank of all the cycles going through
this macrostate. The rank of each cycle can also be estimated by our elevator analysis from
Section 4.1.

Since the number of cycles in 4 can be double-exponential to the size of A, we use
data flow analysis instead of enumerating all cycles. The function u : 29 — w gives a max-
imum rank to each macrostate. For a macrostate S and its predecessors Rj,..., R;, we
use the update function upyy: : (29 — w) x (29)*+! — W, which is defined as follows:
Upout (1, Sy R,y - .., Ri) = min{u(S), max{u(R1),...,u(R;)}}. The new bound on the max-
imum rank of S is set to the smaller of the previous bound p(S) and the largest of the
bounds of all predecessors of S. The new value is propagated forward by the data flow
analysis until the fixpoint is reached.

Lemma 4.4. If ;4 is a TRUB, then p < {S +— up,,.(1t, S, R1,...,Rmn)} is a TRUB.

Proof. Let o ¢ L(A) and G, be the run DAG of A over . Further, let us use ' = p<1{S
UP ot (0, Sy R, ..oy Rin) }

1. There are finitely many ¢ € w such that level,(i) = S. Let k be the last level of G,
where S occurs (or 0 if S does not occur on any level of G,). Then we can set the ¢
in the definition of a TRUB in (3.2) to be the least £ > k such that /¢ is a tight level.
Then the condition holds trivially.

2. There are infinitely many i € w such that level, (i) = S. Then, since p is a TRUB,
let ¢ be the £ in (3.2) for which p satisfies (3.2). We need to show that for every k > ¢
such that level,(k) = S, it holds that p/(S) > f2. Let P C {Ry,..., Ry} be the
set of predecessors of all occurrences of S on G, below ¢, i.e., for all £ > ¢ such
that level, (k) = S, we have level,(k — 1) € P. Since the ranks of levels in a run
DAG are lower for levels that are higher, it is sufficient to consider only the first such
a k. Let R be the predecessor of S at k, i.e., R = level,(k — 1). Since we do not
know which particular R; € P it is, we need to consider all R; € P. Since k£ — 1
is already a tight position, we have that p” = p < {S — max{u(R1),...,(Rm)}}
is a TRUB for the same ¢” = ¢ in (3.2). Further, p is also a TRUB, therefore,
w=p<a{S — min{u"(S), u(S)}} for L. O

Corollary 4.5. When started with a TRUB pg, the outer macrostate analysis terminates
and returns a TRUB puj,,.

Proof. Let p be a TRUB and ¢/ = u <1 {S — up,, (1, S, R1,...,Rp)}. From Lemma 4.4
we have that y/ is a TRUB as well, which means that starting from po using up,,; we
get TRUBs only. Moreover, u(P) > u/(P) and p/(P) > 0 for each P € 29. The fixpoint
evaluation hence eventually stabilizes. O

4.2.2 Inner Macrostate Analysis

Inner macrostate analysis is used for estimating rankings within macrostates. In a super-
tight run, the rank of a state ¢ € S is bounded by the rank of the predecessors of q. The
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function p : 29 — R, where R denotes the set of all rankings, gives a ranking for each
macrostate.

Let f, f' € R be rankings. We use f L f’ to denote the ranking {q — max{f(q), f'(q)} |
q € Q}, and f 1M f" to denote the ranking {¢ — min{f(q), f'(q¢)} | ¢ € Q}. Moreover, we
define maz-succ-rank(f) = max<{f' € R | f'(¢') < f(q) for each ¢ € S and ¢’ € §(q,a)}
and a function dec: R — R such that dec(d) is the ranking 6’ for which

0(q) —1 if 0(q) = rank(0) and q ¢ F,
0'(q) =< |0(q) — 1] if 6(q) = rank(d) and q € F, (4.1)
0(q) otherwise.

Intuitively, maz-succ-rankg( f) is the maximum ranking that can be reached from macrostate S
with ranking f over a and dec(f) decreases the maximum ranks in a ranking 6 by one (or by
two for even maximum ranks and accepting states).

For a macrostate S and its predecessors Ry, ..., R;, we use the update function up;, : (QQ
— R) x (29)*1 — R, which is defined by the following algorithm:

1 up;, (1, S, Ry, ... Ryt

2 foreach 1 <i<m anda € ¥ do
3 if 6(R;,a) = S then

4 ‘ g« maz-succ-rankp (u(R;))
5 0 < u(S) M| {g? | g¢ is defined};

6 if rank(0) is even then 6 < dec(6);
7 return 6;

The update function updates u(q) for every g € S to hold the maximum rank compatible
with the rank of its predecessors.

Lemma 4.6. If y is a TRUB, then p < {S — up,,(u, S, R1,...,Ry)} is a TRUB.

Proof. Let a ¢ L(A) and G, be the run DAG of A over «. Further, let us use p/ = u<1{S
up,y, (6, Sy R1, ..., Ry)}. First, we prove the following claim:

Claim 4: Let pq, po be two TRUBs wrt a. Then 1, defined as p/(S) := u1(S) M pua(S) is
a TRUB wrt c.

Proof: The proof follows from the definition (with choosing ¢ = max{f1, ¢2}) where ¢; is
from the definition of a TRUB for p; and #s is for us. |

We need to consider the following two cases:

1. There are finitely many ¢ € w such that level, (i) = S. Let k be the last level of G,
where S occurs (or 0 if S does not occur on any level of G,). Then we can set the ¢
in the definition of a TRUB in (3.2) to be the least £ > k such that ¢ is a tight level.
Then the condition holds trivially.

2. There are infinitely many ¢ € w such that level,(i) = S. Then, since u is a TRUB,
let ¢ be the £ in (3.2) for which p satisfies (3.2). We need to show that for every k > ¢
such that levelo(k) = S, it holds that p/(S) > f&. Let P C {Ri,..., Ry} be the
set of predecessors of all occurrences of S on G, below ¢, i.e., for all £ > ¢ such
that level, (k) = S, we have level,(k — 1) € P. Since the ranks of levels in a run
DAG are lower for levels that are higher, it is sufficient to consider only the first
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such a k. Let R be the predecessor of S at k, i.e., R = levelo(k — 1). Since we
do not know which particular R; € P it is, we need to consider all R; € P. Let
M = {maz-succ-ranky, (W(R;)) | Rj € P,a € ¥}. Then, since p is a TRUB, | | M will
also be a TRUB. Moreover, from Claim 4, § = p(S) M| | M will also be a TRUB, and
so 0 > f;*. Then, if the rank of § is even, we can decrease it to the nearest odd rank,
since tight rankings are, by definition, of an odd rank. O

Corollary 4.7. When started with a TRUB pg, the inner macrostate analysis terminates
and returns a TRUB p}, .

Proof. Let u be a TRUB and p/ = pu < {S — up;, (1, S, R1,...,Ry)}. From Lemma 4.6
we have that y/ is a TRUB as well, which means that starting from po using up,, we get
TRUBs only. Moreover, u(P) > p/(P) and p/(P) > {qg+ 0| ¢ € Q} for each P € 29. The
fixpoint evaluation hence eventually stabilizes. O

4.3 Optimization of Inherently Weak BA Complementation

In this section, we introduce new optimizations of inherently weak Biichi automata comple-
mentation. Our optimizations are based on the Miyano-Hayashi construction [26] described
in Section 3.5. Our two optimizations are inspired by optimizations of the determinization
algorithm for automata over finite words [13] and by macrostates saturation in rank-based
complementation of Biichi automata [9]. In both optimization, simulation relations are
used in order to construct a smaller automaton. We either try to make the macrostates of
the complement as small as possible (pruning) or as big as possible (saturating). This con-
struction can help reducing the generated state space, because more states obtained from
the original Miyano-Hayashi construction [26] can be mapped to one pruned or saturated
macrostate.

Let A= (Q,%,0,I,F) be an inherently weak BA. We first construct an equivalent BA
W= (Q,%,6,1, Fyy), where Fyy contains all states from inherently weak accepting MSCCs
of A. We then convert W to an equivalent co-Biichi automaton C = (Q,3,0,1,Fc =
Q\ Fw). We use jgy to denote a direct simulation on VW and jfc to denote a fair simulation
on C. A fair simulation j? can be approximated by a direct simulation jgy.

Let C be a relation on the states of C defined as follows: p C ¢ iff (i) p j?, (ii) ¢ is
reachable from p in C, and (iii) either p is not reachable from ¢ in C or p = q.

We define two adjustment functions pr, sat: 22 — 29 for each S C Q as follows:

o pruning: pr(S) =S’ where S’ C S is the lexicographically smallest set (given a fixed
ordering on ) such that Vg € S3¢' € §": ¢ C ¢ and

o saturating: sat(S) = [S] ¢ where LSJj? ={peQ|3qeQ:p j? q}

For a given co-BA C and an adjustment function 0 : 2@ — 2¢_ the construction MIHAYy
produces a BA MiHAYy(C) = (Q', X, ', I', F'), whose components are defined as follows:

o Q=29 x2¢

o ' = {(01),6(D)\ Fo)l,

o §'((S,B),a) = (5, B") where
— 5" =6(4(5,a)),
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— and
x B'=S5"\Foif B=0 or
x B'=(§(B,a)NS’)\ Fe if B # 0, and

. F'=29 x {0).

In the following we fix a co-BA C = (Q,%,6,1,Fc). We use p ~» ¢ to denote that
q is reachable from p. Let a € ¥* be a word. Let II,II' be sets of traces over a. We
say that IT and II' are acc-equivalent, denoted as II ~ II' if 37 € II : 7 is accepting in
C iff 37’ € TI' : «’ is accepting in C. Let p = S15... be a sequence of sets of states
and o be a word. We define II, to be a set of traces over o matching the sets of states.
Formally, I, = {7 | m over a, m; € S; for each i}. For a trace m = momy ... we use m;.
to denote a trace m;,, = mm41.... Moreover, for a set of traces II,, we define II,,  as
.., = {mjw |7 €1, and j > i }. We also define 1T = (J;c,, II,,,,. Further, for a set of
states B we use pf to denote the sequence S153... s.t. S1 = B, Si+1 = 6(5;, ;) for each
i € w. We use p, to denote p!,. Moreover, for a given mapping 6 : 2@ — 29 and a sequence
of sets of states p we define 0(p) = 0(p1)0(p2) .... A trace 7 is eventually fair-simulated by

/

7' if there is some i € w s.t. ;. j? T

Lemma 4.8. Let a be a word, II,, ~ 1L, , and II,, C II,, . Then, II,, ~ H;J&.

Proof. Assume that II,, ~ Il and II,, C1I, . Since Il C HU, , it means that if there is
an accepting trace in Hpa, there is the same acceptlng trace in HU If there is no accepting
trace in Il , it means that all traces contain infinitely many acceptmg states. Hence, every
infinite suffix is also an accepting trace and, therefore, I1Y o contains all traces that are not
accepting in C (i.e., with infinitely many accepting states). O

Lemma 4.9. Let a be a word. Then, II,, ~ II,.(,.)-

Proof. Since 11,,,(,,) C II,,, it suffices to show that if there is an accepting trace m € 11,
there is also an accepting trace 7’ € Hpr(pa). We show that there is 7’ € Hpr(pa) s.t.
is eventually fair-simulated by 7/. If 7/ = 7, we are done. Now, assume that 7’ # 7 and
that there is a maximum set of traces P = {wl, 7% ...} C1I,, with indices ¢; < {5 < .

s.t. p; = 77& C wzjl = p/, for each 4, and moreover m = . We show that P is finite by
showing that p] # p/; for each i # j. Assume that p); = p; for some i < j. But then we have
p; ~ pj £ p; = p; meaning that p; ~ p; (from the definition of C). From the definition
of C we also have that p; is not reachable from p} = pl, which is a contradiction. Since
the set P = {my,...,m,} is maximal and finite, we have 7, € Il,,.,,). Moreover, 7’ = 7,
eventually fair-simulates 7w, which concludes the proof. ]

Lemma 4.10. Let a be a word. Then, II,, ~ H;Jat(pa).

Proof. First observe that II,, C IIY
accepting trace m € IIY

sat(pa)’ Therefore, it suffices to show that if there is an

sat(pa)? there is also an accepting trace 7’ € II,,. We fix p = pa.

Consider some accepting trace © € 11V ) If # € II,,,, we are done. If not, there is some

sat(pa
position ¢ s.t. m € II,,  and m =<j q where g € py. Therefore, there is some trace 7’ € p
s.t. m, = g. Moreover, 7 is accepting, hence there is a trace 7" leading from ¢, which is

accepting as well. Hence, 7} ,.7" € p and moreover this trace is accepting. O

Lemma 4.11. Let ¢ be an adjustment function. If II, ~ Hg(pa) for each o € ¥“ then
L(M1HAY((C)) = 3“\ L(C).
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Proof. Consider a word o € L(C). Hence, there is an accepting trace 7= € I, and also an
accepting trace 7’ € Up(pa)y., for some k € w. Since 7' emerges eventually in the B set,
a is not accepted by L(MI1HAY,(C)).

Conversely, assume that o ¢ £(C). Then, all traces in II,, as well as in H;J(pa) contain
infinitely many accepting states. Hence, we flush B-set infinitely many times yielding
a € L(M1HAY((C)). O

Lemma 4.12. For a co-BA C, L(M1HAY,(C)) = L(MIHAY,.(C)) = £“ \ L(C).

Proof. We get the proof for Lemma 4.12 directly from the fact that II,.,,) € I, for
any word «, and from Lemmas 4.8, 4.9, and 4.11. The correctness of the construction for
MiHAY 4 (C) is given by Lemmas 4.10 and 4.11. O

4.4 Optimization of Semi-Deterministic BA Complementa-
tion

A problem with the NCSB algorithm for complementing semi-deterministic Biichi automata
described in Section 3.6 is a high degree of nondeterminism. In this section, we propose an
optimization of the original NCSB construction, inspired by the MAXRANK construction
in rank-based complementation from [16], which we denote as NCSB-MAXRANK.

Let A = (Q1WQ2,%,0 = 01 Wy W, I, F) be a semi-deterministic BA where Qs
is the set of states reachable from some accepting state and @ is the rest, §1 = d)g,,
d2 = dq,, and d; is the transition function between @ and Q2. The NCSB-MAXRANK
construction produces a BA NCSB-MAXRANK(A) = (Q', 3,8, I’, F') whose components
are the following;:

° Q/:{(N,C,S’B) GQQI X 2Q2 % 2QQ\F % 2Q2 | B g C},

o I'={(@Q1N1,Q2N1,0,Q2N 1)},
o ¢ =~ U~y where

— 1((N,C,S,B),a) ={(N',C", S, B")} where
* N = (51(N, a),
x 5" = 09(S,a),
x C' = (6;(N,a) Ud2(C,a))\ S, and
x B'=C"if B =), otherwise B’ = §2(B,a) N ",
— If BNF # ), then v2((N, C, S, B),a) = 0. Otherwise, we set v2((N,C, S, B),a) =
(N',C",S", B"} with
* B" =),
* §" =S8"UB, and
O =C\ S

« F'={(N,C,S,B) e Q| B=0}.

NCSB-MAXRANK reduces the degree of nondeterminism by providing at most two
choices for each macrostate. The first choice is to keep all states in B and the second choice
is to move all states from B to S if B contains no accepting state. The construction is
incomparable to the original NCSB algorithm [5] due to the condition C’ C d2(C'\ F,a),
which does not generally hold in NCSB-MAXRANK.
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Lemma 4.13. Let B C Q2 be a set of deterministic states and let « be a word. If o ¢ L(A),
then 3k : V0 >k : (p2)ynF = 0.

Proof. Assume that o ¢ L(.A). Since B is a set of states of the deterministic part, we have
11,5 < |B|. Moreover, for each trace m € Il 5 there is some kr s.t. m; ¢ I for each £ > k.
Taking k = max{k; | 7 € 5}, we fulfill the condition of the lemma. O

Lemma 4.14. Let A be an SDBA. Then £L(NCSB-MAXRANK(A)) = 3¥\ L(A).

Proof. First, we prove that if o € £(A), then o ¢ L(NCSB-MAXRANK(.A)). In that case,
there is an accepting run p on « in A. Moreover, p; € Q2 for some ¢ € w and for all
k > 1. Therefore, for every run R = (N1,C1,S1,B1) ... on o in NCSB-MAXRANK(A), we
have that either p; € Sy or py € Cy. Now assume the first case, py € Sp. At some point,
we reach an accepting state in p (pr € Qp, k > £). pr € Sk therefore means that R is a
finite trace of at most k — 1 elements. Now we turn to the second case, py € Cyp. In that
case, either p; € C; and p; € B; for each | > lg > ¢, or we apply 72 and move p to S,
i.e., pm € Sy for some m > £. In the first case, B is not empty anymore, hence R is not
accepting. In the latter, we get the case similar to the first examined run py € Scll. Hence,
a ¢ LINCSB-MAXRANK(A)).

Now, we prove that if a ¢ L(A), then o € L(INCSB-MAXRANK(A)). We construct an
accepting run R on « in A. Let Ry be a macrostate Ry = (N1,C1,51,B1) = (Q1NI1,Q2N
I,0,Q2N1). From Lemma 4.13 we have that there is a ky s.t. V£ > ki : (pB1),NF = (). We
set Rit1 = 71(R;) for 1 < i < k. Further, we set Ry+1 = y2(Ry). Then, we use Lemma 4.13
(on ag, ) to obtain a position ka giving us the point where 72 is applied. Such a constructed
run R is infinite, because Lemma 4.13 ensures that we cannot reach an accepting state from
S on «. It remains to show that R is accepting. From the construction, we have that o
was used infinitely many times (and each successor of 7 is an accepting state). The run
therefore contains infinitely many accepting states. O
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Chapter 5

Implementation

The optimizations presented in this thesis are implemented in the tool RANKER [14] in C++.
We added these optimizations on top of the techniques from [16]. RANKER uses optimized
rank-based complementation for general BAs and also optimized special constructions for
complementing inherently weak and semi-deterministic automata.

5.1 Architecture

RANKER [14] is a publicly available command line tool for complementing Biichi automata,
written in C++. It accepts input Biichi automata in the HOA [3] or the BA [1] format. Both
state-based and transition-based input Biichi automata are supported. The architecture is
shown in Figure 5.1. After preprocessing, the input automaton is complemented using
a complementation procedure chosen based on the structural properties of the automaton,
and then postprocessed.

5.1.1 Preprocessing and Postprocessing

RANKER supports various options for preprocessing, including reduction of the input au-
tomaton, deelevation, saturation of accepting states, or feature extraction.

In order to reduce the input automaton before complementation, RANKER uses quo-
tienting based on direct simulation [25] (--preprocess=red). Inherently weak and semi-
deterministic automata are also transformed into equivalent transition-based BAs (TBA),
since this may reduce the number of states. We do not transform other BAs into TBAs.
Even though it could reduce the number of states, our optimizations of rank-based comple-
mentation procedure are more effective on state-based automata. For elevator automata, we
can use some of the deelevation strategies. Deelevation decreases the rank bounds for rank-
based complementation at the cost of at most doubling the number of states. RANKER sup-
ports three different deelevation strategies: (i) ——preprocess=copyall where every com-
ponent is deelevated (as described in Section 4.1.6), (ii) —-preprocess=copyiwa where only
inherently weak accepting components are deelevated, and (iii) -—-preprocess=copyheur
which combines two previous methods: if the input BA is inherently weak and the the rank
bound estimation is at least 5, then all MSCCs with an accepting state/transition are deel-
evated; if on all paths from all initial states, the first non-trivial MSCC is non-accepting,
then the initial part of the BA (up to the first non-trivial MSCC) is determinized and the
sizes of macrostates in the rank-based complementation are therefore reduced.
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Figure 5.1: Overview of the architecture of RANKER with the most important command-
line options. Default settings are highlighted in blue. F' and dr denote accepting states
and transitions, respectively.

Using --preprocess=accsat, RANKER can saturate accepting states or transitions in
the input BA. The reason for this is that a higher number of accepting states reduces the
maximum rank in the rank-based complementation. On the other hand, this technique is
not always beneficial for other optimizations, since it may, for example, break the structure
for elevator rank estimation.

During preprocessing, RANKER also extracts information about the input BA that helps
the complementation procedure: for example the type of the BA, therank bound for indi-
vidual states, etc.

The preprocessed automaton is then complemented and the result is postprocessed.
RANKER removes useless states of the complement and optionally reduces the result using
direct simulation [25] (--postprocess=red).

5.1.2 Complementation

The complementation procedure is chosen based on the type of the input Biichi automa-
ton. We have a different procedure for each of the following types: inherently weak,
semi-deterministic, and other BAs (ordered by decreasing priority). See Figure 5.2 for
an overview of complementation approaches used in RANKER.

( )

inherently weak e Miyano-Hayashi construction
> e Macrostates simulation-based prun-
ing/saturation optimization

-
SDBA e NCSB-LAzY construction v
9@@—» NCSB-MAXRANK construction —>0O—>
e Optimized Rank-based construction 4
- J

e Optimized Rank-based construction
e Backoff: Spot

Y

otherwise
Y,

Figure 5.2: Overview of complementation approaches used in RANKER.
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For inherently weak BAs, both the Miyano-Hayashi construction [26] and its optimiza-
tion for macrostates saturation (described in Section 4.3) are used. By default (--best),
RANKER constructs the complement using both approaches and then outputs the smaller
result. For the option --1ight, only the optimized construction is used.

For semi-deterministic BAs, by default (--best) both NCSB-MAXRANK (described in
Section 4.4) and optimized rank-based construction with advanced rank estimation [16, 15]
is used and the smaller result is picked. For the option --1ight, only NCSB-MAXRANK
is used. We can also turn on the NCSB-Lazy construction from [9] by using --ncsb-lazy,
but this algorithm usually gives worse results.

For other BAs, we use the optimized rank-based complementation construction from
[16, 15] with SPOT as the backoff [16]. RANKER can determine if the input automaton has
a structure bad for the rank-based procedure and use another approach.
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Chapter 6

Experimental Evaluation

In this chapter, we compare RANKER with other state-of-the-art tools for Biichi automata
complementation and show that it can produce a strictly smaller complement than other
state-of-the-art tools in the majority of cases. Moreover, we show that even if the original
rank-based complementation is not very efficient, with all our optimizations it becomes
competitive to other BA complementation approaches.

6.1 Tools and Evaluation Environment

In our experiments, we compared RANKER with other state-of-the-art tools, namely, GOAL
[36] (implementing PITERMAN [28], SAFRA [31], and FRIBOURG [2]), SpOT 2.9.3 [10] (im-
plementing Redziejowski’s algorithm [30]), SEMINATOR 2 [4], LTL2DSTAR 0.5.4 [19], and
RoLL [21]. All tools were set to the mode where they output a state-based BA.

We tested the correctness of RANKER using SPOT’s autcross on all BAs in our bench-
mark. The experimental evaluation was performed on a 64-bit GNU /LINUX DEBIAN work-
station with an Intel(R) Xeon(R) CPU E5-2620 running at 2.40 GHz with 32 GiB of RAM
and using a timeout of 5 minutes.

6.2 Structure of Experiments

In this chapter, we present results of two sets of experiments. The first set was performed
after the optimized rank-based construction for elevator automata and data flow analysis
(described in Section 4.1) were implemented on top of the previous version of RANKER
from [16]. The results of these optimizations were published in [15]. The second set was
performed on the version of RANKER with optimizations from Sections 4.3 and 4.4 imple-
mented on top of the version from [15]. In our experiments, we focus mainly on the number
of states of the complement. Axes in all scatter plots are logarithmic.

The first experiment from each set shows the effectiveness of our heuristics for reducing
the generated state space by comparing the sizes of complemented BAs with other rank-
based algorithms without postprocessing. These results are useful for applications where
postprocessing is not needed, for example language inclusion or equivalence checking. We
compare RANKER with SCHEWE (the version Reduced Average Outdegree from [32], im-
plemented in GOAL under -m rank -tr -ro), and also with its previous version to see the
impact of our new optimizations.
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The second experiment from each set compares RANKER with other state-of-the-art
tools. It compares sizes of output BAs, therefore, each automaton was postprocessed with
autfilt (simplification level —-high). The statistics for each set of experiments are shown
in a table. For the second experiment, scatter plots compare RANKER with SPOT and
RoLL, which currently give the best results among other state-of-the-art tools.

6.3 Elevator Automata and Data Flow Analysis

In this section, we show the effect of our optimized rank-based construction for elevator au-
tomata and data-flow analysis. We implemented these optimizations on top of the previous
version of RANKER from [16].

6.3.1 Datasets

We used two datasets for our experiments: (i) random with 11,000 BAs over a two letter
alphabet used in [35], which were randomly generated via the Tabakov-Vardi approach [34],
starting from 15 states and with various different parameters, and (ii) LTL containing 1,721
BAs over larger alphabets (up to 128 symbols) used in [4], obtained from LTL formulae
from literature (221) or randomly generated (1500). The automata were preprocessed using
RABIT [24] and SPOT’s autfilt (using the --high simplification level), transformed to
state-based acceptance BAs (if they were not already), and converted to the HOA format [3].
From this set, we removed automata that were (i) semi-deterministic, (ii) inherently weak,
(iii) unambiguous, or (iv) having an empty language, since for these automata types there
exist more efficient complementation procedures than for unrestricted BAs [5, 4, 6, 23].
In the end, we were left with 2 592 (random) and 414 (LTL) hard automata. We use all to
denote their union (3 006 BAs). Of these hard automata, 458 were elevator automata.

6.3.2 Comparison with Rank-Based Algorithms

Our first experiment shows the effectiveness of our optimizations by comparing the sizes of
complemented Biichi automata without postprocessing. Figure 6.1 compares the number of
states of the automata generated by RANKER with the automata generated by SCHEWE [32]
and the previous version of RANKER from [16], denoted as RANKER(.,. We can see that
the improvement was in many cases exponential when compared not only with SCHEWE,
but also with the previous optimizations in RANKERQp.

The upper part of Table 6.3 gives summary statistics. The number of timeouts decreased
by 23% and the median decreased by 44% w.r.t. RANKERQp.

6.3.3 Comparison with Other Tools

Our second experiment compares the number of states of the complement generated by
RANKER with other state-of-the-art tools with postprocessing. Scatter plots in Figure 6.2
show a comparison of RANKER with SPOT and ROLL. Figure 6.2a shows that RANKER
produces a smaller BA than SPOT in the majority of cases, especially on BAs from random.
ROLL uses a learning-based approach, which is completely different from any other tool.
This approach can output a much smaller automaton in some cases, but it is a more
heavyweight technique and the number of timeouts is therefore much higher compared to
other tools.
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Figure 6.1: Comparison of the state space generated by our optimizations and other rank-
based procedures (horizontal and vertical dashed lines represent timeouts). Blue data points
are from random and red data points are from LTL. Axes are logarithmic.

Summary statistics are in the lower part of Table 6.3. RANKER has the second lowest
mean (after ROLL) and the third lowest median (after ROLL and SEMINATOR 2). Columns
wins and losses show the number of cases where RANKER outputs a strictly smaller or
strictly bigger automaton, respectively. Observe that in comparison with all other tools,
RANKER gives more wins than losses.

The number of timeouts of RANKER is still higher than of some other tools, especially
SpoT, PITERMAN, and FRIBOURG.

6.4 Inherently Weak and Semi-Deterministic BAs

In this section, we present the results of our second set of experiments, with optimizations of
the complementation of inherently weak and semi-deterministic Biichi automata, described
in Sections 4.3 and 4.4. For this set of experiments, we denote the version of RANKER from
[15], described in Section 6.3, as RANKERQ.p.

Table 6.1: Statistics for our experiments. The upper part compares various optimizations
of the rank-based procedure (no postprocessing). The lower part compares RANKER to
other approaches (with postprocessing). The left-hand side compares sizes of complement
BAs and the right-hand side runtimes of the tools. The wins and losses columns give the
number of times when RANKER was strictly better and worse. The values are given for the
three datasets as “all (random : LTL)”. Approaches in GOAL are labelled with .

6 : 225) | 17.79 (1953 : 7.22
383 : 82) 331 (384 : 0.11
367 : 204) | 951 (11.25 : 0.08
443 : 126) | 31.23 (37.85 : 7.28

9.25 (10.15 : 5.48
0.04  (0.05 : 0.02
022 (0.39 : 0.02
819 (1223 : 274

81 (80 : 1
LTL2DSTAR 73 (82 : 21 28
SEMINATOR 2 79 91 : 15 21
RoLL 18 (19 : 14 10

136 (130 : 6
363 (362 : 1
1109 (1106 : 3

9 : 10) 1266
9 : 11) 2116

1131 : 135) 571
1858 : 258) 569

method mean median wins losses mean runtime [s] median runtime [s] timeouts

RANKER 3812 (4452 : 207) 79 (93 : 26) 783 (899 : 1.30) 051 (0.84 : 0.04) 279 (276 : 3)
RANKERQLp 7398 (8688 : 358) 141 (197 : 29) 2190 (2011 : 179) 111 (107 : 4) 9.37 (10.73 : 1.99) 0.61 (1.04 : 0.04) 365 (360 : 5)
ScuEwe @ 4550 (5495 : 665) 439 (774 : 35) 2640 (2315 : 325) 55 (1 : 54) |21.05 (2428 : 7.80) 657 (7.39 : 521) 937 (928 : 9)
RANKER 7 (52 - 18) 22 (27 : 10) 783 (899 : 1.30) 051 (0.84 : 0.04) 279 (276 : 3)
PITERMAN @ 73 (82 : 22 28 34 14) 1435 (1124 : 311) 416 (360 : 56) 729 (739 : 6.65) 599 (6.04 : 5.62) 14 (12 : 2)
SAFRA @ 83 (91 : 30 29 35 17) 1562 (1211 : 351) 387 (350 : 37) 14.11 (15.05 : 837) 6.71 (6.92 : 579) 172 (158 : 14)
Spor 75 (85 : 15 24 32 10) 1087 (936 : 151) 683 (501 : 182) | 0.86 (0.9 : 0.06) 0.02 (0.02 : 0.02) 13 (13 : 0)
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Figure 6.2: Comparison of the complement size obtained by RANKER and other state-of-the-
art tools (horizontal and vertical dashed lines represent timeouts). Axes are logarithmic.

6.4.1 Datasets

For this set of experiments, we used automata from theh following three datasets: (i) random,
(ii) LTL, and (iii) Automizer. The first two datasets are the same as in the first set of ex-
periments from Section 6.3.1. Automizer contains 906 BAs over larger alphabets (up to 23°
symbols) used in [9], obtained from the ULTIMATE AUTOMIZER tool. We did not use the
last benchmark in our previous experiments, because we focused mainly on hard automata
and most of the automata form Automizer are semi-deterministic.

In contrast to the first set of experiments, where we removed some special types of au-
tomata from the dataset, in this experiment we removed only trivial one-state BAs, because
RANKER contains a more efficient implementation for complementing these automata, es-
pecially inherently weak and semi-deterministic BAs. The final dataset contains 7,155 BAs
(denoted as all) with 4,533 random, 1,716 LTL, and 906 Automizer automata.

6.4.2 Effect of the New Optimizations

In the first experiment, we measured the effect of our optimizations for inherently weak and
semi-deterministic Biichi automata without postprocessing. The evaluation was performed
on LTL and Automizer benchmarks. We use both to denote their union. Most of the
automata from these benchmarks are either inherently weak or semi-deterministic.

Table 6.2: Effects of our optimizations for IW and SDBA automata. Sizes of output BAs
are given as “both (LTL : Automizer)”.

method mean median
MIHAY 43.4 (7.3 : 140.7) 7 (5 : 21)
MIiHAY 46.1 (10.9 : 141.3) 7 (6 : 23)
NCSB-MAXRANK 30 (20.3 : 38.3) 12 (8 : 28)
NCSB-LAzY 35.7 (25.1 : 44.8) 13 (9 : 32
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Figure 6.3: Evaluation of the effect of our optimizations for IW and SDBA automata.

We first compared the number of states generated by MIHAY and by the optimization
MIHAY,, from Section 4.3 on inherently weak BAs (1,308 BAs — 948 from LTL and 360
from Automizer). The scatter plot is shown in Figure 6.3a and summary statistics are in
the upper part of Table 6.2. The optimization clearly reduces the number of states of the
complement, especially for automata from LTL, and it decreases both the mean and the
median.

We also compared the number of states generated by NCSB-LAzy [9] and NCSB-
MAXRANK from Section 4.4 on semi-deterministic BAs that are not inherently weak (735 BAs
— 328 from LTL and 407 from Automizer). The scatter plot is in Figure 6.3b and summary
statistics are in the lower part of Table 6.2. Our optimization works better especially for big
automata on the output. Both the mean and the median are lower for NCSB-MAXRANK.

6.4.3 Comparison with Other Tools

In the second experiment, we compared RANKER with other state-of-the-art tools for Biichi
automata complementation. We focused on the number of states of the output automata af-
ter postprocessing. Comparison of the number of states of automata generated by RANKER,

Table 6.3: Statistics for our experiments. The table compares the sizes of complement BAs
obtained by RANKER and other approaches (after postprocessing). The wins and losses
columns give the number of times when RANKER was strictly better and worse. The values
are given for the three datasets as “all (random : LTL : Automizer)”. Approaches in GOAL
are labelled with .

method mean median wins losses timeouts

18 : 5 : 22) 158 (53 : 0 : 105)
18 : 6 : 22) 1554 (356 : 650 : 548) 264 (142 : 69 : 53) 458 (259 : 7 : 192)

: 24) 2881 (1279 : 966 : 636) 392 (263 : 68 : 61) 309 (12 : 4 : 293)
©24) 3109 (1348 : 1117 : 644) 274 (229 : 31 : 14) 599 (160 : 30 : 409)
: 1347 (935 : 339 : 73) 1057 (327 : 343 : 387) 73 (13 : 0 : 60)
:19) 2223 (1177 : 503 : 543) 586 (245 : 207 : 134) 399 (93 : 2 : 304)

RANKER 38 ( 8 8
RANKERQLp 30 (38 : 10 : 32
PITERMAN & 43 ( 8 8
SAFRA @ 49 (60 : 17 : 56
SPOT 46 ( 8
FRIBOURC & 49 ( 3 8
LTL2pSTAR 44 (56 : 12 : 47

( . .

(

ot
=
©
=
EEIIdSS 2N
—
=
amooooan
oo 0o
-
oD v O o
—
X

(
14 (19 : 7 : 24) 2794 (1297 : 924 : 573) 448 (283 : 88 : 77) 288 (130 : 13 : 145)
SEMINATOR 2 46 (58 8 : 64) 11 (17 5 : 21) 1626 (1297 : 291 : 38) 1113 (286 : 398 : 429) 419 (368 : 1 : 50)
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Figure 6.4: Comparison of the complement size obtained by RANKER, RANKER(Q,p, and
SpOT (horizontal and vertical dashed lines represent timeouts).

RANKER(Q.p, and SPOT are given in Figure 6.4. Summarizing statistics are in Table 6.3. The
backoff strategy was applied in 278 cases (264 for random, 1 for LTL, and 13 for Automizer).

The number of timeouts was reduced by 65% w.r.t. RANKERQ;p — this is the reason of
the higher mean. RANKER also has the third smallest mean and median, after ROLL and
RANKERQp, but they have a much higher number of timeouts. From the columns wins
and losses we can see that RANKER gives a strictly smaller automaton in the majority of
cases compared to all other tools.

Regarding runtimes, we can see from Table 6.4 that RANKER is comparable to SEMI-
NATOR 2. SPOT still remains the fastest tool for BA complementation.

Table 6.4: Run times of the tools given as “all (random : LTL : Automizer)”

method mean median
RANKER 3.72 (434 : 045 : 7.30) 0.05 (0.10 : 0.04 : 0.08)
RANKERQLp 462 (533 : 072 : 9.69) 0.07 (0.19 : 0.03 : 0.15)
PITERMAN @ 8.06 (6.07 : 595 : 28.38) 5.12 (4.96 : 5.08 : 8.68)
SAFRA @ 11.58 (10.41 : 6.51 : 38.65) 5.41 (532 : 526 : 9.02)
SpoT 0.64 (0.57 : 0.02 : 2.28) 0.02 (0.02 : 0.01 : 0.02)
FriBOURG @ 13.13 (14.14 : 6.06 : 23.88) 5.69 (6.82 : 4.92 : 6.57)
LTL2DSTAR 21 (225 : 034 : 5.15) 0.02 (0.02 : 0.01 : 0.05)
SEMINATOR 2 = 4.16 (6.33 : 0.03 : 1.88) 0.03 (0.08 : 0.01 : 0.03)
RoLL 23.65 (29.82 : 3.88 : 49.02) 3.34 (6.19 : 1.71 : 17.14)
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Chapter 7

Conclusion

In this thesis, we presented several optimizations for efficient complementation of Biichi
automata. Firstly, we focused on rank-based complementation. We identified the main
source of a state space blow-up, which is often an unnecessarily high bound on maximum
rank for each state, and observed that if an automaton has a specific structure, we can
reduce the rank bound for states in each strongly connected component of the automaton.
We identified a subclass of Biichi automata, called elevator automata, whose structure
enables to reduce the rank bound. We presented an algorithm assigning rank bound for
states in each strongly connected component of the automaton. This algorithm can also to
a certain degree be extended to general Biichi automata with no specific structure. Then
we presented a technique based on data flow analysis that enables propagation of rank
restrictions throughout the automaton. Moreover, we showed that elevator automata can
be complemented in O(16™) space. The definition of elevator automata has already been
used by other members of the research community [22].

In the second part of the thesis, we focused on optimizations of specialized comple-
mentation constructions for inherently weak and semi-deterministic Biichi automata. Due
to special properties of these types of BAs, we can use more efficient algorithms than the
rank-based construction. We presented an optimization removing states from a macrostate
of the complement of an inherently weak automaton based on direct simulation. The op-
timization of semi-deterministic BA complementation was inspired by an optimization of
rank-based construction.

All techniques presented in this thesis were implemented as an extension of the tool
RANKER for complementation of Biichi automata. We performed a thorough experimental
evaluation on thousand of hard Biichi automata occuring in practice, as well as randomly
generated automata. Our optimizations significantly reduced the generated state space
compared to the previous version of RANKER. The algorithm for efficient complementation
of elevator automata caused an exponential improvement in a lot of cases. We also compared
the results with other state-of-the-art tools for Biichi automata complementation. RANKER
produces a smaller automaton than any other tool in the majority of cases. Even though the
original rank-based construction may be quite inefficient, with the optimizations presented
in this paper, together with some previous optimizations implemented in RANKER, we get
a tool that is competitive with other state-of-the-art tools and that can in the majority of
cases even produce smaller automata than any other tool.

The ideas presented in this thesis are a part of my research on which we worked together
with my supervisor and my consultant. My own contribution is especially the extension of
the definition of elevator automata (originally without inherently weak accepting compo-
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nents), some optimizations, the implementation of the algorithm assigning rank bounds to
states of each strongly connected component, and the implementation of complementation
algorithms for inherently weak and semi-deterministic Biichi automata, as well as their op-
timizations. The first part of the thesis, in particular the algorithms for elevator automata
and data flow analysis, is a part of a paper published at TACAS’22 [15], and the second
part, including the implementation of RANKER, is a part of a tool paper at the time of
writing conditionally accepted at CAV’22.

7.1 Future Work

We plan to extend the rank-based complementation algorithm and some of the optimizations
to (transition-based) Emerson-Lei automata (TELA) —w-automata with a richer acceptance
condition than Biichi automata. Due to the richer acceptance condition, TELAs enable
a more compact representation than BAs.

The next subject of our future work is a decomposition-based Biichi automata comple-
mentation. The idea is that we keep information about each strongly connected component
of the automaton separately and using a round-robin strategy, we inspect the runs in only
one component at the same time. This strategy should reduce the degree of nondeterminism
and thus reduce the number of generated states of the complement.
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