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## Chapter 1

## Introduction

"The man who asks a question is a fool for a minute, the man who does not ask is a fool for life."
-Confucius

Since the dawn of time, humankind has manifested a deep desire to explore the world and unveil every mystery in the universe. These urges are deeply rooted in our nature and motivated by survival instincts [1]. Initially, we compensated for our lack of knowledge by inventing various stories about gods and monsters [2]. These were the initial attempts to understand the world around us. Similar endeavors have been typical for every civilization worldwide throughout history [3, 4]. As humankind evolved, we replaced these initial explanations (myths and legends) created by our imagination with a systematic study of the structure and behavior of the physical and natural world through observation and experiment ${ }^{1}$. Thus science was born. It is remarkable how fast our understanding of the universe has expanded since then. What started with the simple observation of the falling apple evolved into a search to understand the creation of the universe itself.

One of the most intriguing scientific discoveries was that nature is, in its essence, unpredictable. The "God", indeed, plays dice with us ${ }^{2}$. These findings introduced by the "Quantum" theory were shocking and brutal to accept $[5,6]$. Since its introduction at the beginning of 20th century, it took nearly a century to collect enough evidence to convince the majority

[^0]of the academic community that quantum theory is valid [7-9]. Despite several attempts so far, there has been no proper experiment to contradict its validity.

### 1.1 Quantum physics

The origin of quantum physics can be traced to the black-body radiation problem first described by Gustav Kirchhoff in 1859 [10]. In order to create a theoretical model matching observed patterns of black-body radiation, Max Planck had to consider that energy is radiated and absorbed in discrete energy packets, "quanta" [11]. However, for him, quantification was just a mathematical trick that did not reflect reality. It took another five years to confirm that quantization indeed describes reality when Albert Einstein also used it to explain the photoelectric effect ${ }^{3}$ [12]. Quantum physics as we know it was established in 1925 when Werner Heisenberg composed matrix mechanics [13], and Erwin Schrödinger formulated wave mechanics [14].

Quantum physics is currently the most accurate way of describing the physical properties of nature on a fundamental level. Thus far, we formulated the quantum description of the weak [15], strong [16], and electromagnetic [17] interactions. That is why quantum theory has become essential for many scientific fields, such as quantum chemistry [18], quantum optics [19], quantum electronics [20], solid-state physics [21], materials science [22], computer science [23]. However, quantum physics is not just used for theoretical research. In fact, it is also essential for applied research [24], such as quantum communication [25], quantum cryptography [26], quantum biology (production of an "artificial leaf" for energy conversion by photosynthesis) [27], quantum computers [23], quantum sensor technology [28], quantum metrology [29], quantum electronics (including single electron transistors) [30] to mention a few.

### 1.2 Quantum information processing

Quantum information processing is a multidisciplinary field of research [31], including quantum information theory [32], quantum communications [25], quantum computation [33], and quantum algorithm design [34].
${ }^{3}$ The Nobel Prize in Physics 1921: Albert Einstein "For his services to Theoretical Physics, and especially for his discovery of the law of the photoelectric effect".

Quantum physics introduced new tools into data processing based on the properties of the quantum object, such as superposition and entanglement ${ }^{4}$ [5]. These properties are the sole reason the new quantum protocols can solve classically unsolvable problems or make the standard protocols more efficient.

Where classical information theory works with bits representing the single quanta of information [35], quantum information theory, on the other hand, works with qubits represented by superposition [32], containing potentially unlimited amount of classical information. Qubits are typically encoded using discrete-level quantum mechanical systems. However, it was shown that even continuous variable could be a viable alternative [36,37]. Historically the most prominent methods were encoding into the spatial or polarization modes of photons [38] and encoding into electrons that can be either in the ground or excited state [39]. Currently, the most promising methods are encoding either into the superconduction qubits [40] to construct large-scale quantum computers or into time bins [41] for quantum cryptography.

Working with qubits allows using the similar class of operations known from classical information theory, except for the restriction on perfect cloning of unknown qubit state. The list of permitted operations includes constructing quantum logic gates, executing quantum measurements, initializing to a known value, and propagating through quantum channels. Given operations are sufficient to design quantum circuits and even construct devices capable of executing them ${ }^{5}$.

These so-called quantum computers showed the potential to solve complex tasks such as finding prime factors of an integer by running Shor's algorithm in polynomial time [43, 44]. Furthermore, many believe that quantum computers may offer a solution to non-deterministic polynomialtime hardness (NP-hard) problems, such as Tail Assignment Problem recently demonstrated on a smaller scale by Vikstål et al. [45]. In 2020 Zhong etal. published an article claiming they achieved true quantum supremacy on the gaussian boson sampling problem using only 76 qubits [46]. In November 2022, IBM published an article claiming the development of a 433 -qubit quantum computer [47, 48].

[^1]This rapid evolution of quantum computing will offer a powerful tool to efficiently address problems such as quantum encryption [26], simulation of quantum systems [49], combinatorics problems [50], supply chain logistics [51], drug development [52], data analysis [53], machine learning [54], and much more [55].

Unfortunately, although quantum computing offers a solution to many fundamental problems, it also raises some concerns [56]. For example, it was shown that quantum computers can be very efficient at breaking prominent classical cryptography methods based on prime number factorization [57]. As a solution, a whole new field of cryptography was born [58]. This so-called "quantum" cryptography is based on the impossibility of perfectly cloning unknown quantum states [59]. The security of this encryption method is hence insured by the laws of nature and cannot be cracked under ideal conditions. The alternative method to quantum cryptography is co-called "post-quantum" cryptography, which focuses on developing a classical coding method unbreakable even by large-scale quantum computers [60].

The goal for the future is to create quantum communicational networks, aka quantum internet [61]. Such networks would provide a secure way to distribute quantum information among its users [62]. It would also help connect quantum processes to make even more complex calculations possible [63] or offer more accurate clock synchronization for the positioning systems [64]. Unfortunately, some open problems still need to be addressed before the experimental realization of a full-scale quantum internet [65-68].

### 1.3 Artificial intelligence

Artificial intelligence is one of the most exciting fields evolving in today's world. This general term refers to a computer system capable of accomplishing a task that requires human intelligence, such as using available information to make informed decisions, communicating with people using their natural language, identifying data patterns, acting on previous experiences, and adapting to new situations ${ }^{6}$.

Artificial intelligence requires training to gain experience. We distinguish three base types of machine learning based on the degree of human involvement in the learning process. The first is supervised learn-

[^2]ing [69] which requires a labeled training data set to establish its policy. When trained properly, it should accurately predict future outcomes based on past processed data. The second method, unsupervised learning [70], can identify hidden patterns in unlabeled input data. As an output, it gives us more readable, organized data that may reveal patterns, similarities, or anomalies. Finally, the third method, reinforcement learning [71], is used in scenarios with clearly defined goals, actions, and reward structures. The agent receives a reward or punishment based on the action taken, and as a result, it should be able to find the optimal solution to a given task.

There is a large variety of approaches toward machine learning, each with its downsides and benefits. Therefore, the optimal machine learning method is chosen based on the type of artificial intelligence we want to create. We can highlight linear regression [72], clustering [73], and dimensionality reduction [74] as an example of the most prominent ones.

As mentioned above, one of the goals of artificial intelligence is to mimic human behavior. The field addressing this specific task is called deep learning [75]. This type of machine learning uses artificial neural networks to create a structure resembling the topology of the neurons inside a human brain [76]. The recent development of this branch of artificial intelligence introduced a technique known as generative machine learning [77]. Here two neural networks compete agent each other to achieve their goal. This advanced artificial intelligence can handle even complex tasks, such as creating art (see Fig. 1.1) or producing genuine photos of people that never existed.

Artificial intelligence has become an invaluable tool for many fields with immense application potential in the last decade. Thus far, machines have learned how to generate art [78], translate to hundreds of languages [79], drive cars [80], recommend content based on our preferences [81], and so much more. Artificial intelligence can best even the greatest players in the world in complex games such as chess [82], Go [82], or starcraft [83]. We even teach machines how to diagnose patients to increase the efficiency of health care [84, 85]. Despite all this recent progress, we are still far from general artificial intelligence, which some consider unachievable [86].


Figure 1.1: A "Mystery pirate girl" on the left and "Popcorn octopus" on the right were both created with the V4 version of Midjourney's algorithm. Author: D \& L Ebers.

### 1.4 Outline

The presented thesis was written with the intention to summarize and consolidate the authors' published research focused on the potential of machine learning in quantum information processing. The research was carried out at the Joint Laboratory of Optics, Palacký university and Institute of Physics of Academy of Sciences of the Czech Republic ${ }^{7}$. This research facility offered decades of collective experiences in quantum information processing and machine learning [87-89]. The author also collaborated with theoreticians from the University of Adam Mickiewicz in Poznan ${ }^{8}$.

Foundings presented in Chapters 3-5 are adopted from authors' journal publications containing the original results. Declarations of author's contribution are attached in the Appendix.

The rest of this chapter will briefly introduce the investigated problems and summarize the authors' other scientific projects. The first part of the second chapter introduces terminology connected to artificial intelligence, such as machine learning, neural networks, and reinforcement learning utilizing proximal policy optimization. The second part estab-

[^3]lishes terms connected to quantum information processing, such as entanglement classification, entanglement quantification, and entanglement witnesses.

## Accuracy of entanglement detection via artificial neural networks and human-designed entanglement witnesses

Based on Author's publication: J. Roik, K. Bartkiewicz, A. Černoch, and K. Lemr Physical Review Applied, vol. 15, no. 5, p. 054006, 2021 [A-1].

Quantum entanglement is one of the most intriguing phenomena ever discovered by humankind. It has become a cornerstone for many applications, such as quantum cryptography [58], superdense coding [90], teleportation [91], and quantum computation [33]. Therefore it is essential to know how to distinguish entangled states. However, even nowadays, we still lack efficient and general methods to do so.

Currently, the most popular methods are full-state tomography and entanglement witnesses. Unfortunately, neither of them is optimal. Fullstate tomography offers a complete quantum state description but is experimentally demanding and scales undesirably with the complexity of the investigating state. On the other hand, prominent entanglement witnesses such as collectibility [92], Clauser, Horne, Shimony, Holt (CHSH) nonlocality [93], fully entangled fraction [94], and entropy witnesses [95] do not guarantee correct classification of the investigated state. The idea of using a neural network to classify entangled states was initially demonstrated by Gao et al. in 2018 [96]. However, they considered only entangled linear witnesses, which allowed them to classify only a limited class of states.

Under those presumptions, we set our research goal to use the artificial neural network as the nonlinear entanglement witness, aiming to maximize the classification success rate for all general two-qubit stats while reducing required resources. The neural network performance was compared against the prominent analytical witnesses for random general 2qubit quantum states.

## Entanglement quantification from collective measurements processed by machine learning

Based on Author's publication: J. Roik, K. Bartkiewicz, A. Černoch, and K. Lemr, Physics Letters A, vol. 446, p. 128270, 2022 [A-2].

The promising performance of the artificial neural network to detect entangled states demonstrated in prior research [A-1] has motivated us to extend our effort to a more general task. This follow-up research aimed not only to classify general two-qubit states but quantify them, i.e., determine their degree of entanglement. Conventionally, one must perform full state tomography to reconstruct the investigated state's density matrix and subsequently calculate entanglement measures [97], which both scales unfavorably with the complexity of investigated state.

The research goal was to employ the artificial neural network to reduce the number of projections required for accurate entanglement quantification based on the results of collective measurement using a minimal set of tomographic projections [98]. We investigated correlations between the precision of the quantification as a function of the measurement configuration. The investigation was carried out on the general two-qubit states, and the negativity was used as an entanglement quantifier [99]. In the end, the performance of the artificial neural network was benchmarked against the capabilities of the polynomial regressions method.

## Routing in quantum communications networks using reinforcement machine learning

Based on Author's publication: J. Roik, K. Bartkiewicz, A. Černoch, and K. Lemr, submitted (2023) [A-3].

With the recent evolution of quantum technologies, concepts such as the large-scale quantum networks "quantum internet" are steadily becoming a reality. Although we have already overcome many obstacles, few remain unaddressed [65]. One of the most crucial is identifying an effective protocol for route-finding in a teleportation-based quantum network [67]. The quantum nature of these networks introduces properties unique to the quantum world, such as non-additive noise (amplitude dumping [100], correlated phase noise [101]). Non-additive noise is the main reason we cannot simply use classical graph path and tree-finding algorithms because they cannot handle non-additivity, which often leads to suboptimal
solutions.
In order to maintain stable and safe communication, one needs to use as error free roads as possible (i.e., find the optimal solution). Therefore, we focused our research efforts on identifying the protocol capable of routefinding in a quantum network, emphasizing the maximization of the entangled fraction between the shared state.

In our research, we promote reinforcement learning represented by the proximal policy optimization (PPO) algorithm [102] as an efficient solution to the outlined problem. This algorithm was benchmarked against the Monte-Carlo search. We demonstrate the performance of both algorithms on various scenarios set in the quantum network. ${ }^{9}$

The author's other projects unrelated to this thesis included the development of the calibration method for commercially available colorimeters [A-4, A-5] and the experimental comparison of alternative approaches toward weak measurement [A-6]. Currently, the author supervises bachelor theses dealing with the capability of artificial intelligence to design quantum circuits. He is also a member of the group investigating synergic quantum generative machine learning [A-7]. The author was also the principal investigator of the DSGC grant (Doctoral Student Grant Competition) on the topic "Efficient preparation of non-classical discrete photon states for quantum information applications."

[^4]
## Chapter 2

## Methods and tools

This chapter will introduce the methods and tools used in upcoming chapters. Section 2.1 will briefly describe the artificial neural network (ANN). The goal is to shed some light on its training process and highlight which parameters are essential for the ANN's proper functionality. Section 2.2 will introduce proximal policy optimization (PPO), focusing on its working principles and establishing field-specific terminology, and Section 2.3 summarizes how to define tasks in a "gym" library. The second half of this chapter, Section 2.4, Section 2.5, and Section 2.6, will establish quantum states, entanglement witnesses, and quantum teleportation.

### 2.1 Artificial neural networks

Artificial neural networks are computer algorithms inspired by the brain structure of living organisms. Neurons fulfill the role of fundamental building blocks of every artificial neural network. By clustering neurons into layers, they determine the topology of the ANN [104]. In principle, two layers (input and output) are already sufficient for ANN to function. However, incorporating additional "hidden" layers into the ANN structure is common practice to enhance ANN performance [105]. Each neuron is represented by the activation number, $a \in\langle 0,1\rangle$. For better visualization of the ANN functionality, it is convenient to assign a grayscale value to $a$ ranging from black for $a=0$ to white for $a=1$ (see Fig. 2.1).

ANN's initial layer contains $n$ neurons, where $n$ represents the corresponding input data size. Each segment of the input data provides an activation value $a_{n}^{(0)}$ for the neurons in the first layer. The activation numbers
of the neurons in the subsequent layers are given as a weighted sum

$$
\begin{gather*}
a_{n}^{(L)}=a_{0}^{(L-1)} w_{0, n}+a_{1}^{(L-1)} w_{1, n}+\ldots+a_{m}^{(L-1)} w_{m, n}  \tag{2.1}\\
a_{n}^{(L)}=\sum_{m} a_{m}^{(L-1)} w_{m, n} \tag{2.2}
\end{gather*}
$$

of all activation numbers $a_{m}^{(L-1)}$ from the previous layer multiplied by the weights $w_{m, n}$ which represent the strength of activation in the visualization of ANN they are represented as connection lines between neurons. The count of the neurons in the last layer sets the number of possible outcomes. Their corresponding activation values represent how confident the ANN is about a given output [106]. To introduce nonlinearity [107] and ensure that the activation values remain in the desired region, typically between 0 and 1, the activation function [108] $\sigma$, such as sigmoid [109], ReLU [110], Softmax [111], or Swish [112], is applied to the result of the weighted sum

$$
\begin{equation*}
a_{n}^{(L)}=\sigma\left(\sum_{m} a_{m}^{(L-1)} w_{m, n}\right) \tag{2.3}
\end{equation*}
$$

One can also add bias $b_{m, n}$ to every node as an additional parameter

$$
\begin{equation*}
a_{n}^{(L)}=\sigma\left(\sum_{m} a_{m}^{(L-1)} w_{m, n}+b_{n}\right), \tag{2.4}
\end{equation*}
$$

to influence the decision process of the ANN by setting how high the weighted sum needs to be before the neuron gets meaningfully activated. All adjustable parameters are incorporated into vector

$$
\begin{equation*}
\vec{W}=\left[w_{0,0}, \ldots, w_{m, n}, b_{0}, \ldots, b_{n}\right] \tag{2.5}
\end{equation*}
$$

Let us consider an illustrative case where we task a neural network to classify handwritten digits on the $10 \times 10$ pixel display. Given that each pixel contributes to the input data size, the ANN will have 100 neurons in the initial layer, each representing one pixel of the display grid. Activation values correspond to normalized grayscale intensity values displayed on the pixels (see Fig. 2.1). Under the presumption that given ANN can distinguish only digits $1-4$, the last layer in the network will contain four neurons. Additionally, one hidden layer with five neurons should be sufficient to solve outlined task efficiently, considering the complexity of the presented task. From the visual representation of the ANN (see Fig. 2.1), one can see that every distinctive input has activation values that form unique patterns in


Figure 2.1: Visual representation of the artificial neural network task to classify handwritten digits on the pixel screen, where each pixel serves as an activation value in the initial layer of the ANN. a) The correct classification of the digit two. b) The incorrect classification of the digit four.
the ANN layers. During the training stage, the ANN tries to identify these patterns to make informed guesses of the input state [113].

With the topology established, the ANN is ready to learn. In the first step, we need to divide the data set into at least two mandatory groups training data set and testing data set. During the training, ANN will repeatedly process all elements of the training data set and continuously adjust all its weights and biases $\vec{W}$ to maximize the prediction success rate. Initially, all parameters of $\vec{W}$ are set randomly. The hope is that given a sufficient quantity of training data, ANN will adjust its $\vec{W}$ accordingly to be then able to classify input data correctly beyond the training data set. The actual "learning" of the ANN can be described as merely searching for the local and global minima of specific functions (cost function) [114]. This function takes ANN's $\vec{W}$ as an input and returns a single number as an output corresponding to learning efficiency during training. The cost function

$$
\begin{equation*}
C=\frac{\sum_{f=1}^{Q} C_{f}(\vec{W})}{Q} \tag{2.6}
\end{equation*}
$$

is the average cost of all training data, where $C_{f}(\vec{W})$ is the cost of the single training examples, and $Q$ is the number of examples preceded before the policy update. $C_{f}(\vec{W})$ is obtained by comparing the activation numbers $a^{(T)}$ of the network's last layer with the activation numbers of the desired outcome $\vec{d}$ as

$$
\begin{equation*}
C_{f}(\vec{W})=\left(a_{1}^{(T)}-d_{1}\right)^{2}+\left(a_{2}^{(T)}-d_{2}\right)^{2}+\ldots+\left(a_{j}^{(T)}-d_{j}\right)^{2} \tag{2.7}
\end{equation*}
$$

Suppose the $C_{f}(\vec{W})$ is close to 0 . That means ANN classified the current example correctly. On the other hand, if the $C_{f}(\vec{W})$ is large, the network guessed poorly.

However, a mere cost function is insufficient for the ANN to make appropriate changes to $\vec{W}$ to maximize the decision success rate. There is a need for a specific guide on how to adjust them. The solution is to make a gradient descent [114] of the cost function $-\vec{\nabla} C(\vec{W})$. Gradient descent provides the ANN method for adjusting $\vec{W}$ to follow the steepest descent of the $C(\vec{W})$. This method should ideally lead to reaching the local minima of the $C(\vec{W})$, but the result can vary according to the randomly chosen initial parameter of $\vec{W}$ (i.e., it is not guaranteed that obtained minimum is global). Each element of the gradient descent function gives us an idea of how crucial role the corresponding element of $\vec{W}$ plays in ANNs' decision making (i.e., how noticeable will be the impact of its change on the cost function).

Cost of the single training example


Dividing into batches


Figure 2.2: Illustration of the learning process of artificial neural network. Here one can see how the training data set is divided into batches of the size $Q$ and fed to ANN. After processing each batch, the ANN waits are updated according to the gradient descent of the cost function. In the ideal case, the gradient descent should guide ANN from the current state (visualized by the red dot) to the global minima of the cost function.


Figure 2.3: Illustration of the stochastic gradient descent. The red line represents rapid descent in semi optimal gradient descent direction. The blue line represents well-calculated steps in the optimal downhill direction.


Figure 2.4: Depiction of the chain rule of the last two layers of the ANN. It illustrates how the change in the $\partial C_{f}$ (blue dot) cause deviation of $\partial a_{n}^{(L)}$ (purple dot), $\partial z_{n}^{(L)}$ (green dot) and, finally, $\partial w_{m, n}$ (red dot).

As mentioned before, the ANN should, in principle, update $\vec{W}$ after processing all samples from the training data set (i.e., after every epoch). In reality, at the beginning of every epoch, the training data set is randomly shuffled and divided into smaller groups "batches", and the policy is updated after processing each batch to make the process feasible to calculate. It is more efficient to do fast and less considered steps downhill, "stochastic gradient descent" [115], than spend an extended time in one place and then make optimal step (see Fig. 2.3).

Backpropagation is the method describing how the parameters of the ANN are updated [116]. It gives information on the dependence of the cost function on infinitesimal changes in weights, activations, and biases

$$
\begin{gather*}
\frac{\partial C_{f}}{\partial w_{m, n}}=\frac{\partial z_{n}^{(L)}}{\partial w_{m, n}} \frac{\partial a_{n}^{(L)}}{\partial z_{n}^{(L)}} \frac{\partial C_{f}}{\partial a_{n}^{(L)}},  \tag{2.8}\\
\frac{\partial C_{f}}{\partial a_{m}^{(T-1)}}=\sum_{j=1}^{n} \frac{\partial z_{n}^{(L)}}{\partial a_{m}^{(L-1)}} \frac{\partial a_{n}^{(L)}}{\partial z_{n}^{(L)}} \frac{\partial C_{f}}{\partial a_{n}^{(L)}},  \tag{2.9}\\
\frac{\partial C_{f}}{\partial b_{n}^{(L)}} \tag{2.10}
\end{gather*}=\frac{\partial z_{n}^{(L)}}{\partial b_{n}^{(L)}} \frac{\partial a_{n}^{(L)}}{\partial z_{n}^{(L)}} \frac{\partial C_{f}}{\partial a_{n}^{(L)}}, \quad,
$$

where $z_{n}^{(L)}=w_{m, n} a_{m}^{(L-1)}+b_{n}^{(L)}$. Following the chain rule depicted in Fig. 2.4, one can monitor the effect of the changes to parameters of the cost function throughout the network. Generalizing the chain rule allows us to backtrack the impact of the change from the last layer to the initial layer.

### 2.2 Proximal policy optimization

Before we dive into proximal policy optimization, let us briefly introduce reinforcement learning in general. We usually talk about reinforcement learning when the core of the machine learning algorithm is based on the interaction between the agent "player", and the environment "game" [71]. This interaction mediates the learning process. The environment is usually described as a collection of states. Given the initial state, the agent will take action, and the environment will respond by changing the state and rewarding the agent. The agent does not have direct information about the environment. His knowledge and experience are obtained through monitoring changes in reward based on the action taken. Reinforcement learning is, therefore, ideal for solving problems, which are often very complex with unknown optimal solutions [117].

Proximal policy optimization [102] is a type of deep reinforcement learning algorithm developed as a successor to Deep mind [118]. Unlike Deep mind, PPO uses online learning, which means that PPO does not use a replay buffer to store past experiences. Once the batch of experiences has been used to do gradient updates of the policy, these experiences are discarded. PPO also simplified the implementation of the trust region, which significantly improved the efficiency of the reinforcement learning method. The primary motivation behind the trust region is to limit rapid changes in the policy, thus allowing the agent to train more efficiently. Unlike the original trust region policy optimization TRPO [119], which introduces a rather complex clip function, PPO simplified the implementation of this function, making it much more practical.

Let us define the PPO policy as

$$
\begin{equation*}
L_{t}^{\mathrm{PPO}}(\theta)=\hat{E}_{t}\left[L_{t}^{\mathrm{CLIP}}(\theta)-c_{1} L_{v}^{V F}(\theta)+c_{2} S\left[\pi_{\theta}\right]\left(s_{t}\right)\right] \tag{2.11}
\end{equation*}
$$

where $L_{t}^{\text {CLIP }}$ represents the clipped version of the normal gradient objective, $L_{t}^{V F}$ is squared-error loss responsible for updates of the baseline network, $S$ stand for entropy bonus term, which ensures that the agent does enough exploration during training, and $s_{t}$ represents the current state. Hyperparameters $c_{1}$ and $c_{2}$ set the contribution of $L_{t}^{V F}$ and $S$ to the final policy. The clipped version of the normal gradient objective

$$
\begin{equation*}
L_{t}^{\mathrm{CLIP}}(\theta)=\hat{E}_{t}\left[\min \left(r_{t}(\theta) \hat{A}_{t} ; \operatorname{clip}\left(r_{t}(\theta), 1-\epsilon, 1+\epsilon\right)\right) \hat{A}_{t}\right], \tag{2.12}
\end{equation*}
$$

represents the core of the whole algorithm. The expectation operator $\hat{E}_{t}$ is taken over the minimum of the two terms $r_{t}$ and $\operatorname{clip}\left(r_{t}, 1-\epsilon, 1+\epsilon\right)$ where $\varepsilon$ ranges from $\{0,1\}$. $r_{t}$ defines the objective for normal policy gradients, which pushes policy toward actions that yield a higher positive advantage over the baseline. Estimation of the advantage function $\hat{A}_{t}$ can be positive or negative, which dictates the effect of the "min" operator [102]. The probability ratio $r_{t}$ determines the relation between newly updated policy outputs and the previous old version of the network. If the $r_{t}>1$, the action becomes more likely than it was in the old policy version. On the other hand, if $r_{t}<1$, the action becomes less likely than it was before the last gradient step. Policy $\pi_{\theta}$ is represented by a neural network fed by observed states of the environment as input and gives suggestions of action as output. Estimation of the advantage function

$$
\begin{equation*}
\hat{A}_{t}=D_{t}-B_{t}, \tag{2.13}
\end{equation*}
$$

has two contributors, discounted sum

$$
\begin{equation*}
D_{t}=\sum_{k=0}^{\infty} \gamma^{k} r_{t+k}, \tag{2.14}
\end{equation*}
$$

and baseline estimation $B_{t}$. A discounted sum of rewards $D_{t}$ is a weighted sum of all rewards $r_{t+k}$ the agent receives during each time step $k$ of the current episode. Parameter $\gamma$ ranges from 0 to 1 and sets how much the agent values immediate reward $r_{t}$ over future rewards. Baseline estimation $B_{t}$ gives an estimate of the $\hat{A}_{t}$, trying to predict the final return of the episode from the current state. Since $B_{t}$ is also implemented as a neural network, the result is a noisy value function estimation.

### 2.3 Gym library

Now, with the working principle of the PPO established, we only need to establish a method capable of defining the task in the way PPO can process. One of the most prominent API application programming interface for this task is the openAI "gym" library [120]. This library allows us to define tasks in the form of games. Before diving into detail, let us establish our illustrative game, "Find the cheese". In this game, the player "mouse" needs to find a safe path to cheese while avoiding threats such as cats, poisons, and traps (see Fig. 2.5). Let us follow the description of the gym environment with this illustrative game in mind.

There are three essential parts required for every gym environment. The first is the initialization process which defines the environment of the game. It also establishes the observation space used to evaluate a player's progress. In the case of our "Find the cheese," the initialization would define the layout of the labyrinth, including information about the location of all threats (poisons, cats, and traps), the initial position of the player (mouse), and the location of the final objective (cheese). In this case, the observation space could be the mouse's current position in the labyrinth and the steps taken during one game.

The second requirement is to define the reset function. Reset is utilized every time the player finishes the game. This function is straightforward to describe because it simply resets an environment and observation space to the default position.

The final mandatory part of the gym environment is defining the step. Each step describes the consequences of the player's actions in the game's


Figure 2.5: Graphical representation of the "Find the cheese" game. This illustrative case is a visualization of the game designed in the gym environment. Here a mouse has limited health points and stamina to reach the cheese using only four actions (up, down, right, left).
current state. The step also defines a reward structure, which provides feedback for the player during learning. There are two types of rewards, each with its unique role. First is the preliminary reward $R_{p}$, which is awarded after each step and serves as a direct evaluation of the taken action. The second is the final reward $R$ given only after the end of the game. $R$ describes the overall performance of the player during a game. In the case of "find the cheese", the step would describe the movement of the mouse throughout the labyrinth based on the action (go: left, right, up, and down) taken. The preliminary reward structure can award the mouse for choosing a direction leading to a safe room and punish it for choosing directions leading to danger.

We can establish the mouse's health points ( 100 Hp ) and stamina ( 20 St ) as parameters, which serve as additional conditions for ending the game. Each step will exhaust the mouse ( -1 St ), restricting the number of steps it can take to reach the cheese. Simultaneously every visited dangerous room will reduce mouse health points accordingly to room lethality by - 30 $\mathrm{Hp},-60 \mathrm{Hp}$, and -90 Hp for cat, trap, and poison, respectively. The game
now has three conditions to track. The mouse will get the final reward if any of them is fulfilled. The first condition is $\mathrm{Hp}<0$ mouse sadly died, so it gets $R=-100$. Second condition $\mathrm{St}=0$ mouse survived but remains hungry $R=0$. The third and final condition is fulfilled if the mouse reaches the cheese. In that case, the mouse is alive and well-fed $R=100$. Alternatively, we can also consider the remaining Hp and St of the mouse after reaching the cheese. In that case, $R=100+(\mathrm{Hp}+\mathrm{St})$. With all the essential parts of the game defined, one can choose from a plethora of reinforcement learning algorithms, such as PPO, to play the game and find the optimal solution.

### 2.4 Quantum states 101

Quantum states are mathematical objects that describe a given particle's physical properties. Let us consider two (pure) quantum states $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ expressed in Dirac notation [121]. Assuming that some object can exist in either of these states, one can create a weighted linear combination of them and thus define a new valid (pure) quantum state

$$
\begin{equation*}
|\psi\rangle=\alpha\left|\psi_{1}\right\rangle+\beta\left|\psi_{2}\right\rangle . \tag{2.15}
\end{equation*}
$$

Here $\alpha, \beta$ are complex probability amplitudes that must satisfy the normalization condition

$$
\begin{equation*}
|\alpha|^{2}+|\beta|^{2}=1 . \tag{2.16}
\end{equation*}
$$

Such a linear combination of quantum states is referred to as superposition [122]. So far, have considered considered only pure quantum states. In reality, however, most states are probabilistic mixtures of multiple quantum states. One needs to establish a density matrix representation to describe these so-called mixed states. The density matrix $\hat{\rho}$ [123] defines a general quantum state as

$$
\begin{equation*}
\hat{\rho}=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{i} p_{i}=\operatorname{Tr}(\hat{\rho})=1 . \tag{2.18}
\end{equation*}
$$

Here $p_{i}$ corresponds to the contribution of the respective state $\left|\psi_{i}\right\rangle$ towards general state $\hat{\rho}$. Considering a case where only one $p_{i}>0$, we obtain a description of the pure states.

Now let us consider an arbitrary pure quantum state

$$
\begin{equation*}
\left|\psi_{A B}\right\rangle=\sum_{i j} \gamma_{i j}\left|\psi_{i}\right\rangle_{A} \otimes\left|\psi_{j}\right\rangle_{B}, \tag{2.19}
\end{equation*}
$$

where symbol $\otimes$ depicts a tensor product, $\left|\psi_{i}\right\rangle_{A},\left|\psi_{j}\right\rangle_{B}$ represents pure quantum states, and $\gamma_{i j}$ stands for collective complex probability amplitudes. State $\left|\psi_{A B}\right\rangle$ is separable if there exist complex probability amplitudes $\alpha_{i}$ and $\beta_{j}$ so that $\gamma_{i j}=\alpha_{i} \beta_{j}$, yielding $|\psi\rangle_{A}=\sum_{i} \alpha_{i}\left|\psi_{i}\right\rangle_{A}$ and $|\psi\rangle_{B}=\sum_{j} \beta_{j}\left|\psi_{j}\right\rangle_{B}$. State $\left|\psi_{A B}\right\rangle$ is considered inseparable if $\gamma_{i j} \neq \alpha_{i} \beta_{j}$. In that case state $\left|\psi_{A B}\right\rangle$ is refereed to as entangled state [124].

### 2.5 Entanglement witnesses

We have already mentioned in the introduction that entanglement is one of the most intriguing properties of quantum states with immense application potential. However, to efficiently use this valuable resource [125], it is crucial to identify which states are entangled. Full state tomography and density matrix estimation represent the most robust solution to the outlined task [126]. Unfortunately, its complexity grows exponentially with the dimension of the investigated states [127,128]. Therefore, it rapidly becomes experimentally unfeasible. This observation motivated the search for a suitable replacement for full-state tomography by some alternative method, "entanglement witness," that would reduce the amount of information needed for reliable state classification. In principle, we can visualize the ideal entanglement witness as an oracle that would give us binary answers on whether the presented state is entangled. In reality, entanglement witnesses usually try to fulfill some conditions given by function or inequality to test the properties of the investigated state [97]. The most famous examples of entanglement witnesses is the Bell inequalities [6]. Bell inequalities

$$
\begin{equation*}
C_{h}(a, c)-C_{h}(b, a)-C_{h}(b, c) \leq 1 \tag{2.20}
\end{equation*}
$$

were established in 1964 by John Stewart Bell. Here, $C_{h}$ denotes correlations predicted by the local hidden variable theory, and $a, b$, and $c$ represent three arbitrary measurement settings. Quantum physics predicted the violation of Bell inequality in case the investigated state is entangled. The Bell inequality was, unfortunately, problematic to prove experimentally. Therefore, Bell inequality was modified in 1969 by Clauser, Horne,

Shimony, and Holt to make experiments feasible. This so-called CHSH inequality [93]

$$
\begin{equation*}
S=\left|E(a, b)-E\left(a, b^{\prime}\right)+E\left(a^{\prime}, b\right)+E\left(a^{\prime}, b^{\prime}\right)\right| \leq 2 \tag{2.21}
\end{equation*}
$$

became the first experimentally viable entanglement witness. Here $a, a^{\prime}, b$, and $b^{\prime}$ represent measurement settings, and $E$ defines the measured expectation value for simultaneous measurements in the above-listed settings.

Another example of a well established entanglement witnesses is the so-called PPT criterion. This entanglement witness was derived in 1996 by the Asher Peres and Horodecki family [129, 130]. PPT criterion evaluates the smallest eigenvalue $\lambda_{i}$ of the partially transposed density matrix $\hat{\rho}^{P T}$. If

$$
\begin{equation*}
\min \left(\lambda_{i}\right)<0 \tag{2.22}
\end{equation*}
$$

PPT ensures the state is entangled. However, in some cases, a state can still be entangled even if the smallest eigenvalue is positive (e.i. in terms of Eq. (2.22) PPT criterion serves as a mere sufficient condition of the entanglement). If we restrict the class of the investigated states to $2 \times 2$ and $2 \times 3$ dimensional systems, PPT acts as a necessary and sufficient condition of the entanglement (e.i. if the minimum eigenvalue is negative, the state is entangled, otherwise is separable).

In general, entanglement witnesses can be either linear or nonlinear. Linearity is achieved when the witness is expressed as a linear function of the density matrix, or the mathematical expression of the witness does not include any nonlinear terms of expectation values. Such a witnesses $\mathscr{F}$ can be expressed as

$$
\begin{equation*}
\mathscr{F}=\operatorname{Tr}[\hat{\rho} \hat{W}], \tag{2.23}
\end{equation*}
$$

where $\hat{\rho}$ is the density matrix, and $\hat{W}$ represents the witness operator. However, it is generally more efficient to use nonlinear entanglement witnesses because these witnesses can detect a larger group of entangled states due to their nonlinear contributions. The first approach toward deriving a nonlinear witness

$$
\begin{equation*}
\mathscr{F}(\hat{\rho})=\operatorname{Tr}[\hat{\rho} \hat{W}]+\chi(\hat{\rho}), \tag{2.24}
\end{equation*}
$$

is based on adding nonlinear functions $\chi(\hat{\rho})$ of expectation values to existing linear witnesses. It was proven that every bipartite linear entanglement witness could be improved by such a nonlinear contribution [131]. Alternatively, the witness's nonlinearity can be achieved when the witness

$$
\begin{equation*}
\mathscr{F}=\mathscr{F}\left\{\operatorname{Tr}\left[\hat{\rho}^{k_{i}} \hat{W}_{i}\right]\right\} \tag{2.25}
\end{equation*}
$$

is a nonlinear function of the density matrix where $k_{i}$ is an integer. These witnesses rely on joint measurements on multiple copies of an investigated state, therefore "collective" entanglement witnesses [92, 132]. The collective witnesses will be further discussed in Chapter 3 and Chapter 4.

### 2.6 Quantum teleportation

Quantum teleportation is a protocol capable of transferring an unknown quantum state from sender to receiver without actually sending the physical object in which it is encoded through the quantum channel [133]. Imagine a scenario when Alice and Bob meet and decide to share the entangled state $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|0\rangle_{B}+|1\rangle_{A}|1\rangle_{B}\right)$ where $|0\rangle$ and $|1\rangle$ represent an orthogonal set of states refereed to as computational basis and subscripts $A$ and $B$ mark Alice's and Bob's particle respectively. After some time, Alice is contacted by Charlie, who shares with her an urgent quantum message $|\psi\rangle=\alpha|0\rangle_{C}+\beta|1\rangle_{C}$ for Bob, where subscript $C$ is used to distinguish Charlie's message. Unfortunately, Alice no longer shares a quantum channel with Bob. Therefore, she cannot directly forward the message. Alice, however, still possesses particle A from the initial shared entangled state $\left|\Phi^{+}\right\rangle$. Alice can therefore perform a Bell measurement [134] between particle A and Charlie's message represented by C. This causes state $\left|\Psi^{+}\right\rangle$to collapse and destroys message $|\psi\rangle$ shared with Alice (e.i. the message is not cloned). The result of Alice's measurement will be one of the following four Bell states.

$$
\begin{align*}
& \left|\Phi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle \pm|11\rangle),  \tag{2.26}\\
& \left|\Psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle \pm|10\rangle) . \tag{2.27}
\end{align*}
$$

After the measurement is done, Alice will contact Bob via the classical channel and inform him which Bell state she obtained. This information will hint Bob what correction he needs to make to his particle B $\left(\left|\Psi^{+}\right\rangle \rightarrow\right.$ bit flip, $\left|\Phi^{-}\right\rangle \rightarrow$ phase flip, $\left|\Psi^{-}\right\rangle \rightarrow$ phase and bit flips and $\left|\Phi^{+}\right\rangle \rightarrow$ no correction). If Bob performs the proper corrections, his particle $B$ will transform into Charles's message $|\psi\rangle$ (see Fig. 2.6).

If we return to the previously discussed scenario, imagine that Charlie wants to establish a shared entangled state with Bob but does not have a direct quantum connection with him. However, this time, he possesses a shared entangled pair with Alice. We also assume that Alice and Bob, once


Figure 2.6: Scheme of quantum teleportation. I) Alice and Bob share an entangled pair. II) Charlie sends a quantum message to Alice. III) Alice performs Bell measurement. IV) Alice shares the classical result of the measurement with Bob. V) Bob applies correction to his particle B, transforming it into Charlie's message.
again, share an entangled state. Alice can again perform Bell measurement on her two particles, one belonging to the pair shared with Bob and the second to the pair shared with Charlie. Then Alice will finish this protocol by contacting Bob via a classical channel and telling him the result of the Bell measurement. Similarly, as described above, Bob will apply correction to his particle. Charlie and Bob will end up sharing an entangled state. We refer to this type of quantum teleportation as entanglement swapping [135].

## Chapter 3

# Accuracy of entanglement detection via artificial neural networks and human-designed entanglement witnesses 

Text adopted from Jan Roik, Karol Bartkiewicz, Antonín Černoch, and Karel Lemr, Physical Review Applied, vol. 15, no. 5, p. 054006, 2021 [A-1].

### 3.1 Introduction

Quantum entanglement is an intriguing phenomenon described almost a century ago by Schrödinger, Einstein, Podolsky, and Rosen [5, 136]. Since then many theoretical and practical papers alike, as well as vivid discussions, were dedicated to this topic [137-139]. The ability to effectively detect entangled state became essential mainly because of their application potential in quantum computing [140], quantum cryptography [58], and quantum teleportation experiments [141]. The most robust way of detecting it is via a full state tomography and density matrix estimation [126]. This method allows us to obtain all information about the state and thus correctly detect entanglement. Unfortunately this method is experimentally demanding because the number of required projections grows exponentially with the dimension of Hilbert space. There is also a variety of other methods that do not rely on full-state tomography $[93,132,142-$

160]. These methods include a wide range of linear entanglement witnesses [142-147] of the CHSH-Clauser Horne Shimony Holt type [93]. While for pure states, these methods give similar results, their outcomes might vary significantly when mixed states are considered. While requiring only a relatively few measurement configurations, these witnesses can not reliably function without some a prior information about the detected state. To circumvent this limitation, while not resorting to state tomography, nonlinear entanglement witnesses have been proposed.

In 2011, Rudnicki et al. introduced a nonlinear entanglement witness called Collectibility [132, 155]. For a visual demonstration of this concept [see Fig. 3.1 a)]. For 2-qubit states, this witness requires two simultaneously prepared copies of the investigated state. Then a Bell state projection is imposed on a pair of corresponding qubits from each copy and the remaining qubits are subjected to local measurements. For a general 2-qubit state, this requires a combination of 5 local projections and, thus, fewer measurement configuration than full quantum state tomography which includes at least 24 projections. One can further decrease the time needed for a QST if measurements can be performed in parallel on multiple copies of the investigated state. When dealing with unknown quantum states, collectibility can detect a much broader range of states compared to linear witnesses. Namely, it detects all pure entangled states. Unfortunately, it detects entanglement of only a fraction of mixed states. This shortcoming is characterized by a rather big Type-II error (false negative), as we show later. On the other hand, all states which are classified as entangled by this method are classified correctly (Type-I error is null, there are no falsepositive classifications). We demonstrate that significant improvement can be reached when collective entanglement witnesses are devised using an artificial neural network. As demonstrated by Gao et al. [96] and other groups [161,162], neural networks can be used to identify quantum states. However, only linear entanglement witnesses were considered which significantly limited the class of detected entangled states. Note that neural network-based linear witnesses share the same shortcomings with their analytical counterparts, which is the need for a prior information about the investigated state.

We train a neural network to classify quantum states by providing it with results of collective measurements and demonstrate its significantly better performance over collectibility and other similar non-linear witnesses for a general 2-qubit state as well as for real experimental data for a fixed number of measurement configurations. Moreover, we show the


Figure 3.1: a) Scheme of a collective measurement: two instances of the investigated states $\hat{\rho}$ are subject to simultaneous measurement. While one qubit of each instance undergoes local projections, the other two qubits are nonlocally projected onto a Bell state. These coincidence detections can be fed to an artificial neural network that can serve as an entanglement witness or even entanglement quantifier (measure) for investigated state $\hat{\rho}$. b) Schematic depiction of the confusion matrix used for performance evaluation of the ANN. TE - truly entangled, FE - falsely entangled, TS truly separable, FS - falsely separable, Sep. - separable, Ent. - entangled.
increasing capability of the neural network when provided with a larger amount of measurement configuration outcomes by comparing it against three other analytical methods that require 12 projections, namely FEF - fully entangled fraction [94, 163, 164], CHSH [93], and entropic witness $[95,165]$. These projections are listed in Appendix A. 1 Tab. A.2. We use confusion matrix as a method of performance evaluation for the ANN and previously known non -linear witnesses [see Fig. 3.1 b)]. Diagonal elements show the number of correctly labeled input states TE - truly entangled and TS - truly separable furthermore off-diagonal elements provide information about falsely labeled input states FE - falsely entangled and FS - falsely separable.

### 3.2 Collective measurements

Although our idea can be generalized, we focus our investigation on the entanglement of two-qubit states $\hat{\rho}$. In order to perform collective measurements on these states, one needs to start with the preparation of two instances of $\hat{\rho}$ resulting in an overall density matrix of the entire system $\hat{\rho}_{4}=\hat{\rho} \otimes \operatorname{SWAP} \hat{\rho}$ SWAP $^{\dagger}$; where the SWAP operator interchanges the order of subsystems (see [Eq. A.4] in Appendix A.1). One qubit from each instance is projected locally, while the remaining qubits undertake a nonlocal Bellstate projection. For the visualization of this procedure, see Fig. 3.1 a). For a given pair of local projections, the result of collective measurement is the probability of a successful singlet Bell-state projection imposed on the nonlocally projected qubits

$$
\begin{equation*}
P_{x y}=\frac{\operatorname{Tr}\left[\left(\hat{\rho}_{4}\right)\left(\hat{\Pi}_{x} \otimes \hat{\Pi}_{\text {Bell }} \otimes \hat{\Pi}_{y}\right)\right]}{\operatorname{Tr}\left[\left(\hat{\rho}_{4}\right)\left(\hat{\Pi}_{x} \otimes \hat{\mathbb{\imath}}^{(4)} \otimes \hat{\Pi}_{y}\right)\right]} \tag{3.1}
\end{equation*}
$$

In this equation $\hat{\Pi}_{x}$ and $\hat{\Pi}_{y}$ are local projections onto single-qubit states $|x\rangle$ and $|y\rangle, \hat{\Pi}_{\text {Bell }}$ denotes projection onto the singlet Bell state and $\hat{\imath}^{(4)}$ represents four-dimensional identity matrix [155]. One collective measurement configuration corresponds to the choice of one $\hat{\Pi}_{x}$ and one $\hat{\Pi}_{y}$. Obtained set of $B$ probabilities ${ }^{1} P_{x y}^{(i)} ; i=1, \ldots, B$ is subsequently fed to a neural network for training together with labels obtained by the PPT- PeresHorodecki criterion [129, 130].
${ }^{1}$ In the original paper referred to as $N$ here relabeled to avoid confusion with Negativity.

### 3.3 Artificial neural network

TensorFlow 2.0 [166] was used to program a neural network capable of classifying quantum states. We experimented with the complexity of the network and our final layout of the network with 5 hidden layers containing $36,180,75,180$, and 75 nodes respectively seems to be the optimal choice to find a balance between obtained precision and computation time. The proposed network is capable of assigning any quantum state with a value $w \in[0 ; 1]$ which can be interpreted as a confidence factor from 0 (certainly entangled) to $l$ (certainly separable). We defined decision threshold $\epsilon$ to convert the $w$ values to a binary label: $w<\epsilon \Rightarrow$ entangled, $w \geq \epsilon \Rightarrow$ separable. By changing $\epsilon$ value we make the network biased towards the desired decision which allowed us to tune the trade-off between Type-I and TypeII errors. The network was trained on $4 \times 10^{6}$ samples and tested on the other $4 \times 10^{5}$ samples with distribution containing $67.74 \%$ entangled states and $32.26 \%$ separable states. For more details about the purity distribution of the samples see Fig. A.l in Appendix A.1. The main goal was to test the network against collectibility, therefore, we start to train it using the same $B=5$ projection settings (see Appendix A. 2 for a brief overview on collectibility). In the next step, we also tested capability of the network for $B=3,6,12,15$ projection settings (see Appendix A. 3 for more details).

### 3.4 Results

In the first step, we decided to test the neural network with decision threshold $\epsilon=0.5$ for a several amounts of projection settings $B=3,5,6,12,15$. As it turns out the neural network was capable of labeling entangled and separable states even using 3 projection settings with an overall success rate of around $83.33 \%$. For an increasing number of projection settings success rate increased even further and reached $96.55 \%$ for 15 projections settings. We plot the probability of incorrect decision as a function of the smallest eigenvalue of the partially transposed density matrix $\hat{\rho}$ (see Fig. 3.2).

As expected, the neural network struggles with the states close to the PPT decision boundary (minimal eigenvalue close to zero). Unfortunately, the neural network is, to some extend, prone to Type-I errors (separable state classified as entangled). As it turns out the network is more likely to make a mistake when classifying separable states than entangled states. Our solution is to change the decision threshold $\epsilon$ to decrease the Type-I error. This means that we demand more certainty from the network when


Min. eigenvalue of a partially transposed matrix
Figure 3.2: The result obtained by the neural network with decision threshold $\epsilon=0.5$ for $B=3,5,6,12,15$ and distribution containing $67.74 \%$ entangled states and $32.26 \%$ separable states. In this graph probability of false prediction is plotted against the minimal eigenvalue of a partially transposed matrix.
classifying the entangled state. By optimizing thresholds we manage to find the value which satisfies a condition of Type-I error $<1 \%$ which we find acceptable. It is possible to arbitrarily decrease the Type-I error by sacrificing the detection capability characterized by Type-II error. For more detailed dependence of Type-I and Type-II error on threshold for $B=3,5,6$, 12,15 see Fig. 3.3, Tab. A.1, and Fig. A.3. In the next step we compared the network performance against collectibility. The neural network fed by outcomes of the same 5 projection settings also required by the collectibility was able to correctly classify $78.14 \%$ of all states while committing Type-I error of $0.96 \%(\epsilon=0.9)$. This performance vastly surpassed the capability of the Collectibility which identifies only $36.59 \%$ of the states correctly (see Tab.3.1). To further highlight the potential of ANN we compared its performance with analytical methods (FEF, CHSH, and EW) (see Tab. 3.1). The

|  | ANN |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B | 3 | 5 | 6 | 12 | 15 |
| Type-I error (\%) | 0.93 | 0.96 | 1.18 | 0.24 | 0.22 |
| Type-II error (\%) | 33.47 | 20.91 | 15.88 | 7.74 | 5.24 |
| Success rate (\%) | 65.50 | 78.14 | 82.94 | 92.01 | 94.54 |
|  |  |  |  |  |  |
|  | Collectibility | FEF | EW | CHSH |  |
| B | 5 | 12 | 12 | 12 |  |
| Type-I error (\%) | 0 | 0 | 0 | 0 |  |
| Type-II error (\%) | 63.41 | 14.00 | 42.00 | 54.00 |  |
| Success rate (\%) | 36.59 | 86.00 | 58.00 | 46.00 |  |

Table 3.1: Comparison of the results obtained by ANN for $B=3,5,6,12,15$ with prominent analytical methods (collectibility, FEF - fully entangled fraction, EW - entropic witness, CHSH nonlocality). Both Type-I and TypeII errors are taken for decision threshold $\epsilon=0.9$ to ensure Type-I error $<1 \%$.
success rate of the ANN surpass capabilities of FEF by $6.01 \%$, EW by $34.01 \%$, and CHSH by $46.01 \%$ while committing Type-I error $0.24 \%$. This means that if we can accept some Type-I error, it is possible to achieve a major improvement in entangled states detection using the neural network. Note that the purpose of this research was not to use ANN simply to fit existing entanglement witnesses, but rather to devise completely new ones that we later compare with these already known analytical formulas.

We have investigated the possibility to derive approximate analytical formulas from the parameters of trained ANNs. This is a rather complex task and we were only able to find a reasonable formula for $B=3,5$ measurement configurations. Using logistic regression, a witness in the form of

$$
\begin{equation*}
W_{B}=\left[1+\mathrm{e}^{-z_{B}}\right]^{-1} \tag{3.2}
\end{equation*}
$$

where $z_{B}=\vec{w}_{B} \cdot \vec{p}_{B}$ and $\vec{p}=\left(1, P_{H H}, P_{V V}, P_{H V}, P_{D D}, P_{A A}\right)$ for $\vec{w}_{3}=(-2.3348$, 19.3139, 21.5486, -11.4228, 0,0) and $\vec{w}_{5}=(0.0009,7.7967,9.6227,-25.8294$, $21.9635,22.0167$ ) can be obtained. The states for which $W_{B}<0.05$ are classified as entangled (separable otherwise). This decision boundary implies Type-I error of circa $0.9 \%$ and Type-II errors of $57.5 \%$ and $44.8 \%$ corresponding to $B=3,5$ respectively. Type-I errors can be made arbitrary small by lowering the threshold value of $W_{B}$ for classifying a given state as entangled.

(b)


Figure 3.3: Performance dependence of the ANN on decision threshold $\epsilon=$ 0.5 , 0.95 with distribution containing $67.74 \%$ entangled states and $32.26 \%$ separable states depicted as confusion matrices for: a) $B=5$; b) $B=15$.

### 3.5 Experimental implementation



Figure 3.4: Results obtained by neural network and collectibility respectively from a real experimental data set $B=5$. Black full dots show the probability of a Werner state being labeled as entangled by the ANN. The light-gray area covers the values of $p$ which neither the neural network nor collectibility can classify correctly. The dark-gray area represents the range of $p$ values for which the ANN classifies the Werner states correctly and collectibility fails. The dashed lines represent the decision thresholds $\epsilon=0.9$ and 0.5 respectively.

To verify the network capability we decided to further test it on a set of real experimental data. For this purpose, we used the data set from the first-ever Collectibility measurement from 2016 [167]. In that particular experiment, a class of Werner states of the form of $\hat{\rho}_{w}=p\left|\psi^{-}\right\rangle\left\langle\psi^{-}\right|+(1-$ p) $\hat{\mathrm{i}} / 4$, was investigated. $\left|\psi^{-}\right\rangle$represents singlet Bell state, and $\hat{\mathrm{i}} / 4$ stands for the maximally mixed state. We set the detection threshold to $\epsilon=0.9$ like in the previous comparisons of the neural network with collectibility, to
be consistent and make test conditions as fair as possible. Results show that collectibility can classify states with $p>0.89$ as entangled witch corresponds with its theoretical prediction. The neural network, on the other hand, detects entangled states when $p>0.44$ (see Fig. 3.4). Note that it is known that Werner states are entangled for $p>\frac{1}{3}$.

### 3.6 Conclusions

We trained a neural network to classify general qubit states based on nonlinear collective witnesses. Our main goal was to compare the capability of this network against a prominent analytical representation of nonlinear witnesses: the collectibility. The network can classify the general twoqubit states significantly more efficiently than collectibility with Type-I error $<1 \%$. The ANN also surpasses FEF, CHSH, and entropic witness when taught on 12 projections (the same amount needed by the mentioned analytical witnesses). Increasing the number of projection settings improves the ANN's decision even more. We further support this claim by using the network on a real experimental data set. The network confirmed its potential by correctly labeling a broad range of states where collectibility fails. Moreover, it achieved a Type-I error $=0$ on Werner states. Our research promotes the idea of using artificial intelligence towards a better understanding of the intriguing physical phenomena such as the entanglement. We have demonstrated that the neural network can quickly train to become a valid efficient collective entanglement witness. We have directly compared its performance with analytical formulas. Using nonlinear measurements (on two copies of the state), our network operates completely free of any a priory information that can bias comparison of its performance with analytical counterparts. Moreover, we have shown that the training performed on numerically generated states works very well on real experimental data corresponding to states completely unknown to the ANN.

Because of technical limitations on the possible complexity of our ANN and on the number of samples processed in ANN training, reaching the limit of zero Type-I error was not possible. However, we were able to tune this error to a fraction of a percent by choosing a proper value of $\epsilon$. By extrapolating our results for the whole available range of $\varepsilon$, we conclude that the limit of vanishing Type-I error is reached by the ANN for $\epsilon=0.9822$ and $\epsilon=0.9994$ for 5 and 12 measurements, respectively. The Type-II errors for these values of $\epsilon$ are $31.26 \%$ ( 5 measurements, about $32 \%$ better then col-
lectibility) and $11.40 \%$ ( 12 measurements, $2.6 \%$ better than FEF). Thus, we have demonstrated that the best known analytical methods for certifying entanglement with a few measurements can be further improved. Notably, the $2.6 \%$ smaller Type-I error of ANN with respect to FEF, means that ANN fails relatively on about $20 \%$ less states than FEF using the same input. This demonstrates that there is still a place for improvement in the theory of experimentally-friendly entanglement detection. The extrapolation of functional the dependence of Type-I and II errors on $\epsilon$ was performed by fitting a quadratic and an exponential curve, respectively. We believe that the high quality of both fits and the proximity of the lowest Type-I error data point to 0 justify our conclusions. We hope that our results will stimulate further research in experimentally-friendly methods of classifying quantum states.

Further to that, the theoretical assumption of zero Type-I error of analytical witnesses does not hold operationally because of unavoidable experimental imperfections and finite precision of all measurements. As a result, separable states close to the decision boundary may be misclassified even using theoretically infallible witnesses. In this study, we have allowed the ANN a Type-I error of about $1 \%$ which we believe is still an admissible error that can be tolerated in practical implementations burdened by the above-mentioned experimental imperfections. Note that in case of 12 measurement configurations, the ANN misclassifies only 1 in about 400 separable states while simultaneously missclassifying about two times less entangled states then its best performing analytical counterpart, the FEF.

## Chapter 4

# Entanglement quantification from collective measurements processed by machine learning 

Text adopted from Jan Roik, Karol Bartkiewicz, Antonín Černoch, and Karel Lemr, Physics Letters A, vol. 446, p. 128270, 2022 [A-2].

### 4.1 Introduction

Quantum entanglement shows immense potential as a resource in various research fields, such as quantum computing [140, 168,169], quantum cryptography [58] and quantum teleportation experiments [141]. Even though entanglement has been studied for about a century now [5, 136], finding a method for its experimentally feasible quantification for general quantum states is still an open and complex problem [170-173].

The most robust procedure so far seems to be the full quantum state tomography [98,174], subsequent reconstruction of the density matrix [175], and calculation of entanglement measures. These measures include negativity [99], concurrence, [163, 176] or relative entropy of entanglement [95, 177]. For a review, see Ref. [97]. The problem of full state tomography lies in the unfavorable scaling of the number of measurement configurations as a function of the Hilbert space dimension. Even for a two-qubit system, one needs to apply at least 15 measurement settings while also inevitably obtaining some information on the investigated system that is irrelevant to entanglement quantification. In order to lower the number
of measurement configurations, entanglement witnesses have been proposed [93,132,142-160]. However, these instruments are designed to merely detect entanglement and can be used as measures only in limited cases such as quasi-pure states. The concept of nonlinear entanglement witnesses has been introduced [131] as a countermeasure to alleviate the problem of state dependency of entanglement detection. A noteworthy class of nonlinear witnesses is the class of so-called collective witnesses based on simultaneous measurement on multiple instances of the investigated state [132, 155]. Entanglement measures can be estimated from collective measures as well. Analysis reveals that 4 copies of a two-qubit system need to be investigated simultaneously which can prove experimentally too demanding [178]. We limit ourselves to having simultaneously only two copies of the investigated state to overcome this challenge. In this configuration, the relation between the outcomes of a collective measurement and an entanglement measure, say the negativity, is far from trivial.

Machine learning has penetrated many areas of science, helping with finding complex models based on large data sets [179]. Artificial neural networks (ANNs) are particularly well suited for recovering of nonlinear dependencies as they are effective universal function approximators [180]. Not surprisingly thus, ANNs and artificial intelligence, in general, has been used to investigate properties of quantum states, such as entanglement detection [96, 161, 162], quantification of various properties of quantum states [181-185], or compressed sensing [186, 187]. In this chapter, we use the predictive power of ANNs to estimate quantum state negativity based on the outcomes of collective measurement.

### 4.2 Collective measurements and data generation

We focus our investigation on quantifying the entanglement of two-qubit states $\hat{\rho}$. The generation of the investigated states and collective measurements were handled similarly, as described in the previous chapter. This investigation aims at efficient entanglement quantification in two-qubit states using as few projections as possible. To achieve this goal, we take inspiration from the concept introduced by Řeháček et al. called minimal qubit tomography [98]. The authors established that the minimal set of tomographic projections per one qubit consists of four projections corresponding to states forming a tetrahedral inscribed into a Bloch sphere (see


Figure 4.1: Minimal set of tomographic projections visualized on the Poincaré sphere by $\left|a_{j}\right\rangle$ vertices, where $\left|a_{1}\right\rangle=\frac{1}{\sqrt{3}}(1,1,1),\left|a_{2}\right\rangle=$ $\frac{1}{\sqrt{3}}(1,-1,-1),\left|a_{3}\right\rangle=\frac{1}{\sqrt{3}}(-1,1,-1),\left|a_{4}\right\rangle=\frac{1}{\sqrt{3}}(-1,-1,1)$. Black arrows represent $|H\rangle$ - horizontal, $|V\rangle$ - vertical, $|D\rangle$ - diagonal, $|A\rangle$ - antidiagonal, $|R\rangle$ - circular right-hand, $|L\rangle$ - circular left-hand basis states.

Fig. 4.1). One possible set of these projections

$$
\begin{align*}
& \hat{\Pi}_{1}=\frac{1}{4}\left(\sigma_{0}+\frac{1}{\sqrt{3}}\left(\sigma_{x}+\sigma_{y}+\sigma_{z}\right)\right), \\
& \hat{\Pi}_{2}=\frac{1}{4}\left(\sigma_{0}+\frac{1}{\sqrt{3}}\left(\sigma_{x}-\sigma_{y}-\sigma_{z}\right)\right), \\
& \hat{\Pi}_{3}=\frac{1}{4}\left(\sigma_{0}+\frac{1}{\sqrt{3}}\left(-\sigma_{x}+\sigma_{y}-\sigma_{z}\right)\right),  \tag{4.1}\\
& \hat{\Pi}_{4}=\frac{1}{4}\left(\sigma_{0}+\frac{1}{\sqrt{3}}\left(-\sigma_{x}-\sigma_{y}+\sigma_{z}\right)\right),
\end{align*}
$$

is conveniently expressed in terms of Pauli matrices $\sigma_{0, x, y, z}[188]$.
Full two-qubit state tomography still requires at least 15 measurements for this optimal basis, assuming one knows constant state generation rate. A density matrix $\hat{\rho}$ can be estimated from the tomography, and the entanglement quantifier negativity is calculated as

$$
\begin{equation*}
N_{A}=2\left|\min \left(\lambda_{i}\right)\right|, \tag{4.2}
\end{equation*}
$$

where $\min \left(\lambda_{i}\right)$ is the smallest eigenvalues of partially transposed density matrix $\hat{\rho}^{P T}$ [99].

For the collective measurement approach to be beneficial, it needs to require at most 7 measurement configurations which is less than one-half of the projections needed for a full state tomography (if we are using two instances simultaneously). Because of the symmetry of $\hat{\rho}_{4}$, the collective measurement is independent of the swap of local projections, i.e. $P_{x y}=$ $P_{y x}$. Using this fact and considering the minimal basis set $\hat{\Pi}_{1, ., 4}$, the maximal independent number of collective measurement configurations is $B=$ 10 (see Tab. 4.1). To estimate negativity from a number of configurations $B<10$, only a subset of the probabilities $P_{x y}$ is selected as indicated in Tab. 4.1. Finding an approximated analytical formulae for quantum states negativity based on a specific number of collective measurement configurations $B$ is a tedious and considerably difficult task. To solve this problem, we turn to the predictive power of artificial neural networks. To this end, uniformly random two-qubit states $\hat{\rho}$ are generated (for generation procedure, see Appendix A.1), and the respective probabilities $P_{x y}$ (3.1), as well the analytical value of negativity $N_{A}$ (4.2), are calculated using the method described above.

### 4.3 Artificial neural networks

We have programmed the artificial neural networks capable of quantifying the degree of entanglement in terms of negativity for general two-qubit states utilizing the technique of supervised learning. The input dataset is a collection of feature vectors of length $B$ filled with a subset of collective measurement outcomes $P_{x y}$ according to Tab. 4.1. Each vector thus represents $B$ collective measurements carried out on two simultaneous copies of one randomly generated two-qubit quantum state. The output layer (dataset) consists simply of the single value of negativity corresponding to each input vector. The analytical value of negativity $N_{A}$ is calculated for all randomly generated quantum states from their density matrices (4.2).

The ANN was trained on $4 \cdot 10^{6}$ feature vectors. A validation dataset of $1 \cdot 10^{6}$ independent feature vectors was used to implement regularization, and the training was interrupted whenever a stop condition was reached (mean square error on the validation set gets below $1 \cdot 10^{-4}$ and for 10 consecutive epochs does not decrease further). In addition to that, a third independent test set of $1 \cdot 10^{6}$ feature vectors was used to obtain an unbiased evaluation of the final model. Our ANN struck a balance between complexity and efficiency, allowing us to obtain the best results using two hidden layers with 200 and 150 nodes, respectively as depicted in Fig. 4.2. De-
creasing the size of the layers by a factor of two already starts affecting the model precision, and increasing it by a factor of two does not bring any benefits. Additional layers provide no improvement. The Rectified Linear Unit (ReLU) activation function

$$
\begin{equation*}
\operatorname{ReLU}(x)=x^{+}=\max (0, x) \tag{4.3}
\end{equation*}
$$

where $x$ is the input to a neuron, is used between all layers with the exception of the last hidden and the output layer. The output negativity (layer) is calculated using the SoftPlus activation function, a smooth approximation of the ReLU function,

$$
\begin{equation*}
\operatorname{SoftPlus}(x)=\ln \left(1+e^{x}\right) \tag{4.4}
\end{equation*}
$$

Using SoftPlus between the last hidden and output layers outperforms ReLU at this position. We used adaptive moment estimation as an optimizer [189] and mean squared error (MSE) as a loss function

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{n} \sum_{i=1}^{n}\left(N_{A}-N_{p}\right)^{2} \tag{4.5}
\end{equation*}
$$

where $n$ represents the number of all training states, $N_{A}$ corresponds to analytical values of negativity obtained from the density matrix, and $N_{p}$ stands for the predicted value of negativity. Experimenting with dropouts did not enhance the learning process.

In summary, the ANNs are used as universal function approximators [180]. Their outputs can be expressed for a three-layer network as

$$
\begin{equation*}
f\left(x, W^{(1)}, W^{(2)}, W^{(3)}\right)=\phi_{3}\left(W^{(3)} \phi_{2}\left(W^{(2)} \phi_{1}\left(W^{(1)}(x)\right)\right)\right), \tag{4.6}
\end{equation*}
$$

where for $n=1,2,3 \phi_{n}$ are element-wise nonlinear activation functions acting on the result of matrix multiplication of weight matrices $W^{(n)}$ (the ANN parameters). The activation functions, the number of layers, and the weight matrix dimensions are presented in Fig. 4.2. For a single input sample, $x$ is a vector of $B$ values representing the measurement outcomes given by Eq. (3.1).

We tested the capability of the ANN for various numbers of projections configurations $B$ from 5 to 10, i.e., various lengths of feature vector $B$. For details on exact measurement configurations used in the case of given feature dimensions $B$, see Tab 4.1.

As mentioned above, the maximal independent number of collective measurement configurations is $B=10$. Therefore, we chose this case as our


Figure 4.2: Topology of the final ANN model used for negativity $N_{P}$ prediction from a vector of collective measurements of length $B$. Two hidden layers are used, containing 200 and 150 nodes, respectively. ReLU and SoftMax are activation functions.

| $B$ | Specific projections |
| :---: | :---: |
| 5 | $\hat{\Pi}_{1} \otimes \hat{\Pi}_{1}, \hat{\Pi}_{2} \otimes \hat{\Pi}_{2}, \hat{\Pi}_{3} \otimes \hat{\Pi}_{3}, \hat{\Pi}_{4} \otimes \hat{\Pi}_{4}, \hat{\Pi}_{1} \otimes \hat{\Pi}_{3}$ |
| 6 | $B=5, \wedge \hat{\Pi}_{2} \otimes \hat{\Pi}_{4}$ |
| 7 | $B=6, \wedge \hat{\Pi}_{1} \otimes \hat{\Pi}_{4}$ |
| 8 | $B=7, \wedge \hat{\Pi}_{1} \otimes \hat{\Pi}_{2}$ |
| 9 | $B=8, \wedge \hat{\Pi}_{2} \otimes \hat{\Pi}_{3}$ |
| 10 | $B=9, \wedge \hat{\Pi}_{3} \otimes \hat{\Pi}_{4}$ |

Table 4.1: List of specific projection settings $P_{x y}$ for a given number of measurements $B$. Note that $B$ is consecutively the length of input feature vectors in the ANNs.
starting and reference point. From there, we gradually reduced the number of provided projections down to $B=5$. The most impactful results are obtained for $B=7$ because, at that point, the number of projections drops below one-half of the projections needed for a full state tomography making this setting our primary success indicator. We used the coefficient of determination $R^{2}$

$$
\begin{equation*}
R^{2}=1-\frac{S S_{r e s}}{S S_{t o t}} \tag{4.7}
\end{equation*}
$$

and standard deviation

$$
\begin{equation*}
\tau=\frac{1}{\sqrt{n}} \sqrt{\sum_{i=1}^{n}\left(\left(N_{A}-N_{p}\right)-\mu\right)^{2}} \tag{4.8}
\end{equation*}
$$

to quantify the capabilities of the ANNs. Where the total sum of squares $S S_{t o t}$ and residual sum of squares $S S_{r e s}$ are defined as

$$
\begin{align*}
S S_{t o t} & =\sum_{i}\left(N_{A}-\bar{N}\right)^{2}, \\
S S_{\text {res }} & =\sum_{i}\left(N_{A}-N_{p}\right)^{2},  \tag{4.9}\\
\bar{N} & =\frac{1}{n} \sum_{i=1}^{n} N_{A},
\end{align*}
$$

$\bar{N}$ represents the mean value of analytically calculated negativity, and the mean average is obtained as

$$
\begin{equation*}
\mu=\frac{1}{n} \sum_{i=1}^{n}\left(N_{A}-N_{p}\right) . \tag{4.10}
\end{equation*}
$$

### 4.4 Results.

First, we provided the ANN with all available information about the investigated state (i.e., $B=10$ projections) to set the benchmark. In this specific case, the ANN was able to reach $R^{2}=0.996$ and $\tau=0.01$ (see Fig. 4.3). For $B=10$, network model gives our best approximation of the negativity function $N(\hat{\rho})$ using only two copies of the investigated state and collective measurements. In the next step, we reduced the number of projections to $B=9$. As expected, the performance of the network decreased to $R^{2}=0.993$ and $\tau=0.02$. Further decrease in the number of projections to $B=8$ did not reveal anything noteworthy but merely confirmed the trend


Figure 4.3: Comparison between analytically calculated negativity $N_{A}$ and negativity predicted $N_{p}$ by (a) artificial neural network and (b) quadratic regression for $B=10$ and 7 configurations, respectively. In addition, the graphs include insets depicting histograms of the difference between $N_{A}$ and $N_{p}$. Every tiny black dot corresponds to one of $1 \cdot 10^{6}$ tested random states. The coefficient of determination $R^{2}$ and standard deviation $\tau$ are also included in the legend. In an ideal case, all dots should lie on a diagonal line $N_{A}=N_{p}$. Green stripes depict standard deviation $\pm \tau$ from such an ideal case.

Pexy


Figure 4.4: The coefficient of determination $R^{2}$ (represented by black back columns) and standard deviation $\tau$ (represented by green front columns) are plotted for all measurement configurations $B$ to visualize trends in the results.
established above. The performance of the ANN taught on $B=7$ projections represents the most notable result $R^{2}=0.976$ and $\tau=0.03$ (see Fig. 4.3 for $B=7,10$ and Fig. 4.5 for other values of $B$ ) because, at this point, we reduced the number of projections under the full tomography requirements. Obtained results are similar to the limits of the analytical calculations performed on the estimated density matrix from actual experimental tomography data. Those calculations cannot be completely accurate due to unavoidable measurement uncertainties, which usually contribute to final analytical errors by a similar margin, i.e., $\tau=0.03$ [190]. When the number of projections dropped to $B=6$ we noticed some decline in the prediction capabilities ( $R^{2}=0.961$ and $\tau=0.04$ ). Even for $B=6$ measurement configurations, the observed prediction error is still quite comparable to experimental full state tomography. We tried to limit the number of projections as much as possible, but we drew the line at $B=5$. In this case, the ANN performance pecked at $R^{2}=0.841$ and $\tau=0.08$. At this point, the prediction error is already significant, and therefore we did not proceed with further decreasing of $B$. For an overview of the results, see Fig. 4.4.

In Fig. 4.3, we have also compared the ANN models to quadratic regression models for $B=7,10$. The ANNs use significantly more model pa-


Figure 4.5: Comparison between analytically calculated negativity $N_{A}$ and negativity predicted $N_{p}$ by artificial neural network for $B=5,6,8$ and 9 configurations respectively. In addition, the graphs include insets depicting histograms of the difference between $N_{A}$ and $N_{p}$. Every tiny black dot corresponds to one of $1 \cdot 10^{6}$ tested random states. The coefficient of determination $R^{2}$ and standard deviation $\tau$ are also included in the legend. In an ideal case, all dots should lie on a diagonal line $N_{A}=N_{p}$. Green stripes depict standard deviation $\pm \tau$ from such an ideal case.
rameters than our regression models, but they perform much better. The coefficient of determination for the ANN models is typically larger by 0.03 if compared with the quadratic models. The typical root mean square difference between the predicted values $N_{p}$ of the ANNs and quadratic regression models is circa 0.17 , and it does not depend strongly on the number of measurement configurations $B$. However, there is an actual benefit of using the quadratic regression models because by doing so, we are able to directly obtain reasonably compact approximate analytical formulae for negativity as functions of assorted collective measurements. Note that regression models up to the fifth order were also tested and did not outperform the ANNs. More details on these models as well as their performance compared to the ANNs is presented in Appendix A.4.

### 4.5 Conclusions

The above-presented results demonstrate a significant potential of ANNs together with collective measurements for entanglement quantification. Even for $B=6$ and 7 measurement configurations, the collective measurement performs similarly to experimental full quantum state tomography committing the predictive error of about $3 \%$ (in terms of standard deviation). Considering that the particular geometry of collective measurement also overlaps with the entanglement swapping setup [191], implementing entanglement quantification using this configuration can prove interesting for future quantum communication networks [192]. The method presented in this chapter can be used for effective entanglement quantification in entanglement swapping-based communication networks. Moreover, our previous research on the binary classification of entangled/ separable states indicates that the ANN trained on numerically generated quantum states also performs especially well on noisy experimental data [A-1] (at least on limited classes of quantum states). While nonlinear models are expected to function poorly on noisy data, they could perform reasonably well on data burdened with typical experimental error [178]. Although this work investigates the quantification of entanglement that is more demanding than comparison to simpler binary classification, we feel encouraged to conclude that the trained ANNs may also perform adequately on experimental data. However, the development of corresponding experimental setup implementing the set of projectors (4.1) and gathering a sufficient amount of real quantum state data goes well beyond the scope of this investigation. The ANNs were implemented using the TensorFlow
2.0 [166] and Keras [193] libraries.

## Chapter 5

## Routing in quantum communications networks

## using reinforcement machine learning

Text adopted from Jan Roik, Karol Bartkiewicz, Antonín Černoch, and Karel Lemr, submitted (2023) [A-3].

### 5.1 Introduction

Efficient communication has played a crucial role in the evolution of all civilizations since antiquity [194, 195]. As the evolution continued, our society began to globalize, and so have our communications needs, ultimately leading to the introduction of the Internet [196]. Nowadays, even these classical communications networks seem outdated, facing the development in the field of quantum communications [25]. The first proposed quantum communications protocols were designed for a one-toone quantum key distribution (QKD) [197-199]. Subsequent strategies to encompass more parties have been proposed [199, 200]. One promising approach is the so-called teleportation-based quantum networks facilitated by standard or controlled teleportation [133,201]. The idea is to concatenate many teleportation-based cells into a large global network, i.e., the quantum Internet [61]. Many studies have discussed this concept's po-


Figure 5.1: Schemes represent entanglement swapping from the initial to the final point in the quantum communications network. a) Each node possesses pair of particles belonging to two different entanglement states symbolized by the two black balls inside the nodes, black line between nodes depicts a quantum channel, green node symbolizes the initial point "Alice", red balls depict intermediate nodes used for entanglement swapping, and blue ball represents the final point "Bob". Bell icon mark where Bell measurement takes place and swap icon highlight where entanglement swapping is carried out. b) Characterization of the road between the initial and final point where $F_{0}, \ldots, F_{n}$ are singlet fractions shared by two neighboring nodes.
tential [66, 202,203], the network's possible topologies [204], platforms to realize it on [205], and fundamental problems to overcome [65].

Quantum networks, however, aim beyond mere QKD, which we must consider when designing quantum networks. The major problem that needs to be addressed is finding an efficient method for optimal dynamic routing in these large-scale quantum networks. It seems that teleportation (entanglement swapping) is, for now, the best method for establishing connections between distant parties in quantum networks [206]. Also, note that entanglement swapping is the core ingredient for quantum repeaters [207] and relays [208], allowing combating unfavorable scaling of losses.

The unique features of quantum information prevent reliably employing classical tools such as shortest path and tree search algorithms [209]. This investigation provides solutions to the routing problem in teleportationbased networks using reinforcement machine learning. The connection between two distant parties (Alice and Bob) in these networks is established by repeated use of entanglement swapping by several intermediate nodes resulting in an entangled state $\hat{\phi}$ shared by the abovementioned parties, Alice and Bob (see Fig. 5.1) [191]. Once they share an entangled state, Alice and Bob are free to use it for secret key sharing [58], quantum state teleportation [91] or dense coding [210]. There are many possibilities to quantify the quality of the repeated entanglement swapping and the quality of the shared entangled state between Alice and Bob [97,138]. We chose the singlet fraction $F$ as the figure of merit because for bipartite entangled states, $F$ can be directly used to evaluate the usefulness of $\hat{\phi}$ for quantum teleportation [211]. Singlet fraction

$$
\begin{equation*}
F(\hat{\phi})=\max _{|\psi\rangle}\langle\psi| \hat{\phi}|\psi\rangle, \tag{5.1}
\end{equation*}
$$

is defined as the maximal overlap of the investigated state $\hat{\phi}$ with any maximally entangled state $|\psi\rangle$. Maximal achievable teleportation fidelity $f$ of a qubit state is then calculated as

$$
\begin{equation*}
f=\frac{2 F+1}{3} . \tag{5.2}
\end{equation*}
$$

One can naively think that the singlet fraction of the final state shared by Alice to Bob $F_{A B}$ is obtained as a product of singlet fractions of the entangled states introduced in the repeated $n$ entanglement swappings (see Fig. 5.1)

$$
\begin{equation*}
F_{A B}=\prod_{i=0}^{n} F_{i} \tag{5.3}
\end{equation*}
$$

alternatively, one can establish an effective distance $d$ between Alice and Bob using a logarithm of the singlet fraction

$$
\begin{equation*}
d=-\log F_{A B}=-\sum_{i} \log F_{i} \tag{5.4}
\end{equation*}
$$

However, this is not generally true. For example, in cases of amplitude damping [100] or correlated phase noise [101], errors can cancel each other out. If Eq. (3) and Eg. (4) were to hold, one should be able to assign a single quantifier to each quantum channel between nodes and use any graph
path or tree-finding algorithm such as the Dijkstra algorithm and find the route minimizing the distance $d$ [212]. As we show later in this chapter, this yields suboptimal solutions. Note that even prominent dynamic algorithms such as Bellman-Ford [213] and A* [214] cannot handle these types of errors.

One possible solution capable of handling quantum effects is a brute force in the form of the Monte Carlo algorithm. The only downside is Monte Carlo's exponential scaling with the number of nodes. Such a scaling becomes a game stopper, especially in the case of an evolving network where it needs to be repeatedly executed. Hence, a smarter strategy needs to be adopted. In this chapter, we propose using the proximal policy optimization (PPO), an artificial intelligence-based algorithm developed to solve complex evolving problems [102]. This algorithm is commonly used in the gaming industry, where we found inspiration for how to approach the routing problem. We designed our network as a map in a game for the agent to play, intending to find the optimal path through the quantum network. We compare the performance of the PPO against the Monte Carlo and the Dijkstra algorithm demonstrating PPO's virtues.

### 5.2 Quantum network topology

We found the inspiration for our network topology in the low-density paritycheck code structure, one of the possible topologies considered for designing the 6G networks. For the details on the topology, see Fig. 5.2 [103]. This network simulates a real-world scenario where several local users form groups connected among themselves by central nodes. We chose this particular topology mainly due to its robustness against local connection problems, contributing to steady performance. In case of random malfunction in any specific node, this topology offers several possible reroutes to ensure stability. Each connection in the network structure represents a quantum channel using which two neighboring nodes share an entangled two qubit state. For simplicity, we limit the network topology to a maximum of 4 connections per node. Moreover, each node can perform entanglement swapping, i.e., Bell measurement. All shared entangled states are fully characterized by their density matrices. This representation allows us to fully describe how noisy or damaged each connection is. We can easily simulate different sources of disturbance, such as white noise in the channel or amplitude damping. These essential characteristics enable us to simulate various scenarios in the communications network that we later


Figure 5.2: This figure shows a visualization of the quantum communications network. The entangled photon pair marked "Alice" represents the initial position for our agents, and blue circle named "Bob" marks the ending point of the route. Full black lines set possible routes for entanglement swapping, red thick lines highlight the optimal solution under ideal conditions, and black cubes represent primary connection nodes between local clusters.
present in the Results section.
The ultimate goal is to distribute entangled state between Alice and Bob. As mentioned in the previous section, the quality of this state is given in terms of singlet fraction $F_{A B}$, which we maximize. We cast this task as a "game" for the tested algorithms to play. The final reward is received in proportion to $F_{A B}$. Every connection can be used in each game only once because the used entangled pair is consumed in entanglement swapping. We choose the initial and final users' positions so that the agent can successfully connect them in a given number of actions. We made the routing in the network realistic by ensuring that even the unperturbed connections have a singlet fraction of the distributed state $F=0.99$ by adding a
corresponding amount of white noise, forcing the PPO algorithm towards the shortest path solutions. To represent white noise, we model the shared entangled states in the form of Werner states

$$
\begin{equation*}
\hat{\rho}_{w}=p\left|\psi^{-}\right\rangle\left\langle\psi^{-}\right|+(1-p) \hat{1} / 4 \tag{5.5}
\end{equation*}
$$

$\left|\psi^{-}\right\rangle=(|01\rangle-|10\rangle) / \sqrt{2}$ represents singlet Bell state, $\hat{1} / 4$ stands for the maximally mixed state, and $p$ is the mixing parameter. Amplitude damping, on the other hand, is represented by generalizing the Bell states $\left|\psi^{-}\right\rangle$to

$$
\begin{equation*}
\left|\psi_{g}^{-}(\theta)\right\rangle=\cos (\theta)|01\rangle-\sin (\theta)|10\rangle \tag{5.6}
\end{equation*}
$$

where $\theta \in\left[0 ; \frac{\pi}{2}\right]$ is the damping parameter. Lastly, an arbitrary phase shift can be described as

$$
\begin{equation*}
\left|\psi_{s}^{-}(\phi)\right\rangle=\left(|01\rangle-e^{i \phi}|10\rangle\right) / \sqrt{2}, \tag{5.7}
\end{equation*}
$$

where $\phi \in[0 ; \pi]$ is the phase shift parameter and if uncompensated and random, renders the state shared between Alice and Bob effectively mixed.

### 5.3 Routing algorithms

We tested different algorithms capable to solve routing in quantum networks and compared their performance. Namely, we tested the PPO, Dijkstra algorithm, and Monte Carlo method on the quantum communications network. PPO is a policy gradient method for reinforcement learning which uses multiple epochs of stochastic gradient ascent to perform each policy update. It is well known for the simplicity of implementation to various problems and overall performance compared to similar family algorithms. We use stable baseline 3 framework [215] and its implementation of the PPO in our work.

The PPO agents starts at Alice's node. It can choose from at most four actions corresponding to the maximum number of connections any node can have. If the agent chooses an invalid action (i.e., a non-existing connection), the game ends with a negative reward. If a valid link is selected, the agent moves to the node connected by the chosen connection (action). At this point, entanglement swapping is implemented, leading to a shared entangled state between Alice and the connected node. Selecting action and implementing entanglement swapping constitutes one action. A maximum of 15 actions limits the agent; if depleted, the game ends. The preliminary reward is calculated at the end of each action using the formula

$$
\begin{equation*}
R_{p}=F_{A_{i}}-F_{A_{i-1}} . \tag{5.8}
\end{equation*}
$$

where $F_{A_{i}}$ stands for the singlet fraction of the newly established entangled state while $F_{A_{i-1}}$ is the singlet fraction resulting from entanglement swapping in the preceding action ( $F_{A_{0}}=1$ in case of the first action). We tuned the $n$-steps hyperparameter of the PPO according to the complexity of the designed quantum network topology. Note that the $n$-steps hyperparameter determines the number of actions the agent takes before updating the parameters of its policy. We kept all other hyperparameters in default values because we did not notice significant changes when tuning them. It is the reward function structure that has the most noticeable influence on the agent's performance. We save the PPO's policy after every $100-5000$ games based on the scenarios' complexity. If the agent reaches the final destination (Bob), it receives a final reward

$$
\begin{equation*}
R=100 F_{A B} \tag{5.9}
\end{equation*}
$$

In case of the Monte Carlo algorithm, we applied the same game rules as for the PPO. So, we can obtain a straightforward comparison. The only difference is that Monte Carlo chooses its actions randomly in each game with no intelligent policy.

Dijkstra's algorithm, on the other hand, needs more information and the data structure of the task. Unlike the previous agents, it needs to know the exact topology of the communications network ahead as well as information about each connection. Therefore, the Dijkstra algorithm does not operate under the same conditions as the previously mentioned agents. At the expense of requiring all the information, it is very efficient at finding distance $d$ from Alice to Bob. A brief description on the working principle of the PPO and Djikstra algorithms is presented in the Appendix A.5.

### 5.4 Results

Firstly, we investigate routing in a quantum network burdened solely by white noise. This scenario is close to the classical network because white noise is additive and can not be compensated. In a quantum network, however, other types of errors can occur. As examples of such errors, we consider amplitude damping and correlated phase noise which we investigate in the second and third subsections. Finally, a dynamically evolving network noise is considered in the last subsection.

| Intermediary <br> nodes <br> (count) | 6 | 8 | 10 | 12 | 14 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of iterations |  |  |  |  |  |  |
| PPO | 780 | 1280 | 6880 | 7680 | 11840 | 41 K |
| Monte Carlo <br> Dijkstra | 644 | 4310 | 95 K | 250 K | 4 M | 200 M |

Table 5.1: Results of the three agents applied to the networks of different complexity. This complexity is parametrized by the minimal number of intermediary nodes (first row of the table) that need to be visited in order to find a valid routing solution. The number of iterations is the average number of iterations required to find a solution for a particular topology. Here $\mathrm{M}=10^{6}$ and $\mathrm{K}=10^{3}$.

### 5.4.1 Network affected by white noise

We start with a completely operational network (see the first topology in Fig. A. 6 in the Appendix A.6). A singlet fraction $F=0.99$ characterizes all connections. Optimal routing through this network between Alice and Bob involves 6 intermediary nodes. Then we started introduce damaged connections (i.e., connections with $F=0.6$ ), thus increasing the number of the intermediary nodes $(8,10,12,14,16)$ required for finding the optimal solution. The optimal routing paths, under those circumstances are shown in Fig. A. 6 as well. The performances of the three agents (PPO, Monte-Carlo, Dijkstra) are summarized in Tab. 5.1.

The Monte Carlo method offers comparable performance to PPO only in the case of the simplest scenario (fully operational network with 6 intermediary nodes to find a solution). The more complex the scenario is, the more prominent the PPO's performance gain becomes. More specifically, in the case of a network where at least 16 intermediary nodes are required to find a solution, PPO outperforms the Monte Carlo method by a factor of about 5000. For visualization see Fig. 5.3. Given the additivity of white noise, the Dijkstra algorithm significantly outperforms the PPO and Monte Carlo in these almost classical scenarios. However, the situation changes with the introduction of purely quantum noise.


Figure 5.3: The graph compares the performance of the PPO algorithm, represented by the red (right) columns, and the Monte Carlo algorithm, depicted by black (left) columns, on different scenarios requiring a given number of passes through intermediary nodes in the quantum networks.

### 5.4.2 Network affected by amplitude damping

Amplitude damping, as introduced in Eq. 5.6, skews the amplitude balance towards one of the two components ( $|01\rangle$ or $|10\rangle$ ). As a result, the singlet fraction decreases. Two connections with mutual opposite component damping can rebalance the amplitudes increasing the singlet fraction (at the expense of overall losses). This feature is intractable by greedy or dynamic algorithms such as Dijkstra, Bellman-Ford, or A*. In order to use those algorithms, one needs to save all preliminary solutions and compare them, which would cause exponential scaling of the algorithm complexity. Ultimately, the agent needs to figure out that in order to complete the task, it needs to find such a route where individual amplitude damping cancel each other out as much as possible. We forced the agent to use this strategy by designing scenarios where the agent must choose at least one amplitude-damped connection to reach the final destination. Moreover, the resulting singlet fraction is maximized when a second (opposite) amplitude-damped connection is chosen by the agent. Similar to the previous subsection, we present the agent with scenarios ranging from 6-16 intermediary nodes (see Fig. A.7).

The agents' performance is summarized in Tab. 5.2 and plotted in Fig. 5.4. One can notice that due to these complex initial conditions, the Monte Carlo algorithm performs slightly better than PPO when the optimal path

| Intermediary <br> nodes <br> (count) | 6 | 8 | 10 | 12 | 14 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of iterations |  |  |  |  |  |  |
| PPO | 1740 | 13 K | 14 K | 15 K | 54 K | 60 K |
| Monte Carlo | 1 K | 14 K | 94 K | 2 M | 5 M | 200 M |

Table 5.2: Results of the two agents applied to the networks of different complexity, including effects such as amplitude damping. This complexity is parametrized by the minimal number of intermediary nodes (first row of the table) that need to be visited in order to find a valid routing solution. The number of iterations is the average number of iterations required to find a solution for a particular topology. Here $\mathrm{M}=10^{6}$ and $\mathrm{K}=10^{3}$.
consists of 6 intermediary nodes. Both methods show similar performance for the 8 intermediary nodes solution; as of 10 intermediary nodes solution onward, the PPO significantly outperforms the Monte-Carlo. In the most complex scenario, i.e. 16 intermediary nodes, the PPO outperforms the Monte Carlo method by a factor of about 3300 .

### 5.4.3 Network affected by correlated phase noise

This subsection demonstrates how agents handle another type of reversible damage caused by the correlated phase noise. These scenarios are motivated by one of the practical approaches towards quantum information distribution proposed by Xu etal. [101]. Testing Dijkstra algorithms is again pointless for the reasons we mentioned in the previous subsection. To demonstrate the versatility of the PPO agent, a brand new set of scenarios involving 6-16 intermediary nodes were generated. For more details, see Fig. A.8. In the current scenario, the agent starts from the initial node Alice and in the first action, it can only choose from paths damaged by the correlated phase noise. The agent aims to search the network for a suitable path to reverse the initial correlated phase shift. If successful, it must then find the final node, Bob.

Results of this test are shown in Tab. 5.3 and plotted in Fig. 5.5. One can notice that in the case of the 6 intermediary nodes scenario, the Monte


Figure 5.4: The graph compares the performance of the PPO algorithm, represented by the red (right) columns, and the Monte Carlo algorithm, depicted by black (left) columns, on different scenarios in the quantum networks where we also introduced connections affected by amplitude damping.

Carlo slightly outperforms the PPO algorithm. However, the PPO agent performs significantly better for all more complex scenarios from 8 intermediary nodes onward.

### 5.4.4 Evolving quantum network

Ultimately, we test the agents on dynamically evolving scenarios in our quantum network. The agents' goal in this final test is to maximize the overall functionality of the network throughout the evolutions. These scenarios reflect the realistic behavior of real-world quantum networks where various errors appear at random places and times. The entire routing task lasts for $10^{6}$ iterations, during which the quantum network undergoes ten scenarios (i.e., ten events when various connections become damaged or unperturbed). The evolution continues regardless of the agent's success. In this final test, we use all three types of errors discussed in previous chapters, namely white noise, amplitude dumping, and correlated phase noise. To make the interpretation of the results clear, we set some ground rules. Suppose the agent finds a solution (i.e., a path between Alice and Bob with $F>0.8$ ) to the current scenario. In that case, it will use this solution for as long as its singlet fraction remains $F>0.8$ (i.e., until the scenario evolves).


Intermediary

| nodes | 6 | 8 | 10 | 12 | 14 | 16 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

(count)

|  | Number of iterations |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PPO | 1320 | 2700 | 10 K | 20 K | 27 K | 39 K |
| Monte Carlo | 780 | 4672 | 45 K | 500 K | 4 M | 22 M |

Table 5.3: Results of the two agents applied to the networks of different complexity, including effects such as correlated phase noise. This complexity is parametrized by the minimal number of intermediary nodes (first row of the table) that need to be visited in order to find a valid routing solution. The number of iterations is the average number of iterations required to find a solution for a particular topology. Here $\mathrm{M}=10^{6}$ and K $=10^{3}$.

PPO agent at that point also saves its current policy. After the situation evolves, both agents search for a new solution. PPO starts searching from the last saved policy and Monte Carlo randomly from scratch. Each evolution introduces errors so that the previous solution is no longer valid $(F<0.8)$. Hence agents need to find a new route. This condition does not mimic the natural network behavior, but it is the most extreme case where the PPO agent faces the most disadvantageous conditions. All evolutions of the quantum network are depicted in Fig A.9. Resulting success rates are shown in Fig. 5.6. From the obtained results, it is clear that if we let agents deal with an undamaged or slightly damaged network (scenarios $1,2,10$ ), both agents can keep the network functional for more than $95 \%$ of the time. If the scenario becomes a bit more complex (scenario 6), the PPO agent slightly outperforms the Monte Carlo agent. For even more complex scenarios, Monte Carlo could not find a solution in a given amount of iterations. Due to these poor results, Monte Carlo kept the network functional for $37.5 \%$ of the overall time. On the other hand, the PPO found a solution in $10 / 10$ scenarios and kept the network functional for $93.4 \%$ of the overall time.


Figure 5.5: The graph compares the performance of the PPO algorithm, represented by the red (right) columns, and the Monte Carlo algorithm, depicted by black (left) columns, on different scenarios, staged in the quantum networks where we also introduced connections causing correlated phase noise.

### 5.5 Conclusions

This investigation compares three different algorithms (PPO, Djikstra, and Monte Carlo) for route-finding in quantum communications networks. We benchmark these algorithms on various scenarios in a realistic network topology using singlet fraction as the figure of merit. In these scenarios, we introduce additive white noise as well as purely quantum errors such as amplitude damping and correlated phase noise.

We explicitly show that the non-additivity of quantum errors prevents traditional graph path or tree-finding algorithms (Djikstra) from finding the optimal solution. While the Monte Carlo search allows finding such optimal solutions, its exponential scaling makes its deployment prohibitive in large complex networks. We demonstrate that reinforcement machine learning in the form of the PPO algorithm circumvents the limitations of both aforementioned approaches. It can cope with purely quantum errors and, simultaneously, does not suffer from unfavorable scaling.

Our numerical model reveals that the PPO advantage over mere MonteCarlo search becomes significant when the number of intermediary nodes in the path increases (e.g., for 16 intermediary nodes, PPO outperforms Monte-Carlo by a factor of several thousand). Moreover, in a dynamically


Figure 5.6: Illustration of the Agents' performance on the evolving quantum communication network. Thin stripes show the overall functionality of the quantum network throughout its evolution, and the thick stripes show the functionality during each scenario of its evolution.
evolving quantum network, the PPO could maintain an operational route for about $93 \%$ of the time, while Monte Carlo for less than $38 \%$. We believe that our research further promotes reinforcement learning as an invaluable method for improving quantum communications.

## Chapter 6

## Conclusions

"The saddest aspect of life right now is that science gathers knowledge faster
than society gathers wisdom." than society gathers wisdom."
-Isaac Asimov

Humankind stands on the verge of a new era, "The golden age" of artificial intelligence. Tasks that were just a few years ago mentioned only in the context of sci-fi literature are nowadays becoming reality. Despite all recent breakthroughs, there still lies a long road ahead to unveil the full potential of artificial intelligence. Based on the achieved results, artificial intelligence has already earned its place as a valuable tool in research. The author firmly believes that artificial intelligence has the potential to shed some light on the fundamental problems of science. Further deployment of artificial intelligence into fields such as quantum data processing may significantly speed up the development of essential technologies, such as large-scale quantum networks.

This thesis presented two fundamental problems of quantum physics and one of quantum data processing. The first problem focused on optimizing the detection of quantum states. The promising results in detecting entangled states motivated follow-up research focused on quantifying the amount of entanglement. The third research task was dedicated to the problem of finding the optimal route in quantum networks. In all three cases, the presented tasks have quantum nature, and to find the solution, we deployed artificial intelligence. That is why Chapter 2 briefly introduces the method and terminology of artificial intelligence and machine learning, and the second half of Chapter 2 establishes basic terms of
quantum data processing.
Chapter 3 highlights the potential of artificial neural networks to binary classify random two-qubit states as entangled or separable. Achieved results demonstrate that given the same amount of resources (i.e., the number of unique collective measurements), ANN surpassed all tested analytical entanglement witnesses. Furthermore, we showed that ANN trained on artificially generated data could be applied to actual experimental data with similar success.

In Chapter 4, we discussed the generalization of the idea from Chapter 3. Here we present the potential of the ANN not just to classify general two-qubit states but also the capability to quantify their amount of entanglement. The ANN aimed to match the negativity values obtained from the full-state tomography. We showed that, given fewer resources, ANN could still maintain comparable prediction capabilities as full-state tomography. Furthermore, we demonstrated that ANN performs favorably in comparison with polynomial regression.

In the fifth chapter, we moved from the fundamental problems of quantum physics to obstacles restricting progress in applied research. Here we tested three conceptually different approaches toward route finding in quantum networks. According to our results, the classical route-finding algorithms struggle to find an optimal solution due to the presence of quantum errors. On the other hand, the proximal policy optimization demonstrated the ability to solve even complex scenarios involving different types of errors while maintaining favorable scaling. During the ultimate test on the evolving quantum network, PPO dominated the Monte Carlo algorithm and decisively proved its potential.

As a closing thought, the author wants to declare that the presented results have already caught the attention of the broader scientific community. Based on the results presented in Chapter 4, we established an international collaboration focused on the follow-up research with a promise to unveil some fundamental dependencies of entanglement detection. We also plan to build an experimental setup capable of doing collective measurements in the minimal set of tomographic projections to test the ANN quantification of entangled states on a real-experimental dataset.
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## Apendix

Text adopted from appendix sections of author's publications [A-1],[A-2] and [A-3]. Due to similarities in the preparation process of investigated states in Chapter 2 and Chapter 3, their original appendix sections about the preparation process were merged into one.

## A. 1 Preparation of general two-qubit states



Figure A.1: Purity distribution of the training and test states.


Figure A.2: Distribution of negativity $N$ as the function of the probability of occurrence in generated states $\hat{\rho}$. The resulting histogram is in line with the general expectation that at least $30 \%$ of random two-qubit states are separable [99] and that the probability of observing a maximally entangled pure state is negligible [216].

Random two-qubit states were generated from $4 \times 4$ diagonal matrix $\hat{\rho}_{i}$ according to Ref. [216]

$$
\hat{\rho}_{i}=\left(\begin{array}{cccc}
\rho_{11} & 0 & 0 & 0  \tag{A.1}\\
0 & \rho_{22} & 0 & 0 \\
0 & 0 & \rho_{33} & 0 \\
0 & 0 & 0 & \rho_{44}
\end{array}\right)
$$

where $\rho_{11}=r_{1} ; \rho_{22}=r_{2}\left(1-\rho_{11}\right) ; \rho_{33}=r_{3}\left(1-\rho_{11}-\rho_{22}\right) ; \rho_{44}=r_{4}\left(1-\rho_{11}-\rho_{22}-\right.$ $\rho_{33}$ ); $r_{n}$ for $n=1,2,3,4$ are uniformly distributed random numbers from range $[0,1]$. In the next step, the proper random unitary transformation was used in order to create a density matrix of a general random 2-qubit state [217]

$$
\begin{align*}
& \left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & U_{4} \\
0 & 0 &
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & U_{5} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & & U_{6} \\
0 & 0 &
\end{array}\right), \tag{A.2}
\end{align*}
$$

where

$$
U_{j}=e^{i \alpha_{j}}\left(\begin{array}{cc}
e^{i \psi_{j}} \cos \phi_{j} & e^{i \chi_{j}} \sin \phi_{j}  \tag{A.3}\\
-e^{-i \chi_{j}} \sin \phi_{j} & e^{-i \psi_{j}} \cos \phi_{j}
\end{array}\right), \quad j=1, \ldots, 6
$$

with $0 \leq \phi \leq \frac{\pi}{2}, 0 \leq \alpha, \psi, \chi<2 \pi$. The homogenous distribution of states was ensured by $\phi_{j}=\arcsin \sqrt{\xi_{j}}, \xi_{j} \in[0,1]$. Parameters $\phi_{j}, \psi_{j}, \chi_{j}, \alpha_{j}$ and $\xi_{j}$ are picked from their respective intervals with uniform probability. The final density matrix was obtained as $\hat{\rho}=U \hat{\rho}_{i} U^{\dagger}$. We present a histogram for the negativity of these randomly generated states in Fig. A.2. To mathematically describe the collective measurement, a 4-qubit density matrix of the entire system $\hat{\rho}_{4}$ was defined as $\hat{\rho}_{4}=\hat{\rho} \otimes S W A P \hat{\rho} S W A P$ where

$$
S W A P=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{A.4}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

## A. 2 Collectibility

In order to calculate collectibility we used the formula by Rudnicky et al. [132] represented in computational bases, i.e., $H \rightarrow|0\rangle ; V \rightarrow|1\rangle ; D \rightarrow|+\rangle=$ $(|0\rangle+|1\rangle) / \sqrt{2} ; A \rightarrow|-\rangle=(|0\rangle-|1\rangle) / \sqrt{2} ; R \rightarrow(|0\rangle-i|1\rangle) / \sqrt{2}$ and, $L \rightarrow=(|0\rangle+$ $i|1\rangle) / \sqrt{2}$

$$
\begin{align*}
W(\hat{\rho})= & \frac{1}{2}\left[\eta+p_{0}^{2}\left(1-r_{00}\right)+\left(1-p_{0}\right)^{2}\left(1-r_{11}\right)\right.  \tag{A.5}\\
& \left.+2 p_{0}\left(1-p_{0}\right)\left(1-r_{01}\right)-1\right]
\end{align*}
$$

where

$$
\begin{equation*}
\eta=8 p_{0}\left(1-p_{0}\right) \sqrt{r_{00} r_{11}}+2 p^{\prime} \tag{A.6}
\end{equation*}
$$

In the equations above single-photon projection probability $p_{0}=\hat{\rho}_{00}+\hat{\rho}_{11}$ and $p^{\prime}=\max \left\{p_{++}, p_{--}\right\} . P_{x y}$ represents probabilities of single Bell state projection of non-locally measured qubit conditioned on local projection onto $|x\rangle$ and $|y\rangle$ states. [132]

## A. 3 Other two-copy witnesses

A class of two-copy entanglement witnesses can be calculated using elements of the symmetric matrix [164]

$$
\begin{equation*}
R_{i, j}=R_{j, i}=\left\langle\sigma_{i}^{\left(a_{1}\right)} \otimes \sigma_{j}^{\left(a_{2}\right)} \otimes \mid \Psi_{b_{1}, b_{2}}^{-}\right\rangle\left\langle\Psi_{b_{1}, b_{2}}^{-} \mid\right\rangle, \tag{A.7}
\end{equation*}
$$



Figure A.3: Dependence of Type I and Type II errors on $\epsilon$ threshold for varying numbers of projections. Here purple triangles represent $B=3$, blue diamonds represent $B=5$, green hexagons represent $B=6$, red stars represent $B=12$, and black circles represent $B=15$.

| $B$ | 3 |  | 5 |  | 6 |  | 12 |  | 15 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon$ | T-I | T-II | T-I | T-II | T-I | T-II | T-I | T-II | T-I | T-II |
| 0.5 | 9.23 | 7.42 | 7.09 | 4.98 | 5.47 | 5.03 | 2.17 | 2.43 | 1.50 | 1.94 |
| 0.55 | 8.03 | 8.84 | 6.17 | 5.91 | 4.77 | 5.83 | 1.34 | 3.55 | 1.27 | 2.19 |
| 0.6 | 6.94 | 10.49 | 5.32 | 6.97 | 4.14 | 6.73 | 1.15 | 3.89 | 1.06 | 2.48 |
| 0.65 | 5.87 | 12.38 | 4.48 | 8.24 | 3.47 | 7.94 | 0.97 | 4.31 | 0.86 | 2.82 |
| 0.7 | 4.81 | 14.65 | 3.72 | 9.73 | 2.94 | 9.12 | 0.81 | 4.76 | 0.67 | 3.22 |
| 0.75 | 3.73 | 17.64 | 3.18 | 10.97 | 2.53 | 10.17 | 0.66 | 5.29 | 0.50 | 3.71 |
| 0.8 | 2.75 | 21.37 | 1.93 | 15.05 | 2.12 | 11.51 | 0.51 | 5.91 | 0.41 | 4.07 |
| 0.85 | 1.72 | 26.79 | 1.47 | 17.38 | 1.67 | 13.28 | 0.37 | 6.68 | 0.32 | 4.53 |
| 0.9 | 0.93 | 33.47 | 0.96 | 20.91 | 1.18 | 15.88 | 0.24 | 7.75 | 0.22 | 5.24 |
| 0.95 | 0.41 | 41.21 | 0.42 | 27.42 | 0.63 | 20.41 | 0.11 | 9.61 | 0.11 | 6.77 |

Table A.1: Evolution of Type-I and Type-II error for different thresholds $\epsilon$. T-I and T-II represent Type-I and Type-II errors respectively and are listed in percentages.
where the expectation values are calculated on two copies of $\rho$, i.e., $\rho_{a_{1}, b_{1} \otimes} \otimes$ $\rho_{a_{2}, b_{2}}$. To estimate the number of projections let use the resolution of twoqubit identity operator valid for an arbitrary $i, j=1,2,3$, which reads

$$
\begin{equation*}
\hat{1}^{\otimes 2}=\sum_{r, s=0,1}\left|r_{i} s_{j}\right\rangle\left\langle r_{i} s_{j}\right| \tag{A.8}
\end{equation*}
$$

where $\left|0_{i}\right\rangle$ and $\left|1_{i}\right\rangle$ are eigenstates of $\sigma_{i}$ operator associated with $\pm 1$ eigenvalues, respectively. A product of two Pauli operators reads

$$
\begin{align*}
\sigma_{i}^{\left(a_{1}\right)} \otimes \sigma_{j}^{\left(a_{2}\right)}= & \left|0_{i} 0_{j}\right\rangle\left\langle 0_{i} 0_{j}\right|+\left|1_{i} 1_{j}\right\rangle\left\langle 1_{i} 1_{j}\right| \\
& -\left(\left|0_{i} 1_{j}\right\rangle\left\langle 0_{i} 1_{j}\right|+\left|1_{i} 0_{j}\right\rangle\left\langle\mathbf{1}_{i} 0_{j}\right|\right) . \tag{A.9}
\end{align*}
$$

By adding the corresponding sides of Eq. (A.8) to Eq. (A.9) and subtracting $\hat{1}^{\otimes 2}$ we obtain

$$
\begin{equation*}
\sigma_{i}^{\left(a_{1}\right)} \otimes \sigma_{j}^{\left(a_{2}\right)}=2\left(\left|0_{i} 0_{j}\right\rangle\left\langle 0_{i} 0_{j}\right|+\left|1_{i} 1_{j}\right\rangle\left\langle 1_{i} 1_{j}\right|\right)-\hat{1}^{\otimes 2} \tag{A.10}
\end{equation*}
$$

This means that measuring all 6 different elements of $R$ (i.e., $i \leq j$ for $i, j=$ $1,2,3$ ) requires 12 projections in total. These projections read

$$
\begin{align*}
& |D\rangle|D\rangle,|A\rangle|A\rangle,|D\rangle|L\rangle,|A\rangle|R\rangle, \\
& |D\rangle|H\rangle,|A\rangle|V\rangle,|L\rangle|L\rangle,|R\rangle|R\rangle,  \tag{A.11}\\
& |L\rangle|H\rangle,|R\rangle|V\rangle,|H\rangle|H\rangle,|V\rangle|V\rangle .
\end{align*}
$$

| $B$ | $\|i\rangle\|j\rangle$ |
| :---: | :---: |
| 3 | $\|H\rangle\|H\rangle,\|V\rangle\|V\rangle,\|H\rangle\|V\rangle$ |
| 5 | $\|H\rangle\|H\rangle,\|V\rangle\|V\rangle,\|H\rangle\|V\rangle,\|D\rangle\|D\rangle,\|A\rangle\|A\rangle$ |
| 6 | $\|H\rangle\|H\rangle,\|V\rangle\|V\rangle,\|H\rangle\|V\rangle,\|D\rangle\|D\rangle,\|R\rangle\|R\rangle,\|L\rangle\|L\rangle$ |
| 12 | $\|D\rangle\|D\rangle,\|A\rangle\|A\rangle,\|D\rangle\|L\rangle,\|A\rangle\|R\rangle,\|D\rangle\|H\rangle,\|A\rangle\|V\rangle$, |
|  | $\|L\rangle\|L\rangle,\|R\rangle\|R\rangle,\|L\rangle\|H\rangle,\|R\rangle\|V\rangle,\|H\rangle\|H\rangle,\|V\rangle\|V\rangle$, |
| 15 | $\|D\rangle\|D\rangle,\|A\rangle\|A\rangle,\|D\rangle\|L\rangle,\|A\rangle\|R\rangle,\|D\rangle\|H\rangle,\|A\rangle\|V\rangle,\|L\rangle\|L\rangle$, |
|  | $\|R\rangle\|R\rangle,\|L\rangle\|H\rangle,\|R\rangle\|V\rangle,\|H\rangle\|H\rangle,\|V\rangle\|V\rangle,\|D\rangle\|R\rangle,\|D\rangle\|V\rangle,\|L\rangle\|V\rangle$ |

Table A.2: List of specific projections settings used for the learning of the artificial neural network.

By using these 12 projections we determine matrix $Q$ used to calculate entanglement witnesses. Fully entangled fraction $f$ can be used to construct an entanglement witness [164]

$$
\begin{equation*}
F=2 f-1=\frac{1}{2}[\operatorname{Tr}(\sqrt{Q})-1] . \tag{A.12}
\end{equation*}
$$

This and the following witnesses are positive, if entanglement is detected and negative, otherwise. The maximum value is 1.

Furthermore, by using an optimal CHSH inequality we can construct an entanglement witness [164] as

$$
\begin{equation*}
M=\operatorname{Tr}(Q)-\min [\operatorname{eig}(Q)] . \tag{A.13}
\end{equation*}
$$

It is also possible to use $Q$ to express an entropic entanglement witness [164]

$$
\begin{equation*}
E=\frac{1}{2}[\operatorname{Tr}(Q)-1] . \tag{A.14}
\end{equation*}
$$

## A. 4 Polynomial fits of the negativity function

Polynomial models provide estimates of negativity, and their precision improves with the order of the polynomial. The quadratic regression model for the negativity can be formally written as $N_{p}=\vec{\theta}_{B} \cdot \vec{x}$, where the vector $\vec{x}=\left(1, x_{1}, x_{2}, \ldots, x_{B}, x_{1}^{2}, x_{1} x_{2}, \ldots, x_{1} x_{B}, x_{2}^{2}, x_{2} x_{3}, \ldots, x_{2} x_{B}, \ldots, x_{B}^{2}\right)$ contains vector elements $x_{1}, x_{2} \ldots, x_{B}$. This model performs worse than the ANNs but allows extracting an approximate analytical formula for negativity as a function of the input vector of collective measurements.


Figure A.4: Comparison of polynomial regression models and the ANNs in terms of the coefficient of determination $R^{2}$ as function of input feature vector length $B$.

|  | ANN |  | REG2 |  | REG3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | $R^{2}$ | $\tau$ | $R^{2}$ | $\tau$ | $R^{2}$ | $\tau$ |
| 5 | 0.841 | 0.08 | 0.809 | 0.09 | 0.828 | 0.08 |
| 6 | 0.961 | 0.04 | 0.926 | 0.06 | 0.948 | 0.05 |
| 7 | 0.976 | 0.03 | 0.938 | 0.05 | 0.959 | 0.04 |
| 8 | 0.986 | 0.02 | 0.947 | 0.05 | 0.970 | 0.04 |
| 9 | 0.993 | 0.02 | 0.959 | 0.04 | 0.979 | 0.03 |
| 10 | 0.996 | 0.01 | 0.965 | 0.04 | 0.983 | 0.03 |

Table A.3: Comparison of the results obtained by ANN and quadratic/ cubic regressions REG2/ REG3 for $B=5$ to 10 . Where $R^{2}$ represents the coefficient of determination and $\tau$ stands for standard deviation.

Higher-order polynomial regression models are straightforward expansions of the quadratic model having considerably more parameters for fitting and therefore are less useful as an analytical approximation of the negativity function. On the other hand, the linear model is too simple to provide helpful approximation for negativity. As indicated in Tab. A.3, neither the quadratic nor cubic model outperforms the ANNs. Moreover, we plot the dependence of the coefficient of determination $R^{2}$ as a function of the

Find the shortest path to A


Figure A.5: Depiction of an illustrative communications network where the red circle A marks the initial position and the numbers beside the connections correlate to the distance.
input vector length $B$ in Fig. A. 4 to prove the ANNs superiority over these models up to the fifth order. The optimized polynomial model parameters are presented in the Digital Supplement [218].

## A. 5 Djikstra algorithm

The Dijkstra algorithm is designed to find the shortest distance from one node to every other node in the network. The working principle of this algorithm is as follows. In the first step, we choose the initial node, i.e., Alice. Then the algorithm starts filling a table storing all the information about the distances from the initial node to every other node. Distance is set to infinity if there is a nonexisting direct connection from the initial node. In the next step, it moves from the initial node to the closest node. The distance table is updated by replacing nonoptimal (longer) distances with optimal (shorter) distances from the initial node to every node, assuming the new path passes through the current node. This procedure continues until the algorithm visits all nodes and obtains the optimal path from Alice to all nodes. For an illustration, see Fig. A. 5 and Tab. A.4.

| Actions: | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Unvisited nodes: | B,C,D,E | B,D,E | B,D | D |  |
| Current node: | A | C | E | D | B |


| Distance |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A} \rightarrow \mathrm{A}:$ | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{~A} \rightarrow \mathrm{~B}:$ | 9 | 7 | 7 | 7 | 7 |
| $\mathrm{~A} \rightarrow \mathrm{C}:$ | 1 | 1 | 1 | 1 | 1 |
| $\mathrm{~A} \rightarrow \mathrm{D}:$ | $\infty$ | 7 | 4 | 4 | 4 |
| $\mathrm{~A} \rightarrow \mathrm{E}:$ | 10 | 2 | 2 | 2 | 2 |

Table A.4: Description of the evaluation of the Dijkstra algorithm on the illustrative communication network showcased in Fig. A. 5

## A. 6 PPO algorithm

This section provides a graphical representation of the performance of the PPO agent deployed on the various scenarios in quantum networks. Fig. A. 6 visualizes scenarios where we considered connections affected by white noise only. Fig. A. 7 displays scenarios where connections are affected by white noise and amplitude dumping. Fig. A. 8 shows scenar- ios where connections are affected by white noise and correlated phase noise. Last but not least, in Fig. A.9, one can see a visual representation of ten unique subsequent scenarios used to assess the agent performance on evolving quantum networks.


Figure A.6: The figure shows various quantum network scenarios where we consider connections affected by white noise only. We prepared scenarios ranging from simplest solvable using 6 intermediary nodes to complex requiring up to 16 intermediary nodes. The thick red line marks one of the optimal solutions to the presented scenario, and the double blue dashed lines represent irreversibly damaged connections.


Figure A.7: The figure shows various quantum network scenarios where we consider connections affected by white noise and amplitude dumping. We prepared scenarios ranging from simplest solvable using 6 intermediary nodes to complex requiring up to 16 intermediary nodes. The thick red line marks one of the optimal solutions to the presented scenario, double blue dashed lines represent irreversibly damaged connections, and black chain marks connections cause amplitude damping.
$\qquad$


Figure A.8: The figure shows various quantum network scenarios where we consider connections affected by white noise and correlated phase noise. We prepared scenarios ranging from simplest solvable using 6 intermediary nodes to complex requiring up to 16 intermediary nodes. The thick red line marks one of the optimal solutions to the presented scenario, double blue dashed lines represent irreversibly damaged connections, and wraparound lines mark connections causing correlated phase noise.
$\qquad$
fexy


Figure A.9: The figure shows evolving quantum communications network and the response of the PPO agent to those changes. The thick red line marks the PPO's solution in the final iterations before the change in the current scenario. Double-blue dashed lines represent damaged connections, wrap-around lines mark connections causing correlated phase noise and black chain marks connections causing amplitude damping.
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