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INTRODUCTION 
The optical communication is nowadays, unlike the radio communication, a com­
pletely unexhausted means of data exchange. The capacity of an optical channel is 
uncomparable to the radio one, still it is not often used for free space communica­
tion links. The main reason being the atmosphere and the way it interacts with the 
optical signal. 

The aim of this work is to describe these interactions in first place and thereafter 
implement a technique to reduce the bit error ratio in free space optics. Several 
possible approaches to reduce the B E R will be described with emphasis on the 
M L S E technique as the most promising and feasible one for a practical FPGA-based 
communication system. Towards the end of this work, the overall architecture of 
the communication system will be addressed, the HDL modules it is composed of 
will be described and some practical benchmarking results will be provided. 

Modulation: OOK, PPM, PAM 
Coding: Block, Convolution 

S c i n t i l l a t i o n 

Fig. 1: Illustration of the problem [1] 
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1 ATMOSPHERIC EFFECTS IN FSO 
This section describes how atmospheric turbulence is the major problem in free 
space optics and how the losses caused by this effect scale with the influence of 
other interactions. 

Atmospheric Interaction Types Interactions between the communication laser 
beam and the atmosphere can be separated in two main types - extinction due to 
atmospheric aerosols and molecules versus optical turbulence causing random laser 
beam intensity fluctuations [10]. 

Extinction is caused either by scattering or by absorption or by a combination of 
these effects. Depending on the size of the object which interacts with the beam, it 
is further divided in aerosol extinction and molecular extinction. 

In case of the first one, the diameter of the particles is in the range of 0.002 [xm 
to 100 [xm - small enough to stay in the atmosphere. The diameter also influences 
the lifetime of the particle in the atmosphere, where smaller particles stay longer 
active. For example above the sea water, the sea-spray and higher humidity causes 
aerosols to be larger in size, but to have a shorter lifetime. 

The molecular extinction manifests itself thanks to the absorption of incident ra­
diation energy by air-contained molecules, which appears in discrete quanta. There­
fore the absorption spectrum is composed of several discrete lines appearing in cer­
tain range of wavelengths, depending on the associated transition in the molecule. 
Table 1.1 sums up absorption bands. FSO is mainly concerned by vibrational 
spectra. [13] 

To express the attenuation caused by mentioned effects we use the transmittance, 
which is defined by formula 1.1. 

Where (5vs is the total extinction coefficient comprising all aerosol scattering, aerosol 
absorption, molecular scattering and molecular absorption. Its dimension is k m - 1 . 

The following is a practical example of how the beam extinction demonstrates 
itself. Typical values of total extiction parameter are given in the table 1.2. In our 

1.1 Beam Extinction 

13 



Transition mode Wavelengths affected 
Rotation 10 cm to 100 [xm 
Vibration 100 [xm to 1 [xm 

Electronic transition visible and ultraviolet 

Tab. 1.1: Absorption bands [15] 

Air conditions ßus [ km 1] 
Clear 0.1 
Haze 1.0 
Fog >10 

Dense Fog 391 

Tab. 1.2: Total extinction coefficient typical values[13] 

case, let's calculate the loss for a link with optical length of 3 km in hazy environment 
1.2. 

T = e~^s = e"1 ' 3 = e"3 

La = 101og10(T) = 101og1 0(e-3) = -13.03dB (1.2) 

Losses introduced are —13.03 dB. 

The scattering can be also divided into two categories - Mie scattering and 
Rayleigh scattering. The first one is more important for FSO links, since its impact 
to the SNR (signal to noise ratio) nearly does not depend on the wavelength of 
the propagating laser beam. Therefore its negative effect cannot be avoided. The 
second form of scattering is not as important for smaller distance FSO links (with 
L < 3 km), since it depends on the wavelength - careful selection of the wavelength 
can mitigate its impact. 

1.2 Optical Turbulence 

Definition 

Optical turbulence is an atmospheric effect that consists of random variations in 
the refractive index of the atmosphere, which are induced by spatially changing air 
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density and temperature. [23] 
Per definition of the refractive index (1.3), its variations cause a distortion to the 

propagating light wave front, since the velocity at which each of its part propagates 
is not constant. This produces a fluctuation of the optical intensity at the receiver's 
optical aperture. The level of fluctuation can be measured using the scintillation 
index and depends on the refractive index structure parameter C^, which is further 
described in subsection 2.3.2. 

n = - (1.3) 
v 

Where n is the refractive index, c is the speed of light in vacuum and v is the speed 
of light in a medium. [8] 

Furthermore, when the size of the "turbles" produced by the optical turbulence 
is larger than the transmitted beam diameter, the beam tends to be deflected, which 
causes a complete signal loss. This effect is known as beam wander. [22] 

1.2.1 Beam Wander 

When beam wander starts to appear, it may cause the incident beam to completely 
miss the receiver's aperture, making the signal completely disappear. Since the 
apparition of optical turbles is a relatively slow process, the beam wander can be 
well compensated by the use of the adaptive optics, which can compensate these 
signal losses optically. In next chapter, an alternative technique will be presented 
based only on a electronic-based compensation, which can be more resource saving 
compared to expensive adaptive optics setup. 

1.2.2 Omnipresence of Optical Turbulence 

Unlike the process of absorption, which can be reduced by selecting appropriate 
wavelengths for communication (e.g. 1550 nm), the optical turbulence does not 
have a "window", where its effects would not apply. It is therefore crucial to develop 
a method to avoid its effects, since it cannot be removed from the system by just 
selecting a right wavelength. Although with decreasing wavelength, the influence of 
turbulence slightly decreases as well, as you can see on the figure 1.1. According 
to the figure, for links with the range smaller than 5 km, the wavelength does not 
influence much the level of the attenuation. On the same figure we can notice the 
influence of the diameter of the receiver's lens - smaller the diameter, bigger impact 
does the turbulence have. 
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0 -I , , , , , , , , , 
O 5 10 15 20 25 30 35 40 45 50 

L 1 2 [km] 

Fig. 1.1: Attenuation caused by turbulence for two values of receiver's lens diameter 
and for two wavelengths in function of the link range [11] 
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2 LASER B E A M PROPAGATION 
In order to understand, how certain parameters of the communication system affect 
the scintillation index and consequently the bit-error ratio, let's define a commonly 
used laser beam model - the Gaussian beam. 

In optics, the Gaussian beam is a particular solution of the Helmholtz equation 
2.1 (same as a planar wave). This model produces the best description of coherent 
radiation such as the laser beams, even if it does not describe completely the effect 
of diffraction. 

Where V 2 is the Laplacian, A is the amplitude and k is the wavenumber. 

More specifically, a Gaussian beam is a beam, whose transversal profile evolution 
of amplitude in function of the spatial propagation is proportional to a Gaussian 
function. 

Definition 

There are multiple ways to define the Gaussian beam. Historically, the Gaussian 
beams were used in optics as a solution to the Helmholtz equation 2.1 using the 
paraxial approximation, which allows only a small divergence of the beam towards 
its axis of propagation. The maximum allowed angle is about 20 degrees. 

There are other approaches coming from the electromagnetism allowing to ob­
tain a formulation of the Gaussian beam. This way, we can define monomode and 
multimode Gaussian beams as a particular case in the paraxial approximation of 
one or multiple complex sources of rays. [2] 

The approximation done here presumes scalar Gaussian beam, where the electric 
field is considered linearly polarised in a direction orthogonal to its direction of 
propagation. This approximation gives good results when the beam waist w0 is 
superior to the wavelength. If this constraint is not met, a simple scalar description 
is not valid. 

2.1 Gaussian Beam 

V2A + k2A = 0 

2.2 Propagation of Gaussian Beam 
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Assuming propagation in the z direction (+z) and polarization in the x axis, the 
electric field in phasor notation is given by 2.2. 

2 2 
E(r, z) = E0x-^- exp {-—) exV(-z(kz + k—— - ^>z (2.2) 

w(z) w(z)z 2R(z) 

Where: [20] 

r is the radial distance from the center axis of the beam 

z is the axial distance from the beam's waist 

i = sqrt(-l) 

k = 2n/\ is the wave number 

w(z) is the radius at which the field amplitudes fall to 1/e of their axial values, at 
the plane z along the beam 

Wq = w(0) is the waist size 

R(z) is the radius of curvature of the beam's wavefronts at z 

ip(z) is the Gouy phase at z 

x is the unit vector in the x direction 

More commonly, however, the intensity or irradiance is used to describe the 
beam, which is more easily measurable, since it averages the electrical field over 
time per 2.3. 

|E(r, z))\2 , u)q . o , - 2 r 2 , , n „. 
I{r, z) = 1 1 ' ) H = I o ( ^ t ) 2 exp(—--) 2.3 

2r) w(z) w2(z) 

Where rj is the characteristic impedance of the medium (rjo = 377Q for free space). 

Thus Iq = Eq/2tj is the intensity at its waist, at the centre of the beam. 

2.2.1 Evolving Parameters 

In the equations 2.2 and 2.3, several parameters are evolving along the beam fol­
lowing the z axis. 

w(z)=w0 J l + ( - ) 2 (2.4) 
V zo 

18 



Where w(z) is denoted as "evolving beam width" and zo is called the Reyleigh range 
2.7. This parameter defines the spot size at position z. 

(2.5) 

This parameter is called "evolving radius of curvature" and defines the curvature of 
the wavefronts. At the beam waist and as z approaches infinity, the R(z) approaches 
infinity as well. For z = z0, we obtain R(z0) = 2z0. 

R{z) < f 0 \ 2 

' Z . 

Next parameter is the Gouy phase, which is not normally observable during 
experiments, but has its importance in theoretical description of the Gaussian beam. 
2.6 

ijj(z) = arctan( —) (2.6) 

This parameter, called Gouy phase, changes between — n/2 and +ir/2 and explains 
the apparition of higher-order Gaussian modes. [17] 

2.2.2 Beam parameters 

The shape of the beam is determined by multiple parameters - wavelength A, beam 
waist wo. A l l other subparameters depend on these two parameters. 

Rayleigh range, confocal parameter and beam divergence 

* = *f (2.7) 

This parameter is called Rayleigh distance or Rayleigh range. It defines a point, 
where the wavefront curvature is greatest (l/i?).[26] Rayleigh distance is sometimes 
used in form of confocal parameter (b = 2ZQ). 

19 



Fig. 2.1: Gaussian beam parameters [21] 

Q~ [ra(j] (2.8) 
irw0 

The divergence of the beam is a parameter defined by the angle between the central 
axis of the beam and the lines of the cone, which forms the edge of the beam for 
Z > ZQ. 

Fig. 2.2: Gaussian beam spot measured by a detector [16] 
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2.3 System Parameters Influencing the BER 
In previous section, a collimated beam was assumed. Let's now generalize the rela­
tion 2.4 to a situation, where the focusing parameter 2.10 is not equal to 1 (f ^ 1). 
This will cause the beam width to grow faster as in case of the collimated beam. 
Obviously, when the beam width becomes larger, a bigger receive optics are required 
otherwise the received optical intensity is smaller, which induces a worse SNR. 

Another parameter influencing the B E R is the length of the link. Longer the 
link, greater the scintillation index 2.14, as shown in figure 2.4. [13] 

2.3.1 Optical Aperture Parameters 

The generalized form for the beam size is expressed by 2.9. 

w(z) = w0^(f2 + (z2) (2.9) 

Where f is the focusing parameter defined in 2.10, ( is the global coherence param­
eter defined in 2.11 and z is distance with its diflractive component (zd) defined in 
2.13. We have z = 4-. 

r(z) = \ ^ (2.10) 

Where i?o is the radius of curvature at optimum focusing. This parameter is called 
focusing parameter, the hat symbol expresses it is a vector. 

2w2 

C = Cs + ^ (2.H) 
Po 

This parameter is called global coherence parameter and have two additive compo­
nents - (s, which describes spatial coherence properties of the signal-carrying laser 
beam when leaving the transmitter (($ = 1 for coherent beam, > 1 f ° r partially 
coherent beam). The second term depends on p0, which is a coherence length of a 
spherical wave propagating in optical turbulence as defined in 2.12. 
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p0 = (Q.hhCž

nkžz -3/5 (2.12) 

This parameter is called coherence length and in case optical turbulence is present 
(anywhere in the Earth's atmosphere), it depends on the refractive index structure 
parameter C\. The C\ parameter depends on the atmosphere propreties, thermal 
turbles presence and their dynamic propreties. 

kwl 
(2.13) 

This parameter is called the diffractive distance and it depends on the beam size 
at the origin. 

How the coherence propreties of the transmitted beam involve increase in 
the beam size is depicted in the figure 2.3. As already mentioned, widening the beam 
size means losses at the receiving aperture, since it cannot grow without limitation 
(economic reason, feasibility etc.). 

1500 z[m] 2000 

Fig. 2.3: Collimated beam size as a function of range for several choices of phase 
diffuser (A = 0.785 |xm, w0 = 2.5 cm and C2

n = 10" 14 m" 2 / 3 ) [10] 
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2.3.2 Scintillation Index 

While the generalized formula for the beam width (2.9) implies, that in case of bad 
coherence, the received intesity will diminuate faster in function of the range than 
in case of coherent beam. This would not be the major problem if an optical noise 
component were not present. This component can be measured and expressed by a 
parameter called scintillation index and is defined in 2.14. This parameter depends 
on the refractive index structure parameter C^, which can be seen in the figure 2.4. 

2 (I2(r,z)) 
a\ns = 777—7772 - 1 (2-14) (I(r,z))) 

Fig. 2.4: Scintillation index in function of the range (r = 1, ps — 100, A = 1.55 [xm, 
w0 = 2.5 cm) [10] 

The scintillation index can be reduced by increasing the receiving lens diameter. 
However, this solution does not work well for a higher C\ parameter value, as it can 
be seen at the figure 2.5. 

2.3.3 B E R in Function of Received Power 

As we can see at the figure 2.6, the B E R depends mainly on the Popt[dBm}, ps and 
the C% parameter. 

The first one can be adjusted by increasing or decreasing the transmitting power. 
A system designer would want to keep the received power under the saturation level 
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0.35 

0 500 1000 1500 z[m] 2000 

Fig. 2.5: Aperture averaged scintillation index as function of channel distance (f = 
1, ps = 100, A = 1.55 M-m, w0 = 2.5 cm) [10] 

of the receiver's PIN diode, but also to keep it as high as possible to be more in the 
right side of the figure 2.6. 

The second parameter can be changed by selecting an appropriate transmitting 
aperture. When we have ps ~ 10, the receiver aperture averaging effect helps 
to reduce the scintillations and signal fades. Also selecting a greater receiver lens 
diameter can help to reduce the scintillations. 

The last parameter is determined by current state of the atmosphere and can 
have nearly no influence on the transmission during certain periods of the day time 
(from the evening until the morning, when it is cloudy etc.), but the same parameter 
can on the other hand have the strongest influence on the received signal - during 
a hot day for example. In the following chapter, common techniques to solve this 
problem will be resumed, and also the techniques planned to be used in the system 
will be announced and their benefits will be described. 
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-65 -60 -55 -50 -45 -40 -35 -30 -25 
P0pt [tlBrn] 

Fig. 2.6: Effect of optical turbulence on B E R as a function of received optical power 
for collimated (f = 1) coherent (ps = 1) and partially coherent (ps = 10) beams (A = 
0.785 M-m, w0 = 2.5 cm, z = 2000 m, D = 10 cm). Left to right (1) ps = 10, = 
10-15 m - 2 / 3 ) ( 2) p s = 10, Cl = 1.210" 1 4 m- 2 / 3 , (3) p 5 = 1,C£ = 10" 1 5 m " 2 / 3 , (4) 
p 5 = 1,C 2 = 1.210- 1 4 m- 2 / 3 [10] 
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3 APPROACHES TO IMPROVE BER IN FSO 
Based on previous chapters, several B E R improving methods will be presented here 
and those which will be consequently used in the implementation of the system will 
be announced. 

3.1 Multiple Input, Multiple Output (MIMO) 

MIMO is a technique, which is used mostly in R F link designs to exploit the 
phonomenon of multipath propagation to increase the spectral efficiency of the com­
munication. In case of FSO, the situation is however a little bit different - the main 
task is to mitigate the atmospheric turbulence. 

MIMO principle is based on using M transmitters and N detectors. The signals 
from the N detectors are then summed either using equal gain for each branch or 
weighted gains. [27] If the number of receivers approaches infinity a gain of up to 
25 dB over a single-input, single-output configuration can be attained. [12] 

Laser 1 
channel 

Photodctcctor 1 Laser 1 Photodctcctor 1 

Laser 2 Photodetector 2 Laser 2 Photodetector 2 S U M 

Laser M J Photodetector N aN Laser M Photodetector N aN 

Decision 

Fig. 3.1: Block diagram of M x N MIMO FSO system over atmospheric turbulence 
channel [3] 

In [4], more realistic figures are obtained: for a given C\ and link distance, a 
gain of 5 dB at A S E R of 10~5 is obtained when upgrading from SISO configuration 
to 2x2 MIMO or from 2x2 MIMO to 4x4 MIMO. What's more, the average spec­
tral efficiency is improved by 2b/s /Hz in case of the upgrade. These results were 
obtained using the Monte Carlo simulation of a turbulent channel, results are given 
in 3.2. 

The subject of this thesis is however not to exploit the MIMO technique, but it 
can be combined with the methods, which will be used to cooperatively improve the 
BER. 
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Average electrical S N R [dB] 

Fig. 3.2: A S E R versus the average SNR of SISO, 2x2 MIMO and 4x4 MIMO FSO 
systems for various C2. Link distance is L = 4000 m. [4] 

3.2 The Aperture Averaging 

For weak to moderate level of atmospheric turbulence, increasing the diameter of 
the receiver lens can reduce the scintillation index of n 5 as seen in 2.5 and 1.1. This 
technique however does not work well for strong level of turbulence and is not cost 
effective. It is however one of the most obvious techniques. 

3.3 Adaptive Optics 

Another technique to reduce the impact of atmospheric turbulence is the adaptive 
optics. This method consists of compensating the distortion of the beam wave-front 
adaptively according to the current beam wave-front. The realization of this can 
be made in the optical domain as well as in the electrical domain according to the 
picture 3.3. The wave-front corrector can be implemented by a 132-actuator M E M S 
piston-type deformable mirror controlled by a VLSI system as in [25]. This method 
is however not aimed in this thesis. 
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(a) Controller 

Wave-front 
corrector^ 

Wave-front 
reconstructor 

WFS 

Optical 
signal 

ceiver 

Comm. 
signal 

(b) 
Wave-front 
corrector 

Controller Metric 

Optical 
signal 

Receiver 

Low-pass 
filter 

Comm. 
signal 

Fig. 3.3: Schematics of adaptive optics approaches for FSO communication, (a) 
Conventional adaptive optics uses a wave-front sensor (WFS) and wave-front re­
construction for control of the wave-front corrector, (b) Wave-front distortion com­
pensation based on blind optimization of a system performance metric may use the 
received signal strength (determined from the communication signal after low-pass 
filtering) for the feedback [25] 

3.4 Channel Coding 

Channel coding also known as forward error correction (FEC) is computionally 
one of the most complex techniques control the errors in data transmission. This 
approach was first applied by mathematician Richard Hamming in 1940s - the im­
plementation is the well known Hamming(7, 4) linear eror-correction code. [14] The 
principle resides in adding a redundant information in the data stream, which can 
be consequently used to recover the lost data. 

3.4.1 Reed-Solomon Coding 

The Reed-Solomon error correction coding was first released to public in 1960 and 
was defined by Irving S. Reed and Gustave Solomon. This code can be classified as 
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non-binary cyclic error-correcting code. Even if Reed and Solomon did not cooperate 
with creators of B C H code, RS code is a subset of B C H code. 

By adding 2t check symbols to the data, RS code is capable of detecting 2t 
erroneous symbols or to correct up to t symbols. 

T R E E ERROR CORRECTION CODES 

CONVOLUTIONAL COOES 

BLOCK ERROR CORRECTION COOES 

LINEAR BLOCK COOES 

C Y C L I C COOES 

P R I M I T I V E , 

q - A R Y BCH COOES 
N O N - P R I M I T I V E , 

q - A R Y BCH CODES 

HON-BINARY BCH CODES NON-BINARY BCH CODES 

REED-SOLOMON COOES REED-SOLOMON COOES 

REED-SOLOMON CODES 

OVER G F ( 2 m ) 

REED-SOLOMON COOES 

OVER G f ( 2 m ) 

Fig. 3.4: Venn diagram to classify the RS code [5] 

If we have for example a message consisting of k payload symbols and we want 
it to be transferred over an error-prone channel allowing up to t errors to occur (up 
to t erroneous symbols), we would need to send n symbols over the channel as in 
equation 3.1. 

n = k + 2t (3.1) 

Where: [7] 

n is the number of symbols, which will be transmitted to the channel 

k is the number of payload symbols, which we want to transfer reliably 

t is the number of errors we can fix in the RS decoder 
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As the RS codes are systematic block codes, the payload or let's say information 
bits are placed in the most significant byte positions of the resulting codeword 
and the remaining LSBs are computed by the encoder. As the RS codes support 
both errors and erasures to occur, some information symbols in the codeword can 
be erased before the actual transmission to reduce the coding rate. This way the 
number of tolerable errors is however reduced accordingly. Having MSBs be sent 
first to the medium, the figure 3.5 shows a conceptual schematic of a RS encoder. 
After all payload symbols are sent to the encoder, the switch changes its state and 
starts outputting the parity symbols. [19] 

Feedback 

bD 

A 

g2 

bi 

A 
e — 

g(2t-i) 

e 

Galois multiply 

Galois Addit ion 

Input Symbols 

n Bit register 

b{2t-i) •0 

Select I nput or 
Parity Symbols 

Fig. 3.5: Block diagram of RS encoder [19] 

On the other side of the channel, at the receiver, the decoding occurs in five 
steps: 

• Syndrome calculation 
• Determine error-location polynomial 
• Solving the error locator polynomial - Chien search 
• Calculating the error magnitude 
• Error correction 
Each step is further discussed in [19]. The figure 3.6 shows the flow of results in 

the decoder. The decoder is the most complex part of the RS code implementation 
and will be in detail discussed in the implementation section of this thesis. 
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Error 
Values 

Forney 
Atgomrim 

Error 
Correction Recovered 

Fig. 3.6: Architecture and data flow in an RS decoder [19] 

3.4.2 Convolutional Coding 

Convolutional codes have an advantage over the block codes such as the mentioned 
Reed Solomon codes - the payload does not have to be framed in blocks. This 
implies multiple practical advantages: 

• The data does not have to be aligned to the block boundary - random length 
data can be send without additional logic processing it 

• The frame/block synchronization does not need to be present 
We have the advantage to use the 8B10B coding in our application, so the data 

is already extracted from the channel and message boundaries are recovered. In this 
case, the only disadvantage of the block codes is a padding at the end of the last 
block forming the decoded application frame. If this disadvantage would need to be 
further mitigated, a frame-merging logic can be implemented so only in case of an 
interruption of the data stream a padding would need to be added. 

The realization of convolutional encoder is quite simple - the input data is fed in 
a shift register, whose outputs are then wired to modulo two adders (XOR gates), 
which creates k output data bits from n input data bits. The resulting coding rate 
is therefore n/k. If n is desired to be different from n in the coding rate, the output 
data stream needs to be punctured - output data stream bits are erased following 
an erasure patern vector. 

The decoding is again the most complex process and cannot be described in a 
single paragraph as the encoder. The most commonly used algorithm for decoding 
convolutional code is the Viterbi algorithm 3.8, which is the most efficient one. 
Another alternative is the Fano algorithm. The principle consists in searching for 
the most likely binary sequence, which is further described in following subsection. 

3.4.3 M L S E 

M L S E stands for Maximum Likelihood Sequence Estimation and it is a method 
capable of reconstructing a signal with erroneous bits in it. This task can be accom­
plished by using the Viterbi decoder. 
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Input 
R bit/s 

Fig. 3.7: Example of convolutional encoder with k — 1/2 

t = 0 t = 1 t = 2 t = 3 t = 4 t = 5 t = e t = 7 
State 00 • — • 

State 01 * i L • * * • / 
State 10 « * * 7 
State 11 « * J * 

ENC IN = 0 1 u 1 1 1 0 0 

ENC OUT = 00 11 10 •Jll i n 1 0 01 11 

RECEIVED =00 11 i i 00 ill 1 0 01 11 

ERRORS = :•: 

Fig. 3.8: Example of Viterbi decoder decoding process [6] 

Let's explain how Viterbi decoder works following the example from the previous 
subsection. (3.8 and 3.7) The chosen convolutional code will create the output binary 
stream according to table 3.1. As you can see, only one half of the transitions is 
allowed (due to 1/2 coding rate). 

The Viterbi decoder evaluates at each tap the metrics of any possible path to 
chose based on the received dibit and memorizes up to K previous taps' metrics. 
A n accumulated path metrics is calculated and at the end, the Trellis diagram path 
with the best (smallest) accumulated metric is selected, which gives a sequence of 
states the decoder F S M went through. This sequence translates directly to the most 
probable binary sequence which was transmitted by the other communicating side. 
To be complete, the accumulated metrics is computed as a sum of metrics at each 
tap. It is obvious, that the decoder cannot memorize an infinite number of previous 
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Next State 
Current 
State 

Input = 0 Input = 1 

00 00 10 
01 00 10 
10 01 11 
11 01 11 

Tab. 3.1: Transition table 

states' metric and so only K previous taps is considered. In practice, K has a value 
going from 5 to 7. K is called the "constraint length". 

3.4.4 L D P C Coding [18] 

L D P C codes are regular block parity check codes, which have a special parity check 
matrix H. 3.2. 

a = HyT (3.2) 

Where: 

H is the parity check matrix 

yT is a collumn vector of received message bits 

s is the syndrome of the received message y 

Even though H defines an L D P C code, if we want to actually encode our payload, 
we need to first calculate a generator matrix from it, which we will do using equation 
3.3. 

G = GaussJordan(H) (3.3) 

Where: 

H is the parity check matrix 

G is the codeword generator matrix 

GaussJordanQ is the Gauss-Jordan elimination 
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Having calculated the G matrix, we can then calculate our codeword using the 
relation 3.4. 

c = uG (3.4) 

Where: 

c is the resulting codeword to be send 

G is the codeword generator matrix 

u is the input payload bits 

The performance of an L D P C code is entirely defined by properties of its H 
matrix. The required properties are: 

• H has to be sparse - the density of ones in the matrix must be low. (It must 
be nearly all zeroes matrix) 

• The number of ones on a row has to be constant. 
As you can see, the requirements are not really strict and there are therefore mul­
tiple approaches of how to design the H matrix. These are well discussed in [18]. 
Nevertheless, these requirements ensure that the decoding complexity increases only 
linearly with the code length as well as the minimum distance increases linearly with 
the code length. 

The major difference between L D P C codes and generic block codes is the way 
L D P C is decoded, which is based on the sparseness of their matrix H. A general 
name of the class of decoding algorithms used to decode L D P C codes is "message-
passing", among these we can cite: 

• Bit-flipping decoding - hard decision algorithm 
• Sum-product decoding - soft decision algorithm 

Example 

To better illustrate how the encoder of an L D P C can be realized, in figure 3.9 an 
example of the encoder circuit is given of a 108 bits length codeword, 3/4 rate L D P C 
code. 
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The parity check matrix of such code is given in 3.5. 

H = [Au A2, As, A4] 

ai(x) = 1 + x 3 + xu 

^{x) = X2 + X6 + X' 

d3(x) = X + XS + X9 

at\x) = x + x + x' 

Fig. 3.9: L D P C encoder example, k = 3/4 and L = 108bits [18] 
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The data are fed in the D latches in parallel and in following 28 clock cycles, the 
parity bits are shifted out of the structure of the encoder. This way a 108 bit long 
codeword is generated and can be consequently sent to the channel. 

3.5 Leveraging Channel Reciprocity 
B E R reduction method presented in the previous section used the channel coding, 
which will work both in simplex and full-duplex communication schemes. In our 
case, however, we want to implement a full-duplex FSO bridge, which can give us a 
certain advantage over the simplex communication system. Let's leverage this. 

3.5.1 Comparison with Radio-frequency Channels 

In FSO, in case of a full-duplex link, the transmitting an the receiving signals travel 
through exactly the same environment and effects like multipath propagation does 
not apply, which allows us to say, that we can apply the principle of reciprocity to 
it. In case of R F links, this is not possible in a real environment. 

3.5.2 Proposed B E R Reduction Technique 

The proposed technique consists in monitoring the incoming optical signal from 
the other peer and not to forward data from the ethernet to the channel when the 
signal from the other peer is not present (Figure 3.10). This approach was already 
mentioned in article [33]. 

Incoming Data 
f rom Ethernet 

Circular Buffer 
Transmit ted Data 

Transmit: ^ 

Y/N Is the receiving 
signal present? 

Received Data 

Fig. 3.10: Proposed B E R / F E R reduction method illustration 

3.5.3 Example of Usage of Presented Technique 

In our design, we will use an SFP optical module with SGMII communication in­
terface and MDIO management interface. The SFP has however another signaling 
interface - an LOS (Loss Of Signal) signal, which can be used to detect whether the 
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other side is receiving our signal or not (by knowing whether we can see the signal 
from the peer or not). The question is whether the latency of the LOS signal will 
be small enough to implement well this technique. Another solution is to use the 
MDIO interface and to read out the RSSI reading from the built-in registers in the 
SFP module and not to transmit when the RSSI level starts to drop or when it goes 
under a certain threshold level. The actual implementation will be considered in the 
last chapter of this thesis. 
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4 FSO TRANSCEIVER ON FPGA 
In this chapter, the hardware and software platform used to implement the system 
will be briefly introduced. 

4.1 Why FPGA? 

Today's Field Programmable Gate Array integrated circuits are the best choice when 
developing a prototype of a high speed communication systems for multiple reasons: 

• Hardware serializers and deserializers are present on the chip, which is abso­
lutely necessary for doing a signal processing of a signal at data rate in order 
of Gbps. 

• The hardware is configurable in software, which allows a custom hardware 
implementation 

• The signal processing can be efficiently parallelized 
• Many hardware IP blocks are available 
Any other alternative to process such a high-speed signal would be a digital 

signal processor, which does not offer the same level of hardware customization (To 
illustrate this statement - a DSP can be synthesized on the F P G A , if desired). 

4.2 General Architecture 

As announced in previous chapters, in this thesis the coding along with the method 
proposed in chapter 3.5.2 to reduce the B E R / F E R will be used. The block diagram 
4.1 shows the overall system design implemented on Virtex-5 F P G A from Xilinx. 
The blocks coloured in gray show parts of the system implemented as a part of this 
thesis. Other blocks are implemented in [9]. 

4.2.1 Used IP Cores 

In order to implement the whole transceiver, these IP cores were so far used: 
. Virtex-5 Embedded Tri-Mode Ethernet M A C Wrapper ( T E M A C ) : 

this IP core realizes a user friendly wrapper for the embedded Ethernet M A C 
controller. 

• FIFO memory: 
this IP core was used several times in different configurations to accomplish 
both different clock domain transitioning as well as frame assembling and 
internal frame signalling. 
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• Reed-Solomon encoder and decoder v7.1: 
this IP core was used for channel coding. (239,255) configuration was used, so 
upto 8 erroneous bytes can be corrected in a block of 239 bytes. 

• Memory Interface Generator: 
this IP core from Xilinx was used to implement the interface with the on board 
DDR2 dynamic R A M . It allows the user to use a FIFO-based A P I signals to 
write and read from the DDR2 memory. 

4.2.2 Modular i ty and Interface-ability 

One of the aims of this thesis is to create a platform, where multiple channel codes 
can be applied and their performance can be measured in real communication. Thus 
the encoder/decoder block is made to contain multiple encoders and decoders (Reed-
Solomon, L D P C , convolutional or others). Different coding rates and coding algo­
rithms are to be evaluated over time. The current codec is to be selectable via a 
web-based interface running on the Microblaze microcontroller, which can access 
data about current status of the system and setup its parameters. Additionally, 
the registers of the systems are accessible via the I 2 C inteface, so that an external 
microcontroller could access it. 

4.3 ML505 Development Board 

The ML505 development board contains the Virtex-5 F P G A from Xilinx, 88E1111 
Marvell 1000BASE-TX P H Y chip with SGMII interface, SFP interface and DDR2 
interface (and others, but these are important for the implementation). V H D L is 
used to implement discussed design along with the ISE IDE for Xilinx FPGAs . 
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Fig. 4.2: ML505 Development Board, top view 
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5 IMPLEMENTATION ON ML505 
In this chapter, the role of each HDL module will be described as well as its principle 
of operation. In Figure 5.1, the hierarchy of the design is shown. The grayed modules 
are mainly targeted by this chapter. 

D D R FIFO D D R 2 Con t ro l l e r B R A M C o n t r o l l e r F low C o n t r o l l e r P i c o b l a z e M i c r o b l a z e T E M A C 

WRITE 
FIFO 

R E A D 
FIFO 

G T P W r a p p e r S i m p l e S F P M A C 

FIFO FIFO FIFO FIFO 
From ETH From S F P F r o m M B To MB 

T r a n s m i t 
In ter face 

R e c e i v e 
In te r face 

RS E n c o d e r L e n g t h FIFOs O u t p u t FIFO RS D e c o d e r O u t p u t FIFO 

FPGA: X C 5 V L X 5 0 T ( X C 5 V L X 1 1 0 T ) 

Fig. 5.1: Hierarchy of HDL modules 

The design is symmetric and contains two major data paths - Ethernet and 
SFP. SFP stands for Small Form Pluggable, which is the name of the modular 
component allowing to change any time the wavelength used for the transmission 
by changing the transmission and reception diodes. The Ethernet data path was 
easy to realize, since the T E M A C IP Core is available in the ISE IDE. This core 
has a simple A P I based on Good Frame / Bad Frame ( G F / B F ) signals, Data Valid 
signal, Acknowledge signal (ACK) and Data Out and Data In signals. [32] 

5.1 GTP Wrapper 

This module is part of the physical layer (PHY) of the SFP data path. It takes care 
both of the transmission and reception of the high speed communication signal. It 
contains several optional hard-wired components, which can be instantiated using 
the Virtex-5 F P G A RocketIO G T P Transceiver Wizard from Xilinx. 
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Fig. 5.2: G T P T X Block Diagram[28] 

In Figure 5.2, all the optional parts of the transmit chain are shown. In the 
design, only Polarity Control, Paralel-In Serial-Out (PISO), T X Driver and Shared 
P M A P L L Divider modules are actively used. The 8B/10B Encoder is not used, 
since it is implemented in the Simple SFP M A C module, described in next section. 
One of the most important parts of the transmit chain is the PISO, since it allows 
us to do all the signal processing in a symbol-based manner. The symbol rate is 
ten times lower than the actual serialized transmit frequency. (In considered design 
125 MHz vs. 1.25 GHz) 
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Fig. 5.3: G T P R X Block Diagram[28] 

Figure 5.3 shows the receive chain. Only R X Clock Data Recovery (CDR), 
Serial-In Paralel-Out (SIPO), R X Polarity and Shared P M A P L L Divider modules 
are used in the design receive path. SIPO is analogical to PISO in the transmitter. 
Another interesting part of this block is the R X CDR, which recovers the clock from 
the received data. A basic view at this block is depicted in Figure 5.4. A l l receive 
logic until the Output FIFO of the receive part of the Simple SFP M A C module 
is clocked by this recovered clock signal. The FIFO in the M A C takes care of the 
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clock domain crossing. C D R provides also an information about a successful phase 
alignment of the on-chip P L L with the clock recovered from the received data. If 
the received signal disappears (The receiving diode can get saturated or the received 
signal is too weak), C D R drives high a signal, which is used further in the Simple 
M A C for statistics and for stopping output of the transmit data to prevent data 
losses. If the synchronization is lost, a finite state machine (FSM) restarts the 
alignments process. 

PLL RXDIVSEL OUT 

Incoming Serial Data 

G T P _ D U A L 
Shared PLL 

Divide by 
{1,2,4} 

PLL C lock /PLL_RXDIVSEL_OUT 

R X C D R 
Circuit 

Serial Data 

Recovered Serial Clock 

Fig. 5.4: Clock Data Recovery[28] 

5.2 Simple SFP M A C Module 
Unlike the G T P Wrapper, which is a wrapper realizing instantiation of a semi-
analog (CDR, PLL) block, Simple SFP M A C is completely synthesized digital cir­
cuit. Its behavior is simulated by the SimpleMACandFlowController.vhd test bench 
along with the Flow Controller, which is a simple Ethernet switch implementation. 
(Available in the GIT repository) 

The Simple SFP M A C has the same interface signals for frame reception and 
transmission as the T E M A C Ethernet M A C module, so that it can be easily inter­
faced by users used to this common interface. 

5.2.1 Transmission Path 

Figure 5.5 shows how the transmit interface operates. First, the Data Valid (DV_TX) 
signal is driven high and the transmit logic waits for the Acknowledge (ACK_TX) 
signal to go high. Then on each subsequent rising edge of the clock signal, a byte of 
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the payload is fed in the Data Out (DOUT_TX) port. When the DV_TX signal 
goes low, the last byte of the frame was sent to the M A C . 

SYS_CLK 

DV_TX 

DOUT_TX[7:0] 

ACK TX 

rLSisisisisiisiru r 7A 
1st f2nö \ 3rd X~4th~X last 

i // 

Fig. 5.5: Transmit interface, T E M A C compatible 

When the data is clocked to the transmit interface, it gets written to the DDR 
FIFO 9 bit interface. This is done by a transmit interface process which transforms 
the 8 bit stream delimited by the DV_TX signal into a 9 bit stream with the nineth 
bit used for Start-Of-Frame (SOF) and the End-Of-Frame (EOF) signalling. When 
the frame propagates through the D D R FIFO (described in next section), it is either 
directly written to the input of a BRAM-based asynchronous output FIFO realizing 
clock domain crossing, or written to the input of a FIFO measuring the length of 
each frame. This is used later in the flow to write the frame into the Reed-Solomon 
encoder IP core. This behavior can be controlled by an interface signal. Figure 5.7 
shows the situation when the channel coding is enabled, and Figure 5.6 shows the 
behavior when it is disabled. Inactive blocks are grayed. 

DDR FIFO 

FIFO 
Interface 
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Transmit Interface 
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Output FIFO 
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Fig. 5.6: Transmit unit of the M A C , channel coding off 
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Fig. 5.7: Transmit unit of the M A C , channel coding on 

With the channel coding enabled, the situation is more complicated. Reed-
Solomon coding is a block coding, so the length of the input frames is first measured 
and then the frames and their lengths are written to the input of the Reed-Solomon 
encoder. This is depicted in Figure 5.8. Another process is observing the Data Valid 
encoder output signal showing that an encoded Reed-Solomon block is appearing 
at the output. When there is a pause greater than three clock cycles at the output 
of the encoder, an E O F symbol is written to the input of the FIFO realizing clock 
domain crossing mentioned in the previous paragraph. This way a super-frame is 
created sending several encoded frames in a single burst of encoded blocks. This is 
described in Figure 5.9. 

239 Bytes 

Frame Length (2 Bytes) Payload 

Payload Frame Length (2 Bytes) 
I 

Payload 

Payload Frame Length (2 Bytes) Payload 

Payload Padding (0x00) 

Reed-Solomon 
Block Payload 

Fig. 5.8: Data input to the channel coder, three frames 

The FIFO realizing clock domain crossing is kept as small as possible, since when 
the LINK_IS_DOWN signal goes high, the transmission stops, but the content of 
this FIFO is "flushed out" to the 8B/10B encoder and transmitted. Indeed, there 
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is no use in keeping a part of the frame untransmitted, when the other part of it 
has been either lost in the unavailable channel. When the LINK_IS_DOWN is too 
sensitive, the flushed frame can be corrected by the channel coding (in our case, 
when there is less than 8 erroneous symbols for 255 symbols transmitted). 

255 Bytes 

SOF Frame Length Payload Parity (16 Bytes) SOF 

Payload Frame Length Payload Parity (16 Bytes) 

Payload Frame Length Payload Parity (16 Bytes) 

Payload Padding (0x00) Parity (16 Bytes) EOF 

Fig. 5.9: Super-frame, output of the channel encoder with the SOF and the E O F 

The selected Reed-Solomon channel coding has an overhead of 16 bytes per each 
255 bytes long coding block. There is an additional overhead due to the padding, 
which needs to be inserted after the last frame as shown in Figure 5.8. Indeed, the 
padding formed of bytes with value 0x00 is inserted only when the length limit of 
a super-frame is reached (currently set to 2 kB) or when there is no more Ethernet 
frame to be forwarded through the FSO link. In the latter case, the overhead is 
not a problem, since there is no payload to send. In the first case, some overhead is 
intentionally added due to the length limit of a super-frame. This was introduced to 
make the Start-Of-Frame (SOF) and End-Of-Frame (EOF) be transmitted at least 
once in 2 kB of payload. This enables the receiver side of the link to renew the frame 
synchronization when it was lost after a link outage. 

When no channel coding is used, the B E R reduction technique described in 
previous chapters (specifically in 3.5.2) is still active, but realized by the Output 
FIFO Writer Process (Figure 5.6). When the channel coding is active, the technique 
is realized in the Channel Encoder Writer Process (Figure 5.7), since there is no 
advantage in stopping the transmission when the Output FIFO Writer Process has 
a portion of encoded block to be read from the Reed-Solomon Encoder. 

For completeness, Figure 5.10 shows how the data are presented to the 8B/10B 
Encoder input in case there is no channel coding enabled. The advantage of disabling 
the channel coding resides in higher throughput and a more frequent apparition of 
SOF and E O F symbols in the channel, which enables a faster renewal of frame 
synchronization when it is lost. 
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First Ethernet Frame Second Ethernet Frame 
< > < > 

SOF EOF SOF EOF SOF Payload EOF SOF Payload EOF 

Fig. 5.10: Frame with SOF and EOF, case with no channel coding 

A l l unencoded or encoded frames or super-frames are input at the end of the 
transmit chain to the 8B/10B Encoder, which maps each 9 bit value (8 bit data 
and 1 bit K character signal) to a 10 bit symbol. This is required especially by the 
C D R circuit in the G T P transceiver to be able to recover the clock signal from 
the received data. Another advantage of higher density of edges in the signal is a 
less rich spectrum, which facilitates the printed circuit board design. Indeed, from 
the SFP module to the F P G A chip, the signal is sent by a differential backplane 
copper pair. 8B/10B Encoder can also detect a bad symbol, since not all 10 bit 
combinations are used - if an invalid combination is received, it is detected. This is 
also used by the receiver to detect the link going unavailable. 

5.2.2 Reception Path 

Figure 5.11 shows how the receive interface operates. First, the Data Valid (DV_RX) 
signal is driven high simultaneously with the first valid byte of the frame being out­
put at the Data Out (DOUT_RX) port. When DV_RX goes low, the last byte of 
the frame is received. In the next clock cycle, either Good Frame (GF_RX) or Bad 
Frame (BF_RX) signal goes high for one clock cycle to show, whether a valid or 
invalid frame was just received. This way the Flow Controller which interfaces with 
this M A C module can either drop or forward the received frame. 

SYS_CLK 

DV_RX 

DIN_RX[7:0] 

G F R X 

BF RX 

j i J i J i J i J i J x r L r L 

1st f2nö\ 3rd )(~4tn~)( 5th )Qast 

/ \ / 

Fig. 5.11: Receive interface, T E M A C compatible 

For data to be available at the Data Out port, it has to go through all the 
receiver module logic. First, a raw 10 bit symbol is received at the Symbols In 
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port (Figure 5.12). The symbol is then forwarded to the 8B/10B Decoder only if 
the receiver is aligned to symbols' boundary. This alignment is done by receiving 
comma symbols, which are reserved 10 bit symbols for this purpose. The Symbol 
Boundary Alignment Process keeps a history of two 10 bit symbols and looks for 
the comma sequence in it. When the comma is found, the bit offset from the start 
of the first received 10 bit symbol is saved. Next four symbols have to be correctly 
recognized as comma symbols for the Symbol Boundary Alignment Process to put 
the Data Valid signal high. The process is active only when a frame or a super-
frame is not being received (not in between SOF and E O F symbols). Sending the 
comma symbols even if the transmitter has no data frames to send is required for 
this technique to work. For recovery from outage, there is also a minimum number 
of comma symbols (five) inserted between each E O F and SOF. 

Symbols In 

lObit > 

C \ 
S y m b o l Boundary 

A l i g n m e n t Process 
v. J 

\ \ 

Data Valid 

8B /10B 
Decoder 

Receive Interface 
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Reed-So lomon 

Decode r 
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Reed-So lomon 
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V. J 

Output FIFO >^ Ou tpu t Process j -

Clock Domain 
Boundary 

Link Is Down 

Fig. 5.12: Receive unit of the M A C , channel coding on 
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Fig. 5.13: Receive unit of the M A C , channel coding off 
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The rest of the receiver is different with channel coding enabled or disabled. 
When the channel coding is enabled (Figure 5.12), the output of the 8B/10B Decoder 
is read by the S O F / E O F Detector Process which generates a synchronization signal 
for the Reed-Solomon Decoder. Thanks to this, the Reed-Solomon Decoder is block 
aligned. The output of the decoder is read by the Reed-Solomon Reader Process 
which parses the length field of each frame contained in received super-frame. The 
length field is 16 bit long (Figure 5.14): 4 bits are used for cyclic redundancy check 
of the length and only 11 bits are used for the actual length value. One bit is used 
to differentiate between the first byte of padding which has value of 0x00 and the 
first byte (LSB) of the length field. When an invalid length field is found, Link Is 
Down is asserted high and the rest of the super-frame is dropped. 

CRC[3:0] Length[10:7] 1 Length[6:0] 

MSb LSb MSb LSb 

Fig. 5.14: Length field, preceding each frame in a super-frame 

The Output FIFO is written to by the Reed-Solomon Reader Process in case 
the channel coding is enabled. If it is not, the S O F / E O F Detector Process writes 
to this FIFO directly bypassing the Reed-Solomon Decoder and length field parsing 
(Figure 5.13). The Output FIFO has another important role - it is used for different 
clock domain crossing. Up to this component, the CDR-recovered clock is used and 
from Output FIFO read interface on, the system clock provided as part of the user 
interface of the receiver is used (SYS_CLK in Figure 5.11). 

The Link Is Down signal is asserted high when the Symbol Boundary Alignment 
Process has not yet finished the bit alignment, when the S O F / E O F Detector Process 
detects an invalid output from the 8B/10B Decoder (invalid 10 bit symbol received) 
or when the Reed-Solomon Reader Process detects an unrecoverable number of errors 
in the received encoded block. The last signal is not available, when the channel 
coding is not enabled. This signal is consequently used by the transmitter to enable 
or disable the transmission of its own data - when the link is down, there is no use 
in transmitting data. The transmitter should send comma symbols until the Link 
Is Down cool-down counter reaches zero. 
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5.2.3 Optical Path Statistics Signals 

The Simple SFP M A C Module provides statistic signals which can be used when 
evaluating the properties of a given real configuration of the link. Two different kind 
of statistic output is available - counters of events and FIFO-based output of time 
stamped link status transitions. Following table sums up the event counters: 

. R X _ F R A M E S _ R E C E I V E D [ 6 3 : 0 ] : 
This counter gives the total count of frames received by the user at the client 
receive interface of the Simple SFP M A C Module. 

. R X _ F R A M E S _ B A D [ 6 3 : 0 ] : 
This counter gives the number of corrupted frames received by the user of this 
module. 

. R X _ B Y T E S _ C O R R E C T E D [ 6 3 : 0 ] : 
This counter gives the number of bytes recovered successfully thanks to the 
channel coding. 

. R X _ B Y T E S _ R E C E I V E D [ 6 3 : 0 ] : 
This counter gives the total number of bytes received by the receiver. 

. TX_FRAMES_SENT[63 :0 ] : 
This counter gives the number of frames sent into the transmit interface of 
this module 

. T X _ F R A M E S _ T R U N C A T E D [ 6 3 : 0 ] : 
This counter gives the number of frames, which had to be truncated (prema­
turely terminated). This happens at the transmit interface, when the DDR 
FIFO becomes full in the middle of a frame. The frame is marked as bad and 
dropped consequently. 

. TX_BYTES_SENT[63:0] : 
This counter gives the number of bytes sent out to the transmit interface. 

. TX_BYTES_DROPPED[63 :0 ] : 
This counter gives the number of bytes, which were dropped because the DDR 
FIFO was already full and the link was still down. 

Apart of this, the module has also a FIFO output, which records upto 512 link 
event frames. Each time a transition occurs, a new value is saved in a FIFO in the 
format described in Figure 5.15. The MSB is the new value of the LINK_IS_DOWN 
signal, followed by bits signalling a framing error, that an unrecoverable Reed-
Solomon block was received, that there is an invalid symbol at the input of the 
8B10B Decoder, an invalid bit alignment and finally the lower 59 bits are the value 
of a 125 MHz counter at the moment of the signal transition. The counter is reset 
when the M A C module is reset and can run without overflowing for approximately 
150 years, so no handling of the overflow is really needed. The STAT_COUNT[9:0j 
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signal gives the total count of transition events saved in the internal FIFO. The 
STAT_DOUT signal is the description of the first event in the queue. For fetching 
the next event, user needs to put high the STAT_RD_EN signal, just like reading a 
regular first-word fall-through FIFO. Thanks to this statistical output, the user can 
monitor the frequency of the outages, their duration and its correlation with other 
parameters of the system (i.e. receiving power, humidity, temperature, time of the 
day, etc.). The output is to be read by the on-chip Microblaze-based microprocessor 
system and presented via Ethernet interface to the user of the device. 

Link State Event Descriptor Frame 
< *> 

New Framing R-S 8B10B Align 8 ns Timestamp [58:0] 
Link State Error Error Error Error 

8 ns Timestamp [58:0] 

MSb LSb 

Fig. 5.15: LINK_IS_DOWN event frame format 

5.2.4 Channel Coding Control 

As described in the previous sections, the channel coding used by this module can 
be optionally turned off. When turning off the Reed-Solomon channel coding, the 
user of the device can evaluate the impact of this action on the frame error rate. 
The error rate can be extracted from the statistics output of the Simple SFP M A C 
Module or externally, i.e. by counting the number of successfully received U D P 
packets versus the total number of sent packets. 

The enabling or disabling of the channel coding is done by the on-chip micro­
processor, which has to go through steps described in Figure 5.16. 

Put the S Y S _ R E S E T s igna l 
h igh to reset the modu le 

C h a n g e the s ta te of 
C H A N N E L C O D I N G U S E D 

s ignal (high or low) 

Put the S Y S _ R E S E T s igna l 
low to star t the modu le 

Fig. 5.16: Channel coding on/off sequence 
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5.3 DDR-based FIFO 
In Figure 5.7 and 5.6, a D D R FIFO was used. This component was created to 
store the output data frames when the channel is not available [33]. Indeed, if the 
drop-out duration to be covered is up to 1 s and the rate of the Ethernet is 1 Gbps, 
then a FIFO of at least 125 M B is needed. This cannot be realized with on-chip 
resources of any commercially available F P G A . 

5.3.1 Principle of Operation 

The implementation itself uses the memory interface generator [29] (MIG) IP core 
from Xilinx and interfaces this with D D R Reader and Writer. This module uses 
the half-duplex communication interface with DDR2 SODIMM module and imple­
ments a circular buffer in it. Thanks to the bus width of 128 bits, the module has 
enough time to keep the Input FIFO empty and the Output FIFO full during non-
interrupted data transmissions. 128 bit wide communication bus was selected, since 
it is the maximum bus width supported by the ML505 Evaluation Platform used 
in testing of the design and it gives enough time margin for the processing of input 
and output FIFOs. 
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> 

Clock Domain 1 
125MHz 

Microframing 
Process 

125MHz 
*> Input FIFO 

128bit 
266MHz 

> 

Clock Domain 2 
266MHz 

DDR Reader and Writer 

128bit 
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> Output FIFO 

128bit 
125MHz 

*• 

Clock Domain 3 
125MHz 

EOF and SOF 
Replication 

125MHz ' 
>\ 

• 128bit 
, 266MHz 

Xillinx Memory Interface 

' 2x64bit 
266MHz 

DDR2 SODIMM 
Module 

Fig. 5.17: D D R FIFO internal data flow 

Data frames are stored in the D D R FIFO in a microframe memory scheme. The 
scheme was developed to separate individual data frames. It enables the output 
module to replicate the Start-of-Frame (SOF) flag at the beginning and the End-
of-Frame (EOF) flag at the end of each data frame. The scheme uses 128 bit data 
units called microframes. The first fifteen bytes of microframe contain data payload 
and the last byte is a control character. It indicates whether the SOF or E O F flags 
should be generated and the size of data payload in each microframe. The indication 
of the data size in the last microframe is crucial as the incoming frames are not 15 B 
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aligned and 15 B alignment is needed for the microframe memory scheme (Figure 
5.18). 

Single Microframe (16 bytes) 

<— 
Microframe Header (1 byte) w Microframe Payload (upto 15 bytes) 

> 
Is 

EOF 
[0:0] 

Relat ive 
Frame Counter 

[2:0] 

Microframe 
Payload Length 

[3:0] 

Payload 
[119:0] 

MSb LSb 

Fig. 5.18: Microframe structure 

5.3.2 D D R F I F O Interface 

For an ease of use and to allow a third party design to benefit also from this com­
ponent, the interface of the D D R FIFO is kept as close to the interface of a regular 
FIFO as possible. The D D R FIFO replaced a former regular FIFO, which was 
present in the design. Those who want to implement the design, but do not have a 
D D R available in the system, they can simply replace the D D R FIFO by a regular 
BRAM-based FIFO. The mechanism will still work, but only very short outages 
will be covered. Due to the microframing and S O F / E O F reconstruction, the D D R 
FIFO cannot be used in a completely generic way. Nevertheless anywhere, where 
a storage of data frames is needed, this D D R FIFO can be used. The interface is 
shown in Listing 1. The interface towards the D D R controller generated by the 
Memory Interface Generator (MIG) from Xillinx is not shown. 

5.4 Reed-Solomon IP Block 

In order to implement the channel coding, Reed-Solomon IP cores generated in 
Xilinx ISE were used. In the Core Generator, the user can select a predefined code 
specification, which defines the field polynomial to use, number of symbols per block 
and number of data symbols per block. Another option is to define these parameters 
manually. In this project, the first option was used and the specification per ITU-T 
recommendation G.709 was used. This recommendation defines the code as shown 
in Table 5.1. As described in previous chapters, the G.709 specified RS code can 
correct up to 16 erroneous symbols. 

As part of further experimenting, the size of the block and the number of data 
symbols per block can be changed to see, whether a lower coding rate or smaller 
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1 ENTITY DDRfifo IS 

2 GENERIC ( 

3 APPDATA_WIDTH : INTEGER := 128; 

4 — # of user read/write data bus bits. 

B
 FIF0_SIZE_P0W2 : INTEGER := 25 

e — length of the FIFO is 2"25 bytes, 

r ); 
s PORT ( 

9 — FIFO compatible interface, parsing SOF and EOF 

10 rst : IN STD_L0GIC := ' 0 ' ; 

11 wr_clk : IN STD_L0GIC := ' 0 ' ; 

12 rd_clk : IN STD_L0GIC := ' 0 ' ; 

13 din : IN STD_L0GIC_VECT0R(8 D0WNT0 0) := (OTHERS => ' 0 ' ) ; 

14 wr_en : IN STD_L0GIC := ' 0 ' ; 

is rd_en : IN STD_L0GIC := ' 0 ' ; 

16 dout : OUT STD_L0GIC_VECT0R(8 DOWNTO 0) := (OTHERS => ' 0 ' ) ; 

17 f u l l : OUT STD_L0GIC := '1'; 

is empty : OUT STD_L0GIC : = ' 1' ; 

19 empty_prog : OUT STD_L0GIC := '1'; 

20 
21 — DDR application interface 

22 . . . 
23 ) ; 

24 END DDRfifo; 

Listing 1: D D R FIFO Interface 

block can help to reduce better the B E R . For this thesis, the G.709 specification 
was chosen, so number of data symbols per block or any other parameter cannot be 
manually changed. 

5.4.1 Encoder IP Core 

Figure 5.19 show the interface of the generated encoder module. The Core Generator 
enables the user to select to generate or not some optional interface signals. Only 
signals, which were selected to be used are shown. 

The encoder input process is the following: First, the user waits for rffd signal 
to go high, which signals that the module is ready to accept a new pulse at the start 
signal input. Second, a pulse is generated at the start input and simultaneously first 
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Parameter Value 
Field Polynomial 285 (or x8 + xA + x3 + x2 + 1) 

Number of Symbols per Block 255 
Number of Data Symbols per Block 239 

Symbol Width [bits] 8 

Tab. 5.1: Specification of Reed-Solomon code per G.709 recommendation 

valid input data is presented at data_in input. A l l signals are sampled on the rising 
edge of the elk signal. The user can input other input symbols on next rising edges 
of the elk signal until the rfd signal goes low. Bypass signal is used to temporarily 
interconnect data_in and data_out, which makes the data at data_in port not to 
influence the resulting parity bytes. For reseting the core, the active high reset at 
sclr is introduced. 

The output interface is extremely simple: When the rdy signal goes high, a first 
encoded symbol is present at the output of the encoder at data_out port. The rdy 
remains high as long as there is valid encoded data at data_out. Info output signal is 
not actively used in the design and it shows, when there are informational (payload) 
symbols at data_out. This information is not important, since all encoded symbols 
are output to the channel, including the non-informational ones. The latency of the 
encoder is 3 clock cycles and depends on the selected specification during IP core 
generation. [30] 

data_out 

Fig. 5.19: Reed-Solomon Encoder Interface 

5.4.2 Decoder IP Core 

Figure 5.20 shows the interface of the decoder which resembles the encoder interface, 
but has some important status output ports. 
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Before starting to write a new received encoded frame to data_in, the user has to 
wait for the rffd signal to go high. After that, a pulse is generated at the sync signal 
and first symbol of the encoded block is input at data_in. The rest of the block is 
input on following rising edges of the elk signal, as long as the ready signal is high. 
In the design, the mark_in input is also used. This input is shifted through the 
decoder module synchronously with the decoded data, so it is used to mark a start 
of a new decoded block at the output. After the processing, the mark_in appears 
at mark_out synchronously with the first decoded symbol appearing at data_out 
port. 

The output interface of this module is more complex. The start of a new decoded 
block is signalled by a pulse at blk_strt signal. Pulse at blk_end is generated with 
the last valid byte of the decoded block being output and a pulse is generated at 
info_end when the last informational decoded symbol appears at data_out. When 
fail signal is high, the decoder failed to correct the block and it should be considered 
as invalid. When fail is low, the number of corrected symbols appears at err_cnt and 
when err_cnt is not zero, the err found signal is high. The processing delay of the 
decoder is 204 clock cycles and the latency is 466 clock cycles. When the processing 
delay is smaller than the latency, the output of the decoder is not interrupted when 
two or more consequent blocks are received. [31] 

RSdecoder 

sync 
elk 
sr H 

dataJn • 
mark_in 

-> blk_strt 
err_found 
fail 
ready 

info_end 
-> rffd 

blk_end 
mark_out 

-> data.out 
-> err_cnt 

Fig. 5.20: Reed-Solomon Decoder Interface 
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6 SIMULATION OF T H E SYSTEM 
The system was simulated in two steps: First in ISIM simulation software from 
Xilinx for both evaluating the performance of the system and debugging it. Second, 
the performance of the system was tested by creating a physical loopback intercon­
necting the output of the SFP module with its input using an optical fiber. There 
are multiple reasons to simulate the behavior of the design not only in ISIM, but 
also in hardware - the simulation of 25 ms of run takes approximately eight hours in 
ISIM at 2.2 GHz quadcore Intel Core i7 processor with enough R A M available. In 
real implementation, a minute of simulation takes precisely one minute, not more. 
The evaluation of the system synthesizing it into the F P G A is not however suit­
able for debugging. There are tools like Chipscope, which partly allow it, but this 
approach is extremely time-consuming. Nevertheless when there is a bad timing or 
erroneously interconnected clock domains, the error is sometimes simpler to study 
in Chipscope. Therefore both approaches are required. 

6.1 Simulation in ISIM 

In order to debug the implementation of the Flow Controller and the Simple SFP 
M A C Module, a test case was created. This test case (SimpleMACandFlowCon-
troller.vhd) instantiates the Flow Controller as well as the M A C module and con­
nects the output of the transmitter to the input of the receiver creating thus a 
loopback. By generating randomly long frames and sending them to the transmitter 
after a randomly selected delay, all corner cases of the design could be debugged 
and they are now correctly handled. 

Figure 6.1 shows, how the Simple SFP M A C Module, the Flow Controller and the 
D D R FIFO components are instantiated and interconnected. The stimulus is done 
via the receive Ethernet interface of the Flow Controller and the frame structure 
is monitored at the transmit Ethernet interface of the same module. The B E R 
is simulated by an embedded random number generator and a requested compare 
value, which is set by the stimulus logic. (The B E R simulation will be described later 
on in this chapter) The statistics showing how many frames were lost or dropped, 
how many frames were actually sent and how many bytes were corrected by the 
channel coding can be observed by the validation logic. 

The stimulus is done by the stim proc process and the stimulation loop is shown 
in Listing 2. The validation is not more complicated - the frame bytes' values are 
checked to start from 0x00 and to increment with each next byte. This way, when 
an erroneous frame is forwarded by the Flow Controller, it is detected and a debug 
message is printed to the console of ISIM simulator. The validation code is in 
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Fig. 6.1: Test Bench Block Diagram 

Listing 3. Even though the validation and testing processes are quite simple, they 
are sufficient to test any fault in the design. Further asserts are included in the 
sythesizable V H D L code, so some critical logic constraints are self checking - if a 
bug is introduced in a future modification, it will be discovered just by running the 
SimpleMACandFlowController.vhd test bench. 

For statistical study, the requested B E R can be set by the B E R _ S I M U L A T I O N _ C O M P 
32 bit signal and the resulting B E R is given by Formula 6.1. The values of the coun­
ters can be sampled after a certain time (or after a certain number of sent frames) 
and a real B E R can be calculated or the statistics can be output by the std.textio 
V H D L library for further processing. 

BER 
BER SIMULATION COMP 

(6.1) 
4294967295 

Where B E R is the resulting bit error rate and B E R _ S I M U L A T I O N _ C O M P is the 
value of the 32-bit comparation register, which can be set externally. 

6.2 Simulation in F P G A 
In order to simulate low receiving power, an attenuator was introduced in the phys­
ical fiber loopback optical path (Figure 6.8). This however does not simulate real 
channel, where phenomena like beam wander appear. To simulate these phenomena 
from a statistical point of view, a special on-chip module was developed, described 
in following subsection. 
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— Send 100000 frames 
for MASTERLOOP in 0 to 100000 loop 

— Read random length from 

— the random number generator 

this_len <= rand_len; 

— Send the Frame 

ETH_DV_IN <= '1'; 
ETH_DATA_IN <= X"00"; 
wait for TCYC_SYS_0; 
for I i n 0 to this_len loop 

ETH_DATA_IN <= ETH_DATA_IN + X"01"; 
wait for TCYC_SYS_0; 

end loop; 

ETH_DV_IN <= ' 0 ' ; 
wait for TCYC_SYS_0; 
ETH_GF_IN <= '1> ; 
wait for TCYC_SYS_0; 
ETH_GF_IN <= ' 0 ' ; 
— Insert a randomly long pause 

wait for rand_num*TCYC_SYS_0; 
end loop; 

— Simulation is done 

assert false report "Simulation Finished" severity failure; 

Listing 2: Stimulus Loop 

6.2.1 Embedded Channel Simulator 

The Simple SFP M A C module contains an embedded channel simulator, which 
is based on a random number generator. When looking for a good synthesizable 
random number generator, the Linear Feedback Shift Register (LFSR) and Cellular 
Automaton Shift Register (CASR) architectures were considered. By visualizing the 
outputs of each of these, a partly deterministic pattern can be observed. Therefore 
the outputs of this two architectures were combined by a non-linear function (in our 
case XOR) to created a less deterministic pattern (Figure 6.2). [24] 

Figure 6.3 shows the block diagram of the embedded channel simulator. After 
generating a random number, as described in previous paragraph, this number is 
compared to a modifiable value. When the result of the comparison is true, a bit 
is inverted in the symbol, which is being received. As the random number is 32 bit, 
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— Validation process 

process(SYS_CLK) 

begin 

IF rising_edge(SYS_CLK) THEN 

IF ETH_DV_0UT = '1' THEN 

CHECK_CNTR <= CHECK_CNTR + "1"; 

IF CHECK_CNTR /= ETH_DATA_OUT THEN 

assert false report "Error in data" severity warning; 

END IF; 

ELSE 

CHECK_CNTR <= X"00"; 
END IF; 

END IF; 

end process; 

Listing 3: Validation Loop 

B E R can be for example as low as 10~9 when setting the compare signal to 4(Formula 
6.1). Values lower than 10~ 1 0 cannot be achieved by this simulator, the bit width 
of the random number would have to be increased. This is however not required for 
now. 

6.2.2 Access to Results 

In order to access the results of the tests, the Ethernet interface was used. The Flow 
Controller module allows the on-chip Microblaze to communicate via the Ethernet 
device, so a web server and a U D P transmitter was implemented in the Microblaze. 

[9] 
The embedded U D P transmitter transmits to IP address 255.255.255.255 (broad­

cast) on U D P port 10000 any new event frame appearing in the event frame FIFO. 
A simple Python script was developed with a GUI visualizing long-term transitions 
of the signals showing outages of the channel. The data are simultaneously stored in 
a C S V file and can be loaded and plotted with the same script. The GUI is shown 
in Figure 6.4. The script is available in the /Scripts directory of the GIT repository. 

The embedded web server pages can be simply loaded with any web browser by 
typing the server's IP address in the address bar. The IP address can be either 
manually hard-coded in the Microblaze firmware or D H C P can be enabled. The 
web server shows the values of the statistical counters described in previous sections. 
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LFSR CASR Combination 

Fig. 6.2: Comparison of LFSR, C A S R an its XORed combination [24] 

Furthermore, it can be used to manually turn on or off the channel coding or to set 
the desired simulated BER. Figure 6.5 and 6.6 shows the server's web page. 

The last method to evaluate the number of erroneous frames or to measure 
the network bandwidth is the Wireshark tool and the simpleFlood.py (available in 
/Scripts directory). In the Python script, a U D P broadcast is sent with a given 
payload and in Wireshark, the traffic can be evaluated by filtering out all U D P 
frames and observing apparition of malformed frames. Another way, how to use 
Wireshark to evaluate the system is to open the Statistics/IO Graph window and 
to observe the evolution of the bandwidth over time. (Figure 6.7) 
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Fig. 6.3: Channel Simulator Principle 

6.3 BER Measurements 
This section describes measurements verifying the capabilities of implemented plat­
form to measure the B E R . It furthermore shows the coding gain attained by the 
Reed-Solomon channel coding. 

6.3.1 Experimental Setup 

The setup consists of two workstations running appropriate Python scripts. Figure 
6.8 describes the situation - the sender runs script SimpleFlood.py (4) and the re­
ceiver runs script EventFrameCatcher.py (6.4). On the receiver side, the B E R can 
be calculated using data from the statistics page in the web GUI (Figure 6.5). In the 
settings page, the B E R to be generated at the input of the receiver can be selected, 
the channel coding can be enabled or disabled and the broadcast of event frames 
can be also disabled or enabled. Table 6.1 shows results of B E R measurements. 

6.4 Results 
As can be observed in Table 6.1, the Reed-Solomon coding performs better when 
the size of the frame is 1182 B (line 1 vs. line 2 compared to line 3 vs. line 4). It can 
be explained by the fact that each encoded frame has the size which is a multiple 
of 255 B. Hence in case the size of the frame is smaller (100 B), the Reed-Solomon 
coder does not reduce the resulting F E R , but increases it, since each such frame has 
to be padded to attain the required alignment (6.2). During the measurements, the 
transmitted power was kept constant and only the settings of the simulated B E R 
was changing - the resulting F E R (Frame Error Rate) shows the actual coding gain 
of the RS coder. As conclusion the coding gain of a block coder such as RS(255,239) 
highly depends on the implementation, the framing technique and the actual length 
of transmitted frames during the test. 
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import socket 

UDP_IP = "192.168.2.13" 

UDP_P0RT = 5005 

MESSAGE = "Change this to change the length of the test frames" 

print("UDP target IP:", UDP_IP) 

print("UDP target port:", UDP_P0RT) 

print("Message:", MESSAGE) 

print ("Length: °/.d" % len (MESSAGE)) 

sock = socket.socket(socket.AF_INET, socket.S0CK_DGRAM) 

#We can broadcast, if broadcast addressed used 

sock.setsockopt(socket.S0L_S0CKET, socket.S0_BR0ADCAST, 1) 

#Keep sending forever 

while True: 

sock.sendto(MESSAGE, (UDP_IP, UDP_P0RT)) 

Listing 4: Script SimpleFlood.py, used for traffic generation 

5FER = i l l R S E n M e d - 1 = ' 1 0 " ' - 1 = -0.51 (6.2) 
FERRS Disabled 5.9 - 10 

Where SFER is a relative change in the frame error rate, FERRS Enabled is the 
F E R measured with enabled Reed-Solomon coding and FERRS Disabled is the F E R 
measured with RS coding disabled with all other parameters (transmit power, frame 
length) set to the same value as in case of F E R R S Enabled-

BERset FrameLength ^Frames #Bad FER Coding 
10" 8 1182 218575335 634 2.9 • 10" 6 8B10B+RS(255,239) 
10" 8 1182 370548116 2184 5.9 • 10" 6 8B10B 
10" 6 100 15214736 1008 6.6 • 10" 5 8B10B+RS(255,239) 
10" 6 100 16770024 1026 6.1 • 10" 5 8B10B 

Tab. 6.1: Example Results - B E R Measurements 

When observing the measured F E R , the experiments show that it is bound to 
the "Set BER" (BER which is introduced by the embedded channel simulator) by 
Formula 6.3. In case the Reed-Solomon encoding is enabled, the actual F E R is in­
fluenced by the implementation of the fragmentation and framing strategy. Formula 
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6.4 illustrates this negative influence - any frame being sent must be padded up to 
the closest greater multiple of 239 B. To mitigate this influence, multiple Ethernet 
frames can be stored in a single RS block, which is why the length field was intro­
duced. This approach has however an inconvenience - it introduces the constant 
LF in Formula 6.4. Generally, current implementation enabling the combination of 
multiple small Ethernet frames (< 239 B, due to RS(255,239) coding) into a single 
RS block is increasing the F E R at the cost of reducing the overhead of the RS coder 
during the transmission for small sized frames. 

FERRS off ~ BERset • FrameLength (6.3) 

Where FERRSoff is the frame error rate in case the RS coder is disabled, BERset 

is the generated B E R and FrameLength is the length of testing Ethernet frames in 
bytes. 

i -uFrameLength + LF. „ , , r j n „ ,. „ . 
LRSon ~ BERset • {cetl{ —) • BlockLength) • CodingGam 

PayloadLength 
(6.4) 

Where FERRS on is the frame error rate in case the RS coder is enabled, BERSET is 
the generated B E R , FrameLength is the length of testing Ethernet frames in bytes, 
L F is the length of the Length Field which equals to 2, PayloadLength is the length 
of the payload portion of a RS block, BlockLength is the total length of a RS block. 
In case of RS(255,239) PayloadLength equals to 239 and BlockLength equals to 255. 
CodingGain (ranging from 0 to 1) represents the influence of the coding gain of the 
RS coder. 

In Figure 6.9, the measurements of real F E R is shown. The figure illustrates 
above mentioned formulas and shows, how the RS coding gain depends on the 
length of the transported frames. Figure 6.10 provides a more readable plot of the 
same information, processed by equation 6.2. 

In order to evaluate the performance of the link regarding the attainable bit 
rate, Iperf benchmarking tool was used to perform a series of measurements. Figure 
6.11 shows how the link performs, when the Reed-Solomon coder is enabled and 
when it is disabled. Figure 6.12 shows an evolution of the difference between the 
bit rate when the coding is enabled and when it is disabled. The saturation for 
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smaller values of B E R (< 10~8) is caused by the limited performance of Ubuntu 
workstations, which were used during the test. It was not possible to produce more 
than 805 Mbps for U D P and 875 Mbps for TCP. The workstations were two laptops 
with Intel i7, 8 GB of physical memory, SSD and Ubuntu 14.04LTS installed. Iperf 
used T C P and U D P for the tests and at both receive sides of the link the level of 
the simulated B E R was set to the same value (X axis). The T C P is influenced also 
by the erroneous backward channel - when the acknowledge arrives corrupted, it is 
lost and the effective throughput decreases. U D P is not influenced by the backward 
channel. 
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Fig. 6.4: Event Frame Catcher Python Script GUI 
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Fig. 6.8: Experimental Setup for B E R Measurements 
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Fig. 6.9: Measured F E R in Function of Simulated BER, Frame Length and Used 
Channel Coding as Parameters 
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Fig. 6.10: F E R Evolution After Enabling the RS Coder, 5FER defined in 6.2 
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Bit rate in function of simulated BER (iperf V2.0.5, Ubuntu 14.04) 
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Fig. 6.11: Bit Rate In Function of Bit Error Rate of The Link 
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Fig. 6.12: Difference of Bit Rates In Function of Bit Error Rate 
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7 CONCLUSION 
In the first part of the master thesis, different effects influencing the propagation of 
a laser beam have been studied in order to present different techniques of B E R / F E R 
reduction. From these techniques, this thesis focuses primarily on the channel coding 
combined with a new approach presented in 3.5.2. A project in ISE was realized 
as well as new reusable HDL modules such as S F P / G T P M A C interface or DDR-
based FIFO. The last one is used to implement a new proposed technique (3.5.2) to 
reduce the BER. A selectable Reed-Solomon coder IP core handling was introduced 
in the S F P / G T P M A C interface. For validation of the B E R measurements, a simple 
channel simulator was developed. The Reed-Solomon channel coder can be disabled 
or enabled at runtime, which allows to evaluate its influence to the resulting BER. 
Based on realized experiments, formulas describing F E R in function of the frame 
length is presented for a situation when a RS coder is enabled and disabled. Impact 
of the RS coder on the bit rate performance is plotted as well as the evolution of F E R 
in function of simulated BER. The whole project with all necessary documentation, 
test scripts and tools is available at https: //gitlab. com/0K2NMZ/thesis-f so .git 
and can be used to test different channel coders (block or convolutional ones). This 
thesis implements a reusable research platform which is open to extensions and 
configurations via embedded microprocessor system. 
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LIST OF SYMBOLS, PHYSICAL CONSTANTS 
AND ABBREVIATIONS 
B E R Bit Error Rate 

M L S E Most Likely Sequence Estimation 

F P G A Field Programmable Gate Array 

HDL Hardware Description Language 

FSO Free Space Optics 

L D P C Low density parity-check 

SFP small form-factor pluggable: transceiver interface 

MIMO Multiple Input Multiple Output 

RS Reed-Solomon (encoder/decoder) 

F E R Frame Error Rate 

HDL Hardware Description Language: V H D L , Verilog, etc. 

SNR Signal to Noise Ratio 

SISO Single Input Single Output (vs. MIMO) 

A S E R Average Symbol Error Rate 

AO Adaptive Optics 

VLSI Very Large Scale of Integration 

WFS Wave Front Sensor 

F E C Forward Error Correction 

B C H Bose Chaudhuri and Hocquenghem (encoder/decoder) 

M L S E Maximum Likelihood Sequence Estimation 

F S M Finite State Machine 

SGMII Serial Gigabit Media-Independent Interface 

RSSI Received Signal Strength Indication 
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DSP Digital Signal Processing / Digital Signal Processor 

IP Intellectual Property 

FIFO First In First Out (memory, buffer) 

I 2 C Inter-Integrated Circuit: serial communication interface 

IDE Integrated Development Environment 

T C P Transmission Control Protocol 

U D P User Datagram Protocol 

SSD Solid State Drive 

D D R Double Data Rate (memory technology) 
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PIN SETTINGS AND EXPERIMENT SETUP 
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Fig. A . l : Measurements' Setup Used For Experiments 



Fig. A.2: Pin Settings, Top View 



Fig. A.3: Pin Settings, Bottom View 



B G R A P H DATA SOURCES 

FER 

Channel Coding: 8B10B + RS(239,255) Channel Coding: 8B10B 

BER 100B 472B 500B 1000B 1500B 100B 472B 500B 1000B 1500B 
1E-3 8.5E-2 3.4E-1 4.2E-1 5.2E-1 6.4E-1 6.3E-2 3.4E-1 3.5E-1 6.8E-1 7.5E-1 
1E-4 9.9E-3 5.2E-2 6.0E-2 7.3E-2 1.0E-1 6.6E-3 4.7E-2 4.7E-2 1.3E-1 1.5E-1 
1E-5 1.0E-3 5.7E-3 6.2E-3 7.6E-3 1.1E-2 6.5E-4 4.8E-3 4.7E-3 1.4E-2 1.8E-2 
1E-6 9.8E-5 5.7E-4 5.9E-4 7.1E-4 1.1E-3 5.5E-5 4.9E-4 4.5E-4 1.5E-3 1.8E-3 
1E-7 9.5E-6 5.7E-5 5.9E-5 7.3E-5 9.5E-5 4.7E-6 4.6E-5 4.2E-5 1.5E-4 1.5E-4 
1E-8 8.0E-7 6.6E-6 8.7E-6 2.0E-6 4.0E-6 3.1E-7 5.1E-6 4.6E-6 1.1E-5 7.0E-6 

(calculated) 5FER [%] 
BER 100B 472B 500B 1000B 1500B 
1E-3 35 0 20 -24 -15 
1E-4 50 11 28 -44 -33 
1E-5 54 19 32 -46 -39 
1E-6 77 16 31 -53 -39 
1E-7 102 24 40 -51 -37 
1E-8 158 29 89 -82 -43 

R [Mbps] 
8B10B + RS(239,255) 8B10B 

BER TCP UDP TCP UDP 
1E-3 0 51 0 82 
1E-4 0 562 0 625 
1E-5 2 776 0.5 785 
1E-6 225 798 28 801 
1E-7 520 800 652 803 
1E-8 804 800 839 801 
1E-9 804 800 873 802 

1E-10 804 800 873 803 

AR [Mbps] 
BER TCP UDP 
1E-3 0 31 
1E-4 0 63 
1E-5 0 9 
1E-6 -197 3 
1E-7 132 3 
1E-8 35 1 
1E-9 69 2 

1E-10 69 3 

Tab. B . l : Source Data for Figures: 6.9, 6.10, 6.11 and 6.12 
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