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A B S T R A C T 

In the literature a differential second-order nonlinear Emden-Fowler equation 

y" ± xaym = 0 

is often investigated, where a and m are constants. 

This thesis deals with a discrete equivalent of the second order Emden-Fowler dif­
ferential equation 

A2u(k)±kaum(k) =0, 
where k G N(fco) := {ko,ko + 1,....} is an independent variable, fco is an integer 
and u: N(fco) —>• K. is an unknown solution. In this equation, A2u{k) = A(Au(k)), 
Au(k) is the the first-order forward difference of u(k), i.e., Au(k) = u(k + 1) —u{k). 
and A2(/c) is its second-order forward difference, i.e., A2u{k) = u{k + 2) - 2u(k + 
1) + u(k), a, m are real numbers. The asymptotic behaviour of the solutions to 
this equation is discussed and the conditions are found such that there exists a 
power-type asymptotic: 

u(k) ~ 1/k", 
where s is some constant. 
We also discuss a discrete analogy of so-called "blow-up" solutions in the classical 
theory of differential equations, i.e., the solutions for which there exists a point x* 
such that 

lim y(x) = oo, 

where y[x) is a solution of the Emden-Fowler differential equation 

y"(x) = ys{x), 

with s 7̂  1 being a real number. 
The results obtained are compared to those already known and illustrated with 
examples. 

K E Y W O R D S 
Discrete equation, Emden-Fowler equation, nonlinear equation, system of discrete 
equations, asymptotic properties, retract principle. 



A B S T R A K T 
V literatuře je často studována Emden­Fowlerova nelineární diferenciální rovnice 
druhého řádu 

y" ± xaym = 0, 

kde a a, m jsou konstanty. 
V disertační práci je analyzována diskrétní analogie Emden­Fowlerovy diferenciální 
rovnice 

A2u{k) ± kaum{k) = 0, 

kde k G N(k0) := {k0, k0 + l,....} je nezávislá proměnná, k0 je celé číslo a u: N(k0) —> 
M je řešení. V této rovnici je A2u{k) = A(Au(k)), kde Au(k) je diference vpřed 
prvního řádu funkce u(k), tj. Au(k) = u(k + 1) —u{k) a A2{k) je její diference vpřed 
druhého řádu, tj. A2u{k) = u(k + 2) —2u(k+ 1) +u(k), a a, m jsou reálná čísla. Je 
diskutováno asymptotické chování řešení této rovnice a jsou stanoveny podmínky, 
garantující existence řešení s asymptotikou mocninného typu: 

u(k) ~ l/k", 

kde s je vhodná konstanta. 
Je také zkoumána diskrétní analogie tzv. "blow­up" řešení (neohraničených řešení) 
známých v klasické teorii diferenciálních rovnic, tj. řešení pro která v některém bodě 
x* platí 

lim y(x) = oo, 

kde y(x) je řešení Emden­Fowlerovy diferenciální rovnice 

y"(x) = ys{x), 

kde s 1 je reálné číslo. 
Výsledky jsou ilustrovány příklady a porovnávány s výsledky doposud známými. 

KLÍČOVÁ S L O V A 
Diskrétní rovnice, Emden­Fowlerova rovnice, nelineární rovnice, systém diskrétních 
rovnic, asymptotické chování, princip retraktu. 
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1 Introduct ion 
Classical differential equations are widely used in different processes. For example, 
the input continuous signal of the linear system x(t) and the corresponding output 
signal y(t) can be connected by some differential equation. But if we want to re­
place a continuous variable t with a discrete one, it leads to the replacement of the 
differential equation with a difference equation. 

To analyse difference equations, we can also use different analytical methods, 
most of them using approaches similar to those of the classical differential equation. 
We can also use numerical methods of solving obtaining a result in the form of a 
numerical sequence, therefore, the difference equation in this case is perceived as 
an algorithm for the functioning of a discrete system for which a suitable computer 
programs can be devised. 

We also mention the contribution of the mathematicians Bohner M . , Georgiev, 
S.G. and Peterson A . C [8], [9] and [10] to the creation of a theory that combines 
both classical calculus and the theory of difference equations, expanding the scope 
of application to continuous scales, as well as allowing us to consider both more 
complex discrete scales and a combination of discrete-continuous time scales. 

In the doctoral thesis we discuss the asymptotic properties of the Emden-Fowler 
discrete equation. This equation is an extension to the theory of difference equation 
of a well-known Lane-Emden-Fowler differential equation, which has a great deal of 
applications in physics, cosmology, meteorology and chemistry. In [22], the form of 
this equation was 

£ + H * i + / f t , . = o, ( i . i ) 
arz r ar 

where r is the radius of a polytropic gas sphere, n — l/(k — 1), with k being the 
polytropic index and (3 some physical constant. 

The change of variables u = y/r transforms (1.1) into the following equation 

y" + P2r1~nyn = 0. 

Now we get the form that is often used in mathematical literature: 

y" + x°\y\k-1y = 0., 

where k and a are constants. Later, this equation was generalized for the case of 
n-th order differential equation 

+p(x)\y\ksgny = 0, (1.2) 

where n > 2 is an integer, p(x) is a continuous function, and k is a constant. 
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Different properties of the solutions of Emden-Fowler differential equations were 
investigated by many authors. The R.Bellman's monograph [6] had a great influ­
ence on the investigation of the Emden-Fowler equations, where he discussed the 
asymptotic properties of the solutions tending to infinity. F.V.Atkinson in [5] also 
made a significant contribution to the theory of Emden-Fowler equations. The list 
of works devoted to the Emden-Fowler type equations is very wide, we will mention 
some of them: H . J . Lane [38], H . Fowler [24], I. T. Kiguradze, T. A . Chanturia [34], 
V . A . Kondratev, V . S. Samovol [35], I.V. Astashova [3], H . Goenner, P. Havas [25], 
S .C. Mancas, H . C. Rost [39], C M . Khalique [28] and P. Guha [27]. 

12 



1.1 The current state 

In previous chapter, we have already mentioned that there are many papers and 
books on the Emden-Fowler differential equation. However, turning our attention 
to the discrete case, we see that there are not so many articles about this type of 
equation. We can refer a paper by L. Erbe, J . Baoguo and J. Peterson [23] dealing 
with non-oscillatory solutions of Emden-Fowler type discrete equations providing 
asymptotic properties of a similar equation on time scales. 

V . Kharkov (we refer to [29, 30, 31, 32, 33]) has discussed, except other, the 
asymptotic properties of the equation of Emden-Fowler type 

A2yn = apn\yn+l\asgnyn+l, 

where a G {—1.1}, a G M\{0,1} and the sequence pn satisfies the following condition 

\imT^^ = k, {—2, —1 — a}. 
rw+oo pn 

In the thesis we will discuss the asymptotic properties of the solutions to the 
another discrete equivalent of the Emden-Fowler equation. Let k0 be a natural 
number. By N(/co) we denote the set of all natural numbers greater than or equal 
to ho, that is, 

N(fco) := {fc0, fco+ !,-}• 
We will study the asymptotic behaviour of the solutions of a second-order non-linear 
discrete equation of Emden-Fowler type 

A2u(k)±kaum(k) =0, (1.3) 

where u: N(ko) —>• M. is an unknown solution, Au(k) is its first-order forward differ­
ence, i.e., 

Au(k)=u(k + l)-u(k), (1.4) 

A2(k) is its second-order forward difference, i.e., 

A2u(k) = A(Au(k)) = u(k + 2) - 2u(k + 1) + u(Jfe), 

and a, m are real numbers. A function u = u*: N(k0) —>• K. is called a solution of 
equation (1.3) if the equality 

A2u*(k)±ka(u*(k))m = 0 

holds for every k G N(fco). 
Equation (1.3) is a discretization of the classical Emden-Fowler second-order 

differential equation (we refer, e.g., to [6]) 

y"±xaym = 0, (1.5) 

13 



where the second-order derivative is replaced by a second-order forward difference 
and the continuous independent variable is replaced by a discrete one. 

One special case of the discrete Emden-Fowler type equation has been discussed 
in a recent article by Christianen, M . H . M . , Janssen, A . J . E . M . , Vlasiou, M . , and 
Zwart, B. [12], which describes the charging process of electric vehicles, considering 
their random arrivals, their stochastic demand for energy at charging stations, and 
the characteristics of the electricity distribution network. The equation 

k 
Vj+i - 2VJ + Vj-i = — 

vj 
is considered, where j = 1,2,...; v0 — 1, V\ — 1 + k proving that there exists a 
solution with "logarithmic" asymptotic behaviour, i.e. 

vj-j^kHj))1/2, 

when j —> oo. 

14 



1.2 Preliminaries 

This section introduces the notation, definitions and theorems used in the thesis. 

Definition 1. A function uupp : B —>• K. is said to be an approximate solution to 
equation (1.3) of an order g where g : N(k0) —> M if 

lim [A3uupp(k) ± kaun
upp(k)]g(k) = 0. 

If the main term (i.e. the term being asymptotically leading) in uupp(k) is a 
power-type function, we say that it is a power-type approximate solution. 

Definition 2. We say that a function x(k) is of order 0(y(k)) if there exists a 
constant K, such that 

\x(k)\ < \M(y(k))\ 

on N(fco). We use the shorter notation 0(y(k)). 

Definition 3. We say that a function x(k) is of order o(y(k)) if y(k) ^ 0 for all 
sufficiently large k G N(fco) and 

This property is more simply written as x(k) = o(y(k)). 

In computations below, we will also use the following modification of the Landau 
order symbol big "O". 

Definition 4. Let /: N(fc0) ^^,9- Hko) (0, oo). We write / = 0+(g) if there 
exists an index k\ > ko such that inequality 

\f(k)\^g(k), VkeN(h) 

holds. 

Definition 5. A solution of the equation (1.2) is called a blow-up one if there exists 
some point x0 G M, such that 

lim y(x) = oo. 
X^XQ—O 
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1.2.1 Binomial series 

In the proof of the main results, we use the following formula for the decomposition 
of a binom into a "binomial series". 

Let r e R, p e R, k e N(fc0) and let 

< 1. 

Then, 

( 1 + S ) ' = 1 + @ S + 6)F + ( 3 ) F + - + 0 F + - <"» 

where 

Q : = p ( p - l ) . . . ( p - J + l ) ± 

1.2.2 Discrete retract principle 
In the proofs of the results on the asymptotic behaviour of solutions to equation (1.3), 
we use an auxiliary apparatus taken from [13, 15] and described below. Consider a 
system of discrete equations 

AY(Jfe) = F(k, Y(k)), k e N(Jfcb) (1.7) 

where Y = (Y0,..., F „ _ i ) T and 

F(k, Y) = (Fx (A;, F ) , . . . , Fn(k, Y)f: N(fc0) x l " - > Rn. (1.8) 

A solution Y = Y{k) of system (1.7) is defined as a function Y: N(fco) —>• K n 

satisfying (1.7) for each fc G N(fco). The initial problem 

y ( M = y ° = ( y 0 V . , t i ) T e K " 

defines a unique solution to (1.7). Obviously, if F(k, Y) is continuous with respect to 
Y, then the initial problem (1.7), (1.8) defines a unique solution Y = Y(k0,Y0)(k). 
where Y(k0, Y°) indicates a dependence of the solution on the initial point (fc0, Y°), 
which depends continuously on the value Y°. Let N(fco) —>• M, i = 1, . . . ,n be 
given functions satisfying 

bi(k)<a(k), keN(k0), i = l,...,n. (1.9) 

Define auxiliary functions Q : N(fco) x l - ^ 1 , i = l , . . . , n a s 

Si(A;,y) := -Y^ + hik), d(k, Y) := - a(k) (1.10) 
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and auxiliary sets 

WB •= {(k,Y): k G N(ko),Bi(k,Y) = 0,Bj(k,Y) < Q,Cp(k,Y) < 0, 

V j,p =l,...,n, j ^ i}, (1-11) 

Wc •= {(k,Y): k G N(ko),Ci(k,Y) = 0,Bj(k,Y) < 0,Cp(k,Y) < 0, 

V j,p = l,...,n, p^i} (1.12) 

where % = 1 , n . 
Playing a crucial role in the proofs and being suitable for applications, the fol­

lowing lemma is a slight modification of [13, Theorem 1] (see [15, Theorem 2] also). 

1.2.3 Auxi l iary result of a Liapunov type 

A result formulated below is proved in [14] by Liapunov-like reasonings. 

Definition 6. The set Q is called the regular polyfacial set with respect to the 
discrete system (1.7) if 

bi{k + 1) - bi{k) < Fi{k, Y) < Ci(k + 1) - bi{k), (1.13) 

for every % — 1 , . . . , n and every (k, Y) e fil
B and if 

h{k + l) - a{k) < Fi{k, Y) < Ci(k + l) - a{k), (1.14) 

for every i — 1 , . . . , n and every (k, Y) e Ql
c. 

To formulate the following theorem, we need to define sets 

Q(k) = {(k, Y), Y = ( Y i , . . . , Yn) e Rn, bt{k) <Yi < a(k),i = l,...,n}, 

Qi(k) = {(Y): Y e R, k(k) <Y< Ci(k), i = l,...,n}. 

Theorem 1. [14, Theorem 4] Let F: N(k0) x —> Rn. Let, moreover, Q be regular 
with respect to the discrete system (1.7), and let the function 

Gi(w) :=w + Fi(k,Y1,..., Yj_i , w, Yi+1,..., Yn) 

be monotone on fli(k) for every fixed k G N(fco), each fixed % G {1 , . . . , n}, and every 
fixed 

( Y i , . . . , Yj_i , Y j + 1 , . . . , Yn) 

such that (k, Y i , . . . , Y j _ 1 ; w, Yi+1,..., Yn) e fi. JTien, every initial problem Y(k0) = 
Y* with Y* G fi(ko) defines a solution Y = Y*{k) of the discrete system (1.7) 
satisfying the relation 

Y*(k) G tt(k) 

for every k G N(fco). 

17 



1.2.4 Auxi l iary results of an Anti-Liapunov type 
Now we formulate a result which is in [13] proved by a retract method sometimes 
called an Anti-Liapunov method due to the assumptions used being often an oppo­
site to those used when Liapunov method is applied (such an approach goes back 
to Wazewski, who formulated his topological method formulated for ordinary differ­
ential equations). The following theorem is a slight modification of [13, Theorem 1] 
(see [15, Theorem 2] also). 

Theorem 2. Assume that the function F(k,Y) satisfies (1.7) and is continuous 
with respect to Y. Let the inequality 

hold for every % = 1 , . . . , n and every (k, Y) G VLB. Let, moreover, inequality 

hold for every % = l , . . . , n and every (k,Y) G Ql
c. Then, there exists a solution 

Y = Y{k), k G N(fco) of system (1.7) satisfying the inequalities 

Fi(k,Y) < bi(k + l) -bi(k) (1.15) 

Fi(k,Y) > a(k +1) - a(k) (1.16) 

bi(k)<Yi-1(k)<ci(k) 

for every k G N(ko) and i = 1 , . . . , n. 

18 



1.3 The thesis aims 

First, Chapter 2 gives us all the technical details of transforming the Emden-Fowler 
difference equation (1.3) into a system of two first-order difference equations. We will 
need this transformation to prove the theorems about the power-type asymptotic 
behaviour. 

Then, in Chapter 3 we get sufficient conditions on coefficients a and m of the 
Emden-Fowler difference equation (1.3), such that there exists a solution with a 
power asymptotic behaviour. Here we get the results using constants as upper and 
lower functions. The results of this chapter were published in [4, 36]. 

Next Chapter 4 shows us that if we change upper and lower functions we can 
expand the area of appropriate conditions. We divide this chapter into 4 different 
parts, depending on values s + 1 and ms. The results of this chapter also include the 
conditions on a and m, such that there exists a power-asymptotic solution. Some 
of the results of this chapter were published in [16, 17, 20, 37]. 

In Chapter 5 we construct the discrete analogy of the blow-up solutions of the 
Emden-Fowler equation. Part of the results corresponding to this chapter was pub­
lished in [18, 19]. 

Finally, in Chapter 6, some conclusions and comparisons are given. 

19 



2 P r e l i m i n a r y calculations and theorems 

2.1 Constructing an asymptotic power-type solu­
tion. 

In this chapter we will construct an approximate solution to equation (1.3) in a 
power form. 

Let us define 

m — 1 

a=[Ts(s + l)}1/{m-1) (2.2) 

and 
b= a s { 3 + 1 ) . (2.3) 

s + 2-ms v ; 

Remark 1. We need to assume m ^ 0, m ^ 1, s + 2 ^ 0, and s + 2 — ms ^ 0, that 
is, m ^ 0, m ^ 1, a ^ —2, and ct ^ —2m. 

Remark 2. If, in formula (2.2), either the upper variant of sign is in force (i.e. —) 
and s(s + 1) > 0 or in (2.2) lower variant of sign in force (i.e. +) and s(s + 1) < 0, 
then the constant m has the form of a ratio m\jm<i of relatively prime integers m\. 
m 2 , and m 2 is odd, the difference m\ — m 2 is odd as well. If this convention holds, 
the formula (2.2) defines two or at least one value. As equation (1.3) splits into two 
equations, when formulating the results, we assume that a concrete variant is fixed 
(either with the sign + or with the sign —). 

Remark 3. The equation (1.5) has an exact solution 

y = - s , x>0. (2.4) 
Xs 

Quite natural is an expectation that the discrete equation of the Emden-Fowler 
type (1.3), having the formal form coinciding with equation (1.5), that is the equa­
tion 

A2u(k)±kaum(k) =0, 

should have an exact solution of the form (2.4) as well, that is, in our case an exact 
solution 

u(k) = p ke N(fcb). (2.5) 

But this is no more true because of the different character of both equations. Un­
fortunately, even looking for an exact solution of the form (2.5) with the values of 
a and s possibly different from those given by formulas (2.1) and (2.2) does not 
lead to the desired result. So, we conclude that, unlike the classical Emden-Fowler 
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type differential equation, the discrete analog does not have an exact solution of this 
form. 

Theorem 3. Let a, b and s be defined by the formulas (2.1) - (2.3). Then, the 
function 

n h 
(2.6) 

OA a ^ 
ks ks+1 

is an approximate power-type solution of equation (1.3) of order g{k) = ks+3. 

Proof. We are looking for a solution of the form (2.6). Substituting u{k) = uapp{k) 
in equation (1.3) we get 

2a a 
+ -v- + 

2b 
+ (k + 2)s (k + l)s ks (k + 2)s+1 (k + l)s+1 ks+1 

±ka 

or, equivalently, 

2' 

a b 
ks + ks+1 

a 1 + k 

+ ks+l 

-2(^1 + 

1 + 

k 
2 \ - (a+l ) 

+ 1 

k 
2 1 + 

k 

-(s+l) 
+1 ± k'-

1 + 
« A: 

0. 

Assuming ko sufficiently large and using asymptotic decompositions of the terms in 
square brackets given by (1.6), we derive 

a 
ks 

2a 
ks 

b 
ks+l 

2b 
ks+l 

2s 2s{s + l) 4s(s + l)(s + 2) 
T + k~2 3fc3 + 

s s(s + l) s(s + l)(s + 2) 
k 2k2 6k3 + 
2( 8 + l) 2(*+ !)(* +2) 

k k2 

s + 1 (s + l)(s + 2) 
k + 2k2 

+ 0 + ks+l 

± k'-
bm „ 

1 + ^ + 0 
ak 

0. (2.7) 

It is easy to see that the coefficients of the terms k s and k s 1 equal zero and the 
last equality reduces to 

a 
ks 

2a 
ks 

2s(s + l) 4s(s + l)(s + 2) 
k2 3k3 

s(s + l)s(s + l)(s + 2) 
2k2 6k3 

+ 0 

+ 0 

1 
Ir 
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ks+l 

2b 

am 

2( 8 + l ) 2(*+ !)(* +2) / l 

8 + 1 (8 + l)(8 + 2) / l 
fc 2Jfe2 U 4 

6m ^ / 1 
0. (2.8) 

Next, assume that the powers — (s + 2) and — (ms — a) are equal. Then, the equation 

implies formula (2.1), that is, 

Then. 

ms — a = s + 2 

a + 2 
m — 1 

^ [as(s + 1) ± am] + [-as(s + l)(s + 2) + b(s + l)(s + 2) ± bmam~x 

+ 0 

If 

as(s + 1) ± am = 0, 

then we get formula (2.2), that is, 

a=[Ts(s + l)}1/(m-1) 

Assuming also 

as(s + l)(s + 2) + b(s + l)(s + 2) ± bma"1'1 = 0, (2.9) 

we get 
_ ag(g + 2) 

s + 2 — ms 
and formula (2.3) is proved as well. Therefore, if u(k) in equation (1.3) is replaced 
by the approximate solution uapp{k) as given by formula (2.6), then, in the left-hand 
side of (2.8), the coefficients of terms k~s, k~s_1, k~s~2 and k~s~3 will be eliminated. 
Then, it is possible to set g{k) = ks+3. • 
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2.2 System of difference equations equivalent to 
a differential equation 

Below, rather than of equation (1.3), we will analyse an equivalent system of two 
difference equations. This system will be constructed using the below auxiliary 
transformations 

«(*0 = £ + ^ ( l + *)(*)), (2-10) 

A«(ifc) = A ^ + A ^ ( l + y1(ifc)), (2.11) 

A 2 ^ ) = A 2 ( ^ ) + A ^ ^ I ) ( 1 + F 2 W ) . (2.12) 

where s, a and b are defined by formulas (2.1) - (2.3), and Fj(fc), i = 0,1,2 are new 
dependent functions. Below, we derive relations connecting them. Recall a useful 
known formula (we refer, e.g., to [21]), used in computations. If x and y are defined 
on N(fco), then 

A(x(k)y(k)) = x(k + l)Ay(Jfe) + (Ax(k))y(k), k e N(k0). 

Taking the first differences of the left-hand and right-hand sides of (2.10), we derive 

Ao<*> = A (f) + w ^ A U k ) + A (*^)(1 + U k ) h 

Comparing the result with (2.11), we get the equation 

+ A (j^) (1 + Y0(k)) = A (1 + Yl(k)), 
(Jfe + l ) ^ 1 u v ' \ks+x J v UK " \ks+\ 

which is equivalent with 

AY0(k) = (k + 1 ) S + 1 A (j^j (-Y0(k) + . (2.13) 

Taking the first differences of the left-hand and right-hand sides of (2.11), we obtain 

A V t ) = A 2 ( ± ) + A (^^) A Y , W + A 2 (1 + * ( * ) ) . 

Comparing the result with (2.12), we get 

. / b 
(k + 

^ l ) WW + A 2 (JL) ( i + = A 2 ( i + y 2 ( f c ) ) 
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and an equivalent equation is 

A Y i (k) 
A 2 

ks+l 
:-Y1{k)+Y2{k)). (2.14) 

V(A; + l ) s + 1 J 

The derived system of difference equations (2.13), (2.14) defines the relationships 
between Y$(fc), i — 0,1,2 implied by transformations (2.10)-(2.12). Next, we will 
get a system equivalent with equation (1.3). To do this, we must express Y2(k) 
in (2.14) in terms of Y0(k) using initial equation (1.3). Substitute (2.10) and (2.12) 
into equation (1.3). Then, 

:i + Y2(k))±ka(^ + -^-1(l + Y0(k))) = 0 (2.15) 

and, expressing Y2(k) from (2.15), an equivalent system to equation (1.3) is 

AYQ(k) =(k + l)s+1A 
ks+l 

-Y0{k) (2.16) 

AY,(k) -s+l 

A 
(k + r s+l 

-Y,(k)- ( A 2 I ^ 1 + A ! 

ks+l 

(2.17) 

\ka+1 J J 

System (2.16), (2.17) is too cumbersome and not suitable for a direct investiga­
tion. Therefore, we will simplify it by performing some asymptotic transformations. 
Equation (2.15) takes the form 

2a a 
+ t - + 

2b 
+ (k + 2)s (k + l)s ks V ( f c + 2 ) s + 1 (k + l)s+1 ks+l 

:i+Y2(k)) 

Let Y0(k) = 0(1) in (2.18). This property will be assumed when proving the results. 
This assumption implies, as will be visible from formula (2.19) derived below, the 
property Y2{k) = 0(1) as well. Expressing asymptotically (using formula (1.6) and 
auxiliary computations in (2.7)) each of the expressions in the previous equation, 
we obtain 

a_(._2s 3(3 + 1) 4 s(s + l)(s + 2) 8 /1_ 
ks I k + 2 k2 6 k3 + U 4 
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^ f i _ £ + + 1 _ s(s + l)(s + 2) 1 , n ( ± \ \ , a L 

ks \ k 2 k2 6 fc3 U V fcs 

+ {1 + Y2{k)) 
_b_( 2(8 + 1) (s + l)(s + 2) 4 / 1_ 

v fc 2 k2 \k3 

( (8+1) (s+l)(s + 2) 1 (1\\ _±_ 
ks+1 \ k 2 k2 \k3J) ks+1 

Carefully grouping the coefficients multiplying the same power functions, we simplify 
this relation to 

(a - 2a + a) + (-2as + 2as + (1 + Y2(k))(b - 2b + bj) 

ks+2 

1 
ks+3 

2as(s + 1) - as(s + 1) + (1 + Y2(k))(-2b(s + 1) + 2b(s + lj) ± ar' 

-as(s + l)(s + 2)- + as(s + l)(s + 2)\ + (1 + Y2(k))(2b(s + l)(s + 2) 

-b(s + l)(s + 2)) ± mba™-1^ + Y0(k)) 

Hence, we have arrived at the equation 

+ 0 
ks+A 

0. 

- as(s + l)(s + 2) + b(s + l)(s + 2)) + Y2(k)b(s + l)(s + 2) 

± mba™-1^ + Y0(k)) + O = 0. 

Because (see (2.9)) 

-as(s + l)(s + 2) + b(s + l)(s + 2)± mba"1'1 = 0, 

we have 

Hence, 

Y2(k)b(s + l)(s + 2) - mbs(s + l)YQ(k) + O [ - \ = 0. 

*(*) = 7^.(*) + ° G (2.19) 

System of equations (2.13), (2.14) if Y2(k) is replaced by formula (2.19), i.e., the 
system (2.16), (2.17) takes the form 

AY0(k) = (k + 1 ) S + 1 A ( - L ) (-Y0(k) + Y,(k)) 

A 2 

AYi(fc) 

(2.20) 

(2.21) 

+i 
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It is easy to verify (using (1.6)) that 

( i + l ) H - . A ( ^ ) = _ £ + i + 0 

and 

k U 2 

\(k + iy+i j 

Applying these formulas to (2.20), (2.21), we have 

s+1 „(\ ^Yo(k) = + O ( - ) ) (-Y0(k) + , (2.22) 

AYl{k) = (-^ + O (1)) (̂ Ly0(*) - *(*) + O (I)) . (2.23) 

The system (2.22), (2.23) will be used in future investigations rather than sys­
tem (2.16), (2.17). 
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3 Power-type asymptot ic behaviour i n case 
of constant upper and lower functions 

The aim of this chapter is to find conditions for the existence of solutions to equa­
tion (1.3) with the power-type asymptotic behaviour when Theorem 2 is applied 
with constant upper and lower functions bi(k), b2(k), C\{k) and c2(k). We use the 
approximate power-type solution described by formula (2.6), where s, a and b are 
defined by formulas(2.1), (2.2) and (2.3). The results of this chapter were published 
in [4]. 

We will prove the theorem, formulated below. Here we deal only with the case 
s + 1 > 0. 

Theorem 4. Let s > — 1, m ^ 0 and m ^ 1. Assume that there exist positive 
numbers Ei, % , 4, such that either 

ms ms 
ms > 0, £ 3 < ei, e2 > £4, £3 > £4 > -£2, 

s + 2 s + 2 
(3.1) 

or 
ms < 0, £3 < £1, £ 2 > £4, £ 3 > 

ms 
-£2, £4 > 

ms (3.2) 
s+2 7 s+2 

Then, for a sufficiently large fixed ho, there exists a solution u: N(fco) —> M of 
equation (1.3) such that, for every k G N(fco), 

- £ 1 < 

£3 < A « ( * ) - A ( £ ) - A 
,s+l 

ks+l 

A 

< £2 ; 

b 1 - 1 

ks+l 
< £4 . 

and 

(3.3) 

(3.4) 

£ 1 + 0 ( - ) < A2u(k) - A 2 

ks+l 
ms 

ks+1 s + 2 

< £2 + 0 (3.5) 

Remark 4. In the proof of Theorem 4, we will apply Theorem 2 from Chapter 1, 
where system (2.22), (2.23) is considered instead of a system of discrete equa­
tions (1.7). That is, in system (1.7) we set n = 2 and 

Fi{k, Y0(k), Yi(k)) :--
k \k 

S + 1+0(±))(-Y0(k) + Y1(k)). 
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The core of the proof consists of verifying inequalities (1.15), (1.16) estimating func­
tions Fi and F2 for properly defined functions bi, Ci\ N(ko) —> M, i — 1, 2 (see (1.9)) 
satisfying bi{k) < Cj(fc), k G N(fco), i — 1,2. By 6j and q , % — 1,2 functions B^k, Y) 
and d(k, Y), % = 1, 2 in (1.10) and sets ftj,, fic> i = 1,2 in (1.11), (1.12) are defined. 

3.1 Proof of the theorem 

Let £j > 0, % — 1,..., 4 be fixed. Assume that ko is positive and sufficiently large 
such that the asymptotic computations in the proof are correct for every k G N(fco). 
Now define functions bi, ciy % — 1,2, satisfying (1.9), by formulas 

bx(k) := -ei, ci(k) := £2, 

h(k) := -e3 , c2(k) := eA. 

(3.6) 

(3.7) 

Then. 

B\(k, Y) 

B2{k,Y) 

C2(k,Y) 

-Yo + hik) 

-Yi + hik) 

Y0-Cl(k) 

Y^-c^k) 

— YQ — Ei, 

~Y\ — £3, 

YQ — £2, 

Yx-E± 

and 

= {{k,Y): k G N(fcb), Y0 = - £ 3 < Y1 < £4} 

= {(k,Y): k G N(kQ), Y1 = - £ 3 , - £ 1 <Y0< E 2 } 

= {(k,Y): k G N(k0), Y0 = £2, - £ 3 <Yi< £4} 

nl = {(k,Y): k G N(k0), Y1 = £4, - £ 1 <Y0< £2} 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

To apply Theorem 2, inequalites (1.15) and (1.16) must hold. Since inequal­
ity (1.15) assumes (k, Y) G flB, i = 1,..., n and inequality (1.16) assumes (k, Y) G 
flz

c, % — 1,... ,n, we need to verify (taking into account specifications (3.8)—(3.11)) 
the following: 

Fi(k, bi{k), Y"i) = F1 (k, - e i , Yi) < h(k + l) -b1(k) = - £ l + £1 = 0, (3.12) 

F^c^k)^) = F1 (k, £2, Yi) > Ci(fc + 1) - c i ( A ; ) = £ 2 - ^2 = 0, (3.13) 

F2(k,Y0,b2(k)) = F2 (k, Yo, -£s) < 6a(A; + l) -& 2(fc) = - ^ 3 + ^3 = 0, (3.14) 

F2(k,Y0,c2(k)) = F2 (k, Yo, £4) > c2(/c + 1) - c2(fc) = £4 — £4 = 0 (3.15) 

whenever 
- £3 < Y1 < £4 (3.16) 
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in (3.12), (3.13) and 
-e1<Y0<e2 (3.17) 

in (3.14), (3.15). 

As s + 1 > 0, we can estimate the function F\ in the following way: 

F,(k, h, Yx) = F,(k, - e i , Yx) = ^ ( - e i ) ~ S~^Yi + O (^) . 

Then, (3.12) will hold if 

Fi(k, h, Yi) • k < maxF^k, h, Yx) • k = (s + l ) ( - £ i ) + (s + l )e 3 + O (J^J 

<6i(Jfe + l)-6i(Jfe) = - e i + e i = 0. (3.18) 

Hence, (3.18) will hold if 
e3 < £ l . (3.19) 

Similarly, 

Fi(k, c i , Fi) = Fx (A;, e 2, Fx) = - ^ F x + O (J^j 

and (3.13) will hold if 

Fi(k, C l , Fx) • k > mmF^k, cx, Yx) • k = (s + l )e 2 + (s + l ) ( -e 4 ) + + 0 ( ^ ) 

>ci(A; + l ) - c i ( A ; ) = e2-e2 = 0. (3.20) 

Then, for (3.20) to hold, 
e2 > (3.21) 

is sufficient. 
By Theorem 2, we also need to estimate function F2, i.e., we must prove that in­
equalities (3.14) and (3.15) hold. The cases ms > 0 and ms < 0 will be considered 
separately. 

3 .1.1 The case ms > 0 . 

In this case, 

F2(k, F 0 , b2) = F2(k, F 0 , - e 3 ) = - — F 0 + - £ - ( - e s ) + O 

Inequality (3.14) will hold if 
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F2(k, YQ, b2)-k< maxF 2(fc, YQ, b2) • k = ms£i - (s + 2)e3 + O (J^J 

< b2{k + 1) - b2{k) =-e3 + e3 = 0. (3.22) 

Inequality (3.22) implies 
e3 > —2e, (3.23) 

Continuing the analysis, consider 
TflS s -\- 2 / 1 \ 

F2(h, YQ, C2) = F2(fc, y 0 , £4) = —j^-Y0 + —£4 + O J . 

Inequality (3.15) will hold if 

F 2(/c,y 0,c 2) • k > minF 2 (/c,y 0 ,£4) • k = -mse2 + (s + 2)eA + O (J^J 

> c2{k + 1) -02(h) = £ 4 - £ 4 = 0. (3.24) 

Then, inequality (3.24) will hold if 
TflS 

e 4 > —-e 2. (3.25) 

3.1.2 The case ras < 0 . 

In this case, 

F2(k, y 0 , b2) = F2(k, y 0 , - e 3 ) = - ^ y 0 + ^ ( - £ 3 ) + o ( ^ ) • 

Inequality (3.14) will hold if 

F2(k,Y0,b2) • k < maxF 2 (fc ,y 0 ,& 2 ) • k = -mse2 - (s + 2)e3 + o(J^) 

< b2(k + 1) -b2(k) = - £ 3 + £ 3 = 0. (3.26) 

Then, inequality (3.26) will hold if 

^ > ~ — 2 ^ (3.27) 

Further, consider function 
TflS s -\- 2 / 1 \ 

F2(k, y 0 , ca) = F2(k, y 0 , £ 4 ) = — ^ y 0 + - ^ ^ 4 + o J . 

Inequality (3.15) will hold if 

F 2(/c,y 0,c 2) • fc > minF 2 (/c,y 0 ,£4) • fc = ms£i + (s + 2)£ 4 + O (J^J 

> c2{k + 1) -02(h) = £ 4 - £ 4 = 0. (3.28) 

Then, inequality (3.28) will hold if 

£ 4 > — £1. (3.29) 
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3.1.3 Summary of the restrictions derived and application 
of Theorem 2. 

If ms > 0, then the inequalities for Fi, F2 hold if inequalities (3.19), (3.21), (3.23) 
and (3.25) do. That is, we have derived the system of inequalities (3.1). If ms < 0, 
then the inequalities for i q , F2 hold if (3.19), (3.21), (3.27), and (3.29) do. That is, 
we have derived the system of inequalities (3.2). 

Finally, all the hypotheses of Theorem 2 are true and, therefore, there exists a 
solution 

Y = Y(k) = (Y1(k),Y2(k))T 

of system (2.22), (2.23) satisfying the inequalities 

bi(k) < y_i(/c) < a(k), i = 1,2 

for every k G N(Jfcb), that is, by (3.16), (3.17), 

- e 3 < n ( * 0 < £ 4 , (3.30) 

- £ i < Y0(k) < e2 (3.31) 

for every k G N(fco). 
We conclude, by the transformation formulas (2.10), (2.11), (2.12) and by the 

relation (2.19), that there exists a solution u: N(fco) —> M of equation (1.3) such 
that, for every k G N(fco), 

Au(k) - A 

A 2 «( * ) " A 2 ( ^ ) + A ' 

ks ks+1 

b 
\ks+\ 

k s + l ) 

ks+l 

b \ 

A 2 

ks+l 

' b ' 
ks+l 

Y0(k) 

Yi(k), 

Y2(k) 

where 
Y2(k) ms 

s + 2 
Y0(k) + O 

(3.32) 

(3.33) 

(3.34) 

(3.35) 

From (3.30)-(3.35), inequalities (3.3)-(3.5) follow. 
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3.2 Clarification on the conditions in Theorem 4 
using only values a and m. 

Theorem 4 uses assumptions on m and s. Nevertheless, because the parameters 
in Emden-Fowler equation (1.3) are m and a, it seems reasonable to analyse their 
admissible values deduced from this theorem and visualize the derived results in an 
(m, a)-plane. In other words, we need to find a and m for which the conclusion of 
Theorem 4 holds. 

In Theorem 4 two sets of hypotheses 3.1 and 3.2 are used. These together with 
the assumption s > — 1 guarantee the existence of a solution u = u(k) of Emden-
Fowler equation with asymptotic behaviour described by formulas (3.3)-(3.5). Below 
we analyze each set separately. 

3.2.1 The case of inequalities (3.1). 

Consider the system of inequalities (3.1). Then 

(i) s + 1 > 0, (ii) ms > 0, (Hi) ——z£\ < £3 < £1, (iv) —-—£2 < £4 < £2-

Since £j > 0, i — 1 , . . . , 4, inequalities (Hi) and (iv) are equivalent to 

ms 
< 1 s + 2 

and an equivalent system of inequalities 

s + 1 > 0, ms > 0, s(m - 1) - 2 < 0 (3.36) 

can be considered instead of system (i)-(iv). 
Moreover, using formula (2.1), system (3.36) yields 

a + m + 1 „ m(a + 2) „ . „„. 
> 0 , — i ^ > 0 , a < 0. 3.37 

m — 1 m — 1 
To analyze inequalities (3.37), we consider subcases: m > 1 and m < 1. 

The subcase m > 1. The system (3.37) is equivalent to the following one 

m > 1, - 2 < a < 0. (3.38) 

The result is shown in Figure 3.1 visualized in (m, a)-plane by a yellow domain. 
The subcase m < 1. 

The system (3.37) takes the form 

a + m + l < 0 , m(a + 2 )<0 , a < 0 
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Fig. 3.1: Solution of the system (3.38) 

being equivalent to the following two possibilities: either 

m < 0, — 2 < a < min{0, — m — 1} 

or 

0 < m < 1, a < - 2 . 

Figure 3.2 highlights the resulting domains in (m, a)-plane in pink. 

3.2.2 The case of inequalities (3.2) 

Consider the system of inequalities (3.2). This system implies 

(3.39) 

(3.40) 

(i) s + 1 > 0, 

(ii) ms < 0. 

ms ms 
[in) £3 > - £ 2 > ^^4 > 

m2s2 m2s2 

s + 2~*' s + 2 (s + 2) 2 (s + 2) 2 

As £j > 0, i — 1 , . . . , 4, we get from (Hi) 

£3-

m2s2 

1 - T7̂  > 0. 
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Fig. 3.2: Solution of the systems (3.39), (3.40) 

Since (s + 2) 2 > 0, system (z)-(m) reduces to 

s + l > 0 , ms < 0, (s + 2 + m s ) > 0 

and, applying the formula (2.1), to 

a + m + 1 m(a + 2) a + ma + 4m 
— > 0, —^ < 0, > 0. 

m — 1 m — 1 m — 1 
To analyze inequalities (3.41), we consider subcases: m > 1 and m < 1. 

The subcase m > 1. The system (3.41) takes the form 

4m 
a > —m — 1, a < —2, a > 

(3.41) 

(3.42) 
m + 1 

Figure 3.3 highlights the resulting domain, described by these inequalities, in (m, em­
plane in violet. 

The subcase m < 1. The system (3.41) takes the form 

a + m + 1 < 0, m{a + 2) > 0, a + ma + 4m < 0 

implying the following 3 possibilities: 

- 1 < m < 0, a < - 2 , a < 
4m 

1 + m 

(3.43) 

(3.44) 
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4?n 
m < - 1 , a < - 2 , a > , (3.45) 

1 + m 

m > 0, a > - 2 , a < . (3.46) 
1 + m v ' 

Figure 3.4 highlights the three resulting domains in (m, a)-plane in green. The 
area corresponding to the solution of system (3.43) can be visualized in (m, a)-plane 
as follows. 

A l l particular cases are highlighted in Figure 3.5 in (m, a)-plane in corresponding 
colours. If a fixed (m, a) belongs to the domain of admissible values, all hypotheses 
of Theorem 4 are true and, for a sufficiently large fixed ko, there exists a solution 
u: N(fco) —> M of equation (1.3) satisfying, for every k G N(fco), inequalities (3.3)-
(3.5). 
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Fig. 3.4: Solution of the system (3.43) 

3.3 Examples 

In this section we consider seven examples of Emden-Fowler type equations. These 
are constructed in such a way that, step by step, the values (m, a) belong to each 
of the seven domains shown in Figure 3.5. 

Example 1. In the following example, values (m,a) belong to the domain shown 
in Figure 3.1 (red domain). 

Consider equation (1.3) where a — — 1, m — 2, that is, the equation 

1 
A2u(k) ± vu2(k) = 0. 

k 

In this example, a and m satisfy (3.38). If we put 

(3.47) 

£ l — £2 — 1, £ 3 — ^ 4 

then 
a + 2 1 

.s = = - = 1, ms = 2, s + l = 2, s + 2 = 3. m — 1 1 
A l l inequalities (3.1) hold because 

s + 1 = 2 > 0, ms = 2 > 0, 
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Fig. 3.5: Summary of admissible values 

5 1 1 5 

£3 = 7 < £1 = 1, £2 = 1 > £4 = ~ 0 0 
2 _ 2 
3 ' ~ 3 

+2 

5 ms 2 2 5 ms 
3 6 s + 2 3 3' 6 s + 2 

and Theorem 4 is applicable. By formula (2.2) 

a = [ + S ( S + l ) ] 1 / ( m - 1 ) = [+(l)(l + l ) ] 1 / ( 2 - 1 ) 

and, by formula (2.3), 

as(s + 2) = (+2) • 1 -3 = 

s + 2 - m s 1 + 2 - 2 T ' 

Then, the equation (3.47) has a solution u = u(k), k G N(fco) satisfying inequali-
tites (3.3)-(3.5), that is, 

- 1 < 
• • 6 • 

5 
— < 

6 
M * ) ± A ( | ) ± A ( | 

• 1 + 0 1 - I < A2u.(fc) ± A 2 ( ? ) ± A 2 ( p 

n - 1 

+ A 

+ A 2 

< 1, 

6 x i " 1 

6 \ 2 

< 

fcV 3 
< 1 + 0 
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These formulas can be simplified to 

A ^ ) = + A ( - ) + A ( - ) . O ( I 

A2u(k) = + A 2 ( £ ) + A •0(1). 

Example 2. In the following example, the values (m, a) belong to the domain 
shown in Figure 3.2 (left yellow domain). 

Consider equation (1.3) where a = —1, m = —2, that is, the equation 

A2u(k) ± T,u~2(k) = 0. 

In this example, a and m satisfy (3.39). If we put 

(3.48) 

then 
a + 2 
m — 1 3 

A l l inequalities (3.1) hold because 

E\ — €2 — 1, £ 3 — ^ 4 

1 2 2 
ms = - , s + 1 — - s + 2 

2 2 
s + 1 = - > 0, ms = - > 0. 

3 3 

£3 = g < £i = 1, £2 = 1 > £4 = - , 

2 ms 2 2 2 ms 2 2 
£3 = 77 > — r r ^ i = 7 - 1 = 7 , £4 = 7 T > — — £ 2 = - • 1 

3 s + 2 5 5 7 3 s + 2 

and Theorem 4 is applicable. By formula (2.2), 

+ 
V(-3) 

± 

5 

2 , - 1 / 3 

5 

± a = [^(s + l)] 1/^- 1) 

and, by formula (2.3), 

as(s + 2) ± (9/2)1/3 • (-1/3) • (5/3) 5 /9 \ 1 / 3 

g x l / 3 

2j 

s + 2 — ms (5/3) - (1/3) + 9 V2 

Then, the equation (3.48) has a solution u = u(k), k G N(fco) satisfying inequal-
itites (3.3)-(3.5), that is, 

- 1 < u(k) + 
q\ 1/3 c /o\ 1/3 1 
y \ A , l / 3 ± V y \ 1 

9 V2 + : 
5 /9X 1/ 3 1 
9 \2J k2/3 

< 1 
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< 

5 ^ y / 3 i ' 
-,) k2/3 9 V2 

< 3 ' 

- 1 + 0 I - K 

v., ,'5 /9X 1/ 3 1 \ 2 
^ 9 \2/ P i < 1 + 0 | -

These formulas can be simplified to 

^ ) - ± A ( ( D , / 3 ' i , / 3 ) - A ( s ( D ' / 3 ^ ) ' 0 ( i » -

A V » , - ± A . ( g ) V * . » - ) - A . ( § ( l ) V * i J i ) . 0 ( l , . 

Example 3. In the following example, values (m, a) belong to the domain shown 
in Figure 3.2 (right yellow domain). 

Consider equation (1.3) where a = —3, m — 1/2, that is, the equation 

A2u(k) ± T ^ 1 / 2 ( £ ; ) = 0. 
k6 

In this example a and m satisfy (3.40). If we put 

(3.49) 

£l — £2 — 1, £ 3 — ^ 4 2' 

then 
a + 2 -3 + 2 
m - 1 1/2-1 

and all inequalities (3.1) hold because 

2, ms = 1, 8 + 1 = 3, s + 2 = 4 

s + 1 = 3 > 0, ms = 1 > 0, 

1 
£ 3 = - < £1 = 1, £ 2 = 1 > £ 4 

1 
2 ' 

1 ms 1 1 ms 1 
£ 3 = 2 > s T 2 £ l = 4 ' £ 4 = 2 > s T 2 £ 2 = 4 
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By formula (2.2), 

a = [TS(S + 1)] l / ( m - l ) [=F2-3]-
36 

and, by formula (2.3), 

as(s + 2) 1/36-6 1 
s + 2 — ms 4—1 

Theorem 4 is applicable and equation (3.49) has a solution -u = u(k), k G N(fco) 
satisfying inequalities (3.3)-(3.5), that is, 

- 1 < u(k) 
36 k2 18 k3 

1 1 
18 k3 

< 1 

Au{k) - A - A 
18k3 18k3 

1 1 
< 2' 

l + O l - X A2u(k) - A 2 

36fc2 18fc3 

These formulas can be simplified to 

u(k) = ^ J U + 
1 

36k2 18k3 
0(1) 

Au(k) = A [ J ^ ) + A / 1 

36k2 18k3 

18k3 4 

< 1 + 0 

.2 ,,, _ \2 ! 1 N\ _|_ ^ 2 ( 1 

A 2
M(fc) = A ' 

36fc2 

0(1) 

0(1) 

Example 4. In the following example, values (m, a) belong to the domain shown 
in Figure 3.3 (green domain). Consider equation (1.3) where a = —3, m — 4, that 
is, the equation 

A2u(k) ± ^u\k) = 0. 
k6 

In this example, ct and m satisfy (3.42). If we put 

(3.50) 

£ l — £2 — 1, £ 3 — ^ 4 10' 

then 

a + 2 - 3 + 2 1 4 2 ^ 5 
m — 1 4 — 1 3 3 3 3 
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and all inequalities (3.2) hold because 

8 + 1 = ->0, ms = - - < 0, 

£3 

9 

9 

TO 
ms 

< e1 = 1, e 2 = 1 > £ 4 

" 3 " 10 > ~s~+~2 £1 

9 
To ' 

9 ms 
£4 = > So 

10 s + 2 
By formula (2.2) 

a = [ T s ( a + l ) ] 1 / ( m - 1 ) 

and, by formula (2.3), 

1\ 2 
T - 3/ 3 

1/(4-1) 
? y/3 
9) 

as{s + 2) (±2/9) 1 / 3 • (-1/3) • (5/3) 5 / 2N 1 / 3 

s + 2 — ms 27 V ^ J (5/3)+(4/3) 

Theorem 4 is applicable and equation (3.50) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (3.3)-(3.5), that is, 

- 1 < 
5 / 2N 1 / 3 1 

+7; 27 V 97 fc2/3 
< 1, 

10 < Au(fc) - A 
2\1/3 , N 

±-) • k1/3 

9) 27 
2 \ V 3 1 

*9 k2/3 

27 
2 \ 1 / 3 J_' 

T9J ' k2/3 
< 10' 

1 + 0 , I , < 

A 2 4 ) - A 2 ^ ) 1 / 3 . ^ 3 J - A u A ^ 2 V / 3 J-' 
27 V 97 F / 3 

4 / 2N 1 / 3 1 n - 1 

±-\ 27 V 97 /c2/3 
< 1 + 0 

These formulas can be simplified to 

. u ( , ) . ( ± ? ) 1 / 3 . ^ + 5 . ^ ^ J _ . 0 ( l h 

5 / 2\1/3 1 
A 0 ( * ) = A ( ( ± f ) V a . ^ ) + A ( § . ( T f ) 

A 2 # ) = A 2 | ( ± ^ ) 1 / 3 . ^ j + A 2 | 

k2/3 •0(1) 
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Example 5. In the following example, values (m, a) belong to the domain shown 
in Figure 3.4 (middle rectangular blue domain). Consider equation (1.3), where 
a = —3, m = —1/2, that is, the equation 

A2u(k) ± ^u-2(k) = 0. 
k6 

In this example, a and m satisfy (3.44). If we put 

(3.51) 

£ i — £2 — 1, £ 3 — ^ 4 2' 

then 
a+2 2 1 5 8 

s = = - , ms = — , s + 1 = - , s + 2 = -
m-1 3 ' 3 ' 3 ' 3 

and inequalities (3.2) hold because 

5 1 
s + 1 = - > 0, ms = — < 0, 

3 3 
1 1 

£3 = - < £1 = 1, £2 = 1 > £A = -

1 ms 1 1 ms 
£3 — n > ~ £ 1 = n 5 £ 4 — n > ~ £ 2 

s + 2 s + 2 

10 
9" 

-2/3 

=F 
9 
To 

2/3 

By formula (2.2) 

a = [=Fs(s + l ) ] 1 / ( m _ 1 ) 

and, by formula (2.3), 

, as(s + 2) (9/10)2/3 • (2/3) • (8/3) 1 6 / 9 \ 2/ 3 

lo) 

s + 2 — ms J/3) + (1/3) 27 V10/ 

Theorem 4 is applicable and equation (3.51) has a solution u = u(k), k G N(fco) 
satisfying inequalitites (3.3)-(3.5), that is, 

•1 < 
Q x2/3 1 

fc2/3 

16/9 \ 2/ 3 1 
27 VIÖJ 

1 6 / 9 \ 2 / 3 1 
27 VToy 

i - 1 

< 1 

- - < A " ( / , ) - A ( ( T ö ) 
9 x 2 / 3 1 

k2/3 
- A 

16 
27 lo) /c5/3 

I 2 7 V I 0 J fc5/3 
< 

2 ' 
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1 + 0 < A2u(k) - A 2 

These formulas can be simplified to 

/ 9 \ 2 / 3 1 16/9 \2/3 1 
" W = y ^ 7 3 + 2 7 ( 1 0 ) 

A; 2/ 3/ v 27V10y k5/\ 

Example 6. In the following example, values (m, a) belong to the domain shown 
in Figure 3.4 (left blue domain). Consider equation (1.3), where a = —5, m = —4, 
that is, the equation 

A2u(k) ± ^u~\k) = 0. (3.52) 

In this example, a and m satisfy (3.45). If we put 

_ _ i _ 1 3 

£ i — e2 — i , £3 — £4 — ^ ; 

then 
a + 2 3 12 8 13 

s = 7 = - , ms = — - , s + 1 = - , s + 2 = —-
m — 1 5 5 5 5 

and inequalities (3.2) hold because 

8 12 
s + l = - > 0 , ms =—- < 0. 

5 5 
13 13 

£3 = ^ < £i = 1, £2 = l>e4 = —, 

_ 13 ms _ 12 _ 13 ms _ 12 
" 3 " 14 > ~s~T2£l ~ 13' " 4 " 14 > " s T ^ 2 " 13 

By formula (2.2), 

a = [ + S ( S + l ) ] 1 / ( m " 1 ) = + ^ ) = + / " 1 X 

25/ V25/ 

and, by formula (2.3), 

as(s + 2) _ + (24/25)"1 / 5 • (3/5) • (8/5) _ 24 /My1/5 

~ s + 2-ms ~~ (13/5) + (12/5) ~ T 1 2 5 ' V.25) 
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Theorem 4 is applicable and equation (3.52) has a solution u — u(k), k G N(/c0) 
satisfying inequalitites (3.3)-(3.5), that is, 

•1 < 
24N- 1 / 5 1 24 /24\"1/5 1 

u ( ) ± l 2 5 / W mKZd) W 
24 /24\"1/5 1 
125 V25/ k8/5 

< 1, 

13 
- 1 4 < 

Au{k) ± A 
/24 
V25 

-1/5 1 

£3/5 ± A 
24 
125 

24\"1/5 i 

A T 

25/ A; 8/ 5, 

24 /24\"1/5 1 
125 V25 £.8/5 < 

13 
14' 

- l + 0 ( - ] < 
. n , 

A 2 « ( J f c ) ± A 2 ( f ^ 1 / 5 i l - - A I ^ ( " " I 
25/ A;3/5 

A 2 I ± 
._, , , 288 ^ 2 4 V 1 / 5 1 

1625 V25 

24 /24X" 1/ 5 1 
125 V25/ Wl

i 

l 

fc8/5 < 1 + 0 

These formulas can be simplified to 

. . . /24\"1/5 1 24 /24X- 1/ 5 1 

^ ) = T l 2 5 J i b ^ * 125 " ( M ) 

A2u(fc) = + A 
.. / / 2 4 \ " 1 / 5 1 \ A 2 f 24 ^24\^1/5 1 

25 £3/5 125 V25/ £8/5 •0(1). 

Example 7. In the following example, values (m, a) belong to the domain shown 
in Figure 3.4 (blue triangle-domain). Consider equation (1.3), where a = —7/4, 
m = 1/2, that is, the equation 

A2u(fc) ± ^j-4u1/2(k) = 0. 

In this example, a and m satisfy (3.46). If we put 

(3.53) 

then 
a + 2 
m — 1 

and inequalities (3.2) hold because 

E\ — £2 — 1, £3 — £4 — 2 1 

1 1 ^ 1 
- , ms = — , s + 1 = -
2 ' 4 ' 2 

s + 2 = 

44 



1 1 
s + 1 = - > 0, ms — —- < 0, 

2 4 
1 1 

£3 = g < £ i = 1, £2 = 1 > £4 = - , 

ms 1 ms 1 1 
e 3 = o > ~ £ 1 = 7.1 £4 = 7T > 

By formula (2.2), 

s + 2 

a = [=FS(S + 1)] 

6 

l / ( m - l ) 

£2 = -
s + 2 6 

[+1/4]"2 = 16 

and, by formula (2.3), 

as(s + 2) •16- (3/4) 48 
s + 2 - m s (3/2) + (1/4) 7 ' 

Theorem 4 is applicable and equation (3.53) has a solution u = u(k), k G N(fco) 
satisfying inequalitites (3.3)-(3.5), that is, 

•1 < 11 (k) - 16 • k1/2 + 
48 

7fcV2 

48 1 - 1 

7JfeV2 < 1, 

- - < Au(k) - A (16 • k1'2) + A ^ 
7 
27 

9X 1/ 3 1 
4/ fc4/3 

A ' - 7 ^ ) j < 1, 

l + O l - l < 
2 / 48 \ 

These formulas can be simplified to 

48 

7fcV2 

(Jfe) = 16 • k1'2 

Ik1/2 
0(1) 

A«(fc) = A (16 • fc1/2) - A ( ^ ) • O (1), 

A M f c ) = A 2 ( l 6 . ^ ) _ A 2 ( J i _ ) . 0 ( 1 ) . 
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3.4 A remark on the case s + 1 < 0. 

In this section, we will show why this case is an exception. We will try to esti­
mate functions F 1 (fc,6 1 ,Y 1 ) and Fi(k,Ci,Yi) similar to formulas (3.18) and (3.20). 
Assuming s < — 1, we get 

Fi(fc, 6i, Y1)-k< maxF 2(£;, h, Yx) • k = (s + l ) ( - £ i ) + (s + l ) ( -e 4 ) + O ' 1 

<6i(Jfe + l)-6i(Jfe) = - e i + e i = 0. (3.54) 

Hence, (3.54) holds if 
E\ + Si < 0. 

This is a contradiction since E\ and are positive numbers. 
A similar contradiction we get if we try to estimate F1(k, c i , Yi): 

Fi(/c,ci,Fi) • k > minF 2 (/c,ci,Fi) • k = (s + l )e 2 + (s + l )e 3 + O ' 1 

fc2. 
>ci(Jfe + l)-ci(Jfe) = e 2 - e 2 = 0. (3.55) 

Hence, (3.55) holds if 
e2 + e3< 0. 

This inequality contradicts the positivity of the constants e2 and £ 3 . 
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4 Power-type asymptot ic behaviour for 
zero upper and lower funct ion tending 
to zero 

In this chapter, we will show that the areas of coefficient values for which equa­
tion (1.3) has solutions asymptotically expressed by a power-type function may 
change depending on the type of the upper and lower functions. We will search for 
the conditions such that there exists a solution to equation (1.3) with the following 
asymptotic behaviour: 

u(k) = f + - A - + o ( r ^ - A , (4.1) 

where a, b and s are defined in (2.2), (2.3) and (2.1) and 7 is a positive constant. 
In this chapter, we have chosen power-type upper and lower functions b\{k). 

&2(&), ci(k) a n d C2(k) tending to zero. 
The idea of the proof is similar to the one in the previous chapter while requir­

ing more complex calculations. The scheme of all investigations is the following. 
The transformations (2.10)-(2.12), where a ± , b± are computed by formulas (2.2), 
(2.3), are used to transform the equation (1.3) into an auxiliary system of two equa­
tions (2.22), (2.23). 

Then, some particular results of those published in [13, 15]) are applied to in­
vestigate system (2.22), (2.23). A correct use of Theorem 2 necessitates the proper 
choice of the functions bi(k), Q(/C), % = 1,2. In this chapter, we will assume 

6 i ( * ) : = " | ' ^ ) : = | , h ( k ) : = - ^ , c2(k) := | i (4.2) 

where £_,-, j — 1 , . . . , 4 are positive constants. 
This chapter is divided into 4 parts depending on the values s + l and ms, where 

s is defined in (2.1). Now we can consider the following Table 4.1. 
To prove all the below theorems we need to define some auxiliary sets and func­

tions identical for all four cases. 
Let £j > 0, % = 1 , . . . ,4 and let j3 and 7 be fixed. Assuming k0 positive and 

sufficiently large such that the asymptotic computations in the proof are correct for 
every k G N(fco), define functions bi, Ci, % — 1,2, satisfying (1.9), by formulas 

h ( k ) : = - ^ , C l ( k ) : = ^ , 

Then, 

Bi(k, Y) := -Y0 + bi(k) = -Y0 - eu 
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the case ms < 0 ms > 0 

s + 1 > 0 Theorem 7 
Theorem 8 

Theorem 5 
Theorem 6 

s + 1 < 0 Theorem 9, 
Theorem 10 

Theorem 11, 
Theorem 12 

Tab. 4.1: The structure of the cases. 

B2(k, Y) := —Y1 + b2(k) = —Y1 - e3, 

Ci ( fc ,Y) := Y0-Cl(k)= Y0 - e2, 

C2(k,Y): = Y1-c2(k)= Y1-e4 

and 

n1
B = {{k,Y) 

U?c = {{k)Y) 

For later formulation, we will need to verify four differences: b\{k + 1) — bi(k), 
b2{k + 1) — b2(k), Ci(k + 1) — Ci(fc) and c2[k + 1) — c2{k). As functions bi(k), b2{k). 
C\(k) and c2{k) are similar, we will show the calculation for only one case using the 
binomial formula (1.6): 

h(k + 1) - h(k) = 

To apply Theorem 1.15, inequalites (1.15) and (1.16) must hold. 
Since inequality (1.15) assumes (k, Y) e fiB, i = 1 , . . . , n and inequality (1.16) 

assumes (k, Y) e fil
c, % — 1 , . . . , n, we need to verify (taking into account specifica­

tions (4.3)-(4.6)) and (4.7) the following: 

k e N(fcb), Y0 = 

k e n(k0), Y1 = 

k e n(k0), Y0 = 

k e n(k0), Y1 = 

£3 

fcT' 
£3 £1 

kP'' 
£2 £3 

fcT' 
£4 £1 

A;/ 3 ' kr< 

£4 

£ 2 

A;T 

£ i 

A;< 

(4.3) 

(4.4) 

(4.5) 

(4.6) 
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Fx (A;, &!(*;), Yx) I (fc,y 0 ,Vi)Gn^ < 

< 6i(Jfe &i(fc) 

b2(fe)<yi<C 2(fc) 

1 + 0 , (4.8) 

Fx(A;,Ci(A;),Yi)| FAk S-2 

> Ci(fc+ 1) -Ci(fc) 

> b2(fe)<yi<C 2(fc) 

^27 

^ v 1 + 0 u 
, (4.9) 

F 2 ( f c , Y 0 , f c 2 ( f c ) ) | ( W l ) /'"-' (/''- ^ ' " ^ < 
bi(fc)<y0<ci(fe) 

<62(A; + l ) - 6 2 ( f c ) = ^ ( i + o Q j ) , (4.10) 

F 2(fc,Y 0,C 2(fc))| 

whenever 

in (4.8), (4.9) and 

in (4.10), (4.11). 

( f c y 0 y i ) e o 2 F 2 ( fc , Y 0 , k- > 

> c2(k + 1) - c2(k) 

5 3 < V < 5 4 

- < Y 0 < ^ 
fcT - kr* 

&i(fc)<y0<ci(fc) 

(4.11) 

(4.12) 

(4.13) 

The scheme of each of the following fourth sections (sections 4.1-4.4) is similar. 
In each part, we give two theorems on the existence of a power-type solution. The 
first theorem considers the conditions, including the values and variables not defined 
in the formulation of the equation (1.3). The second theorem will define the strict 
values of m and a and will be represented in the plane. 

Examples illustrating all theorems can be found in section 4.6. 
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4.1 The case of ms > 0 and s + 1 > 0 

Theorem 5. Let either 

or 

s > 0, m > 0 

1 < s < 0, m < 0. 

(4.14) 

(4.15) 

Assume that there exists a constant 7 satisfying 0 < 7 < 1 and positive numbers Si, 
i = 1, 2, 3,4, such that 

£3 < Ei 

£4 < £2 

£1 < £3 

£2 < £4 

7 + s + 1 
s + 1 

7 + s + 1 
s + 1 

7 + s + 2 
ms 

7 + s + 2 
ms 

(4.16) 

(4.17) 

(4.18) 

(4.19) 

Then, for a sufficiently large fixed ko > 0, there exists a solution u: N(fco) —>• M 0/ 
equation (1.3) snc/i t/iat, /or even/ G N(fco), asymptotic representation (4.1) /ioWs 
or, more presisely, this solution satisfies 

£1 

k-y 

u(k) -

Au(k) - A ( £ ) - A 
6 > 

1 -1 

< 
^2 

A 
f,s+l < A;7 

(4.20) 

(4.21) 

A2«(fc) - A 2 - A 2 

-s+1 
A ms 

k^1 s + 2 

Theorem 6. Let at least one of following assumptions hold: 

m G ( -7 - 4\/3, - 7 + 4\/3~) , - 2 < a < - m - 1, 

m > 1, - 2 < a < 

0 < m < 1, a < - 2 
1 

m — 1) + J (m — l ) 2 + 16m 

2 < a < -m - 1, m < 0, (m - l ) 2 + 16m > 0 

(4.23) 

(4.24) 

(4.25) 

(4.26) 
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and either 
1 

a < - ( — (m — 1) — y(m — l ) 2 + 16m 

or 
a > ^ (-(m - 1) + \J{jn- l ) 2 + 16m^ . 

TTien, £/ie conclusion of Theorem 5 holds. 

4.1.1 Proof of Theorem 5 

From assumptions (4.14) and (4.15), we have ms > 0 and s + 1 > 0. These inequal­
ities are used tacitly below. Now, we will verify inequalities (4.8)-(4.11). 

Let us verify inequality (4.8). It will hold if 

Fi(k,bi(k),Yi)\fcYom&i), < x * U * , & i ( * ) . * i ) 

k \k2JJ \k~t kß 

This inequality will hold if either 

7 < ß (4-27) 

or 
7 = /5, e 3 < s 1

1 + ^ 1 . (4.28) 
s + 1 

Now, verify inequality (4.9). It will hold if 

F i ( A ; , c i ( A ; ) , y i ) | ( f e i y 0 i Y i ) e n i > min F^k,Cl(k), 
(re, io j l l jcii^i 

S + 1 , Q 7 1 \ \ / _ £ 2 , £4 k \k2JJ V kn k? 

<Cl(k + l)-Cl(k) = ̂ (l + 0(l 
This inequality will hold if either 

7 < (3 (4.29) 

or 

7 = /?, £ 4 < £ 2
7 + ' t 1 - ( 4 - 3 ° ) s + 1 

Let us verify inequality (4.10). It will hold if 

F2(k,Y0,b2{k))\(kYoYi)en2 < max F2(k,Y0,b2(k)) 
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<h(k + l)-b2(k) = ^-1{l + 0Q). (4.31) 

This inequality will hold if either 
7 > (3 (4.32) 

or 

7 = /3, 7 < 1 , e1<es
1 + S + 2 . (4.33) 

ms 
Let us note that (4.32) contradicts to (4.27). Now, verify inequality (4.11). It will 
hold if 

F2(k,Y0,c2(k))\{kY Y i ) e n 2 > mm F2(k,Y0,c2) 
° (s,ro,ri)e&2£ 

s + 2 / 1 \\ / ms e2 £ 4 n / T 

>p2(ifc + l)-p 2 ( i fc) = ^ ( l + 0 Q ) . (4.34) 

This inequality will hold if either 
7 > 0 (4.35) 

or 

7 = /3, 7 < 1 , g 2 < g 4
7 + g + 2 - (4.36) 

ms 
Note again that (4.35) contradicts to (4.27). 

Summing up all restrictions (4.27)-(4.36), we get the conditions (4.16)-(4.19). 
Inequalities (4.20)-(4.22) follow from inequalities (4.12) - (4.13) and formulas (3.32) 
- (3.34). 

This concludes the proof of Theorem 5. 

4.1.2 Proof of Theorem 6 

Lemma 1. Let either (4.14) or (4.15) hold. If, moreover, 

(s + 2)(s + 3) . 
ms < , 4.37 

s +1 v ' 

then, the conclusion of Theorem 5 holds. 

Proof. The system (4.16)-(4.19) is equivalent to the following (we need to remember 
the conditions of this case: ms > 0 and s + 1 > 0). From (4.16) and (4.18), it follows 

7 + s + l 7 + S + 2 7 + S + I 
£3 < £ 1 - < £ 3 ^ . 

6 s+1 6 S+1 s+1 
And, from (4.17) and (4.19), it follows 

7 + s + l 7 + S + 2 7 + S + I 
£4 <C £2 *C £4 • 

s + 1 s + 1 s + 1 
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Hence. 

1 < 
(7 + S + l)(7 + a + 2) 

ms(s + 1) 

and, as ms > 0 and s + 1 > 0, we get 

0 + l)ms - (7 + s + 1)(7 + s + 2) < 0 

7 2 + 7 (3 + 1) + 7 (3 + 2) + (s + l)(s + 2) - ms(s + 1) > 0 

7 2 + 7(2s + 3) + (s + l)(s + 2 - ms) > 0. 

The discriminant 

D = (2s + 3) 2 - 4(s + l)(s + 2 - ms) 

of the quadratic equation 

7 2 + 7(2s + 3) + (s + l)(s + 2 - ms) = 0 

will be positive for ms > 0 and s + 1 > 0. We have 

D = (2s + 3 ) 2 - 4 ( s + l ) ( s + 2 - m s ) = 4s 2 + 12s + 9 - 4 s 2 - 12s+ 4ms 2 - 8+ 4ms 

= 4ms 2 + 4ms + 1 = 4ms(s + 1) + 1 > 0. 

Then, as we need 7 G (0,1), at least one of the following inequalities should hold: 

(4.38) 
2 

and 

*2 < !• ( 4 3 9 ) 

The first inequality (4.38) does not hold due to —(2s + 3) < 0 and \[T) > 0, that is 

The second inequality (4.39) is equivalent to the following one 

and, after some simplification, we get 

4ms 2 + 4ms + 1 < 4s 2 + 20s + 25. 

Finally, 
ms(s + 1) < s 2 + 5s + 6. 
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Fig. 4.1: Summary of admissible values (Theorem 6) 

Next, if 

ms < 
(s + 2)(s + 3) 

(8 + 1) 
the system of inequalities (4.16)-(4.19) holds (we can find some £j, % 
7 G (0,1)) and we have the formulation of the main result. 

Now we are ready to prove Theorem 6. Condition (4.37) holds if 

ms(s + 1) < s2 + 5s + 6. 

According to the form of s from (2.1), we get 

m(a + 2)(a + m + 1) < (a + 2) 2 + 5(a + 2)(m - 1) + 6(m - l ) 2 , 

« 2 ( m l ) + a(m — l ) 2 — 4m(m — 1) < 0, 

1 , 4 and 
• 

Cm - r ct + a(m — 1) — 4m < 0. 

As m > 0 and s > 0, we get {0 < m < 1 and ct < —2} or {m > 1 and a > —2} and 
D = ( m - l ) 2 + 16m > 0. 

Now we must analyse the following two cases. 
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a2 + am — a — Am = 0 

a+m+1=0 

a = 

Fig. 4.2: Summary of admissible values - zoom (Theorem 6) 

Case A . m > 1 and a > —2. 
The formal solution of the inequality is 

(m — 1) — \l (m — l ) 2 + 16m —(m — 1) + \/(m — l ) 2 + 16m 
< a < 

but 
m — 1) — \/(m — l ) 2 + 16m 

< - 2 

and we get the second condition of the Theorem. 
Case B . 0 < m < 1 and a < - 2 . 

We need to prove the following inequality: 

a2 + m(a — 2) — a — 2m > 0. 

The proof will be divided into two parts. First, let us show that a — 2m < 0. This 
is obvious because a < — 2 and 0 < 2m < 2. Next, let us show that a2 + m(a — 
2) — a — 2m > 0. This is equal to the following (a — m)(a + 2m) > 0, which holds 
if 0 < m < 0 and a < - 2 . 

The theorem is proved. 
A l l suitable areas on the (a, m)-plane indicated in Theorem 6 are visualized on 

the figures 4.1, 4.2. 
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4.2 The case of ms < 0 and s + 1 > 0 

Theorem 7. Let either 
s > 0, m < 0 

or 
- 1 < s < 0, m > 0. 

Assume that there exists a constant 7 satisfying 0 < 7 < 1 and positive numbers £i} 

i = 1, 2, 3,4, swc/i t/iat 
7 + s + 1 

£ 3 < £1 

£4 < ^2 

£1 < - £ 3 

£2 < - £ 4 

s + 1 : 

7 + s + 1 
s + 1 ' 
7 + s + 2 

7 + s + 2 

ms 

(4.40) 

(4.41) 

(4.42) 

(4.43) 

Then, for a sufficiently large fixed k0 > 0, there exists a solution u: N(k0) —> R of 
equation (1.3) such that, for every k G N(fco), asymptotic representation (4.1) holds 
or, more presisely, this solution satisfies 

£1 

kn u(Jfe) 

A«(*) - A ( £ ) - A 

A;S A ; S + 1 

b \ 

1 - 1 

< 
£ 2 

A;7 

A: s+l f,s+l < 
£4 

A;7 

(4.44) 

(4.45) 

) < [ A V A , ) - A 2 ( ^ ) - A 2 ms 
\ks+1J s + 2_ 

< | + o ( i ) . (4.46) 

Theorem 8. Let m and a satisfy one of the following conditions (4.47) -(4.49): 

m < 0 A a < - 2 , (4.47) 

0 < m < l A - 2 < a < -m - 1, (4.48) 

m > 1 A - m - 1 < a < - 2 , (4.49) 

and Ze£, moreover, 

a 2 ( l +m) + a (m 2 + 8m - 1) + 8m 2 > 0. (4.50) 

TTien, /or a sufficiently large fixed k0 > 0, there exists a solution u: N(k0) —> R 
of equation (1.3) such that, for every k G N(fco), asymptotic representation (4.44)-
(4.46) holds. 
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4.2.1 Proof of Theorem 7 
Let us verify inequalities (4.8)-(4.11). Using formula (4.7) and assumptions of this 
section that could be transformed to the following inequalities 

m < 0 A s > 0 

or 
m > 0 A - 1 < s < 0. 

we get 

(fc,y0,yi)en̂  

< ^ + l ) - ^ ) = ^ ( l + o Q ) , (4.51) 

1 , Q ( 1 \ \ / £2 , ^4 

><*(* + ! ) - C l(fc) = - | g r ( l + O ) ) , (4.52) 

F2(k,Y0,b2)\{kYoYi)en2B < max F2{k,Y0,b2 

(k,Y0,Yi)&n% 

s + 2 „ ( \\\ ( ms e2 e3 „(\ 

< M H l ) - ^ ) = ^ ( l + o Q ) , (4.53) 

^2(fc ,yo ,c 2 )| ( f e y o y i ) e n 2 > I M ^ F 2(/c,y 0,c 2) 

^ + 0 & ) ( - 7 ? 5 F - p + 0 ( i ) ) > 
+ * = - ^ ( l + o Q ) . (4.54) 

Now, we will study each of the inequalities separately. The first of them (in­
equalities (4.51), (4.52)) were studied in the previous section in Theorem 5 where 
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the following restrictions were derived: 

i) (3 > 7 ((4.27) and (4.29)), 
7 + S + 1 

ii) (3 = 7 and £ 3 < £ i - — (4.28), 
s ~\~ 1 

7 + s + 1 
in) (3 = 7 and £ 4 < £ 2 ——(4.30) . 

The third inequality (4.53) is equivalent with 

mse2 e3(s + 2) Q / I N Q / I N Q m < erf Q 

fc7+i jfê +i VJfeT+2/ U " + 2 / U 2 / U " + 2 

or with 

- £ 2 + 0 f ' U o f l W ^ ' ^ + o 
^7+i z V ^ + 2 / U 2 / k?+1 W+2 

The last inequality obviously implies j3 < 1, 7 < 1, and either 

iv) (3 < j (this restriction contradicts to z)) 
or 
u) /3 = 7 and 

^ + s + 2 
£2 < -£3 • 

ms 
Finally, the last inequality (4.54) is equivalent to 

™»'+ £ii£ + S + o (')+ o ( *)+ o (') > - i £ + o 
kl+i kp+i \k^+2J \kP+2J \k2J k?+1 \kP+2 

or 
m s 1 \ „ ( 1 A £4(/9 + s + 2) _ / 1 \ „ . 

Analyzing (4.55), we conclude that inequalities j3 < 1, 7 < 1 must hold. Moreover, 
one of the following restriction must be fulfilled: either 

vi) 13 < 7 (this restriction contradicts (z)) 
or 

... _ . ^ + s + 2 
vii) (3 = 7 and £1 < —£4 . 
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Combining the conditions i) - vii) we get the system of inequalities (4.40)-(4.43): 

0 < 7 = 0 < 1, 

7 + s + 1 
e 3 < e i 

£4 < £2 

£2 < - £ 3 

£1 < —£4 

s + 1 : 

7 + s + 1 
s + 1 ' 
,S + s + 2 

(l + s + 2 
ms 

Inequalities (4.44)-(4.46) follow from inequalities (4.12) - (4.13) and formulas (3.32) 
- (3.34). 

This concludes the proof of Theorem 7. 

4.2.2 Proof of Theorem 8 

Below, we analyse this system (4.40)-(4.43). We derive 

7 + s + l 7 + S + 2 7 + S + I 
£3 < £1 —— < —£4 : — < 

S + 1 

Because £3 > 0, 

or 

- £2 

ms s + 1 
7 + s + 2 ( 7 + s + l ) 2 (7 + S + 2) 2 (7 + S + l ) 2 

ms [s + D < £ 3 -
\ms) [s + D 

1 < 
7 + S + 2 

ms 
7 + s + 1 

s + 1 

\ms\|s + 1| < |7 + s + l||7 + s + 2|. 

The additional conditions that we assumed earlier ( 7 > 0 , s + l > 0 and ms < 0) 
help us get rid of absolute values resulting in 

-ms(s + 1) < (7 + s + 1)(7 + s + 2). 

Simplifying this inequality, we obtain 

7 2 + (2s + 3)7 + (s + l)(s + 2) + ms(s + 1) > 0 

or 
7 2 + (2s + 3)7 + (s + l)(ms + s + 2) > 0. 

Consider equation corresponding to (4.56) 

7 2 + (2s + 3)7 + (s + l)(ms + s + 2) = 0. 

(4.56) 

(4.57) 
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20 m 

in = 0 a + m+1 = 0 

Fig. 4.3: Summary of admissible values (Theorem 8) 

The discriminant of equation (4.57) 

D := (2s + 3) 2 - 4(s + l)(ms + s + 2) = -4ms(s + 1) + 1 > 0 

is positive because ms < 0 and s + 1 > 0. For the existence of a 7 G (0,1), satisfy­
ing (4.56), the validity of at least one of the following two conditions is necessary 

7i 
-(2s+ 3) - \/D 

> 0 (4.58) 

o r 
-(2s + 3) + / D 

72 = — j < 1. (4.59) 

The assumption s + 1 > 0 provides the following chain of inequalities 

0 < 2s + 2 < 2s + 3. 

Hence, it is easy to see that inequality (4.58) does not hold for any m and s because 

0 > - ( 2 s + 3) - VD > 0. 

Consider the inequality (4.59). We derive an inequality 

- ( 2 s + 3) + VD < 2 

which can be simplified to 

—ms(s + 1) < s2 + 5s + 6. 
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Fig. 4.4: Summary of admissible values - zoom (Theorem 8) 

Replacing s by formula (2.1), we get 

a+ 2 a + m+1 (a + 2)2
 c a + 2 

-m- < + 5 + 6. 
m — 1 m — 1 (m — l ) 2 m — 1 

This can be simplified to 

-m(a + 2)(a + m + 1) < (a + 2) 2 + 5(a + 2)(m - 1) + 6(m - l ) 2 . 

Further simplification gives 

a 2 ( l + m) + a (m 2 + 8m - 1) + 8m 2 > 0. 

Finally, we conclude that Theorem 8 is proved. 
In figures 4.3, 4.4 the resulting domains in (m, a)-plane is highlighted in violet. 
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4.3 The case of ms < 0 and s + 1 < 0 

Theorem 9. Let a ^ O and 

s < - 1 , m > 0, 

Assume that there exists a constant 7 , satisfying 0 < 7 < 1 and positive numbers 
Si, % = 1,2,3,4, such that 

£4 < —£\ 

£3 < -£2 

£2 < -£3 

Ei < —£4 

7 + s + 1 
s + 1 

7 + s + 1 
s + 1 

7 + s + 2 
ms 

7 + s + 2 
ms 

(4.60) 

(4.61) 

(4.62) 

(4.63) 

Then, for a sufficiently large fixed ko > 0, there exists a solution u: N(fco) —> M of 
equation (1.3) snc/i that, for every k G N(fco), asymptotic representation (4.1) /ioWs 
or, more presisely, this solution satisfies 

£ 1 
< u(Jfe) 

£s+l < 
£ 2 

k-

£3 

'fcr < Au(fc) - A < 
£4 

\ 2 I a \ _ £2 ( b A2u(k) - A' 
ks+l 

Theorem 10. Let the numbers a and m satisfy 

a ^ {0,-2m} 

a + m + 1 
m — 1 

a + 2 
m 

m — 1 
2a + 5m — 1 

<0, 

<0, 

>o. 

ms 

m — 1 
(m — l ) (a 2 + am — a — 4m) < 0 

ks+1 s + 2 

< F + ° ( i 

(4.64) 

(4.65) 

(4.66) 

(4.67) 
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and 
a + m + 1 ., . 

7 + > 0 4.68 
m — 1 

where 7 is a fixed number such that 7 G (7*, 1) and 

1/ 2a + 3m + 1 / a + 2 a + m+1 
7* = + W4m — + 1 

2 \ m — 1 V m — 1 m — 1 

TTien, t/ie conclusion of Theorem 9 holds. 

4.3.1 Proof of Theorem 9 
Let us again verify inequalities (4.8)-(4.11). Using formula (4.7) and the assump­
tions of this section that could be transformed into the following inequalities 

Fi(*,yo,yi)| ( f c,y 0,y l ) e n i < max i q ( M i ( / ^ i ) 

<M* + l)-ii(k) = ^ ( l + o Q ) ) (4.69) 

s+ 1
 + 0 / 1 \\ ( £2 - 8 

> * ( * + ! ) - ^ = - ^ ( 1 + 0(1)), (4.70) 

F 2 ( / c , Y o , y i ) | ( f c , y 0 , y l ) e n ! < max F 2 (fc,y 0 ,62(A:)) 
B 

<p2(ifc + l)-p2(ifc) = | § ( l + 0 ( i 

and 

F 2 ( / c , F o , y i ) | ( f c , y 0 , y l ) e ^ > ( f c y ^ e n 2 ^ ( / C , > 0 , C 2 ) 

k \k2J J \ s + 2& kP \k 

>02{k + l)-c2{k) = - ^ ( l + 0(l] 
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Now, we will study each of the inequalities separately. 
Inequality (4.69) is equivalent with 

s +1 8 + 1 _ / 1 \ _ / 1 \ £i7 
£7+ : 

or with 
s + 1 n / 1 \ 7 + s + l ~ / 1 

The last inequality implies 

i) / 3 > 7 

or 
ii) j3 — 7 and 

7 + s + 1 
^4 < - £ i —:—• 

Inequality (4.70) is equivalent with 

s + 1 s + 1
 n / 1 \ n / 1 \ e27 „ / 1 \ 

^ 2 + ^ 3 + 0 + 0 (k^) >~k^ + 0 

or with 
s + 1 1 \ l+s+1 „ / 1 \ 
I^£*+ 0 l ^ J > - £ 2 ^ ~ + 0 {k^J • 

The last inequality implies 
iii) j3 > 7 

or 
iv) j3 — 7 and 

7 + s + 1 
£3 < - £ 2 — — • 

s + 1 
The last two inequalities are the same as in Theorem 7 ((4.53) and (4.54)). 

Therefore, we must consider the following conditions: 
v) j3 < 7 (contradicts i) and iii)) 
or 
vi) j3 — 7 and 

P + s + 2 
£2 < -£3 

ms 
vii) j3 — 7 and 

,3 + s + 2 
£1 < —£4 

ms 
Hence, we have the system of conditions (4.60)-(4.63). 

Remark 5. Note the following. For the solvability of the system of inequali­
ties (4.60)-(4.63), the inequality 

7 + s + l > 0 (4.71) 

is necessary as, in the opposite case, inequalities (4.60), (4.61) cannot be satisfied 
due to the positivity of £j, % — 1,2, 3,4 and the property s + 1 < 0. 

64 



4.3.2 Proof of Theorem 10 
First, lest us mention that, due to a symmetry between the sub-system of inequal­
ities (4.60), (4.63) and the sub-system of inequalities (4.61), (4.62) as well as the 
first one being independent of the second and vice versa, it is sufficient to analyse 
the solvability of only one of these two sub-systems. Below, sub-system of inequali­
ties (4.60), (4.63) is considered. We get 

7 + s + l 7 + s + 2 7 + s + l 
£4 < —£1 — — < £4 — — 

s +1 ms s +1 
or 

(7 + S + l)(7 + s + 2) - m s ( s + 1) > 0. (4.72) 

We rewrite (4.72) as a quadratic inequality with respect to 7, 

T( 7 ) := 7
2 + 7 (2s + 3) + (s + l)(-ms + s + 2) > 0 (4.73) 

with discriminant D of quadratic equation T(7) = 0, 

D = (2s + 3) 2 - 4(s + l ) ( - m s + s + 2) = 4ms(s + 1) + 1 > 0. 

Two real roots 71, 72, 71 < 72 of equation T(7) = 0 are 

71,2 = \ (-(2s + 3) T ^ms(s + 1) + l ) . (4.74) 

Inequalities (4.60)-(4.63) will be solvable (i.e. suitable £j, % — 1,2,3,4 will exist) if 
71 > 0 or 72 < 1. Below, both cases are discussed. 

The case of 7X > 0 
If 71 > 0 then, as it follows from (4.74), 

/4ms(s + 1) + 1 < - ( 2 s + 3) (4.75) 

and, consequently, inequality 
2s + 3 < 0 (4.76) 

must be fulfilled. Replacing in (4.75) the value s by (2.1), 
we get inequality 

, a + 2 a + m + l , (2(a + 2) + 3(m - l)) 2 

4m — + 1 < ^ / ^ 
m — 1 m — 1 (m — iy 

which can be reduced to 

a(a + m + l ) (m - 1) < 0 

or to 
a(s + l ) < 0 . (4.77) 
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Inequality (4.77) can be valid only if a > 0 and, from the (2.1), we have m G (0,1). 
Therefore, considering all the assumptions we get 

a > 0, 0 < m < 1. (4.78) 

It is easy to verify that (4.78) implies the validity of inequality (4.76). However, 
inequality (4.71) is not satisfied for a 7 G (0,71) because we have 

1 
71 + s + 1 = - (-(2s + 3) - ^4ms(s + 1) + 1 

- ^ ( l + ^ms(s + 1) + l ) < 0. 

The case of 72 < 1 Let 72 < 1. Then, by formula (4.74), we will analyse the 
inequality 

lAms(s + 1) + 1 < 2s + 5 (4.79) 

to see that a necessary condition for its solvability is 

2s + 5 > 0. (4.80) 

Inequality (4.79) is equivalent with 

4ms(s + 1) + 1 < (2s+ 5) 2. (4.81) 

Replacing s in (4.81) by formula (2.1), we have 

, a + 2 a + m + 1 , a + 2 
4m — + 1 < (2 r + 5 . (4.82) 

m — 1 m — 1 Km — 1 / 

Calculating inequality (4.82), we derive its equivalent form 

( m - l ) ( « 2 + a m - a - 4 m ) < 0 . (4.83) 

Considering all assumptions, we see that the theorem holds if inequalities s + 1 < 0, 
ms < 0, (4.71), (4.80) and (4.83) hold. These are the conditions of our Theorem (9). 

4.3.3 Some remarks to this section 

Remark 6. The systems of inequalities (4.64)-(4.68) and (4.60)-(4.63) are solvable. 
We show that the system of inequalities (4.64)-(4.68) is satisfied, e.g., for the choice 
m = 1/2, a = —27/20. In such a case inequality (4.64) holds since 

a+ 2 13 a + m + 1 3 
s = = , s + 1 = = < 0. 

m — 1 10 m — 1 10 

inequality (4.65) holds since 

a+ 2 13 n ms = m = < 0. 
m - 1 20 
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inequality (4.66) holds since 

„ 2a + 5m - 1 12 „ 
2s + 5 = = — > 0. 

m — 1 5 

inequality (4.67) holds since 

199 
(m — l)(a2 + am — a — 4m) = < 0. 
v A ; 800 

Moreover 

72 
1/ 2a + 3 m + l I a+ 2 a + m + 1 \ 1 1 

and inequality (4.68) holds since 

3 
7 + s + l = 7 - — >0, 

where 7 is a fixed number such that 7 G (72,1). Let, e.g., 7 = 0.8. Then the system 
of inequalities (4.60) - (4.63) equals 

7 + s + l 0 .8 -0 .3 5 f A o A . 
e i < - e 1 —— = S\ —— = -£,, 4.84 

s + 1 —0.3 3 
7 + s + 2 0.8 - 0 . 3 + 1 30 / A o c r , 

£1 < - £ 4 = - £ 4 , = — eA. 4.85 
ms —13/20 13 

The choice, e.g., £1 = £4 = 1, while solving the sub-system (4.84), (4.85), solves the 
sub-system (4.60), (4.63) as well. 

Lemma 2. Let inequalities (4.64)-(4.67) hold. Then, the root 72, defined by for­
mula (4.74), is positive. 

Proof. First, assume 72 = 0. From (4.73), we have 

T(0) = (s + l ) ( - m s + s + 2) = 0. (4.86) 

Because s + 1 < 0, (4.86) implies 

—ms + s + 2 = 0 

and, by (2.1), 

a+2 a+2 „ 
—ms + s + 2 = — m 1 h 2 = —a = 0. 

m — 1 m — 1 

But a / 0 as, in the opposite case, inequalities (4.65) and (4.67), i.e., 

2m 
< 0 , ( m - l ) ( - 4 m ) < 0 

m — 1 
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give a contradiction. Therefore, 72 7̂  0. Next, let 72 < 0. Then, (4.74) implies 
2s + 3 > 0 and the inequality 

^4ms(s + 1) + 1 < 2s + 3 

yields 

ms(s + 1) < (s + l)(s + 2). 

As s + 1 < 0, the last inequality is equivalent to 

s{m - 1) > 2. 

Replacing s by the formula (2.1), we get a > 0. Now, let us show that the positivity 
of a leads to a contradiction. 

If m > 1, then the condition s + 1 < 0 implies a < — 2 and we get a contradiction. 
Let m < 1. The conditions s + 1 < 0 and ms < 0 imply 0 < m < 1. The assumption 
2s + 3 > 0 can be transformed into 

2a + 3m + 1 < 0, 

which is not possible as a > 0 and m > 0. • 

Remark 7. The domain defined by inequalities (4.64)-(4.68) in Theorem 10 is 
visualized in (m, a)-plane by Figure 4.5. This domain splits into two open sub-
domains, one of them being blue color and other green. 
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a 
a + m + l = 0 4 

^ — 

m = 1 
l 

i \ o 

a = -2 

3 m 

a 2 + am — a — 4m = 0 

Fig. 4.5: Summary of admissible values (Theorem 10) 

4.4 The case of ms > 0 and s + 1 < 0 

Theorem 11. Let a ^ O and 

s < - 1 , m > 0, - 2 . 

v4sstime t/iat t/iere exists a constant 7 , satisfying 0 < 7 < 1 and positive numbers 
Si, % = 1,2,3,4, such that 

e i < - e 1
1 + * + 1 , (4.87) 

s + 1 

es < S21 + S1~1 , (4.88) 

e 1 < S 3 1 + S + 2 , (4.89) 
ms 

e 2 < £ 4
7 + g + 2 • (4.90) 

ms 
Then, for a sufficiently large fixed k0 > 0, there exists a solution u: N(k0) —> M of 
equation (1.3) such that, for every k G N(fco), asymptotic representation (4.1) holds 
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or, more precisely, such a solution satisfies 

f,s+l < 
£2 

k-

£ 3 

kr1 < Au(k) - A ( £ ) - A 
ks+l ks+l < 

£4 

k-

) < [ A V J O - A a ( £ ) - A s 

ks+l 

Theorem 12. Let numbers a and m satisfy 

a ^ {0, -2m} 

a + m + 1 

and 

m — 1 
a + 2 

m 
m — 1 

2a + 5m — 1 
m — 1 

<0, 

>0, 

>o, 

fcs+1 7 s + 2 

a 2 + 8m 2 + 8ma — a + ma2 + m2a > 0 

a + m + 1 
7 + — > 0 

m — 1 
where 7 zs a /txed number such that 7 G (7*, 1) and 

(4.91) 

(4.92) 

(4.93) 

(4.94) 

(4.95) 

1/ 2a + 3m + 1 I t a+ 2 a + m+1 
7* = - I ; + J l - 4 m -

m — 1 m — 1 m — 1 

TTien, t/ie conclusion of Theorem 11 holds. 

4.4.1 Proof of the Theorem 1 1 

Let us again verify inequalities (4.8)-(4.11). Using formula (4.7) and assumptions 
of this section, which could be transformed into the following inequalities 

F i ( * , y o , y i ) | ( f c , y 0 , y l ) e n i < m a x . F x C M x M . y O 

- ( - ^ " ( ^ x s + p ) 
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< M H l ) - M * ) = ̂ ( l + o Q ) 1 (4.96) 

Fi(A;,yo,Yi)| ( f e !y 0,y l ) e^ > ( f c y m i n F^ciC*),*] 
S + 1 , Q ( 1 \ \ / £2 ^3 

A; v p y y V kn k^ 

> C ! ( * + l ) - c i ( * ) = - ^ ( l + 0(i)), (4.97) 

^ ( ^ y o , ^ ) ! ^ ^ ) ^ ! < ( f e y ™ f e n 2 F2(/c,y0,62(/c)) 

<62(fc + l ) - = ^ ( l + O ( ! ' ) ) (4.98) 

and 

F 2 ( f c ,y 0 ,y i )| ( f c ,y 0 ,y l ) G ^ > ( f c y m i n g ^ F 2 ( f c , y 0 , C 2 ) 

A; \k2JJ\s + 2k^ kP \k 

> c2(k + 1) - <*(*) = ( l + O (£)) • (4.99) 

Since inequalities 4.96 and (4.97) duplicate inequalities (4.69) and (4.70), we get 
the following conditions 

i) / 3 > 7 

or 
ii) f3 — 7 and 

7 + s + 1 
eA < -£x ——. 

s + 1 
iii) /? = 7 and 

7 + s + 1 
£3 < - £ 2 — — • 

s + 1 
Since inequalities 4.98 and (4.99) duplicate inequalities (4.31) and (4.34), we get 

the following conditions 
iv) 7 > ft - contradiction to (i) 
or 
v) ft — 7 and 

7 + s + 2 
Si < e 3 . 

ms 
vi) (3 = 7 and 

7 + s + 2 
£ 2 < £4 • 

ms 
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Hence, we get the hypotheses of Theorem (11). 
Note that, in this case, we can make the same remark as in Theorem (9). 

Remark 8. For the solvability of the system of inequalities (4.87)-(4.90), the in­
equality 

7 + s + l > 0 (4.100) 

is necessary as, in the opposite case, inequalities (4.87), (4.88) cannot be satisfied 
due to the positivity of £j, % — 1,2, 3,4 and the property s + 1 < 0. 

4.4.2 Proof of Theorem 12 

To solve the system (4.87)-(4.90) we can write out the chain of inequalities 

7 + s + l 7 + S + I 7 + S + 2 (7 + 5 + l ) 2 ( 7 + s + 2) 
£4 < — £1 " — < —^3 : < £2-

s + 1 s + 1 ms (s + l)2ms 
(7 + s + l ) 2 (7 + g + 2) 2 

(s + l)2(ms 
< £ 4 1 l V w ~r2 • (4-101) 

As e 4 > 0, (4.101) implies 

1 < ( 7 + s + l ) 2 (7 + s + 2) 2 

(s + l ) 2 ( m s ) 2 

and 

[(7 + s + 1)(7 + s + 2) - (s + l)ms)] [(7 + s + 1)(7 + s + 2) + (s + l)ms] > 0. 
(4.102) 

Put 

d ( 7 ) := (7 + s + 1)(7 + s + 2) - (s + l)ms, 

G2{l) •= (7 + s + 1)(7 + s + 2) + (s + l)ms. 

Inequality (4.102) will hold if either 

Gi(7) > 0 and G2(T) > 0 (4.103) 

or 
d ( 7 ) < 0 and G2(T) < 0. 

Let us consider each of the above possibilities separately. 
The case ^1(7) > 0, G 2 ( 7 ) > 0. Consider system of inequalities (4.103). 

Because s + 1 < 0 and ms > 0, inequality (^2(7) > 0 implies £ 1 ( 7 ) > 0. Conse­
quently, it is sufficient to consider the inequality (^2(7) > 0 only. Rewrite the last 
inequality quadratic one with respect to 7, 

G2(T) := 7 2 + 7(2s + 3) + (s + l ) ( s + m s + 2) > 0 
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with discriminant D of a quadratic equation (^2(7) = 0 

D = {2s + 3) 2 - 4(s + l)(s + ms + 2) = 1 - 4ms(s + 1) > 0. 

The two real roots 71, 72, 7 i < 72 of the equation (^2(7) = 0 are 

7i,2 := y— • (4.104) 

System (4.87)-(4.90) will be solvable (i.e. suitable z = 1,2,3,4 will exist) if 
71 > 0 or if 72 < 1. 

The case 71 > 0. In this case, the necessary condition (4.100) does not hold 
because, for 7 < 71, we have 

- ( 2 s + 3) - J l -Ams(s + 1) 
7 + s + l < 7 l + s + l = — y— + s + 1 

2 

The case 72 < 1. This inequality is equivalent with inequality 

-1 - J l - Amsis + 1) 
V < 0. 

'1 - 4 m s ( s + 1) < 2s+ 5. (4.105) 

The necessary condition for its solvability is the inequality 

2s+ 5 > 0. 

If it is fulfilled, then inequality (4.105) is equivalent to 

1 - 4ms(s + 1) < (2s + 5) 2 

and, replacing s by formula (2.1), we get the following condition 

a2 + 8m2 + 8ma - a + ma2 + m2a > 0. (4.106) 

Considering all the assumptions, we state that Lemma 1 is applicable if inequal­
ities s + 1 < 0, ms > 0, (4.105), (4.106) and (4.100) hold, that is, if 

a + m + 1 , 
s + l = ^ ^ < 0 , 4.107 

m — 1 

a + 2 . 
ms = m > 0, (4.108) 

m — 1 
2a + 5m — 1 . 

2s + 5 = >0, 4.109 
m — 1 

a2 + 8m2 + 8ma - a + ma2 + m2a > 0 (4.110) 
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and 
a + m + 1 . 

7 + s + l = 7 + — >0, (4.111) 
m — 1 

where 7 is a fixed number such that 7 G (72,1) and 

7 2 = X- (-{2s + 3) + y/l - Ams{s + 1)) = 
1/ 2a + 3m + 1 I , a + 2 a + m + l 

h 4/1 — 4m 
2 \ m — 1 V m — l m — 1 

4.4.3 Some remarks to this section 

Remark 9. The system of inequalities (4.107)—(4.Ill) is solvable and so is the 
system of inequalities (4.87)-(4.90). We show that system of inequalities (4.107)-
(4.111) is satisfied, e.g., for the choice m = —2, a = 3/2. In such a case, inequal­
ity (4.107) will hold since 

a+2 7 a + m +1 1 
s = r = ~ « ' s + l = r ~ = ~ « < 0 ' 

m — 1 0 m — 1 0 
inequality (4.108) will hold since a + 2 7 

ms = m = - > 0. 
m — 1 3 

inequality (4.109) will hold since 

2a + 5m - 1 8 
2s+ 5 = = TT>0, 

m — 1 3 

inequality (4.110) will hold since 

a + 8m + 8ma — a + ma + m a = — > 0. 
4 

Moreover, 

1/ 2a + 3m + l I A a + 2a + m + l\ 
72 = + \1 ~ 4m — = 0.46597 

2 \ m — 1 V m — 1 m — 1 I 

and inequality (4.111) holds since 

1 
7 + s + l = 7 - — >0, 

where 7 is a fixed number such that 7 G (72,1). Let, e.g., 7 = 5/6. Then, sys­
tem (4.87)-(4.90) has the form 

l + s + 1 
£4 < - £ i — — = 4£i, 

s + 1 
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1 + s + l 
£3 < -£2 — — = 4e2, 

s + 1 
7 + s + 2 _ 5 

£1 < £3 — =£3, 

ms 7 
7 + s + 2 _ 5 

£2 < £4 — ~£A-

ms 7 
The choice, e.g., S\ — e2 — 1, £3 = £4 = 2 solves this system. 
Lemma 3. Let inequalities (4.107) —(4.111) /io/d T/jen, t/ie root ^2 defined by for­
mula (4.104) is positive. 
Proof. Assume that 72 < 0. Then 

'1 - 4 m s ( s + 1) < 2s+ 3. (4.112) 

Inequality (4.112) can hold only if 

2s + 3 > 0 (4.113) 

holds. Moreover, (4.112) implies 

- m s > s + 2. (4.114) 

From (4.113) and (4.114), we can derive a chain of inequalities 

3 1 
-ms > s + 2 > - - + 2 = - > 0 . 

This is in contradiction with the assumption ms > 0. Therefore, 72 > 0. 
• 

Remark 10. The domain defined by inequalities (4.91)-(4.95) in Theorem 12 is 
visualized in (m, a)-plane by Figure 4.6. This domain splits into two open sub-
domains, one of them shown in red while the other in blue. 
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a2 + 8m2 + 8ma — a + ma2 + m2a = 0 
v 

a + m + 1 = 0 

- l ^ 

- l 

m = 0 

1 m 

Fig. 4.6: Summary of admissible values (Theorem 12) 

4.5 All the above cases unified and compared with 
the case of constant upper an lower functions 

In this section, we will compare the above results. The results of Theorems 5 - 1 2 
can all represented by the below Figures 4.7 and 4.8. 

Now, in addition, we need to compare these results with those of the Theorem 4 
of Chapter 3. As the proof of this theorem is structured similarly, it should be 
mentioned that the crucial role in applying Theorem 2 is played by a proper choice 
of upper and lower functions bi{k) and Cj(fc), where i = 1,2. Both sets of the 
upper and lower functions chosen ((3.6) and (3.7)) and (4.2) lead to the identical 
asymptotic relation 

- l 

< u(k) 
ks+l ks+l < 

£2 

Au(k) - A ( £ ) - A 
, s + l < k-

A2«(fc) - A s - A s 

-s+l 
A 2 

A ; S + 1 / s + 2 
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m = 0 

Fig. 4.7: Summary of admissible values (Theorems 5-12) 

or more precisely 

< u±(k) - a±k s - b±k s 1 

Au±{k) -a±Ak-s -biAk-8-1 < 

max{ei, S2}\b 

A 
ks+l 

max {£i , £ 2 } 

A2u±(k) - a±A2k~s - b±A2h . 2 ; - s - l 

< .2 ° ± 
ks+l 

TflS 
m a x { £ l ' £ 2 } F b T ^ + 

o 

However, the change of the form of upper and lower functions from constants 
to power functions extends the set of appropriate conditions reopening the question 
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a2 + 8m2 + 8ma — a + ma2 + m2a = 0 
a 

a2 + am — a — 4m = 0 

m = 0 

Fig. 4.8: Summary of admissible values - zoom (Theorems 5-12) 

of the asymptotic behaviour of the Emden-Fowler equation solutions in the case of 
s + 1 < 0. 

To illustrate that the set of appropriate conditions has expanded even in the case 
of s + 1 > 0, all sets are put in a single Figure 4.9. Here the yellow domain is the 
summary of the results of this chapter (non-constant case) while the green domain 
summarises the results of Chapter 3 (constant case). 

Let us show that the union of all green domains is a subset of the union of all 
yellow domains. It is sufficient to prove that there exists no solution of the system 
of equations: 

ma + a + 4m = 0. 
a2 + 8m 2 + 8ma — a + ma2 + m2a = 0. 
m ^ { 0 , l } , 
a ± - 2 . 

(4.115) 
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a 

m = 0 

Fig. 4.9: Summary of admissible values (Theorems 5-12) and Chapter 3) 

From the first equation of the system (4.115) we get: 

4m 
a = -. 

m + 1 

Hence, substitution provides the following 

16m2 o 4m 4m 16m 2
 2 4m 

-. —- + 8m - 8m H + m 7 —- - m = 0 
(m + l)z m + 1 m + 1 (m + l)z m + 1 

and, finally, we get 
m(m — l ) 2 ( m + 1) = 0. 

So, there are no solutions of the system (4.115) and, hence, the border curves 
do not intersect. It is easy to see that points (10, —5) and (—10, —5) belong to the 
yellow domain, but not to the blue one. 
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For the point (10, —5): 

contradicts to (3.42) and 

Am 15 
a + - = - — < 0 

1 +771 11 

a2 + 8m 2 + 8ma — a + ma2 + m2a = 180 > 0 

satisfies condition (4.50). 
For the point (—10, —5): 

Am 5 
a + = - - < 0 

1+777 9 

contradicts to (3.42) and 

a2 + 8m 2 + 8mo; — a + ma2 + m2a = 480 > 0 

satisfies condition (4.50). 
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4.6 Examples 

Example 8. In the following example, values (m, a) belong to the domain shown 
in Figure 4.2 (blue domain). Consider equation (1.3) where a — 1, m — —4, that 
is, the equation 

A2u(k) ± ku~4(k) = 0. 

In this example, a and m satisfy (4.23). If we put 

1 1 3 
£i = £2 = ~, e3 = e4 = l, 7 = ^ , 

then, by formula (2.1), 

by formula (2.2), 

a + 2 _ 3 
m — 1 5' 

a = [TS(S + 1)] l / ( m - l ) 
± 1 

and, finally, by formula (2.3), 

(4.116) 

_ as(s + 2) _ 21 J25 
s + 2 — ms 25 V 6 

Theorem 6 is applicable and equation (4.116) has a solution u = u(k), k G N(fco) 

satisfying inequalitites (4.20)-(4.22), that is, 

2fc3/4 
< 21 V 25 < 2fc3/4 

£3/4 < Au(Jfe) - A ( ± { / y f c 3 / 5 

' _ i _ 21 5/25 N  

± 2 5 V ¥ 
£2/5 

1 21 5/25 ~ 
± 2 5 V y 

< 
fc3/4' 

2 P 7 I + 0 G ) < 

.21 5/25 

' + 2 1 5/25 ~ 
. 2 I 25 V 6 

fc2/5 < 2 ^
 + 0G! 
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These formulas can be simplified to 

u(k) -±M. ± J - + o (— 

Au(Jfe) = ± A 
25 V 6 /c2/5 £43/20 

Example 9. In the following example, values (m, a) belong to the domain shown 
in Figure 4.2 (red domain). Consider equation (1.3), where a = —3, m—\, that is, 
the equation 

A2u{k)±k-3u1/2{k) =0. 

In this example, ct and m satisfy (4.24). If we put 

£i = £ 2 = 3, £ 3 = £ 4 = 1, 7 = 

(4.117) 

then, by formula (2.1), 

by formula (2.2), 

and, finally, by formula (2.3) 

m — 1 

a = [ T s ( s + l)] 1/(m- 1) 

as(s + 2) 

1 
36 

s + 2 - ms 27 

Theorem 6 is applicable and equation (4.117) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (4.20)-(4.22), that is, 

£1/2 < u(k) 
36k2 27k3 

2 l " 1 3 
< 27Ä;3 £1/2 

£1/2 < Au{k) - A 
36k' <2 

27k3 A {27k3) < £1/2' 

w+0{{]< A2u{k) - A 2 

36k' 
A 2 (J-)] 

\27k3). 

\27k3) £1/2 k, 
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These formulas can be simplified to 

u(k) 
1 2 / 1 

+ 7^+0 36A; 2 27A; 3 £7/2 

A «*> = * ( d p ) W 4 ) + ° G ^ 

A 2 ' " W - A 2 ( i ) + A 2 ( 2 ^ ) + ° ( ^ /2 

Example 10. In the following example, values (m, a) belong to the domain shown 
in Figure 4.2 (red domain). Consider equation (1.3), where a — 1, m — 6, that is, 
the equation 

A2u(k)±ku6(k) = 0. 

In this example, a and m satisfy (4.25). If we put 

e1 = e2 = 1, £ 3 = ^4 = 1.21, 7 = 0 .4 , 

then, by formula (2.1), 

(4.118) 

a + 2 
.s = = 0.6, 

by formula (2.2), 

a = [TS(S + 1)] 

and, finally, by formula (2.3), 

as(s + 2) 

m — 1 

l / ( m - l ) 
=F ̂ L 5 6 

39 
=F ^ T 5 6 . 

s + 2 — ms 155 

Theorem 6 is applicable and equation (4.118) has a solution u = u(k), k G N(fco) 
satisfying inequalitites (4 .20) - (4 .22) , that is, 

1 
< 

1 QO 
u(k) ± ^ 5 6 7 ^ ± ^ T 5 6 : £0.6 155A; 1- 6 

^ T 5 6 
39 

155A; 1- 6 

- 1 1 
< k0A ' 

1.21 
< A « ( * ) ± A ( ^ 5 6 ^ ) ± A ( ^ T ^ T i 

A ( =F\AL56 
39 

155/c 1.6 
- 1 1.21 

< fc0.4' 

^ + o (I) < [ A 2
M W ± A 2 (^SjL) ± A 2 (vn*^) 

A 2 ( + ^ L 5 6 
39 

155A;1-6 

-1 - 1 
< 
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These formulas can be simplified to 

«(*) = = F - y L 5 6 ^ T ^ 5 6 ^ + O (i) , 

A'"« = ^ (-^4,) T A (^j j^) + O (I) , 

A M * ) = ^ A 2 ( ^ ) =F A 2 (<mJL.) + O (1) . 
Example 11. In the following example, values (m, a) belong to the domain shown 
in Figure 4.2 (red domain). Consider equation (1.3), where a = 2, m = —16, that 
is, the equation 

A2u{k)±k2u-16{k) =0. (4.119) 

In this example, ct and m satisfy (4.26). If we put 

13 

e1=e2 = 1, e3 = eA = 1.8, 1 = YJ-, 

then, by formula (2.1), 

_ a + 2 _ 4 
m — 1 17' 

by formula (2.2), 
/ , -, Nii/(m-i) , 17/289 a=[+s(s + l ) ] A > = ±^j — 

and, finally, by formula (2.3), 

as(s + 2) _ 60 17/289 
~ s + 2 - m s ~ T289 V "57"' 

Theorem 6 is applicable and equation (4.119) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (4.20)-(4.22), that is, 

fcl3/17 < 
60 

52 52 289A;13/17 
=F 

'289 60 
52 289A;13/17 

< fcl3/17 

fcl3/17 < Au(k) =F A 
17/289 4 / 1 7 

"52"'^ 
± A 

< fcl3/17' 
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km+°(l]< 

A 2 T 
/289 60 

52 289A;1 3/1 7 6 
< £13/17 

These formulas can be simplified to 

u(k) - ± V ^ ? • j f c V " T V 2 8 9 6 0 + o (J-
U [ k ) ~ ± V 52 ^ T V 52 289^/17 + U (^ae/ir,/ > 

Au(Jfe) = ± A y/ggg fc4/ir t A fir/289 60 
V 52 k T A V 52 289^3/17 + 0 

£43/17 

A2u(k) = ±AZ 

52 52 289A;13/17 keo/ 17 

Example 12. In the following example, values (m, a) belong to the domain shown 
in Figure 4.4 (red domain). Consider equation (1.3), where a = —4, m = —3, that 
is, the equation 

A2u(k)±k-4u-s(k) =0. 

In this example, a and m satisfy (4.47) and (4.50): 

a 2 ( l + m) + aim2 + 8m - 1) + 8m 2 = 152 > 0. 

If we put 

then, by formula (2.1), 

by formula (2.2), 

e1 = e2 = 1, e 3 = e 4 = 1, 7 

a + 2 1 
s = = - - = 0.2. 

1 
5 

m — 1 5 

a = [TS(S + 1)] 

and, finally, by formula (2.3), 

as(s + 2) 

l / ( m - l ) = 5/ 

± -
3 J25 

(4.120) 

s + 2 — ms 10 V 6 

Theorem 8 is applicable and equation (4.120) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (4.44)-(4.46), that is, 

k°- < u{k) ± 
/25 1 

=F 6 10/c1-2 
± 1 

6 lOfc1-2 
< k0--
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f,0.2 < Au(k) ± A 
'25 1 

+ A 
6 10k1-2 

A ± 5/25 3 
6 10k1-2 

< 

¥T2+0(i]< A 2 « ( f c ) ± A 2 I ^ T L ) + A 2 ' 5 / 2 5 3 

6 /c 0 - 2 / 1 \ V 6 lOfc1-2 

25 3 A^ ± 1 
6 10/c1-2 

1 ^ A 

These formulas can be simplified to 

u(k) = +1 
6 /c 0 - 2 

± 
'25 3 

6 10A;1-2 U 1 - 4 

6 A;0-2 6 10k1-2 k2A) ' 

Example 13. In the following example, values (m, a) belong to the domain shown 
in Figure 4.4 (red domain). Consider equation (1.3), where a = —7/4, m = 1/2, 
that is, the equation 

A2u{k) ± k-7/iu1/2{k) = 0. 

In this example, a and m satisfy (4.48) and (4.50): 

a 2 ( l + m) + aim2 + 8m - 1) + 8m 2 

(4.121) 

29 
32 

> 0. 

If we put 

then, by formula (2.1), 

by formula (2.2), 

and, finally, by formula (2.3) 

e1 = e2 = 1, £ 3 = £ 4 = 1, 7 

s = = - - = -0.5, 
m — 1 2 

a = [Ts(s + l)}1/(m-1) 16 

as(s + 2) 48 
s + 2 — ms 7 
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Theorem 8 is applicable and equation (4.121) has a solution u = u(k), k G N(fco) 

satisfying inequalitites (4.44)-(4.46), that is, 

k0.5 < u(k) - 16Vk + 
48 1 

T7k 
48 1 1 -1 

< 
k0.5 

1 
< Au(Jfe) - A (lQVk) + A ( y ^ ) A 

48 1 1 -1 

< 
1 

A 2u(fc) - A 2 (l6\/jfe) + A 2 ̂  
48_^\ 

48 1 N 
n - l 

< p E + ° ( i 

These formulas can be simplified to 

u ( k ) = W k - ^ 4 = + ° ( 7 

A « W = A(16VI)-A(f-L)+ 0(1) 

A > « W = A>Vfc)-A*(f-L)+o(i 

Example 14. In the following example, values (m, a) belong to the domain shown 
in Figure 4.4 (red domain). Consider equation (1.3), where a = —3, m — 4, that is, 
the equation 

A2u(k) ± k-3u4(k) = 0. 

In this example, a and m satisfy (4.49) and (4.50): 

a2(l + m) + aim2 + 8m - 1) + 8m 2 = 32 > 0. 

(4.122) 

If we put 

then, by formula (2.1), 

by formula (2.2), 

e1 = e2 = 1, e 3 = e 4 = 1, 7 

a + 2 
m — 1 

a = [TS(S + 1)] l/(m—1) _j_ 3/ 
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and, finally, by formula (2.3), 

as(s + 2) 
=F: 

5 J 2 
s + 2-ms 27 V 9 

Theorem 8 is applicable and equation (4.122) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (4.44)-(4.46), that is, 

jfcl/3 < =F 
5 3 2 1 

27 V 9 fc2/3 < jfcl/3 

fcl/3 < A t t W ^ A l , 3 / ? - ^ 3 ] ± A ^ 5 3 / 2 1 

27 V 9 /c2/3 

A I T-5 >12 1 

27 V 9 fc2/3 < jfel/3' 

A V * ) T A M « f | . ^ ± A 2 1 ^ 

A 2 I T - 5 3 ' 2 1 

27 V 9 /c2/3 

1 ^ A 

These formulas can be simplified to 

9 27 V 9 k2/3 

A ^ ) = ± A | ^ . , V 3 U A ( A J _ ) + 0 ^ 

A2u(k) = ± A 2 ( i - • kx'A =F A 2 I - i 3 / - - ^ I + 0 . , 
1 w 9 I 27 V 9 k2/3 I U 3 

Example 15. In the following example, values (m, a) belong to the domain shown 
in Figure 4.5 (red domain). Consider equation (1.3), where a = —27/20, m = 1/2, 
that is, the equation 

A 2 ^ ) ± k-27/20u1/2(k) = 0. (4.123) 

In this example, a and m satisfy all the conditions of Theorem 10: condi­
tion (4.64) is 

a + m + 1 3 
= < 0 

m - 1 10 
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condition (4.65) is 

condition (4.66) is 

and condition (4.67) is 

a + 2 13 n m = < (J 
m - 1 20 

2a + 5m - 1 12 
m — 1 5 

> 0 

199 

If we put 

(m — l ) (a + am — a — 4m) = — T T - T < 0 

800 

e 1 = e 2 = l , e 3 = e 4 = l , 7 = — = 0 . 8 . 

then, the condition (4.68) is applicable: 

a + m + 1 5 
7 

and ,by formula (2.1), 

by formula (2.2), 

m - 1 10 

a + 2 13 

> 0 

m - 1 10' 

a = [ T s ( s + l)] 1/(m- 1) 

and, finally, by formula (2.3), 

as(s + 2) 

1521 
10000 

0.1521 

30758 
s + 2-ms 300000 

-0.1025267. 

Theorem 8 is applicable and equation (4.123) has a solution u = u(k), k G N(k0) 
satisfying inequalitites (4.44)-(4.46), that is, 

ko.i < u { k ) _ J ^ L . jfclS/10 + . fcS/10 

10000 300000 
30758 
300000 

10 -1 J_ 
< fc0.* 

< 
/ 1521 

Au(k) - A — — • k13/1° + A 
v ; Vloooo / 

( 30758 
V300000 

fc3/10 

30758 
300000 

• fc3/10 

- 1 1 
< fc0.8' 

1 
Vloooo 

• jfe3/ 10 

30758 
300000 

10 

300000 
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These formulas can be simplified to 

A2u(k) = A2 { 1 5 2 1 • fc13/10^ - A2 { 3 0 7 5 8 fc3/i(A + 0 ( _ ] _ ) 
v ' V10000 / V300000 / \kb/2) ' 

Example 16. In the following example, values (m, a) belong to the domain shown 
in Figure 4.5 (red domain). Consider equation (1.3), where a = —3.1, m — 2, that 
is, the equation 

A2u{k) ± k-31u2(k) = 0. (4.124) 

In this example, a and m satisfy all the conditions of Theorem 10: condi­
tion (4.64) is 

condition (4.65) is 

condition (4.66) is 

a + m + 1 = - 0 . 1 < 0 
m — 1 

a + 2 
m = -2.2 < 0 

m — 1 

2a + 5m — 1 
= 2.8 > 0 

m — 1 
and condition (4.67) is 

(m - l)(a2 + am - a - Am) = -1.49 < 0. 

If we put 
1 

e 1 = e 2 = l , e 3 = e 4 = 2, 7 = - = 0.5 , 
then, the condition (4.68) is applicable: 

a + m + 1 
7 H = 0.4 > 0 

m — 1 

and by formula (2.1), 
« + 2 

s = 7 = -1-1, 
m — 1 

by formula (2.2), 
a = [ZFS ( s + 1)]V(—i) = T i i = t 0 . 1 1 100 

and, finally, by formula (2.3), 

a s ( s + 2) = ± j 0 ^ , ± 0 0 3 5 1 

s + 2 - m s 31000 
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Theorem 8 is applicable and equation (4.124) has a solution u = u(k), k G N(fco) 
satisfying inequalitites (4.44)-(4.46), that is, 

£1/2 < u { k ) ± i L . £11/10 T i ^ i . £1/10 

. ; 100 31000 
1089 

"31000 
£1/10 - 1 1 

< £1/2 

£1/2 < 
1089 

Au(k) ± A (— • kll/l0\ T A , 
v y V100 / V31000 

£1/10 

1089 
:31000 

fc1/10 

- 1 2 
< £1/2 ' 

w+0{{]< 
A 2 ^ ) ± A 2 ( i L fcn/10)+A2 r 1089 

V31000 
fc1/10 

1089 
:31000 

• kl'w 

< W 2 + 0 \ k 

These formulas can be simplified to 

A V * ) = ^ ' • * » ' » ) ± A ' ( ^ * . / » ) + 0 ( ^ 

Example 17. In the following example, values (m, a) belong to the domain shown 
in Figure 4.5 (red domain). Consider equation (1.3), where a = 3/2,m=—2, that 
is, the equation 

A2u(k)±ks/2u-2(k) =0. (4.125) 

In this example, a and m satisfy all the conditions of Theorem 10: condi­
tion (4.91) is 

condition (4.92) is 

condition (4.93) is 

and condition (4.67) is 

a + m + 1 1 
m — 1 6 

a + 2 7 

< 0 

m = -
m — 1 3 

2a + 5m — 1 
m — 1 

> 0 

24 > 0 

41 
a* + 8m* + 8ma — a + ma* + m" = — > 0. 

4 
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If we put 

£1 = e2 = 1, £3 = £4 = 2, 7 

then, the condition (4.68) is applicable: 
a+m+1 2 

7 + 

and, by formula (2.1), 

by formula (2.2), 

m — 1 3 

a + 2 _ 7 
m — 1 6' 

> 0 

and, finally, by formula (2.3), 

as(s + 2) 3 36 35 . 
T\ = =Fl.ll 

s + 2-ms V 7 54 Theorem 8 is applicable and equation (4.125) has a solution u = u(k), k G N(fco) 
satisfying inequalitites (4.44)-(4.46), that is, 

fc5/6 < u(k)±0.k^T^fA-k^ ,3/36 35 1 / 6  

± W 7 54 * < 
k5/6 

£5/6 < 

A U , 3 / — - * 1 ' 6 < jfe5/6' 

A2u(k) ± A 2 3, 3 6
 T A 2 { / y (—JfeVe 

A , [ ± 3 / 3 t 3 35 > j f c l / f l 

-1 

< W + 0{k 

These formulas can be simplified to 

Au(Jfe) = + A I {/y • k7/61 ± A 

A 2
M(fc) = + A 2 ( ( / y - A ;

7 / 6 | ± A 2 

92 



5 A discrete analogy of the blow-up so­
lut ion 

To illustrate an analogous blow-up phenomenon for a discrete second-order equation, 
we will use an autonomous second-order Emden-Fowler type differential equation 

y"(x) = ys(x), (5.1) 

where s 7̂  1 is a real number. 
Let us show that (5.1) can have blow-up solutions. 
First, equation (5.1) is solvable and its general solution can be written in the 

form 
y(x) dz . . 

x — XQ (5.2) 'yo ^2 / zsdz + C 

where C is an arbitrary (but admissible) constant and (xo,yo) is an arbitrary ad­
missible point. If, for example, s = 3 and C — 0, then it is easy to derive from (5.2) 
a class of solutions 

«(*) = (8-3) 

where K is an arbitrary constant and one can see the blow-up phenomenon explicitly 
if x ->• ±K. 

In directly transferring the above phenomena to discrete equations, there are 
some circumstances to be taken in consideration because the independent variable 
in discrete equations is discrete running over a set of integers. 

Therefore, we prove the existence of this phenomenon implicitly as follows. First, 
we transform equation (5.1) by a transformation 

x = u(y) (5.4) 

where u is a new unknown function. This transformation will be such that x has 
a finite limit as y tends to infinity. For example, writing solution (5.3) in the 
form (5.4), we derive 

x = u(y) = ±- K. (5.5) 
y 

If y —> 00, then, by (5.5), x —> —K. Next, we will compile a differential equation for 
u in (5.4) and the form of this equation will serve as a motivation for constructing 
a related discrete equation. 

Differentiating the transformation (5.4) with respect to x, we derive 

l = u'-y'x. (5.6) 
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Differentiating (5.6) with respect to x again, we have 

0 = u" • {y'xf + u' • y"xx. (5.7) 

Assuming v! ^ 0, from (5.7), we get 

/ = - ^ ( , 8 ) 

and, using (5.1), (5.6), (5.8) 

v s _ v „ _ u".{y'f _ u" 
y y v! {u'f 

and, finally, for u we derive 

u" = -ys {u'f . (5.9) 

Then, a discrete analogy to differential equation (5.9) is the following 

A2v(k) =-ks (Av(k)f . (5.10) 

A problem equivalent to blow-up phenomena for differential equation (5.1) is one 
of proving the existence of a nontrivial solution to equation (5.9) such that the limit 
l i m ^ o o u(y) exists and is finite. Therefore, we consider the problem to prove the 
existence of a nontrivial solution to equation (5.10) such that the limit l i m ^ o o v(k) 
exists and is finite. More exactly, under condition s > 1, we prove the existence of 
a solution to equation (5.10) such that 

lim u(Jfe) = 0. (5.11) 

5.1 A n approximate solution of second-order dis­
crete Emden-Fowler equation (5.10) 

We will search for an approximate solution of discrete equation (5.10) with asymp­
totic behaviour 

v(k) ~ V(k) :=c-k~a 

as k —>• oo where c and a are constants still unknown. We assume c 7̂  0, a 7̂  0 trying 
to find these constants. To do this, we must replace Av(k) and A2v(k) with AV(k) 
and A2V{k) in (5.10). Let us perform, for k —> 00, auxiliary asymptotic computation 
of AV(k) and A2V{k). With the necessary order of accuracy for AV(k), we obtain 

AV{k) = c{k + l)~a - ck~a = ck~a ( l + ^) 0 ~ ck-
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ca ca(a + l) ca(a + l)(a + 2) ^ / 1 
H , ,o r^T5 + O ' 

2A,a+2 6 k a + 3 yka+4 

and, for A2\^(/c), we have 

A2V(k) = c(k + 2)-a-2c(k + l)-a + ck-a = ̂ (^l + ̂ j a - 2 ( l + ̂ j ° + l 

c (( 2a 2a(a + l) 4a(a + l ) (a + 2) / l 

ca(Q! + l) ca(a: + l ) (a + 2) ^ / 1 
ka+2 3f,a+3 

Then, replacing in (5.10) Av(k) and A2v(/c) with AV(fc) and A2\^(/c), we derive 

ca(a + 1) + Q (_}_\= _kS ( ca | ca(a + 1) ^ Q ( 1 

and 

ca(a + 1) ^ / 1 
£ « + 2 ^ « + 3 

C Of 3c 3 a 3 (a + 1) 3c 3 a 3 (a + l ) 2 

ks -TT-^ + — ' , y , , ; „ , ' ' + O 
k3a+3 2k3a+i 4&;3a+5 \k3a+5 

The last expression implies 

ca(a + l) c3a3 ^ / 1 \ ^ / 1 \ . 
+ 0 T^TTZI + 0 h — , . (5.12) ^.«+2 £ .3«+3-s V ^ 3 Q + 4 - S / V ka+3 

Relation (5.12) is satisfied for 

a + 2 = 3a + 3 — s, 
ca[a + 1) = c3a3. 

The values 

(5.13) 

a = — — , c = ± = ± — 5.14 
2 ct s — 1 

solve the system (5.13). Since V(fc) can assume two values, we denote 

V { k ) = V±{k)=±V^±lk(l-s)/2. 
S — 1 
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5.2 System equivalent to discrete Emden-Fowler 
equation (5.10) 

Define the following change of variables: 

v(k) = ck-a(l + Y1(k)), 

Av(k) = (A(ck-a))(l + Y2(k)), 

A2v(k) = (A2 (ck-a))(l + Y3(k)) 

(5.15) 

(5.16) 

(5.17) 

where Y^k), % = 1,2,3 are new dependent functions Yi: N(k0) —> M, c and a are de­
fined by (5.14). In (5.10) replace Av(k), A2v{k) with (5.16), (5.17). First, compute 

Ak~a = (k+ 1) 

a(a + l)(a+2) 

kr kr 1 v -a 
1 + k] - l 

kr 
a a(a + 1) 

~k+ 2k2 

6k3 

ct a(Q!+l) a(a + l ) (a + 2) ^ / 1 
ka+1 2ka+2 

and 

A2k~a = (k + 2)~a - 2(k + l)~a + k~a = k~a 

= k~ 

2 
1 + ~k 

Qka+3 

- 2 l l + I + 1 

2a 2a(a + l) 4a(a + l ) (a + 2) 2a(a + l ) (a + 2)(a + 3) 

/ a a (a+ l ) a(a + l ) (a + 2) a(a + l ) (a + 2)(a + 3)\ / l 
V I + 2k2 6k3 + 24fc4 ) + + \Jfe5 

a(a + l) a(a + l ) (a + 2) 7a(a + l ) (a + 2)(a + 3) ^ / 1 
fc«+2 fc«+3 12fc«+4 

Let us take the first difference of equation (5.15): 

f,a+5 
. (5.18) 

Av(k) = A ( c f c - a ( l + Fi(A;)) (A(fc" a ))(l + Yi(k)) + (k + l ) - a A ( l + Fi(fc)) 

- c (A(k-a))(l + Y^k)) + (k + l^AY^k) 

Substituting it to equation (5.16), we get 

c(A(A;- a ))(l + Y2{k)) = c[(Ak-a)(l + Y^k)) + (k + l)~aAYx(k)]. 

Simplifying this expression, we have 

AYi(k) = (Ak-a)(Y2(k) -Y1(k))(k + l)a = 
a a(cn + l) a(a + l ) (a + 2) 

f,a+l 2k°+2 Qka+3 

a a(a + 1) a (a + l ) (a + 2) 
T + 2fc2 6k3 
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„ / l \ \ f, a a(a — l) a(a — l)(a — 2) 

( * v ) ' ( t + a * + — + ° y j - * < * » 

/ a a(a + l) a(a + l)(a + 2) a 2 a 2(a: + l) a 2(a: — 1) / 1 
=

 v~ I + 2Ä;2 6 P F + 2 F 2 F + [k* 

•(*(*) - y, (*)) = (-f + ^ ± | ^ + - a ( ° 2 + 3 ; 3
+ 2 ) + 6 " 2

 + o (1 

= - y,W) = (-2 - - a ( a ~ ^ r 2 ) + o © ) (*(*) - W 

and, finally, 

et a(a — 1) a(a — l ) (a — 2) / 1 
jfe + 2fc2 + 3 P + I F 

Let us take the first difference of equation (5.16): 

(Y1(k)-Y2(k)}. (5.19) 

A2v{k) = A((A(cA;- a ) ) ( l + Y2(k))) = (A 2 (cfc- Ö ))(l + Y2{k)) 

+ (A(c(k + l)-a))A(l + Y2(k)) =c(A2(k-a))(l + Y2(k)) + c(A((k + l)-a))AY2(k). 
(5.20) 

Compute 

A(k + l)~a = (k + 2)~a - (k + I ) " 0 = ( l + £ ) 0 ~ k~a (l + 

= fc-

-Jfe-

2a 4a(a+l) 8a(a + l ) (a + 2) 16a(a + l)(a+2)(a+3) / l 
_ ~ T + 2k2 6k3 + 24^ + v^F 

a a(a + l) a(a + l ) (a + 2) a(a + l ) (a + 2) (a + 3) / l 
~ jfe + 2fc2 6k3 + 24^ + V^5 

a 3a(a + l ) 7a(a + l ) (a + 2) 15a(a + l ) (a + 2)(a + 3) / 1 
~ ~k^+ 2ka+2 6ka+3 + 24ka+A + \k^+\ 

(5.21) 

From (5.17) and (5.20), we derive 

(A 2 (cfc- Ö ))(l + Y3(k)) = c (A 2 ( fc- ö ) ) ( l + Y2(k)) + c(A(k + l)-a)AY2(k) 

and 
AY2(k) = (A2k-a)(A(k + l)-a)-\Y3(k) - Y2(k)). (5.22) 

In the following two parts, this equation will be simplified. First, we will compute 
the coefficient 

(A2k-a)(A(k +1)"*)"1. (5.23) 

Next, Y3{k) will be expressed using equation (5.10) and transformation formu­
las (5.16) and (5.17). 
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5.2.1 Equation (5.22) - simplification of the coefficient (5.23) 

Now, compute the coefficient (5.23) appearing in (5.22). Using (5.21), we have 

(A(k + iy 
n 3a(a + 1) 7a(a + l ) (a + 2) 

2A;«+2 

15a(a + l ) (a + 2)(a + 3) + Q ( 1 

„a+l 

a 

a 

1 + { 
1 -

3(a+l) 7(a+l)(a+2) 15(a+l)(a+2)(a+3) 
+ 2k ' 6k2 2Ak3 

3(a+l) 7(a+l)(a+2) 15(a+l)(a+2)(a+3) 

+ 0 
A;4 

n - i 

2A; + 6k2 2Ak3 
+ 0 

3 ( a + l ) 7(a+l)(a+2) / l 
2A; 6A;2 

3(a+l) ^ /1 \\ _ 

1 | 3(a + l) 7(a + l ) (a + 2) | 5(a + l ) (a + 2)(a + 3) 9(a + l ) 2 

2A; 6k2 8k3 

7(a + l ) 2 ( a + 2) 27(a + l ) 3 

2A;3 + Ik3 
+ 0 

4k2 

1 
J? 

'„a+l 
1 3(a + 1) (a + l ) ( -14a - 28 + 27a + 27) 

2A; 12fc2 

(a + l)(5(a 2 + 5a + 6) - 28(a 2 + 3a + 2) + 27(a 2 + 2a + 1) / 1 
+ 8k3 + \¥ 

ka+1 

a 
ka+1 

a 

1 3(a + l) (a + l ) ( 1 3 a - l ) (a + l ) (4a 2 - 5a + 1) 
+ 

1 + 2A; 

2A; ' 12k2 8k3 

3(a + l) (a + l ) ( 1 3 a - l ) (a + l ) (a - l)(4a - 1) 
12fc2 

+ 0 
A;4 

8A;3 
+ 0 

A;4 

(5.24) 

Now, we use (5.18) and (5.24) to calculate the coefficient 

(A 2 A;- a )(A(A;+l) -a\-l a(a + 1) a(a + l ) (a + 2) 7a(a + l ) (a + 2)(a + 3) 
ka+2 f,a+3 12ka+4 

+ 0 k a+l\ 

a 

1 3(a + 1) (a + l)(13a - 1) (a + l ) (a - l)(4a - 1) 
2A; 12k2 Ik3 

+0 
A;4 

a + 1 (a + l ) (a + 2) 7(a + l ) (a + 2)(a + 3) / l 
fc + A?2 12Jfe3 + \ ¥ 
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3(a + l) (a + l ) ( 1 3 a - l ) (a + l ) (a - l)(4a - 1) 

a + 1 (a + l)(a + 2) 7(a + l)(a + 2)(a + 3) 3(a + l) 2 

k k2 

+ 

12k3 2k2 

3(a + l ) 2 (a + 2) (a + l) 2(13a - 1) 
2fc3 12fc3 

+ 0 

a + 1 (a + l)(2a + 4 - 3a - 3) 

+ 

fc ' 2Jfe2 

(a + l ) ( - 7 a 2 - 35a - 42 + 18a 2 + 54a + 36 - 13a 2 - 12a + 1) 
12k3 + 0 , F 

a + 1 (a + l ) ( a - l ) (a + l)(2a 2 - 7a + 5) / l 
~ k 2k2 12k3 + \¥ 

a + 1 (a + l ) ( a - l ) (a + l)(a - l)(2a - 5) , 
fc 2fc2 12*3 + U U 4 J { ] 

5.2.2 Equation (5.22) - computation of Y3(k) 

Substituting the changes of variables (5.16) and (5.17) into equation (5.10) gives 

A2{ck-a){l + Y3(k)) = -ks(A(ck-a))3(l + Y2(k))3 

or, expressing c by the formula in (5.14), 

A2k~a + (A2k~a)Y3(k) = -k 

From the last relation we derive 

, . « + 1 

a + 1 

a-
(Afc-°) 3(1 + 3Y2(£;) + 3Y2

2(k) + Y^A;)). 

[Ak-a)3(l + 3Y2(£;) + 3Y2
2(fc) + Y2

3(k)) - A2k 
2i-a (A k 2,-a\-l 

(5.26) 
Let us perform auxiliary computations of the expressions appearing in (5.26). 

We start with A 2 ( / c ~ a ) _ 1 using formula (5.18). 

(A2k 2, a(a + l) a(a + l)(a + 2) + 7a(a + l)(a + 2)(a + 3) Q ( 1 
ka+2 

ka+2 

a(a + 1) 
ka+2 

ka+3 12ka+4 jfea+5 

1 i ( A + 2 i 7(" + 2)(a + 3) / l 
I fc 12* 2 U 3 

1 -1 

a(a + 1) 
fca+2 

a(a + 1) 

1 + ^±1 _ 7(« + 2)(a + 3) (a + 2) 2 / 1_\ 
fc 12F Jfe2 \k3) 

a + 2 (a + 2 ) ( - 7 a - 2 1 + 12a + 24) 
1 + + 12fc2 

+ 0 k3, 
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'„a+2 

a (a + 1 

Using this relation and formula (5.18), we compute 

a + 2 (a + 2)(5a + 3) / Y 
Jfe 12fc2 U 3 , 

(A 2 fc-°) - 1 (AA;- a ) 3 (a + l ) a - 2 

a + 1 fc a+2 

a 2 a(a + 1) 
a + 2 (a + 2)(5a + 3) / 1 

Jfe 12fc2 U 3 

a + 
a(a + l) a(a + l ) (a + 2) 

„a+2 

a'1 

1 + 
a+2 (a+2)(5a + 3) 

g f c a+3 
+ 0 

+ k 
ka+2 

a 3 

12F 
+ 0 a 

£.3a+3 + 
3a 3 (a+ 1 

a" 
^,3a+3 + 

3a 3 (a + l) a 3 ( a + 2) 
2 ^ 3 « + 4 fc3a+4 

+ 0 

2k3a+4 

1 

+ 0 
£.3a+5 

+ 

k3a+5 

a — 1 
k2a+l 2k2a+2 

+ 0 
k2a+3 

Hence, simplification of (5.26) yields 

Y3(k) a 
k2a+l- k2a+2-

+ 0 
k2a+3-

; i + 3Y2(k) + 3Y2
2(k) + Y2\k)) - 1. 

(5.27) 

5.2.3 Equation (5.22) - a simplified form 

Finally, we use (5.25) and (5.27) to get the following simplified version of equa­
tion (5.22): 

k W - - + O ( p ^ z j ) ) (1 + 3Y2(k) + 3Y?(k) + Yi(k)) - 1 - Y2(k)) . 

By (5.14), we have 2a + 1 — s = 0 so that the last equation can be rewritten in the 
form 

1 - ^ +0(±)){1 + 3Y2{k) + 3F2
2(fc) + Y2\k)) - 1 - y2(fc) 

a + 1 
A- + 

or, keeping only the necessary order of accuracy, and assuming Y2(k) = 0 + ( l ) (this 
assumption will also remain in force in the below analysis), 5be preserved in analysis 
below), 

(2Y2(k) + 3Y2
2(k) + Y2\k) + O ([ AY2(k) 

k 
(5.28) 

100 



Now, the resulting equations (5.19) and (5.28) form the following system of equations 
with respect to variables Yi(k) and Y2(k) defined by the change of variables (5.15) 
and (5.16) (with a sufficient order of accuracy preserved) 

AUk) = ( J + ^ . Z ^ + o (1)) (Y(k) - Y2(k)), (5.29) 

AY2(k) = - + o (1)) (2y 2(*) + 3y2

2(*o + y2

3(fc) + o ( £ ) ) . (5.30) 

5.3 Investigation of system (5.29), (5.30) 
Analysing the structure of system (5.29), (5.30), we conclude that the second equa­
tion of the system depends on variable Y2(k) and does not depend on variable Yi(k). 
This is clear from (5.22) and (5.26). Then, the system (5.29), (5.30) is of a "triangu­
lar" type. Therefore, it is possible to consider the second equation (5.30) separately 
and then continue with the investigation of equation (5.29). 

5.3.1 Investigation of equation (5.30) 

In this part, we assume a > — 1 (this assumption is equivalent to the assumption 
s > —1). Consider the second equation (5.30) in the system (5.29), (5.30) separately. 
That is, we will analyse the equation 

Ay(fc) = - (^±1 + o (1)) (2Y2(k) + 3Y2(k) + Yi(k) +0(l)). 

where Y2(k) = 0 + ( l ) is assumed. As, after having investigated equation (5.30), 
we will continue with the investigation of the first equation (5.29), we use following 
settings, a part of them will be used later. 

Set bi{k) := — £ j , Cj(fc) := 7« where £ j , 7J are fixed positive numbers less than 1. 
Put 

BifaY^^-Yi-Ei, Ci(k,Y1,Y2):=Yi-li, i = 1,2 

Auxiliary sets Q2
B, fl2^ are reduced as follows 

n2
B = {(k,Y2): keN(k0),Y2 = -E2}, 

Q2
c = {(k,Y2): keN(k0),Y2= 72}. 

We will apply Theorem 1 to equation (5.30). This means that, we need to show 
that (1.13) and (1.14)) hold for % — 2 where 
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F 2 m i , y 2 ) = F 2 ( ^ 2 ) = - ( y + o Q ) (2Y2(k) + 3Yi(k) + Yi(k) + oQy 
(5.31) 

The inequality (1.13) now has the following form 

0 = &2(fc + l)-& 2(fc) < F2(k,Y2)\{k:Y2)&nl < l 2 + e2. (5.32) 

The function 

m, ^)|(fe,y2)en| = F2(k, -e2) = - (^±1 + O (1)) ( -2e 2 + 3e\ - e\ + O Q ) 

takes on positive values for all sufficiently large k if 

2e2 - 3e\ + e\= e2(e2 - l)(e 2 - 2) > 0, 

that is, if e2 G (0,1) U (2, +oo). Because we assume Y2(k) = 0 + ( l ) , only values 
e2 G (0,1) can be used. Then, the right inequality in (5.32) holds for all sufficiently 
large k. The left inequality in (5.32) holds as well. 

Now, we show that (1.14)) holds for % — 2. This inequality reduces to 

- £2 ~ 72 = h(k + 1) - c2(k) < F2(k, Y2)\{ktY2)e&o < 7 2 - 7 2 = 0, (5.33) 

where 

m , Y2)\{k,Y2)^c = F2(k, 7 2 ) = - + O (1)) (272 + 3 7 2
2 + 72

3 + O Q ) • 

The function F2(k,ry2) is, for 72 G (0,1) and for all sufficiently large k negative, so 
the right inequality in (5.33) holds. The left inequality in (5.33) holds, too, because 
the function -F 2(/c,7 2) is vanishing as k —>• 00. 

Finally, we need to show that the function 

G2(w) :=w + F2(k,w) (5.34) 

is monotone on 

U2(k) = {(w) : w 6 l , b2(k) < w < c2(k)} = {(w): w G R, -e2 < w < 72} 

for every fixed k G N(fc0)- We will verify this monotonicity by computing G'{w). 
Since, in formula (5.34), the function F2(k,w) is defined by (5.31), direct computa­
tion of the derivative is not possible. The reason is that the variable w is "hidden" 
in the Lambda order symbol, for which the operation of taking derivative is not 
defined. 
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Therefore, we use the original expression for F2(k, w) given by the formula on the 
right-hand side of the equation (5.22) where Y3(k) is expressed by formula (5.26). 
Then 

G2{w) =w + F2(k,w) =w + (A2k~a)(A(k + l ) " 0 ) " 1 

,a + l, A , _ a , 3 n 2 , „„3\ 

a^ 
- (Afc- Ö ) 3 ( l + 3w + 3w2 + wd) - A2k~a • (A k .2,-a\-l 

ir 

and, therefore. 

G'2(w) = 1 + {A2k~a) (A(k + l)~a) 1 

• ((A2(k-a) 1 • {-ks^- (Ak~a)3 -(3 + 6w + 3w2)^j - 1 

l - ( A ( f c + l ) " 0 ) lkS°^T (Afc- ö ) 3 -(3+6wj+3wj 2 )-(A 2 A;- a ) (A(Jfe+ l ) " 0 ) \ 

We calculated (see formulas (5.25), (5.18), (5.24)) 

- l a + 1 (a + l ) ( a - l ) 
( A 2 f c - 0 ) (A(fc + 1) 

Ak~a = 

k 2k2 

a a(a + 1) a(a + l ) (a + 2) 

+ 0 

ka+l + 2ka+2 Qf,a+3 + 0 
KA+A 

and 

(A(A; + 1 ) - 0 ) _ 1 

ka+l 

a 
1 | 3(a + l) | (a + l ) ( 1 3 a - l ) | Q 

2A; 12fc2 

Then 

G2H = i + ^ +
 ( a + 1 l a - 1 ) + o 

+ 

fc 2fc2 

/ 3(a + l ) (a + l ) ( 1 3 a - l ) 

a 
1 + 2k + 12fc2 

• k 
a + 1 a a(a + l) a(a + l ) (a + 2) ^ 

a + 1 (a + l ) ( a - l ) 

a + 1 
ks+a+l 

a:' 

1 + 

1 + 

+ + 0 
k ' 2k2 

3(a + l) (a + l ) ( 1 3 a - l ) 
2k + 12k2 

KA+A 

1 
Ir-

+ 0 

(3 + 6w + 3w2 

a 
£.3a+3 

1 « + 1 , (a + l ) (a + 2) | Q 

2A; 

1 + 

6fc2 

a + 1 (a + l ) ( a - l ) 

(3 + 6w + 3w2 

+ + 0 

a + 1 
£ ,2«-s+2 1 + 

k ' 2k2 

3(a + l) (a + l ) ( 1 3 a - l ) 
2k + 12k2 

1 

+ o 
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1 " + 1 (a + l ) (a + 2) | (g + 1)2
 | Q 

2k ' 6k2 

Since, by (5.14), 2a — s + 2 — 1, we have 

1 

4 F 
(3 + 6w + 3w 2). 

G'2(w) 
a + 1 (a + 

1 + — ^ - + -
k 
a + 1 

k 

2k2 

\ 3(a + l) 
2fc 

+ 0 
1 

a + l ) ( 1 3 a - 1) 
12F + 0 

1 " + 1 (a + l)(5a + 7) | (a + l ) 2
 | Q 

2A; 12fc2 4 F 
(3 + 6w + 3w2 

and, for all sufficiently large k, G'2(w) ~ 1. That is, G 2 (w) > 0 and G2 is mono­
tone. Theorem 1 is applicable and, therefore, there exists a solution Y2 = Y2*(&;) to 
equation (5.30) satisfying inequality 

e2<Y*(k)<l2, keN(k0) (5.35) 

where ko is sufficiently large and positive numbers e2, 72, e2 < 1, 72 < 1 are 
fixed. Note that this solution is not trivial as it follows, e.g., from the analysis 
of relations (5.22), (5.26). 

5.3.2 Investigation of equation (5.29) 

In this part, we assume a > 0 (this assumption is equivalent to assumption s > 1). 
Now we use Theorem 2 to analyse equation (5.29), that is, the equation 

AY(k) = ( J + + - ( 5 - 3 6 ) 

In part 5.3.1, we proved that there exists a solution Y2 = Y2*(fc) of equation (5.30) 
with an asymptotic behaviour described by inequality (5.35). Let us assume such a 
solution in (5.36). Then, we arrive at the equation 

AY(k) = ( J + + O (1)) - !?(*)) . (5.37) 

In Theorem 2, put 

Fi(fc, Y i , Y 2 ) = Fi(fc, Yi) = ^ + + 0 (1)) (Y(fc) - Y*(k)) 

while using the notation defined in part 5.3.1. Auxiliary sets QB, QQ are reduced as 
follows 

nB = {(k,Y2): fceN(A;o),Yi = -e i } , 
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Q}c = {{k,Y2): A;eN(£;o),Yi= 7 i } -

Then, for k G N(fco), inequality (1.15) has the form 

ct Q;(Q: — 1) / 1 
k+ k2 + \¥ 

-£l-Y*(k)) < 

< b1{k+ 1) -6i(fc) = 0. (5.38) 

Due to (5.35), we derive 

a a(a — 1) / 1 ; - e i - y 2 * ( f c ) ) < ct Q;(Q: — 1) / 1 
k+ k2 + \¥ -ei + e2) 

and inequality (5.38) will hold if e2 < £\. Then, for k G N(fco), inequality (1.16) has 
the form 

F1(fc,y1)|(fciY-l)eni7 = F 1(A;,7 1) 

a „ ( a —1 

k + ° W 
(7i ~Y2*{k)) > Cl{k+1)-Cl{k) = 0. 

(5.39) 
Due to (5.35), we derive 

a „ fa — 1 
i + 0 — ( 7 1 - ! ? ( * ) ) > 

a ^ / a — 1 
• (7i - 72)) 

and inequality (5.39) will hold if 71 > 72. Theorem 2 is applicable. Therefore, there 
exists a solution Y1 = Y*(k) to equation (5.37) satisfying inequality 

- e 1 < y 1 * ( A ; ) < 7 1 , k G N(fc0) 

where fc0 is sufficiently large and numbers 0 < £2 < £1 < 1, 0 < 72 < 71 < 1 are 
fixed. Note that this solution is not trivial because Y2*{k) is not trivial. 

5.3.3 Existence of a bounded solution to system (5.29)— 
(5.30) 

Summarized, the investigations conducted in parts 5.3.1, 5.3.2 in fact prove the 
following theorem. 

Theorem 13. Let s > 1. Let Ei, 7«, i — 1,2 be fixed positive numbers such that e2 < 
£1 < 1, 72 < 71 < 1. JTiere, there exists a solution Y(k) = Y*(k) = (Y{(k),Y2*(k)) 
to the system (5.29), (5.30) such that 

-£i<Y?(k) < 7 i , i = 1,2, V k N ( f c „ (5.40) 

provided that k0 is sufficiently large. 
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5.4 Existence of a nontrivial solution to equation (5 
with property (5.11) 

In this part, we show that Theorem 13 implies the existence of a nontrivial solution 
to equation (5.10) with property (5.11). 

Theorem 14. Let s > 1. Let Si, 7«, % — 1,2 be fixed positive numbers such that 
82 < £\ < 1, 72 < 7 i < 1- Then, there exists a solution v = v(k) to equation (5.10) 
such that 

-£i|c|/c"a < v(k) - ck~a < 7i|c|/c"a, 

-£ 2 7 2A(|c|A;-Q)) < Av(k) - (A(ck-a)) < l2A(\c\k-a)) 

and 

A2v(k)=0(l) (5.41) 

for all k G N(fco) provided that ko is sufficiently large. 

Proof. The conclusion of the theorem is a consequence of the transformation formu­
las (5.15)-(5.17), inequalities (5.40) in Theorem 13 and (in the case of formula (5.41)) 
formula (5.27). • 
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6 Conc lus ion and Comparisons 
This doctoral thesis studies the asymptotic behaviour of solutions of a discrete 
Emden-Fowler equation. Analysis of the results reveals two different types of asymp­
totic behaviour. 

The first one may be termed a power type. The method used consists in the 
retract principle and we see that the choice of different upper and lower functions 
provides us with different areas of existence of a power-type asymptotic behaviour. 

The second one is an analogy for the blow-up solutions. The method of search­
ing for solutions of this type can be applied to other different non linear discrete 
equations. 

Moreover, the equation 

A2v{k) ±pkavm{k) = 0, (6.1) 

where p is a positive constant, which is somewhat more general than equation (1.3) 
(1.3), can obviously be transformed to the form (1.3) by a transformation v(k) = 
qu(k) where q is a positive number defined as q = p1^ 1 -™-). 

We can also extend the results achieved in Chapters 3 and 4, by adding to the 
equation (1.3) (or (6.1)) a perturbation - function u: N(fco) —> K. assumed to be 
sufficiently small. Thus, we can study the equation 

Au{k) ± kaum{k) =u{k). 

Here, "sufficiently small" is understood as: 

»(*)-o( is i ) . 
where s was defined in (2.1) 

From the proofs, we can see that all the calculations can be applied as this 
"smallness" is hidden in the Landau symbol "big O". 

This thesis includes several theorems on the conditions for the existence of so­
lutions to the Emden-Fowler type difference equations with power-type asymptotic 
behaviour. Each theorem is supplemented with a figure to be more illustrative. 
Also, examples are given to show applications of the results achieved. 

As we have already mentioned in Current State, there are some already existing 
results on this topic. Thus, it is necessary to relate them to the results of this 
doctoral dissertation. 

First, we refer to the results by L.Erbe, J . Baoguo and J . Peterson [23], where 
the authors proved that there exists a solution x(t) to equation 

xAA(t)+p(t)xm(t) = 0, (6.2) 
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such that there exists a nonzero finite limit 

lim ^ = A (6.3) 
£->oo t 

provided that 
roc 

/ tm\p(t)\At < oo, (6.4) 
J t0 

where the integral is understood on a given time scale. 
This is the result of time scales calculus where the concept of derivative on time 

scale is defined as follows. The function 
a(t) = infjs inT: s > 6}, 

where T is a time scale (i.e., a closed nonempty subset of M) is called a forward 
jump operator and the function 

pit) = sup{s inT : s < t] 

is called a backward jump operator. Define 

T \ (p(sup T), sup T] if sup T < oo, 
T if sup T = oo. 

The function x: T —>• M. is delta differentiable at t G Tk provided that the limit 

xA(t) := Mm— — 
w s^t t - s 

exists if a{t) = t and x is continuous at t, xA(t) is called the delta derivative. If 
a it) > t, we put 

A x(a{t))-x{t)  
X [ t h ~ a(t)-t • 

This investigation is close to our topic because the definition of the first dif­
ference is a special case of a time scale delta derivative. The main distinction is 
that we investigate the asymptotic properties of the solutions without assuming the 
integral (6.4) being convergent. 

Reformulating the result of [23] in terms of a difference equation, we see that the 
time-scales integral becomes an infinite sum and we have the following lemma. 

Lemma 4. Let m > 0 and 
oo 
5 » ( * ) l <oo. 
fe=l 

Then, equation 

A2x{k)+p{k)xm{k) = 0 

has a solution x = x{k) such that 

lim x(k)/k = A ^ 0. 
k—¥oo 
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Now we can show that even a weaker Theorem 4 has examples that do not work 
with the result in [23]. 

Example 18. Let us consider equation (see Example 1) 

A2u(k) -k~lu2{k) = 0 

where m = 2. 

This equation has a solution described by the asymptotic formula 

In this case, the left-hand side of condition (6.4) with p(k) = k-1 is 

oo oo 
£ k2 • k-1 = £ k = OO. 
k=l k=l 

Therefore, (6.4) does not hold and the result of [23] is not applicable. 

Example 19. Let us consider equation (see Example 2) 

A2u(k) + k-7/iu1/2(k) = 0 

where m — 1/2. This equation has a solution described by the asymptotic formula 

u(k) = 16 • k1'2 + O (j^j . (6.5) 

In this case, the condition (6.4) with p(k) = k~7^ holds because 
oo oo 

^ f c - V 4 . A , l / 2 = ^ A , - 5 / 4 < o c 

k=l k=l 

but formulas (6.3) and (6.5) describing the asymptotic behaviour of a solution are 
different. It means that solutions described by these formulas are different. 

Next, we refer to the results by V.Kharkov, where in[30] asymptotic representa­
tions of so-called P(A)-solutions of equation 

A2yn = apn\yn\asignyn 

are considered, where a G { ± 1 } , o~ G M \ {0,1} and {pn} is a positive sequence. The 
results are applied to equation 

A2yn = ank\yn\asigayn 

and, among others, the condition 

a(k + 2)(k + a+ 1) > 0 (6.6) 
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must be fulfilled. Adapting notation from in [30], we state that (despite equations 
considered being not equivalent), e.g., for equation (15), where the upper sign variant 
+ is considered, we have a = —1, k = —27/20, a = 1/2 and inequality (6.6) does 
not hold. Therefore, the results are independent. 

Although close in terms of their topics, different equations or asymptotic prob­
lems are studied in the following papers [40, 11, 31]. 

In [40] the author studies a difference equation of Emden-Fowler type 

Amxn = anf(xa{n)) + bn 

and, assuming / to be a power type function and knowing that Amyn = bn, sufficient 
conditions are given guaranteeing the existence of a solution x such that xn = 
yn + o(ns), where s < 0. 

The paper [11] considers a class of equations of Emden-Fowler type 

A(an|Ax„|asign Axn) + bn\Axn+1fsgn.Axn+1 = 0 

where a > 0, j3 > 0, {a„} and {bn} are positive sequences. Among others the 
existence of nonoscillatory solutions is studied. 

A full classification of positive solutions of equation 

A2yn = apn\yn+1\asignyn+1, (6.7) 

where a G { ± 1 } , o~ G M \ {0,1} and lim n^ 0 0(nAp n)/p„ = k G M \ {—2, —1 — a}, can 
be found in [31]. In this paper, unlike the "direct" discretization 

x ~ k, y(x) ~ u(k), y"(x) ~ A.2u(k) 

a different one is used. Therefore, the classes of the considered equations (1.3) 
and (6.7) (regardless of a different coefficient in (6.7)) are different. 

We finish our comparisons with referring to books [1, 2, 7, 21, 26, 42, 41] where a 
variety of results can be found on asymptotic behaviour of solutions of some classes 
of difference equations. 

Let us formulate some open problems related to the topic of the thesis. 

Open problem 1. A discrete analogy to the blow-up solutions was discussed in 
Chapter 5, where a discrete analogue of differential equation (5.1) of Emden-Fowler 
type was investigated. We expect that, for nonlinear solutions that are more general 
than (5.1), it will be possible to prove the existence of blow-up solutions as well. It 
seems that the time-scale calculus would be an apparatus more suitable for investi­
gating solutions rapidly tending to infinity near a fixed finite point by the methods 
used in the thesis. A time-scale T suitable for this case can be, e.g., the set 

T(x0) = \x0--,xeN), 
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where x$ G M. JTien, sufficient conditions would be given for the existence of a 
solution blowing-up at the point XQ. 

Open problem 2. The clarification of the asymptotic behaviour of solutions to 
equation (1.3) if the definition of the first-order forward difference (1.4) is changed 
to 

Au(k) = <k + h)h~<k). 

where h is a positive number and is used to discretize equation (1.5). Then, the 
expected results could coincide, if h —> 0, with the results known for differential 
Emden-Fowler equation (1.5). We also expect that, in the event of h —> 0, the 
domain of the respective points {m, a) will expand to the whole plain M.2. 

I l l 
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List of symbols 
N the set of natural numbers {1,2,...} 

N(ko) the set of integers {ko, ko + 1 , . . . } 

Z the set of integers 

M. the set of real numbers 

T a time scale set 

O Landau symbol big " O " 

o Landau symbol little "o" 

Au(k) the first-order forward difference of the function u(k) 

A2u(k) the second-order forward difference of the function u(k) 

xA(i) the time scale delta derivative of the function x(t) 
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