
   

 

BRNO UNIVERSITY OF TECHNOLOGY  
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ  

FACULTY OF CIVIL ENGINEERING  
FAKULTA STAVEBNÍ  

INSTITUTE OF STRUCTURAL MECHANICS  
ÚSTAV STAVEBNÍ MECHANIKY  

ANALYSIS OF MIXED MODE I/II FAILURE OF SELECTED 
STRUCTURAL CONCRETE GRADES  
ANALÝZA KOMBINOVANÉHO MÓDU I/II NAMÁHANÍ VYBRANÝCH TŘÍD BETONU  

DOCTORAL THESIS 
DISERTAČNÍ PRÁCE 
  

AUTHOR 
AUTOR PRÁCE   

Ing. Petr Miarka  

SUPERVISOR 
VEDOUCÍ PRÁCE   

doc. Ing. STANISLAV SEITL, Ph.D.  

BRNO 2021  
 

 

  



II 
 

 

  



 

III 
 

ABSTRACT  

The presented thesis is devoted to the experimental and numerical analysis of concrete fracture 
under the mixed-mode I/II load. This phenomenon was analysed on various concrete grades and 
types which are used in the fabrication of precast concrete structural elements. Subsequently, the 
Brazilian disc test with central specimen was used in experimental and numerical parts. 

The numerical part employs both linear elastic fracture mechanics (LEFM) approach and non-
linear material model to assess the concrete fracture and failure under the mixed mode I/II load. 
The LEFM part is dedicated to evaluation the geometry functions and higher order terms of the 
Williams’ expansion, while the non-linear analysis is dedicated to crack initiation and propagation 
throughout the specimen using the concrete damage plasticity model.  

The experimental part is dedicated to the analysis of the mixed mode-mode I/II fracture resistance 
by the generalised tangential stress (GMTS) criterion with focus set on the governing role of the 
critical distance rC. Furthermore, the experimental part validates the applicability of the Williams’ 
expansion on the concrete. For this, experimentally measured displacements by digital image 
correlation technique were used to calculate the Williams’s expansion terms. Lastly, the thesis 
deals with the influence of the aggressive environment on the material’s fracture toughness and 
on the fracture resistance under the mixed mode I/II has been studied.  
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ABSTRAKT  

Předkládaná disertační práce je zaměřená na experimentální a numerickou analýzu poškození 
betonu vlivem kombinovaného módu namáhaní I/II. Tento typ poškození je studován na různých 
třídách a typech betonu, které se běžně používají při výrobě prefabrikovaných dílců. Pro tuto 
analýzu, jak experimentální, tak i numerickou, bylo použito těleso tvaru brazilského disku 
s centrálním zářezem. 

V numerické části je použito obou současných přístupů teorie lineární elastické lomové 
mechaniky (LEFM) a také nelineární analýzy pro popis iniciace a šíření trhliny v betonovém 
tělese zatíženého kombinovaným módem I/II. Teorie LEFM je použito ke stanovení tvarových 
funkcí a také vyšších členů Williamova rozvoje pro popis napětí před čelem trhliny. Zatímco 
nelineární model je zaměřen na iniciaci a propagaci trhliny celým průřezem tělesa za použití 
materiálového modelu „Concrete Damage Plasticity“. 

Experimentální část je věnovaná analýze lomové odolnosti betonu v kombinovaném módu 
zatížení I/II pomocí obecného kritéria tangenciálního napětí (GMTS) se zaměřením především na 
efekt parametru kritické vzdálenosti rC. Dále pak experimentální část validuje použití 
Williamsovy řady na betonu. K tomuto je použito experimentálně zachycené pole posunutí 
metodou digitální korelace obrazu, které sloužilo jako vstupy k výpočtu členů Williamsovy řady. 
Poslední část je pak věnovaná vlivu  agresivního prostředí na hodnoty lomové houževnatosti  
a také lomové odolnosti v kombinovaném módu I/II zatížení. 
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Introduction and problem statement 

1. Introduction  

The last two decades have witnessed a considerable progress towards the design, construction and 
maintenance of concrete structures which concerned both economic and environmental impacts 
of these structures on the environment to be built in. These two primary demands can be met by 
the development and eventual use of a material which exhibits higher mechanical performance 
and simultaneously has a lower environmental impact. The use of high-strength concrete (HSC) 
[1] allows for a material reduction in the structure’s cross-sectional dimensions, while high-
performance concrete (HPC) [2, 3] exhibits higher long-term performance and durability of the 
structure. The structures (e.g. bridges or beams) to be built from such materials can benefit from 
a greater span length, a shallow beam cross-section and an extended service lifetime.  

The modern HPC and HSC mixtures used in the construction consume less natural resources, i.e. 
raw materials for cement production, aggregates, water, and their mixture typically contains less 
cement (lower CO2 emission) [4, 5], while the mechanical and/or durability performance is 
enhanced. This results in a reduction of the production cost (subtle structural element) and CO2 
emissions (lower cement content). This reduction of natural resources is done by composing a 
concrete mixture which contains mineral admixtures, i.e. supplementary cementitious materials 
(SCM) like silica fume [6], ground granulated blast furnace slag [7], fly ash, or it can include 
natural pozzolans, e.g. pumice [8], metakaolin or zeolite [9] etc.  

Regarding the strict CO2 emission requirements, the concrete technology developed completely 
new cement free materials due to new sustainable binders. These cement free materials replaced 
cement by an alkali activated binder. Thus, the concrete made with such binder is called an alkali-
activated concrete (AAC) [10, 11] or sometimes referred as geopolymers. In this case the grains 
hold together by reaction alkali-activators NaOH or KOH [12], which activate the precursors. The 
precursors can be, e.g. grinded and quenched blast furnace slags [10],  various slags from ferrous 
and non-ferrous metallurgy [10], Fe-rich clays [13], ground coal bottom ash [14] and kaolin [15]. 

On the other hand, subtle structures made of the new materials drew attention to a comprehensive 
structural analysis, which resulted in the use of advanced material models as implemented in the 
finite element method (FEM) software. This overcame a traditional, sometimes empirical design 
methods mentioned in the standards [16, 17] or in recommendations [18], due to the lack of 
knowledge of the material’s or structural response and may not be sufficient to provide an 
effective structural design.  

Standard tests performed before the start of the numerical modelling provide information about 
the material’s mechanical behaviour such as the compressive fc or the tensile ft strength, the 
Young’s modulus E and the bulk density . Advanced material behaviour can be described using 
fracture mechanical parameters (FMP) such as the fracture toughness KIC, the fracture energy Gf, 
and the crack mouth opening displacement (CMOD) or the crack mouth opening sliding (CMOS). 
The fracture energy Gf is considered as an important material parameter, which depends on the 
aggregate size and the quality of the concrete [19, 20], although no definite test shape or procedure 
is agreed upon regarding a geometrically independent value [21, 22]. A verification of such a set 
of input data is usually conducted with the inverse analysis [23], with an example of such 
application to the fracture energy to be found in [24]. Thorough knowledge of this behaviour is 
required as it is the most important parameter in the post peak behaviour of the material in tension 
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as it is closely related to crack initiation; it also determines the durability within the structure’s 
lifetime. 

Due to the structural geometry, the loading conditions or the construction technology, concrete 
structures and their structural elements are typically subjected to a combination of bending and 
shear loads. The fracture process in such structural elements can be divided into actions from 
tensile loads (mode I), shear loads (mode II) or any combination of tensile and shear loads (mixed 
mode I/II).  

Typically, tensile mode I crack opening and propagation are studied, while shear mode II is 
normally neglected in most research works. Even a simply supported beam with distributed load 
(see Figure 1(a)) carries such a combination of mode I and mode II load. If the stress distribution 
is plotted in principal stresses, one can find the location of the highest tensile mode I stresses and 
highest mode II shear stresses, which produce the main failure mechanism (transverse tension) of 
concrete structures. The highest normal mode I stress are located in the mid span of the beam, 
while the highest shear mode II stresses are located above support. These points attract most 
attention in the design process of the concrete beam. 

 
(a) 

 
(b) 

Figure 1: Principal stress 1 and 2 trajectories on the simply supported beam with a distributed load (a)  
and designed steel reinforcement (b). 

Nevertheless, there is a location with a combination of tensile and shear stress which produces 
mixed mode I/II crack initiation. This fact is unintentionally omitted in studies, and in practice 
this weakest material point is strengthened using shear reinforcement – stirrups [16] (see Figure 
1(b)). However, static or cyclic load [25, 26] can lead to micro-cracks in the concrete cover layer 
which propagate and increase in size until final failure occurs [27, 28]. This often leads to 
reinforcement exposure, and thus to the reduction of the total service lifetime [29-31]. 
Comprehensive numerical and experimental studies of combined tensile and shear failure of 
structural beam elements can be found in [32-35] or for slabs in [36, 37].  

Despite the improved strength and performance, the HPC concrete is prone to forming micro-
cracks, which propagate and increase in size throughout the cover layer. This leads to a significant 
durability issue as the steel reinforcement is exposed to weather conditions [29, 38-42]. Moreover, 
these weather conditions are often highly aggressive (de-icing salts or a marine environment) and 
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assist to accelerate the steel reinforcement corrosion which results into the structure’s premature 
degradation [43, 44]. Typically, an aggressive environment exhibits the presence of chloride ions 
[44-46]. A large number of studies from multiple research fields have been devoted to this 
phenomenon, e.g. modeling of damage induced by chloride penetration [47-51], long-term 
concrete penetration resistance [52-55], or evaluation of the chloride penetration depth based on 
colorimetric methods [56-59]. Consequently, these studies resulted in the formulation of 
standards and proposed the methodology of assessing the level of chloride contamination in a 
concrete structure, e.g. Nordtest [60, 61], American Association of State and Highway 
Transportation [62, 63] or ASTM standard [64]. Moreover, knowing the relationship between the 
level of fracture and the rate of chloride penetration can significantly improve the accuracy and 
reliability of life estimation models [65].  

Typically, the fracture mechanical parameters are evaluated from recommendations, where the 
specimens are prismatic plates, beams or cubes with rectangular/square cross-section e.g. the 
compact  tension (CT) test [66], the three-point or the four-point bending (3PB, 4PB) test [67, 68] 
(Figure 2(a)) or the wedge splitting test (WST) [69-72] (Figure 2(b)). These tests provide 
information about the fracture behaviour under the tensile mode I. Information about shear mode 
II is provided by tests such as the eccentric asymmetric four-point bending test (EA4PBT) [73-
75] (Figure 2(c)) or the double-edge notched specimen test (DENS) [76, 77] (Figure 2(d)). Finally, 
the mixed mode I/II fracture of concrete was studied in [78-80] by using several tests methods. 
Recently Lin et al. [81] investigated mixed mode I/II fracture failure of concrete through digital 
image correlation and later in [82] by acoustic emission. Lastly, Wei et al. [83, 84] showed 
accurate numerical results of crack propagation by combining fracture mechanical criteria and a 
single constitutive material model.  

  
(a) (b) 

  
(c) (d) 

Figure 2: Comparison of test specimens for fracture mechanical tests – for mode I: four-point bending test (a) and 
wedge splitting test (b), for mode II: eccentric asymmetric four-point bending test (c) and double-edge notched 

specimen (d). 

All of these tests can be used in the design of new structures as samples can be cast together with 
the structure in any shape and size. In contrast, for a structure to be renovated, a core has to be 
drilled, which removes a cylindrical material sample from the investigated structure. Reshaping 
a cylindrical sample into a prism is ineffective and expensive. Therefore, to avoid additional 
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unnecessary expenses, a fracture mechanical test should be performed on a specimen made 
directly from the core drill sample.  

The Brazilian disc test with central notch (BDCN) [85-91] (Figure 3(a)) or semi-circular bend 
(SCB) test [92-97] (Figure 3(b)) suggest such an application and provide information about tensile 
mode I, combination of tensile and shear mixed mode I/II and pure shear mode II crack initiation 
conditions. The investigation of the mixed mode I/II is done by inclining the initial notch against 
the load position. This allows the fracture mechanical test to be performed under relatively simple 
experimental conditions using a standard compressive testing apparatus with sufficient load 
capacity. 

  
(a) (b) 

Figure 3: Comparison of two fracture mechanical test made form core-drill sample – Brazilian disc with central 
notch (a) and semi-circular bend test (b). 

The mixed-mode I/II fracture condition is achieved, in both of these specimens, by inclining the 
initial notch against the loading position. This fact reduces demands on the experiments, as a 
common testing apparatus with sufficient load capacity can be used. On the other hand, the 
preparation of the notches is more labour intensive and requires a skilled worked compared to 
traditional prismatic specimens. 

2. Problem Statement 

Concrete material is profoundly used in almost every civil engineering structures, which are part 
of the important infrastructure, already built or to be built. Technological progress and increasing 
ambitious, sometimes critical, requirements on the new structure have launched a complete 
change in the concrete technology and construction. Such requirements can be split into two main 
branches. 

The first demand concerns environmental impacts with increased awareness of the CO2 emissions 
reduction of whole cement industry. Consequently, the focus was placed on various mitigation 
strategies, which include variety of approaches e.g. fuel substitution, use of alternative raw 
materials, and use of material substitutes [5]. The other demand reflects both a need to repair 
current infrastructure, e.g. roads, bridges, buildings, where old system have lost its functionally 
and a need to build new infrastructure to expand current system. This aims to reduce structure’s 
and maintenance costs over the designed structure’s lifetime. Cost reduction potential is expected 
not only from the more environmental cement production but also from more efficient use of 
cement in concrete and in its application in construction industry. This implies the need for 
corresponding standards and quality measures to safeguard the concrete construction along the 
structure’s life [4].  

Such demands have gradually led to the development of new concrete mixtures with improved 
mechanical properties and structural response. However, the main failure of concrete structure is 
due to development of micro-cracks which are progressively increasing in size over the time and 
result in the major macro-crack. This process affects the structure’s durability and reduces the 
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structure’s life. Hence, the analysis of the crack initiation and propagation in concrete material is 
at most interest to reduce the additional cost or worse the structure demolition.  

These cracks can initiate due to several reasons but mainly from the action of external loads i.e. 
static or cyclic. Static loads are present during whole structural activity and usually lead to single 
damage initiation, while the cyclic loads repeat themselves, which can result in the longer damage 
initiation process. Typically, it takes years for damage to be spotted and located on the structure. 
Both loading types lead to the crack initiation, which are results of excessive tension, shear or 
combination of both stress types present in the structure [98].  From the linear elastic fracture 
mechanics (LEFM) viewpoint, this process is called mixed mode I/II crack initiation and it can 
consider actions from both static and fatigue loads.  

Recent studies investigating the fracture resistance under the mixed mode I/II based on a specimen 
with a circular geometry have used various fracture mechanical criteria and are not limited to 
concrete (e.g. rock, mortar, PMMA). All these criteria are based on the prediction of the crack 
initiation angle, i.e. they investigate only the onset of fracture under the mixed mode I/II and do 
not provide any information on crack propagation in the whole ligament area. Nevertheless, they 
predict the onset of fracture with good agreement to experimental measurements. In this thesis a 
generalized maximum tangential stress (GMTS) criterion will be used. The GMTS was recently 
validated in works by Hou et al. who presented accurate results on mortar and concrete [99] and 
by Seitl et al. on concrete C 50/60 [100]. 

Experimental verification of the analytical formulas mentioned in fracture mechanical handbooks, 
which are then used as an inputs to the fracture mechanical criteria, can be done by employing 
the digital image correlation (DIC) method [87, 103]. The DIC technique captures deformations 
fields of the specimen that arise due to the applied load during experimental testing. Such 
displacement fields captured in the close vicinity of the crack tip measured under the various 
mixed-mode I/II loading conditions is used to calculate fracture mechanical parameters. 

Recent numerical and experimental studies place focus on the mixed mode I/II crack initiation as 
investigated by advanced and yet computationally demanding models. Another approach to 
investigate mixed mode I/II crack initiation is by employing the LEFM’s fracture criteria. The 
application of fracture criteria shows both good agreement in prediction of material’s failure and 
low computational demands. However, the literature only provides information about the crack 
initiation direction i.e. the onset of fracture and do not deal with the fracture process throughout 
the specimen.  

The above-mentioned research objectives and standards mostly focus on the crack initiation and 
crack path prediction. However, the structure is exposed to combination of environmental and 
physical loads within the structure lifetime. The study presented by Veselý et al.  [101, 102] 
investigated the dependence of crack growth with respect to ability of concrete to resist chloride 
ingress. However, the research of the actual effect of soluble chlorides on the crack development 
is unique, especially considering mixed mode I/II loading conditions. Therefore, the relationship 
between the FMPs of the cement-based composite/concrete and its resistance to chloride 
penetration is a very interesting problem to investigate together with the influence of the chloride 
penetration depth on the load bearing capacity of the cross-section. Thus, it is of the most interest 
to investigate the influence of the aggressive chloride environment on the fracture toughness and 
fracture resistance under the mixed mode I/II loading conditions. 

This lack of knowledge of the material fracture resistance to the mixed-mode I/II has led to the 
present study. 
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3. Goals 

3.1 General 
Given the fact that the mixed mode I/II is present in many types of structures, including cyclically 
loaded ones a good knowledge and understanding of the static and fatigue crack initiation under 
the mixed mode I/II is crucial.  

In order to achieve a correct and reliable application of the mixed mode I/II fracture resistance, 
this work aims to give better insight into crack initiation and failure mechanism of the mixed 
mode I/II load, which has been studied numerically and verified experimentally. 

The main objectives of the presented thesis are: 

a) Deepen the understanding of mixed mode I/II crack initiation conditions for concrete 
materials. 

b) To analyse and validate the use of analytical formulas by employment of the digital image 
correlation technique. 

c) Deepen the knowledge of governing role of the critical distance rC on the mixed-mode 
I/II crack initiation process. 

d) To establish the connection among the experimental results and the numerical simulation 
throughout appropriate material model. 

e) To study the influence of the aggressive environment on the fracture resistance of under 
the mixed mode I/II load. 

f) To verify applicability of the higher order terms of the Williams’s expansion on the 
concrete materials. 

g) Analyse the stress and strain fields by non-linear numerical analysis in order to give 
insights to crack initiation conditions under the mixed mode I/II. 

3.2 Methods 
Experimental research is carried out, considering various types of concrete mixtures, e.g. C50/60, 
two kinds of HPC, AAC and HSC. These mixtures were compared to the commonly used C 50/60 
concrete grade in the fabrication of the precast concrete structural elements. Firstly, the 
mechanical tests were carried out to determinate the material’s performance. Furthermore, 
comprehensive numerical simulation by finite elements models was carried out to analyse the 
crack initiation and failure mechanism under the mixed mode I/II load and to obtain analytical 
formulas for the used geometry. For this, two different software was used i.e. ANSYS and 
Abaqus, nonetheless the obtained results were not compared in between due to the licence 
agreement. Afterwards, these concrete mixtures were tested to obtain mixed mode I/II fracture 
resistance curves. In addition to this, the HPC mixture was studied by the digital image correlation 
technique to verify the analytical formulas given by the literature and to analyse the failure 
mechanism of the mixed mode I/II loading. Lastly the HPC mixture has been exposed to the 
aggressive environment to study the influence of aggressive environment on the FMPs.  

This experimental research and mixture development were done in close cooperation with the 
ŽPSV s.r.o. company, Institute of Physics of Materials of the Czech Academy of the Sciences, 
Department of Building Materials and Diagnostics of Structures of the Faculty of Civil 
Engineering of Technical University of Ostrava, Department of Structural Engineering and 
Building Materials at Ghent University and Department of Civil and Materials Engineering at 
University of Malaga. 
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4. Contents 

With the intention of a clear and concise setting out of the main concerns exposed, this thesis 
consists of six main chapters which analyse the mixed mode I/II fracture of concrete or concrete 
like materials by various analytical, numerical and experimental methods, since the mixed mode 
I/II fracture and crack initiation is often omitted in the structure’s design process. 

After a general introduction of linear elastic fracture mechanics in failure assessment,  
Chapter II introduces the Williams’ expansion used for description of stress and displacement 
fields for cracked body together with the over-deterministic method used for determination of its 
higher order terms. Afterwards the fracture mechanism of concrete is described together with 
prosed models, both simplified and non-linear models, which take into account concrete specific 
behaviour. Lastly, the material model, concrete damage plasticity, as implemented in finite 
element software Abaqus is presented, which was used in the non-linear analysis. 

Chapter III lists the studied concrete mixtures composition and gives an overview of measured 
mechanical properties. Furthermore, the applied test procedures and corresponding specimens are 
described. Additionally, the digital image correlation technique is introduced as it was used for 
the evaluation of Williams’s expansion coefficients. The Chapter III concludes with the 
introduction on the chloride penetration depth measurement and presents the experimental details 
of the aggressive environment. 

Chapter IV deals with the numerical modelling of the mixed-mode I/II fracture by employing 
both linear elastic fracture mechanics and non-linear material model. The geometry, boundary 
conditions are introduced and described for botch modelling approaches. The non-linear analysis 
is extended by the model calibration by means of the material model’s parameters. Afterwards 
the numerical results are discussed and present for both parts. The numerical research is using the 
measured material’s characteristic from Chapter III as input parameters. 

In Chapter V experimental results found on the geometries and material as presented in  
Chapter III are shown and discussed. The main focus was set to analyse the fracture resistance 
under the mixed mode I/II loading conditions and to compare evaluated fracture resistance curves 
for each material between each other. The validation of the applicability of the Williams’ 
expansion on the concrete specimen is done by employing the digital image correlation technique. 
Lastly, the study of influence of the aggressive environment on the fracture resistance under the 
mixed mode I/II and its results are presented here. 

Final conclusions and concluding remarks are drawn regarding the conducted fracture mechanical 
study on the mixed mode I/II failure in Chapter VI. The proposal for future work is given here 
as well. 
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Theoretical Background 

Concrete cracking is a very complex mechanism, which is substantially different from the 
cracking behaviour of the other materials used in civil engineering industry. Over the last few 
decades, suitable fracture mechanical models, together with test configuration have been 
established to determinate the fracture mechanical parameters of concrete, which belongs to 
quasi-brittle materials. This chapter gives a brief history of the fundamental concepts of fracture 
mechanics in general and the specific concrete fracture. Special attention is paid to the description 
of the stress and displacement fields in cracked body under the mixed mode I/II loading, together 
with typical aspects of strain softening, bridging stresses and fracture energy, which are found in 
literature. Finally, an overview of material models suitable for non-linear numerical analysis are 
presented together with Concrete Damaged Plasticity material model and its input parameters. 

1. Linear Elastic Fracture Mechanics 

The fundamental concepts of fracture mechanics have been established in 1920 by Griffith [104], 
in which Griffith prosed hypothesis of the unstable crack propagation based on the first law of 
thermodynamics. This hypothesis is based on the elliptical hole/crack concept, which was 
published by Inglis in 1913 [105]. Griffith established an energy-based relationship between 
applied stress and crack length: when the strain-energy change, which results from an increment 
of crack growth, is sufficient to overcome the surface energy of the material a flaw becomes 
unstable and thus the fracture failure occurs. This hypothesis correctly predicted failure, if applied 
to glass specimen. If applied to other material, like to ductile metals, Griffith’s approach has some 
shortcomings. Therefore, Irwin [106] developed a modified version of the Griffith’s energy-based 
approach. Irwin in his modifications used Westergaard’s approach, which showed that the stresses 
and displacements near the crack tip can be described by a single constant, related to the energy 
release rate, which is now called the stress intensity factor (SIF). During the same period of time, 
Williams [107] and [108] applied a somewhat different technique to derive crack tip solutions 
with results essentially identical to Irwin’s results. These concepts of fracture mechanics that were 
derived prior to 1960 are applicable only to materials that obey Hooke’s law, with some 
corrections for small-scale plasticity. These analyses are restricted to structures whose global 
behaviour is linear elastic, therefore this research field is call linear elastic fracture mechanics 
shortly - LEFM.  

During relatively short period of time 1960-1961, several researchers turned their attention to the  
crack-tip plasticity. The corrections were made to the yielding at the crack tip including Irwin 
[109], which is relatively simple extension of the LEFM concept. While Dugdale [110] and 
Barenblatt [111] have developed somewhat more complex models. First application of the 
fracture mechanics to concrete was done by Kaplan in 1961 [112]. Another milestone in 
researching the flaws and material failure was done by Rice in 1968 [113], who developed 
characterization of the nonlinear material behaviour ahead of the crack tip. Rice idealized the 
plastic deformation as nonlinear elastic, which generalize the energy release to the nonlinear 
materials. He showed that this generalization of energy release rate can be expressed as a line 
integral, which he called the J-integral, evaluated along the contour around the crack. That same 
year, the Hutchinson [114] and Rice and Rosengren [115] showed that the J-integral can be 
viewed as a nonlinear stress intensity parameter as well as an energy release rate. This method is 
now known as a HRR solution. 
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This thesis, in most of its parts, deals with the LEFM concept and uses the solution prosed by 
Williams [107]. The LEFM is study using methods of the linear elastic stress analysis in the close 
vicinity of the crack tip in homogeneous isotropic cracked material, under which a crack or crack-
like flaw will extend. The literature dedicated to LEFM recognize three basic modes of the crack 
opening [116-118]. These crack opening modes are showed in Figure 4. 

 

 

Figure 4: Basic crack opening modes recognized by LEFM – (a) -Mode I, the tensile opening mode, (b) – Mode II, 
the in-plane shear mode and (c) – Mode III, the out-plane shear mode. 

Mode I, the opening mode is when the opposing crack faces/surfaces move directly apart due to 
tensile load, Figure 4(a). Mode II, so-called the in-plane shear, is present when the crack 
faces/surfaces move over each other perpendicular to the crack front, Figure 4(b). The Mode III, 
so-called the out-plane shear is present when the crack surfaces move over from each other 
parallel to the crack front, Figure 4(c). Any combination of such a loading mode is called mixed 
mode loading conditions. Further in this thesis the crack analysis is limited to the two-dimensional 
(2D) problem with focus set to analyse the combination of tensile mode I and shear mode II i.e. 
the mixed mode I/II loading conditions. 

1.1 Stress Fields for Mixed mode I/II 
The abovementioned LEFM concept derived by Williams uses, in most of the applications, the 
stress field in the close vicinity of the crack tip described by Williams’ expansion (WE) [107]. 
This expansion is an infinite power series originally derived for a homogenous elastic isotropic 
cracked body, which can be described by a following Airy’s stress function: 

𝜙(𝑟, 𝜃) = ෍ 𝑟ఒ೙ାଵ𝐹௡(𝜃)

ஶ

௡ୀ଴

,  (2.1) 

where Fn() are the corresponding eigenfunctions, which have following form: 

𝐹௡(𝜃) = 𝐴௡ sin(𝜆௡ + 1) 𝜃 + 𝐵௡ cos(𝜆௡ + 1) 𝜃 + 𝐶௡ sin(𝜆௡ − 1) 𝜃 + 𝐷௡ cos(𝜆௡ − 1) 𝜃, (2.2) 

where An, Bn, Cn, Dn, are unknown constants to be determined, which have to satisfy traction free 
boundary condition along the crack surface for  =   i.e. (0) = (2) = 0 and 
r(0) = r(2) = 0, and n are the eigenvalues and the roots of eigenvalues are: 

𝜆௡ =
𝑛

2
, 𝑛 = 0, ±1, ±2, … (2.3) 

The negative values of n would give rise to infinite displacements at the crack tip, which is not 
physically permissible, and a zero n (n = 0) leads to physically impermissible unbounded strain 
energy in a small disc area around the crack tip, hence those values are excluded [117]. Hence, 
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the only positive eigenvalues are kept. For the detailed derivation of the WE for all three loading 
modes author recommends Chapter 3 from the literature [118]. 

After receiving solution and some mathematical manipulation the WE can be rewritten into stress 
tensor form, which accuracy depends on the number of terms used and known stress function. 
The stress tensor using in Cartesian coordinates for mode I and mode II described by WE have a 
following form: 

൝

𝜎௫௫

𝜎௬௬

𝜎௫௬

ൡ = ෍
𝑛

2

ஶ

௡ୀଵ

𝐴௡𝑟
ቀ

௡
ଶ

ିଵቁ

⎩
⎪
⎨

⎪
⎧ቀ2 +

𝑛

2
+ (−1)௡ቁ 𝑐𝑜𝑠 ቀ

𝑛

2
− 1ቁ 𝜃 − ቀ

𝑛

2
− 1ቁ 𝑐𝑜𝑠 ቀ

𝑛

2
− 3ቁ 𝜃

ቀ2 −
𝑛

2
− (−1)௡ቁ 𝑐𝑜𝑠 ቀ

𝑛

2
− 1ቁ 𝜃 + ቀ

𝑛

2
− 1ቁ 𝑐𝑜𝑠 ቀ

𝑛

2
− 3ቁ 𝜃

ቀ
𝑛

2
− 1ቁ 𝑠𝑖𝑛 ቀ

𝑛

2
− 3ቁ 𝜃 − ቀ

𝑛

2
+ (−1)௡ቁ 𝑠𝑖𝑛 ቀ

𝑛

2
− 1ቁ 𝜃 ⎭

⎪
⎬

⎪
⎫

 

             − ෍
𝑚

2

ஶ

௠ୀଵ

𝐵௡𝑟
ቀ

௠
ଶ

ିଵቁ

⎩
⎪
⎨

⎪
⎧ቀ2 +

𝑚

2
− (−1)௠ቁ 𝑠𝑖𝑛 ቀ

𝑚

2
− 1ቁ 𝜃 − ቀ

𝑚

2
− 1ቁ 𝑠𝑖𝑛 ቀ

𝑚

2
− 3ቁ 𝜃

ቀ2 −
𝑚

2
+ (−1)௠ቁ 𝑠𝑖𝑛 ቀ

𝑚

2
− 1ቁ 𝜃 + ቀ

𝑚

2
− 1ቁ 𝑠𝑖𝑛 ቀ

𝑚

2
− 3ቁ 𝜃

− ቀ
𝑚

2
− 1ቁ 𝑐𝑜𝑠 ቀ

𝑚

2
− 3ቁ 𝜃 + ቀ

𝑚

2
− (−1)௠ቁ 𝑐𝑜𝑠 ቀ

𝑚

2
− 1ቁ 𝜃 ⎭

⎪
⎬

⎪
⎫

, 

(2.4) 

where r and  are the polar coordinates, n, m are the orders of the term in the WE infinite power 
series, coefficient An corresponds to mode I and coefficient Bm corresponds to mode II. The 
coefficient of the first singular term for n = 1, i.e. A1, is related to the stress intensity factor (SIF) 
for mode I, and the second coefficient A2 corresponds to the distance-independent term called T-
stress. For mode II the first singular term for m = 1, i.e. B1, is related to the SIF for mode II. These 
engineering terms can be calculated as follows: 

𝐾ூ = √2𝜋𝐴ଵ, 𝑇 = 4𝐴ଶ, 𝐾ூூ = −√2𝜋𝐵ଵ . (2.5) 

Using Eq. (2.5) a stress tensor from Eq. (2.4) can be rewritten into a simplified two-parameter 
form: 

𝜎௜,௝ =
𝐾ூ

√2𝜋𝑟
𝑓௜,௝

ூ (𝜃) +
𝐾ூூ

√2𝜋𝑟
𝑓௜,௝

ூூ(𝜃) + 𝑇 + 𝑂௜,௝(𝑟, 𝜃) (2.6) 

where ij represents the stress tensor components, KI, KII are the SIFs for mode I and mode II, 
respectively, 𝑓௜,௝

ூ (𝜃), 𝑓௜,௝
ூூ(𝜃), are known shape functions for mode I and mode II (with origin at 

the crack tip; crack faces lie along the (x-axis) and Oi,j are the higher order (HO) terms. The 
Cartesian coordinate system formulation for the stress tensor used in Eq. (2.4) is shown in Figure 
5(a), while the same stress tensor in polar coordinates is shown in Figure 5(b). 

  
(a) (b) 

Figure 5: Stress tensor components in the Cartesian coordinate system (a) and in the polar coordinate system (b) with 
the origin at the crack tip. 

Further in this thesis, for the description of the stress fields around the crack tip a polar coordinate 
system is used. For this a stress tensor component using SIFs and T-stress can be expressed in 
following form:  
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σ௥௥ =
௄಺

√ଶగ௥
𝑐𝑜𝑠 ቀ

ఏ

ଶ
ቁ ቂ1 + 𝑠𝑖𝑛ଶ ቀ

ఏ

ଶ
ቁቃ +

௄಺಺

√ଶగ௥
𝑠𝑖𝑛 ቀ

ఏ

ଶ
ቁ ቂ1 +  3𝑠𝑖𝑛ଶ ቀ

ఏ

ଶ
ቁቃ + 𝑇𝑐𝑜𝑠ଶ𝜃 + 𝑂 ቀ𝑟

భ

మቁ, (2.7) 

𝜎஘஘ =
௄಺

√ଶగ௥
𝑐𝑜𝑠 ቀ

ఏ

ଶ
ቁ ቂ𝑐𝑜𝑠ଶ ቀ

ఏ

ଶ
ቁቃ −  

௄಺಺

√ଶగ௥
𝑠𝑖𝑛 ቀ

ఏ

ଶ
ቁ ቂ3𝑐𝑜𝑠ଶ ቀ

ఏ

ଶ
ቁቃ + 𝑇𝑠𝑖𝑛ଶ𝜃 + 𝑂൫𝑟ଵ ଶ⁄ ൯, (2.8) 

𝜏୰஘ =
𝐾ூ

√2𝜋𝑟
𝑐𝑜𝑠 ൬

𝜃

2
൰ 𝑠𝑖𝑛 ൬

𝜃

2
൰ + 

𝐾ூூ

√2𝜋𝑟
𝑐𝑜𝑠 ൬

𝜃

2
൰ ൤1 − 3𝑠𝑖𝑛ଶ ൬

𝜃

2
൰൨ +  𝑇𝑠𝑖𝑛ଶ𝜃 + 𝑂൫𝑟ଵ ଶ⁄ ൯. (2.9) 

The stress field in the polar coordinates can be obtained from stress tensor written in Cartesian 
coordinate system by using coordinate system transformation. Transformation from Cartesian to 
polar coordinates is done by following expressions: 

σ௥௥ = 𝜎௫௫𝑐𝑜𝑠ଶ𝜃 + 𝜎௬௬𝑠𝑖𝑛ଶ𝜃 + 2𝜎௫௬ sin 𝜃 cos 𝜃, (2.10) 

σఏఏ = 𝜎௫௫𝑠𝑖𝑛ଶ𝜃 + 𝜎௬௬𝑐𝑜𝑠ଶ𝜃 − 2𝜎௫௬ sin 𝜃 cos 𝜃, (2.11) 

σ௥ఏ = ൫𝜎௬௬ − 𝜎௫௫൯ sin 𝜃 cos 𝜃 + 𝜎௫௬(𝑐𝑜𝑠ଶ𝜃 − 𝑠𝑖𝑛ଶ𝜃). (2.12) 

The transformation from polar coordinate system to Cartesian coordinate system is done by Eq. 
(2.13)-(2.15): 

σ௫௫ = 𝜎௥௥𝑐𝑜𝑠ଶ𝜃 + 𝜎ఏఏ𝑠𝑖𝑛ଶ𝜃 + 2𝜎௥ఏ sin 2𝜃, (2.13) 

σ௬௬ = 𝜎௥௥𝑠𝑖𝑛ଶ𝜃 + 𝜎ఏఏ𝑐𝑜𝑠ଶ𝜃 − 𝜎௥ఏ sin 2𝜃, (2.14) 

σ௫௬ = (𝜎௥௥ − 𝜎ఏఏ) sin 𝜃 cos 𝜃 + 𝜎௥ఏ(cos 2𝜃), (2.15) 

1.1.1 Fracture Toughness 
In material science, if the stress intensity factor approach is used, the fracture toughness KIC is the 
critical stress intensity factor of a cracked body/component. Thus, stress intensity factor KI can be 
analytically calculated from: 

𝐾ூ = 𝜎√𝜋𝑎𝑌ூ , (2.16) 

where  is the applied stress, a is the crack length and YI is the geometry function dependent on 
the shape of the test specimen.  

Material’s failure occurs when KI  KIC, KI is driving force and KIC is a measure of material 
resistance. This happens when, the maximum applied force or sometimes called critical force PC 

remotely produces the critical stress C in Eq. (2.16), which caused sudden specimen’s/structure 
failure.  

In the Irwin’s approach to energy release rate G, the relationship between KI and G is defined as 
the rate of change in potential energy with the crack area for a linear elastic material. Then this 
relationship is given: 

𝐺 =
𝐾ூ

ଶ

𝐸
⇔ 𝐾ூ = √𝐺𝐸, (2.17) 

where E is the material’s Young’s modulus of elasticity. Thus, the fracture toughness can be 
expressed by both KIC  GIC. Similarly, to this the stress intensity factor and fracture toughness is 
applicable for other two loading modes i.e. in plane shear mode II and out-plane shear mode III 
(as presented in Figure 4(b) and (c)). 

Fracture toughness KIC is considered to be size-independent material property used as a fracture 
parameter. The fracture toughness is used to analyse the brittle fracture of glass, rocks, polymers 
and ceramics. Another application is found in the fatigue crack propagation, analysed by Paris-
Erdogan power law [119], as it denotes the value, for which crack propagation suddenly becomes 
rapid and unlimited. In addition to this, fracture toughness is used in the analysis of the mixed 
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mode I/II fracture resistance by employing various criteria. Most of these criteria consider the 
failure, which is mainly in mode I. Thus, the fracture toughness KIC plays a key role in such 
analysis. 

1.1.2 T-stress 
The elastic 2D T-stress or the first non-singular stress term of the WE (n = 2), has been used as a 
measure of constraint, which acts parallel to the crack line. The sign and magnitude of the T-stress 
has a great effect on the size and shape of the crack tip plastic zone for mode I loading. Specimens 
with a negative T-stress have lower constraint compared with those having a positive T-stress. 
This effect of constraint level on the shape and size of the plastic zone is presented in Figure 6. 

 

Figure 6: Influence of the T-stress on the shape and size of the plastic zone ahead of crack tip and its close vicinity 
adopted from [120]. 

From Figure 6, it can be observed, that if the T-stress > 0 MPa, the shape of the plastic zone works 
to slow down the crack propagation, while the size and shape of the plastic zone for values of  
T-stress < 0 MPa tends to increase the crack propagation [120]. In practical testing it is 
recommended to use test configuration, for which T-stress has value 0 MPa for early stages of the 
crack initiation and propagation. These different values of T-stress change the crack initiation 
direction and crack path direction. The influence of the constraint effect has been showed 
experimentally on the fatigue crack propagation experiments performed by Hutař et al. [121, 122] 
and recently by Miarka et al. [123]. For more details of the T-stress effects on the crack tip stress 
fields, author recommends the Gupta’s review article [124]. 

Elastic T-stress can be calculated by using Kfouri’s method [125] based on the path independent 
interaction integral, or directly from the stresses ahead of crack tip by using direct extrapolation 
method. The direct extrapolation method was proposed by Yang [126] calculates T-stress at a 
polar angle  = 0° as: 

𝑇 =  lim
௥→଴

൫𝜎௫௫ − 𝜎௬௬൯. (2.18) 

Another method to obtain value of the elastic T-stress is by analytical formulas, which  can be 
found in works/handbooks made by Leevers and Radon [127], Knésl and Bednář [128], and Fett 
[129]. All of these authors proposed the following relation between the biaxiality parameter , 
mode I stress intensity factor KI, T-stress T and crack length a: 

𝑇 =
𝛽𝐾ூ

√𝜋𝑎
, (2.19) 

where  is the biaxiality parameter, KI is the stress intensity factor for mode I and a is the crack 
length. 
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With a recent development and implementation of the T-stress calculation routines to FEM 
software, development of advanced fracture criteria for mixed mode I/II fracture arose and have 
been used in practice. The traditional and advanced fracture criteria are briefly discussed in 
section 1.3 of this thesis. 

For the fast and sufficiently accurate calculation of the SIF and T-stress, an interaction integral 
[125] (which is a derivation of the J-integral [113]) was used in this thesis. The interaction integral 
I-integral is implemented in the employed FEM software ANSYS. This calculation uses a path-
independent integral around the notch at various radial distances, which can be used for 2D or 3D 
analysis.  

The interaction integral has the following form: 

𝐼 =  
2

𝐸∗
(𝐾ଵ𝐾ଵ

௔௨௫ + 𝐾ଶ𝐾ଶ
௔௨௫) +

1

𝜇
𝐾ଷ𝐾ଷ

௔௨௫, (2.20) 

where Ki is the stress intensity factor for mode I, II and III, 𝐾௜
௔௨௫ is the auxiliary stress intensity 

factor for mode I, II and III, E* is the Young’s modulus for plane strain E/(1- 2),  is the Poisson’s 
ratio and  is the shear modulus. For a 2D problem the SIF for mode III K3 is equal to 0.  
The T-stress is then calculated using the following equation: 

𝑇 =  
𝐸

(1 − 𝜐ଶ)
൜

𝐼

𝑓
+ 𝜐𝜀ଷଷൠ, (2.21) 

where I is the interaction integral from Eq. (2.20), f is the line load applied along the crack front 
(typically f = 1) and 33 is the extensional strain at the crack front in the direction tangential to the 
crack front.  

1.2 Displacements Fields for Mixed Mode I/II 
As with the stresses, the displacement field for mixed mode I/II load conditions around the crack 
tip can be expressed using the WE [130]. The displacement in the direction of x-axis u is expressed 
as:  

𝑢 = ෍
𝐴௡

2𝜇

ே

௡ୀ଴

𝑟
௡
ଶ ቄቀ𝜅 +

𝑛

2
+ (−1)௡ቁ 𝑐𝑜𝑠

𝑛

2
𝜃 −

𝑛

2
𝑐𝑜𝑠 ቀ

𝑛

2
− 2ቁ 𝜃ቅ
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𝐵௠

2𝜇

ெ

௠ୀ଴

𝑟
௠
ଶ ቄቀ−𝜅 −

𝑚

2
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𝑚
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𝑚

2
𝑠𝑖𝑛 ቀ

𝑚

2
− 2ቁ 𝜃ቅ,  

(2.22) 

while the displacement in the direction of y-axis v is expressed as: 

𝑣 = ෍
𝐴௡

2𝜇

ே

௡ୀ଴

𝑟
௡
ଶ ቄቀ𝜅 −

𝑛

2
− (−1)௡ቁ 𝑠𝑖𝑛

𝑛

2
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𝑛
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𝑛

2
− 2ቁ 𝜃ቅ

+ ෍
𝐵௠

2𝜇

ெ

௠ୀ଴

𝑟
௠
ଶ ቄቀ𝜅 −

𝑚

2
+ (−1)௠ቁ 𝑐𝑜𝑠

𝑚

2
𝜃 +

𝑚

2
𝑐𝑜𝑠 ቀ

𝑚

2
− 2ቁ 𝜃ቅ, 

(2.23) 

where u and v are the displacement vector components in the x and y direction,  is the shear 
modulus, which can be expressed as E/2(1 + ),  is Kolosov’s constant for plane strain 3 - 4 
and for plane stress (3 - )/(1 + ) conditions, and E and  are the Young’s modulus and the 
Poisson’s ratio, respectively.  

For an easier orientation, the Eqs. (2.22) - (2.23) can be simplified as: 

𝑢 = 𝑓଴𝐴଴ + ෍ 𝐴௡𝑓௡
ூ(𝑟, 𝜃)

ே

௡ୀଵ

 +  ෍ 𝐵௠𝑓௠
ூூ(𝑟, 𝜃)

ெ

௠ୀ଴

 ,  (2.24) 
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𝑣 = 𝑔଴𝐵଴ + ෍ 𝐴௡𝑔௡
ூ (𝑟, 𝜃) + ෍ 𝐵௠𝑔௠

ூூ (𝑟, 𝜃)

ெ

௠ୀଵ

 

ே

௡ୀ଴

, (2.25) 

where 𝑓௡
ூ(𝑟, 𝜃) and 𝑔௡

ூ (𝑟, 𝜃) are known geometry functions for mode I and 𝑓௡
ூூ(𝑟, 𝜃) and 

𝑔௡
ூூ(𝑟, 𝜃) are known geometry functions for mode II in polar coordinates. 

The rigid body rotation and translation of the crack tip is shown in Figure 7. 

 

Figure 7: Rigid body translation at the crack tip and rigid body rotation with respect to the crack tip [130]. 

The terms f0A0 and g0B0 from Eqs. (2.24) and (2.25) are the displacements corresponding to n = 0 
and are directly related to the rigid body translation of the crack tip. Such displacement 
components can be written as: 

𝑢଴ = 𝑓଴𝐴଴ =
𝜅 + 1

2𝜇
𝐴଴,  (2.26) 

𝑣 = 𝑔଴𝐵଴ =
𝜅 + 1

2𝜇
𝐵଴. (2.27) 

These displacement u0 and v0 are independent of the position of the points and can be taken as the 
rigid body translation of the crack tip. In addition, the displacement components corresponding 
to the second term of mode II expansion are: 

𝑢 = −
𝜅 + 1

2𝜇
𝐵ଶ𝑟 sin 𝜃 = −

𝜅 + 1

2𝜇
𝐵ଶ𝑦 =  𝜑𝑦,  (2.28) 

𝑣 =
𝜅 + 1

2𝜇
𝐵ଶ𝑟 cos 𝜃 = −

𝜅 + 1

2𝜇
𝐵ଶ𝑥 =  𝜑𝑥, (2.29) 

where x and y are the Cartesian coordinates. The term B2 is directly related to the rigid body 
rotation of the crack with respect to the crack tip as  = −(κ + 1)B2/2μ. Therefore, the rigid body 
translation of the crack depends on the coefficients A0 and B0 and the rigid body rotation with 
respect to the crack tip depends on B2. The magnitude of the rigid body rotation of the crack, 
denoted by , is equal to the angle between original direction of the crack and the bisector of 
crack faces after the structural deformation.  

1.3 Mixed Mode I/II Fracture criteria 
In the engineering practice the structure or its components are very often loaded with multiple 
types of loads which produce the mixed mode I/II fracture. Knowledge of the direction of the 
crack initiation can help to extend the structure’s life and reduce structure’s sudden failures. 
Subsequently, the crack will initiate under the mixed mode I/II condition, however later in the 
crack propagation process, it will turn into direction where the mode I prevail [131]. 
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Usually the mixed mode I/II fracture analysis is done by employing various fracture criteria. 
Traditional criteria are e.g. maximum tangential stress (MTS) criterion postulated by Erdogan and 
Sih in 1963 [132] and strain energy density (SED) criterion postulated by Sih in 1974 [133, 134]. 
Both criteria use in the mixed mode I/II fracture analysis only SIFs for mode I and mode II. 
Consequently, the computational demands are low as the solution is simple linear or quadratic 
equation. 

The recent development of fracture analysis of mixed mode I/II loading conditions lead to 
postulate advanced fracture criteria e.g. generalized strain energy density (GSED) criterion [135, 
136], averaged strain energy density (ASED) criterion [137-139], extended maximum tangential 
strain (EMTSN) criterion [140-142] and generalized maximum tangential stress (GMTS) criterion 
[143, 144]. These recent fracture criteria are using SIFs as well as the traditional ones together 
with additional parameters. These parameters are the T-stress (i.e. the second term of the WE) or 
more WE terms and the critical distance rC. Employment of additional parameters leads to more 
computationally demanded procedures, which are mainly solved numerically. 

Further in this thesis the GMTS is applied to the mixed-mode I/II fracture analysis. The GMTS is 
comprehensively described and discussed in the following subsection, is used to predict mixed 
mode I/II fracture. The difference between the MTS and GMTS is showed, together with another 
approach to the MTS criterion. In addition, a GSED criterion is described as well as it uses  
the T-stress to determinate the mixed-mode I/II failure. 

1.3.1 Generalised Maximum Tangential Criterion 
The GMTS criterion is extension of the traditional MTS criterion. The GMTS, uses the tangential 
stress  as presented in Eq. (2.8) on p. 12. The  is expressed by using first two engineering 
terms presented in Eq. (2.5) on p. 11 i.e. KI and T for mode I and KII for mode II.  

The maximum value is found by search for function maximum and by complying to the 
conditions, then crack initiation direction 0 can be obtained from conditions when: 

𝜕𝜎ఏఏ

𝜕𝜃
|ఏୀఏబ

= 0 and 
𝜕ଶ𝜎ఏఏ

𝜕ଶ𝜃
< 0. (2.30) 

This modifies Eq. (2.8) on p. 12 to following form of MTS criterion:  

[𝐾ூ𝑠𝑖𝑛𝜃଴ + 𝐾ூூ(3𝑐𝑜𝑠𝜃଴ − 1)] = 0 (2.31) 

or in GMTS form:  

[𝐾ூ𝑠𝑖𝑛𝜃଴ + 𝐾ூூ(3𝑐𝑜𝑠𝜃଴ − 1)] −
16𝑇

3
ඥ2𝜋𝑟௖𝑐𝑜𝑠𝜃଴𝑠𝑖𝑛

𝜃଴

2
= 0. (2.32) 

The main difference between Eq. (2.31) and Eq. (2.32) is that the crack initiation angle 0 of the 
maximum tangential stress  for any combination of modes I and II depends on KI, KII, T and 
on the critical distance rC. Please note, if the critical distance rC = 0, the GMTS expression 
simplified itself to MTS expression as presented in Eq. (2.31). The angle 0 determined from  
Eq. (2.32) is then used to predict the direction of the mixed mode I/II fracture. 
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Figure 8: Stress tensor in polar coordinates with a critical distance rC, onset of fracture 0 and critical tangential 
stress ,C with the origin at the crack tip. 

According to GMTS criterion for mixed mode I/II, the brittle fracture occurs radially from the 
crack in the direction of the maximum tangential stress 0. The crack initiate when along the 0 
and critical distance rC the maximum tangential stress  reaches its critical value ,C  

(See Figure 8). The brittle fracture occurs when KI = KIC, KII = 0. and 0 = 0°, this assumption 
simplifies Eq. (2.8) on p. 12 to: 

ඥ2𝜋𝑟஼𝜎ఏఏ,஼ = 𝐾ூ஼ , (2.33) 

where KIC is the fracture toughness for mode I. 

The brittle fracture can be obtained by substituting the fracture toughness KIC and found crack 
initiation direction 0 into Eq. (2.8). This will lead to: 

𝐾ூ௖ = 𝑐𝑜𝑠
𝜃଴

2
൤𝐾ூ𝑐𝑜𝑠ଶ

𝜃଴

2
−

3

2
𝐾ூூ𝑠𝑖𝑛𝜃଴൨ + ඥ2𝜋𝑟௖𝑇𝑠𝑖𝑛ଶ𝜃଴. (2.34) 

Such Eq. (2.34) can be used for the calculation of fracture initiation for pure mode I, pure mode 
II and mixed mode I/II. 

In addition to above-mentioned the MTS and GMTS two more criteria are presented. First one is 
the analytical maximum average tangential stress (MATS) criterion postulated by Matvienko in 
2012 [145], which uses first two terms and second one semi-analytical MATS postulated by 
Klusák [146], which uses numerically generated tangential stress  with infinite number of WE 
terms. Both criteria can be express as: 

𝜎തఏఏ =
1

𝑑௔௩௚

න 𝜎ఏఏ(𝑟)𝑑𝑟

ௗೌೡ೒

଴

, (2.35) 

where davg is the length over which is the tangential stress  averaged. In case of Matvienko’s 
approach to MATS, the tangential stress  is expressed from Eq. (2.8) on p. 12 and then 
analytically operated. In case of Klusák’s approach, the tangential stress  generated from FEM 
solution is averaged radially in distance d for each polar angle . In addition to this, Klusák’s 
approach can be simply applied on the wedge notch types and on the bi-material’s interfaces. In 
both cases the conditions from Eq. (2.30) have to be fulfilled. 

1.3.2 Generalised Strain Energy Density Criterion 
The generalised strain energy density (GSED) criterion [135] is hereunder introduced as it can be 
directly compared to the GMTS criterion. In comparison to the GMTS criterion, the GESD 
criterion is based on the idea that a crack growth will take place in the direction where the strain 
energy reaches its minimum.  
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The strain energy density function dW/dV stored in an element dV for 2D solution can be written 
as: 

𝑑𝑊

𝑑𝑉
=

1

2𝜇
൤
𝜅 + 1

8
(𝜎௥௥ + 𝜎ఏఏ)ଶ − 𝜎௥௥𝜎ఏఏ + 𝜎௥ఏ

ଶ ൨ = 0, (2.36) 

where,  is the shear modulus μ=E/(2(1+)) and κ is the Kollosov’s constant. The strain energy 
density (SED) factor, S, which represents the elastic energy field in the vicinity of the crack tip is 
defined as:  

𝑆 =  𝑟
𝑑𝑊

𝑑𝑉
> 0. (2.37) 

This minimum can be obtained from the conditions:  

𝜕𝑆

𝜕𝜃
|ఏୀఏబ

= 0 and 
𝜕ଶ𝑆

𝜕ଶ𝜃
> 0. (2.38) 

By replacing the stress components from Eqs. (2.8)-(2.10) on p. 12 into Eq. (2.37) and by applying 
the conditions stated in Eq. (2.38) one may derive the crack initiation direction 0: 

𝐶ଵ𝐾ூ
ଶ + 𝐶ଶ𝐾ூூ

ଶ + 𝐶ଷ𝐾ூ𝐾ூூ + 𝐶ସ൫𝛽ௌா𝛼ௌா𝐾௘௙௙൯𝐾ூ + 𝐶ହ൫𝛽ௌா𝛼ௌா𝐾௘௙௙൯𝐾ூூ

+ 𝐶଺൫𝛽ௌா𝛼ௌா𝐾௘௙௙൯
ଶ

= 0 
(2.39) 

in which 

𝐶ଵ =
1

16𝜋𝐺
sin 𝜃଴ (2 cos 𝜃଴ − 𝜅 + 1) (2.40) 

𝐶ଶ =
−1

16𝜋𝐺
sin 𝜃଴ (6 cos 𝜃଴ − 𝜅 + 1) (2.41) 

𝐶ଷ =
1

8𝜋𝐺
(2 cos(2𝜃଴) − (𝜅 − 1) cos 𝜃଴) (2.42) 

𝐶ସ =
−1

16𝜋𝐺
sin

𝜃଴

2
൫5(cos(2𝜃଴) + cos 𝜃଴) + (𝜅 + 1)൯ (2.43) 

𝐶ହ =
−1

16𝜋𝐺
cos

𝜃଴

2
൫5(cos(2𝜃଴) − cos 𝜃଴) + (𝜅 + 3)൯ (2.44) 

𝐶଺ = 0 (2.45) 

The dimensionless parameters SE is the dimensionless parameter as defined in (2.19) on p. 13. 
The parameters αSE and effective SIF Keff are defined as: 

𝛼ௌா = ඨ
2𝑟஼

𝑎
 (2.46) 

𝐾௘௙௙ = ට𝐾ூ
ଶ + 𝐾ூூ

ଶ  (2.47) 

Similarly to GMTS, the GSED criterion depends on the SIFs for modes I and II, T-stress and 
material constants  and critical distance rC. Please note, that the traditional SED criterion can be 
obtain from Eq. (2.39) when the parameter SE is equal to 0. According to the GSED criterion 
brittle fracture occurs when the SED factor S reaches its critical value Scr. The critical SED factor 
Scr has direct relation to the fracture toughness KIC for mode I which can be expressed as: 

𝑆௖௥ =
1

8𝜋𝜇
(𝜅 − 1)𝐾ூ஼

ଶ . (2.48) 
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The above-mentioned analytical approach to the solution of GSED is obtain numerically by using, 
e.g. Newton’s iterative method, which is highly time consuming. This again suggest the use of 
averaged strain energy density (ASED) criterion proposed by Klusák [147]. Klusák’s approach 
for ASED is similar to the MATS and again uses the SED numerically generated, which is then 
averaged over the distance davg. ASED criterion is obtain from the averaging conditions: 

Σത =
1

𝑑௔௩௚

න Σ(𝑟)𝑑𝑟

ௗೌೡ೒

଴

, (2.49) 

where  = S is the numerically obtained strain energy density. The Eq. (2.49) searches for 
minimum of S/ by averaging the numerically generated S/ over the radial distance d for each 
polar angle . 

The author believes in proper introduction of the SED criteria as it can be an alternative to the 
MTS or GMTS criterion. Nevertheless, this thesis is limited to the use of MTS and GMTS criteria 
due to the fact, that the concrete’s main failure mechanism is in the direction of high tensile 
stresses and higher computational demands compared to the GMTS criterion. 

1.3.3 Critical Distance 
It is recognized that plastic deformation will occur at the crack tip or in its close vicinity as a 
result of the high stresses that are generated by the sharp stress concentration. To estimate the 
extent of this plastic deformation, Irwin equated the yield strength to the Y-direction stress along 
the X-axis and solved it for the radius. The radius value determined was the distance along  
the X-axis where the stress perpendicular to the crack direction would equal the yield strength; 
thus, Irwin [109] found that the extent of plastic deformation. This extent of the plastic zone is 
now commonly referred as critical distance rC.  

The fundamental approach to acquire the values of material’s critical distance can be evaluated 
by substituting material’s fracture toughness from Eq. (2.17) on p. 12 into tangential stress  
from Eq. (2.8) on p. 12 or its critical value ,C from Eq. (2.33) on p. 17 and considering various 
boundary conditions, this will lead to following formulas:  

𝑟௖ =
ଵ

ଶ
ቀ

௄಺಴

ఙ೟
ቁ

ଶ

 – plane stress, (2.50) 

𝑟௖ =
ଵ

଺
ቀ

௄಺಴

ఙ೟
ቁ

ଶ

– plane strain. (2.51) 

In Eqs. (2.50) and (2.51) KIC is the fracture toughness for mode I and t is the tensile strength or 
sometimes referred as ft in application to concrete materials. 

In case of the brittle fracture, the critical distance rC interprets the location where the stress 
reached its critical value which will result into material’s failure. Moreover, if two materials with 
the same value of fracture toughness KIC and tensile strength t are compared, both rC are the 
same. However in the case, when both materials will have a different value of e.g. tensile strength 
t, the critical distance will extend and the location of failure will vary for both materials. This 
representation of material’s critical distance rC in terms of tangential stress  and the influence 
on its critical value ,C is showed in Figure 9. 
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Figure 9: Graphical representation of the material’s critical distance rC. 

In concrete materials, the above-mentioned plastic zone is virtually small or not present at all. 
However, there exists another non-linear zone ahead of the crack which is greater in size, so called 
fracture process zone (FPZ). The characteristic length lch in concrete fracture substitutes the role 
of material’s critical distance rC. Here in this subsection, the FPZ is only briefly introduced and 
more details of its properties and its formation are stated in following section 2 of this thesis. 

Hillerborg [148] in his work pioneered the calculation of the characteristic length lch by following 
equation: 

𝑙௖௛ =
𝐸𝐺ி

𝑓௧
ଶ , (2.52) 

where E is the Young’s modulus, ft is the tensile strength and GF is size independent fracture 
energy. 

Bažant and Planas [149] presented another relation for the FPZ length based on the energy balance 
in the crack tip as:  

𝑟஼ =
𝑚 + 1

𝜋
൬

𝐾ூ஼

𝑓௧

൰
ଶ

=
𝑚 + 1

𝜋
𝑙௖௛ , (2.53) 

where m is the power of polynomial approximation function which represents bridging stress in 
FPZ. If the bridging stress ahead of the crack tip is linear respective to the crack tip-opening 
displacement (CTOD), rC equals to: 

𝑟஼ =
2


൬

𝐾ூ஼

𝑓௧

൰
ଶ

=
2

𝜋
𝑙௖௛ . (2.54) 

The validity of Eq. (2.54) was experimentally demonstrated by Ayatollahi and Aliha in [150] for 
ceramic materials. Moreover, they found out, that the critical distance is approximately 100 times 
greater than the average grain size. 

Karihalloo in his work [151] also assumed that the bridging stress in the FPZ can be expressed a 
series of function of CTOD. Karihaloo proposed following formulation, by considering only first 
term of expansion, of critical distance rC: 

𝑟஼ =
3

8

𝐸𝑤௖

𝑓௧

, (2.55) 

where wC is the critical CTOD value which can be expressed as the function of the fracture energy 
GF or fracture toughness KIC.  
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All of these methods for estimation of material’s critical distance rC use fracture toughness related 
to the first term of the WE, i.e. A1C or in engineering form of KIC. Ayatollahi and Akbardoost 
[152] have recently postulated the method to determinate the critical distance rC by using the third 
term of WE A3C. Moreover, they showed its size independency for concrete material. The critical 
distance rC for 3PB test geometry using the A1 and A3 terms can be express as:  

𝑟஼ =

⎣
⎢
⎢
⎢
⎢
⎡
𝑓௧√2𝜋 ± ඨ2𝜋𝑓௧

ଶ − 12
𝐴ଷ

∗

𝐴ଵ
∗

𝐾ூ஼
ଶ

𝑊

6
𝐴ଷ

∗

𝐴ଵ
∗

𝐾ூ஼

𝑊

⎦
⎥
⎥
⎥
⎥
⎤

ଶ

, (2.56) 

where 𝐴ଵ
∗  and 𝐴ଷ

∗  are dimensionless parameters related to the A1 and A3 term dependent on the 
specimen’s geometry and W is the specific dimension. 

The fracture toughness KIC (A1C) is dominant in close vicinity of the crack tip, while the higher 
order terms are dominant further from the crack tip. Thus, this approach postulated by  
Ayatollahi and Akbardoost [152] might be advantageous especially for the concrete materials for 
which this non-linear zone ahead of crack tip is large.  

1.4 Over-deterministic Method 
To evaluate the SIFs and T-stress derived from the Williams’ expansion, the over-deterministic 
method (ODM) proposed by Ayatollahi and Nejati [130] can be used. This is an improvement of 
the general method proposed by Sanford and Dally [153], which also determines SIFs and far 
field stress from displacement, however does not account for higher order terms of the WE.  
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The current implementation of ODM generated reliable results previously in [123] applied to 
mode I displacements. The ODM utilizes k numbers of horizontal u and vertical v displacements 
of the displacement fields. Using Eqs. (2.22) and (2.23) on p. 14, where the unknowns are only N 
numbers of An coefficients and M numbers of Bn coefficients, an over-determined system of 
equations can be formed as: 

[𝑈]ଶ௞ାଵ =  [𝐶]ଶ௞×(ேାெାଶ)[𝑋](ேାெାଶ), (2.58) 

where [U] contains the displacements u and v, [C] contains the values of shape functions fI(r,) 
and gI(r,) for mode I and shape functions fII(r,) and gII(r,) for mode II, [X] are the unknown 
WE coefficients and N and M are the demanded number of evaluated WE coefficients. In order 
to have a more accurate solution independent of the selected nodes, the number of nodes is chosen 
to be more than the number required to solve the set of equations (i.e. 2k > N+M+2). This 
assumption leads to the solution by the least-square method in a vector form expressed as:  

[𝐶]்[𝑈] = [𝐶]்[𝐶][𝑋], 

[𝑋]  =  ([𝐶]்[𝐶])ିଵ[𝐶]்[𝑈]. 
(2.59) 



 

22 
 

This method can be applied on both experimental measured and on the numerically generated 
displacements fields. On the other hand, if the WE coefficients are known prior to experimental 
measurement, one can easily generate the displacements u and v in front of crack tip. Moreover, 
the validation of the applicability of LEFM can be made between the experimentally captured 
displacements by the digital image correlation (DIC) technique and the numerically generated 
displacements by FEM software. This process is schematically showed in Figure 10. 

 

Figure 10: Comparison of ODM process for the experimentally measured DIC and numerically generated FE 
displacements. 

After obtaining demanded WE terms from the ODM solution, it is recommended to validate the 
results with the analytical formulas found in the literature e.g. Tada [154]. If the geometry does 
not allow for analytical solution, the calculated WE terms have to be used to estimate stress fields 
around the crack tip and then compared to the numerical FEM solution.  
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2. Concrete Fracture 

Concrete is composite material composed of fine and coarse aggregates bounded together with a 
cement matrix that hardens over time. Thus, fracture of concrete is highly complex process that 
still poses challenge in composing experimental setup, numerical modelling, and concrete 
technology. Microstructure of concrete is highly heterogenous due to presence of flaws, such as 
pores, inclusions, and micro-cracks. These micro-cracks are locations, which can promote 
debonding of aggregate particles from the cement matrix. Further coalescence of these 
microscopic cracks due to external loading inevitably leads to observable macro-cracking. The 
cracks are not only affecting the aesthetic look and durability, but possibly jeopardizing the 
structural stability, as well. However, concrete cracking is inherent to the material and it does not 
necessarily result in structural failure; stabilized cracks are not dangerous [20]. It is important to 
fully understand the material’s fracture and failure behaviour in order to make correct judgment 
of this. 

To introduce main differences in the fracture process of concrete material, it is most explanatory 
to compare concrete to other materials in form of material’s response to the actions of external 
tensile load. This comparison is usually expressed by the applied load versus produced 
deformation (P-) diagram. Concrete’s response to the load, so-called quasi-brittle, is compared 
between brittle (glass) and ductile (steel) materials. When the tensile strength t of a material is 
reach, cracking will occur. However, the ductile material, exhibits yielding plateau in the (P-) 
diagram (see curve (c) in Figure 11) which prolongs the structure’s failure. This plateau is a result 
of plasticizing micro-structure ahead of the crack tip. On the other hand, the brittle material does 
not show any of this yielding plateau and the failure is achieved immediately after reaching its 
tensile strength t due to lack of existence of the plastic zone ahead of the crack tip (see curve (a) 
in Figure 11). However, the quasi-brittle material in same situation evinces softening behaviour, 
which gradually lowers the tensile stress in the P- diagram (see curve (b) in Figure 11). This 
comparison of different material types and resulting material’s response to the tensile load is 
presented in Figure 11. 

 

Figure 11: Load-deformation P- diagram of (a) - brittle, (b) - quasi-brittle and (c) - ductile material adopted from 
[20] 

The region in which the quasi-brittle material undergoes softening damage (tearing), featured by 
progressive micro-cracking, is called the fracture process zone (FPZ). This softening, in the FPZ 
is result from the micro-cracking of concrete material. The presence of FPZ is the main reason 
for the deviation of the concrete behaviour from the LEFM prediction. The FPZ is formed, when 
micro-cracks are propagating and later coalescing into observable macro-crack. In this zone, due 
to the existence of micro-cracks concrete material progressively softens [20]. This above-referred 
phenomenon of response to tensile load can be examined in more detail if the crack tip situation 
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is shown. The detail of the size and formation of various nonlinear zones ahead of crack tip due 
to actions of external tensile loads for different materials is presented in Figure 12. 

 

Figure 12: Comparison of the size and shape of the fracture process zone ahead of the crack tip of various materials 
(a) – linear fracture, (b) – plastic and (c) - concrete [20, 155]. 

The brittle material, possesses both FPZ and plastic zone, however their size is virtually small 
(practically absent) and have no influence on extending the structure’s life after reaching the 
ultimate load PC or tensile strength t (See Figure 12(a)). Ductile material, such as steel, possesses 
small FPZ which is surrounded by much larger nonlinear plastic zone. This plastic zone extends 
the structure life from the immediate failure. The difference in size of FPZ and plastic zone is 
showed in Figure 12(b). Whereas the quasi-brittle material has the FPZ of great size, due to 
nonexistence of the plastic flow since concrete in tension is not capable of plastic deformation, 
which practically occupies the entire space ahead of crack tip with nonlinear deformation [20, 
155]. 

This FPZ is known to be property of all quasi-brittle materials, which are mainly heterogenous 
materials consisting of brittle constituents and inhomogeneities not negligible to the structure’s 
size. These materials include concrete, as the archetypical case, fibre-reinforced concrete, shale 
and various rocks, fibre-polymer composites, coarse-grained or toughened ceramics, refractories, 
bone, cartilage,  dentine,  dental  cements,  biological  shells,  many biomaterials, stiff soils, silt, 
grouted soils, sea ice, consolidated snow, cold asphalt concrete, coal, various printed materials, 
rigid foams, wood, paper, carton, etc., and all brittle materials on the micrometre scale [156]. 

Generally, this FPZ can be defined as the zone where flaws become active due to the fact that the 
tensile strength is reached. So the FPZ is actually a bridging zone between a macro-crack and the 
uncracked region of a cracked element/body. Outside the FPZ concrete behaves as nearly elastic 
[157, 158]. Furthermore, the length of this FPZ in concrete structures is not constant, but related 
to the maximum aggregate size Dmax a typical value is roughly 12Dmax [155]. This means that, 
depending on the structural size, the FPZ may encompass the whole cross-section [157]. This 
influence of the aggregate size on the length of the FPZ was experimentally studied by Mihashi 
[159] with the acoustic emission (AE) technique. 

Furthermore, the development in of the FPZ in concrete is changing over the P- process. The 
concrete material is progressively softening in this zone due to micro-cracking. This can be 
schematically explained by Figure 13. It is appropriate to highlight significant features of this 
zone. The linear-elastic behaviour to the tensile load is until the point A is reached. The region 
between point A and point B exhibits the pre-peak nonlinearity, in which the FPZ is formed.  
In between the points B and C, the after peak softening is reached as a result of fully formed FPZ 
and micro-cracking. The tail of softening diagram C-D is on the other hand result of aggregate 
interlock and other frictional effects. At this stage the macro crack is fully developed.  
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(a) (b) 

Figure 13: Typical P- response of a pre-cracked concrete specimen (a), and the fracture process zone ahead of the 
real traction-free crack (b). Note that the FPZ extends only over the tension softening region (BCD) and it may be 

surrounded by a nonlinear (but not a softening) region, e.g. the region AB adopted from [20]. 

The fracture front has been experimentally observed by Mindess [160]. From measurements of 
tensile strain fields by Moire interferometry presented by Cedolin [161], it appears that the 
fracture front a zone of micro-cracks has width about the aggregate size. From microscopic 
observations show that the larger, micro-cracks are not spread over a band of a large width but 
are concentrated essentially on a line. This line along which the micro-cracks are scattered is not 
straight but in the most case it is highly tortuous (Figure 13(b)).  

However, cracks generally propagate in a direction perpendicular to the maximum tensile stress 
t and in heterogeneous materials, such as concrete, they tend to follow the weakest path. On the 
other hand, when a crack starts to propagate in matrix and then encounters a tougher aggregate 
particle, the crack is arrested and/or branched. Thus the crack path is deflected and a larger surface 
area is created which results into a higher load and energy needed for crack to continue its 
propagation [162]. This formation of FPZ and some different situations during concrete crack 
propagation are schematically represented in Figure 14. 

  
(a) (b) 

  
(c) (d) 

Figure 14: Development of FPZ – (a) micro-cracking at aggregate due to presence of macro-crack, (b) – debonding 
and micro-cracking, (c) – coalescence of deboned crack with macro-crack, and micro-cracking, (d) – crack bridging, 

debonding crack branching and micro-cracking. Adopted from [20]. 

Furthermore, when new crack surfaces are formed, they may still be in contact by the aggregate 
bridging mechanism, thus creating the ability to sustain some normal tensile stress along the FPZ 
[20]. These so-called cohesive stresses represent the forces transmitted across a developing crack 
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due to wedging and pull-out of aggregates fragments [157] and they are assumed to be a 
monotonically decreasing function of the crack opening displacement in the FPZ [158]. 

It should be realized that the boundary of the FPZ should not be defined as the boundary of visible 
micro-cracks but as the boundary of the strain-softening region, i.e., the region in which the 
maximum stress decreases with increasing maximum strain. Since the strain-softening is caused 
not just by micro-cracking but also by unobservable bond ruptures and sub-microscopic flaws, 
the FPZ is probably much wider (as well as longer) than the region of visible micro-cracks. 
Measurements of Cedolin et al. [161] appear to support this view. Nonetheless, the question of 
the actual shape of the micro-crack zone is unimportant for the macroscopic continuum 
modelling.  

2.1 Size-Effect 
Another important property of concrete fracture which should be considered in practice is the 
size-effect. The size of the specimen was studied by Bažant in [163] and in [149] which resulted 
into formulation of the size-effect law (SEL). A large amount of research has been dedicated to 
this phenomenon – for a comprehensive overview, the author would like to refer to Bažant [164] 
and [165]. Here it will be briefly introduced as it is considered important concrete property. 

The size-effect, mostly related to a certain material property, is the change of that property when 
the size of the structure increases [166]. The most important size-effect for structural engineers is 
the one related to the maximum load a structural element can withstand. For concrete structures, 
there is inevitably a large gap between the scales of large structures (e.g. dams or bridges) and of 
laboratory tests [164]. For instance, the flexural strength of a concrete beam decreases as the 
beam’s depth increases [162] or in small specimens where the FPZ cannot develop to its full 
length, the energy consumed by fracture is less than in a large specimen [67]. Generally, the SEL 
is defined through comparison of geometrically similar structures of different sizes, and is 
conveniently characterized in terms of the nominal stress σN at the ultimate load. The basic scaling 
laws are power laws in terms of the characteristic structural size D, for which the definition is 
arbitrary (e.g. the beam depth, the beam span, a diagonal dimension…).  

According to the classical theories, based on strength criteria, concrete failure exhibits no size-
effect and all geometrically similar structures fail at the same nominal stress (σN is constant). This 
is illustrated by the horizontal dashed line in Figure 15, in which σN is plotted against the 
structure’s size D in double logarithmic coordinates. On the other hand, if the failure asses by 
LEFM theory, an inclined dashed line with slope -1/2 appears in Figure 15 with a rather strong 
size-effect. However, the concrete structures showing the SEL a transitional behaviour, described 
by the solid curve. This curve is product of  concrete (quasi-brittle material), incapable of purely 
plastic deformations and possessing a FPZ which size is not negligible compared to the structure 
size. In fact, the concept of quasi-brittleness is relative. If the size of a quasi-brittle structure 
becomes sufficiently large compared to the material inhomogeneities, the structure becomes 
perfectly brittle and follows LEFM principles [165].  

 

Figure 15: Size-effect of concrete for geometrically similar structures of different sizes. 
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Apart from the size-effect on the strength, there is also a size-effect on the shape of the post-peak 
descending load-deflection curve. This is comprehensively described in the following section as 
it is also affecting the value of fracture energy GF. In addition to this, there exists variation on 
size-effect e.g. recently reported width effect by Carloni et. al [167, 168]. 

2.2 Fracture Energy 
Typically, the FMPs of concrete are evaluated from the recommended geometry of the three-point 
bending (3PB) test with straight-through notch in the mid span of the specimen [67] (see Figure 
16(a)). This experimental set-up, which provides stable and reliable results, is well acknowledged 
among researchers [169-171]. On the other hand, there is no agreement among researchers on the 
definite specimen’s geometry and cross-section shape which could provide the independent value 
of the fracture energy GF [22, 172-174].  

In this section, an author’s interesting contribution to the measurement of FMPs on non-traditional 
notch type is briefly presented. Recently, Miarka et al [175] validated the use of  the chevron-
notched three-point bending (CN3PB) test [176-178](see Figure 16(b)) for the experimental 
evaluation of the specific fracture energy Gf. Experimental bending test set-ups with specimens 
possessing a cross-section with chevron notch have been introduced and standardized since the 
1960's [64, 179]. This experimental set-up is used to evaluate fracture toughness of various 
materials e.g. ceramics [180], brittle metals like bearing steel [181] or aluminium alloys [182].  

The main advantage of this test set-up is that no sharp pre-crack has to be introduced because a 
sharp crack is formed during loading at the beginning of the test [183]. Furthermore, no crack 
length measurement is required, and a stable crack growth from the notch tip prior to the final 
fracture load can be reached due to the geometry of the notch [184, 185]. 

(a) (b) 
Figure 16: Sketches of 3PB specimen with straight-through notch (a) and 3PB specimen with chevron notch (b). 

Generally, the notches can have various endings, which are shown in Figure 17. The straight-
through notch is sawed by a single cut going through the whole thickness of the specimen. The 
relative crack length is then expressed by dimensionless parameter 0 = a0/W, where W is the 
specimen’s height and a0 is the initial notch length (see Figure 17(a)). However, in case of the 
chevron notch, there can be two types of notches, i.e. sharp or blunt chevron notch. To produce 
such kind of a notch, two or more cuts are necessary. In case of the sharp notch, the relative crack 
length is expressed by two parameters 0 and 1. The parameter 0 expresses the position of the 
sharp end of the chevron notch in the centre of the cross-section, while the 1 denotes the notch 
length at the edge of the specimen (see Figure 17(b)). Similarly, to the straight-through notch 
type, the 0 and 1 are expressed as a0/W and a1/W respectively. In case of the blunt chevron 
notch, the parameter b1 is additionally introduced, which defines the blunt end from the edge of 
the cross-section. This parameter is needed to precisely define the blunt chevron notch position 
(see Figure 17(c)).  
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(a) (b) (c) 

Figure 17: Comparison of ligament area Alig of straight-through notch (a), chevron notch with constant angle (b) and 
chevron notch with constant angle with blunt ending (c). 

The unnotched cross-section area ahead of the notch as shown in Figure 17 is so-called ligament 
area Alig. Specimens with the same initiation length a0 of the chevron notch have a smaller 
ligament area Alig compared to the standard specimens with the straight-through notch, therefore 
more specific fracture energy is needed in the fracture process in case of the straight through 
notch.  

Suppose that the crack growth is stable, and the work done by external load is spent entirely in 
crack propagation. Based on the Griffith energy balance criterion [104], crack growth in an elastic 
body in the state of equilibrium is a natural process of energy transfer between the strain energy 
of the body and the fracture energy required for creating a new crack surface, so that a state of 
minimum potential energy is achieved for the system at a given load level. Thus for an elastic 
brittle material the fracture energy GF is identical and equal to the toughness GC. Therefore, one 
should get the same result, from which the fracture toughness KIC using the Eq. (2.17) can be 
calculated. The reason for the variability of GF with specimen size and for its significant departure 
from GC has to do with the violation of the two-basic assumption of the LEFM theory. The LEFM 
theory assumes that the work done by the external load goes solely into stable crack extension, 
and that the energy required for the latter is independent of specimen geometry and loading 
conditions [20]. 

For quasi-brittle material (i.e. concrete), the work is consumed in breaking the unnotched part of 
the beam’s cross-section to create new surfaces. In the load-displacement (P-) relations  
(See Figure 18), the area enclosed by the response curve represents the work done by the external 
load to produce fracture of the specimen/beam.  

 

 

Figure 18: Work of fracture [67]. 

According to the RILEM method [67] for 3PB test on notched specimens, the specific work of 
the external force (fracture value) Wf, is obtained from the complete load – displacement (P-) 
diagram as follows: 
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𝑊௙ =  න 𝑃(𝛿)𝑑𝛿. (2.60) 

The value of the specific fracture energy Gf (energy needed to create a crack of unit area) can be 
expressed as: 

𝐺௙ =
𝑊௙

𝐴௟௜௚

,   (2.61) 

where Wf is the work of fracture calculated from Eq. (2.60) and Alig is the ligament area.  

Hu and Wittmann [186, 187] introduced the boundary effect method (BEM), which considers the 
influence of the free boundary of the uncracked ligament. Based on their findings, it is possible 
to obtain size-independent specific fracture energy Gf of concrete based on the experimental 
measurements on the specimens with various notch lengths. Taking the BEM into account, the 
size-independent fracture energy can be evaluated as: 

𝐺௙(𝛼) =
1

𝑊 − 𝑎଴

න 𝑔௙(𝑥)𝑑𝑥
ௐି௔బ

଴

, (2.62) 

where Gf is the average size independent fracture energy, and gf is the local fracture energy which 
depends on the distance x along the uncracked ligament length.  

Later, Karihaloo et al. [22, 188] discussed influence of various notch depths on the evaluation of 
the size-independent fracture energy GF. For this, a substitution of the complex function used for 
the description of local fracture energy gf by bilinear approximation was done. The bilinear 
expression is described as follows: 

𝐺௙(𝛼଴) =

⎩
⎨

⎧𝐺ி ൤1 −
1

2

λ

1 − 𝛼଴

൨ ;   1 − 𝛼଴ > λ

𝐺ி

1

2

1 − 𝛼଴

λ
 ;  1 − 𝛼଴ ≤  λ

, (2.63) 

where Gf is the size-dependent fracture energy, α0 is the relative notch length and  is the 
parameter of the transition point expressed as  = lt/W, where lt is the transition zone length. Eq. 
(2.63) then leads into a solving equation with two unknowns, GF and lt. The simplified boundary 
effect method (SBEM) and the transition zone length was experimentally verified by  
Muralidhara et al. [189], showing reliable results. 

Miarka et al. [175] verified the applicability of the CN3PB test on the evaluation of the FMPs of 
concrete or concrete-like materials. For this, experiments were prepared, in which the 3PB test 
and CN3PB test specimens had the same ligament area Alig. This assumption provided easy 
quantification of the influence of the notch type on the values of fracture load Pmax, fracture 
toughness KIC, work of fracture Wf and, most importantly, on the values of specific fracture energy 
Gf of studied material. Moreover, the experiments were designed with specimens which had 
various notch geometry, they had similar dimensions, i.e. thickness, height and span. The value 
of GF was evaluated from experimental load-displacement (P-) diagrams and by employing the 
above-mentioned SBEM. 

2.3 Models for Predicting Concrete Failure 
This sub-section is dedicated to various approaches on predicting concrete failure due to crack 
initiation under the tensile loads. First two are dedicated to establishing value of the concrete’s 
fracture toughness KIC, other two are briefly introduced and compared between each other as they 
are both dealing with non-linear modelling of such phenomenon and the last one is described in 
more details as it used later in the non-linear analysis.   
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2.3.1 The Two Parameter Fracture Model 
The two-parameter fracture model for concrete proposed by Jenq and Shah in 1985 [190] transfers 
the effect of pre-peak nonlinear behaviour of the concrete structure into the elastic equivalent 
structure. This is done on the assumption that the onset of fracture in concrete can be predicted 
based on knowledge of fracture toughness KIC and related crack tip opening displacement CTODC. 
Moreover, the sharp notch of a length a0, which originated from nonlinear behaviour, is 
transformed into effective crack ae > a0 of the equivalent elastic structure, which is calculated 
from the unloading compliance Cu. Model’s principle is shown in Figure 19. 

 

  

(a) (b) 
Figure 19: A typical P-CMOD diagram (a) showing the initial compliance Ci and unloading compliance Cu and  

(b) crack tip situation. 

The parameters for the load level of P = Pmax correspond to KI = KIC, CTOD = CTODC and  
a = ae. The KIC and CTODC are independent on the specimen’s size. The parameter ae depends on 
the specimen’s size, however if the specimens size increase to the “infinity” the parameter ae will 
tend to approach crack length of a0. Thus, this model correctly predicts the linear elastic fracture 
behaviour.  

The main shortcoming of this model is that it predicts the failure only for the load level of Pmax, 
beyond that point the model is not able to correctly predict the typical softening branch of  
P-CMOD diagram.  

2.3.2 The Effective Crack Model 
Another approach to concrete fracture was proposed by Nallathambi and Karihallo in 1990 [19], 
the effective crack model, is based on similar principle as the two-parameter model. Difference 
is in the calculation of the effective crack ae. In this case it is done from the secant stiffness of the 
P-CMOD or P- diagram.  

The secant stiffness Esec is calculated from the P- diagram as a connection between origin point 
P0 and Pmax. The secant stiffness E is then used in the calculation of the stress N ahead of crack 
tip. Furthermore, these parameters are used to calculate the effective crack length ae, which is 

then used for the calculation of the effective fracture toughness 𝐾ூ஼
௘௙௙. The calculation of the 

effective fracture toughness 𝐾ூ஼
௘௙௙ is done by substituting crack length a by effective crack length 

ae in Eq. (2.16) on p. 12.  

This approach again cannot predict the post-peak softening behaviour and have same proper 
related to the infinite specimen size, for which the effective crack length ae tends to approach 
initial crack a. Please note, that the relation postulated by Nallathambi an Karihaloo can be used 
only for 3PB test geometry. 

2.3.3 Fictious Crack Model 
The fictious crack model (FCM) for the concrete fracture was proposed by Hillerborg in 1976 
[191]. It is considered to be the first nonlinear material model used in theory of concrete fracture. 
It includes the tension softening fracture process within the fracture process zone through the 

yy=
KI

√2x
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fictious crack, whose faces are affected by closing stresses. The term “fictious” is used here as 
the crack cannot be continuous with full separation of its faces.  

These closing stresses are not constant over the length of the FPZ, they increase from zero value 
at the pre-existing traction-free macro-crack to the full uniaxial tensile strength ft at the tip of the 
fictious crack. The crack is extended by the value of lch, i.e. characteristic length of FPZ from  
Eq. (2.52) on p. 20. The stress-strain relation used by Hillerborg is shown in Figure 20. 

 
(a) (b) 

Figure 20: Stress-strain relation of Hillerborg’s fictious crack model (a) – linear elastic material ahead of the 
fictitious crack tip and (b) – softening material withing the fracture process zone. 

This model includes the fracture energy GF as an area under the softening curve (see Figure 20(b)), 
which is one of two material parameters describing the concrete fracture as the brittle parameters 
i.e. KIC or GC do not describe the material’s behaviour properly. The second one is the stress-
displacement relation (w) in the softening zone. Knowing this relation, the fracture energy GF 
can be calculated as: 

𝐺ி = න 𝑤(𝜎) 𝑑𝜎
଴

௙೟

= න 𝜎(𝑤) 𝑑𝑤
௪೎

଴

, (2.64) 

where the ft is uniaxial tensile strength and wc is the critical crack tip opening displacement of the 
pre-existing macro-crack at which the whole crack (a0 + lch) begins to grow. 

It is obvious, that the fracture energy GF depends on the function of the softening branch. 
Literature offers various functions (w) for softening branch approximations, e.g. linear proposed 
by Petersson [192], exponential proposed by Hoordijk [193] and bi-linear as implemented in 
recommendations [18, 67]. The other shortcoming of this model is to properly obtain the value of 
wc, as the existing macro-crack is never sharp.  

2.3.4 Crack Band Model 
The micro-cracking and bridging stresses in the FPZ are not continuous and mainly it does not 
develop in narrow discrete region in line with the traction-free crack as the FCM suggests. Thus, 
crack band model (CBM) was developed by Bažant and Oh in 1983 [194], which considers micro-
crack to be smeared over a band of width h (see Figure 21(a)) initially parallel to the opening 
stress yy.  

Again, the softening curve can be approximated by many simple functions as in the case of FCM. 
The fracture energy GF is now: 

𝐺ி = ℎ න 𝜎௬௬(𝜀) 𝑑𝜀
ఌ೎

଴

, (2.65) 

where c corresponds to the critical crack tip opening displacement of fictious crack model  
(c = wc/h). The band width h can be related to the gage length or to the element size in numerical 
analysis and it is recommended to be of h = 3g, where g is maximum aggregate size [194]. 

The CBM uses stress-strain (), i.e. a decreasing stress with increasing inelastic deformation, 
while in case of FCM (w) relation is used. Nonetheless, this strain is now related to the inelastic 
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deformation w and fracture energy GF which results to the ultimate strain at complete rupture c 
is now related to wc. The stress-strain () softening relation is showed in Figure 21(b).   

 
(a) (b) 

Figure 21: Micro-cracking measured over a band width h (a) and the inelastic deformations in the FPZ with strain-
softening curve.  

Moreover, the CBM incorporates the shear retention factor ω and the damage parameters d. The 
shear retention factor allows for the crack face roughness due to aggregate interlock. The damage 
parameter allows for the stiffness reduction in the loading and loading process. It takes value of 
0 corresponding to no damage and 1 which represents complete rupture.  

2.3.5 Material model - Concrete Damaged Plasticity Model in Abaqus 
In this subsection, the adopted concrete damaged plasticity (CDP) material model is briefly 
introduced. The CDP material model, as implemented in FE software Abaqus [195], is presented 
below. The model’s yield function was proposed by Lubliner [196] and later modified by Lee and 
Fenves [197] to account for the different strength evolution in tension and compression. The yield 
function in terms of effective stresses has the following form:  

𝐹 =
1

1 − 𝛼஼஽௉
൫𝑞ത − 3𝛼஼஽௉𝑝̅ + 𝛽஼஽௉(𝜀̃௣௟)〈𝜎ොത௠௔௫〉 − 𝛾஼஽௉〈−𝜎ොത௠௔௫〉൯, (2.66) 

where 𝑝̅ is the hydrostatic pressure, 𝑞ത is the von Misses equivalent effective stress, 𝜎ොത௠௔௫ is the 
maximum principal effective stress, CPD,  CPD are constitutive parameters describing the flow of 
the yield function and  CPD is the parameter related to the shape of the yield function. Parameters 
CDP, CDP, and CDP are expressed by Eqs. (2.67) to (2.69). 

𝛼஼஽௉ =
(𝜎௕଴/𝜎௖଴) − 1

2(𝜎௕଴/𝜎௖଴) − 1
; 0 ≤ 𝛼஼஽௉ ≤ 0.5, (2.67) 

where b0 is the biaxial compressive strength and c0 is the uniaxial compressive strength. 

𝛽஼஽௉ =
𝜎௖൫𝜀௖

௣௟
൯

𝜎௧൫𝜀௧
௣௟

൯
(1 − 𝛼஼஽௉) − (1 + 𝛼஼஽௉), (2.68) 

where 𝜎௖൫𝜀௖
௣௟

൯ and 𝜎௖൫𝜀௧
௣௟

൯ are the effective cohesion stresses for compression and tension, 
respectively. 

 The shape of the yield surface is expressed as: 

𝛾஼஽௉ =
3(1 − 𝐾௖)

2𝐾௖ − 1
. (2.69) 

In this, Kc is the ratio of the tensile to the compressive meridian and defines the shape of the yield 
surface in the deviatory plane in Figure 22(a). Typically, Kc = 2/3 corresponds to the Rankine 
formulation and 1 to the Drucker–Prager criterion. In biaxial compression, where 𝜎ොത௠௔௫ = 0, the 
parameter CDP is not active, and only the parameter CDP is being used. Parameter CDP is active 
when the 𝜎ොത௠௔௫ < 0, which occurs in triaxial compression. The concrete damaged plasticity model 
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uses the flow potential function G(), which is a non-associated Drucker–Prager hyperbolic 
function and is defined by Eq. (2.70). 

𝐺(𝜎) = ඥ(𝜀஼஽௉𝜎௧଴ tan 𝜓)ଶ + 𝑞തଶ − 𝑝̅ tan 𝜓, (2.70) 

where CDP is the eccentricity and  is the dilation angle.  

 
 

(a) (b) 

Figure 22: Yield surfaces in the deviatory plane - (a) and schematic of the plastic flow potential with dilation angle  
and eccentricity in the meridian plane (b). 

The CDP constitutive input parameters, which define the plasticity, are shown in Table 1. These 
plasticity parameters were comprehensively studied by [198, 199] and showed accurate results, 
moreover they have been calibrated prior to numerical study (See Chapter IV Section 3.2 Material 
Model Calibration). Therefore, they have been adapted for this study i.e. values are artificial and 
not based on experimental measurement. 

Table 1: Input constitutive material parameters for CDP model. 

Dilatation angle 
 [°] 

Eccentricity  
[-] 

b0/c0 [-] Kc [-] 
Viscosity 

parameter  [-] 

36 0.1 1.16 0.666 0 

The CDP material model assumes that the uniaxial tensile and compressive response of concrete 
is characterized by damaged plasticity, which is defined by the damage parameter dtot and is used 
in the model according to Eq. (2.71). 

𝜎 = (1 − 𝑑௧௢௧)𝜎ത = (1 − 𝑑௧௢௧)𝐸଴(𝜀 − 𝜀௣௟), (2.71) 

The damage parameter dtot is defined in terms of compression and tension dc and dt, respectively 
by: 

(1 − 𝑑௧௢௧) = (1 − 𝑠௧𝑑௖)(1 − 𝑠௖𝑑௧), (2.72) 

where st and sc describe the tensile and compressive stiffness recovery. The damage parameters 
for compression dc and tension dt can be calculated according to Eq. (2.73) and Eq. (2.74), 
respectively 

𝑑௖ = 1 −
𝜎௖

𝐸௢൫𝜀௖ − 𝜀௖
௣௟

൯
, (2.73) 

where E0 is the Young’s modulus, c is the compressive stress, c is the compressive strain and 
c

pl is the compressive plastic strain. 

𝑑௧ = 1 −
𝜎௧

𝐸௢൫𝜀௧ − 𝜀௧
௣௟

൯
, (2.74) 
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where E0 is the Young’s modulus, t is the tensile stress, t is tensile strain and t
pl tensile plastic 

strain.  

In the CDP material model a visco-plastic regularization can be introduced according to Duvuant-
Lions [200] generalized formulation. By introducing a viscosity parameter  the plastic strain 
tensor is upgraded, and the damage uses additional relaxation time. The visco-plastic strain rate 
regularization is described in Eq. (2.75).    

𝜀௩
௣௟

=
1

𝜂
൫𝜀௣௟ − 𝜀௩

௣௟
൯, (2.75) 

Similarly to the strain definition, a stiffness degradation variable for the visco-plasticity dv is 
defined as: 

𝑑௩ =
1

𝜂
(𝑑௧௢௧ − 𝑑௩), (2.76) 

The stress-strain relation of the visco-plastic model is given as: 

𝜎 = (1 − 𝑑௩)𝐸଴൫𝜀 − 𝜀௩
௣௟

൯. (2.77) 

However, this regularization technique has some limitations, which can be overcome by using the 
non-local approach [201-204] e.g. the integral non-local approach proposed by Pijaudier-Cabot 
[205] or the  gradient approach proposed by Peerlings [206]. Nevertheless, the visco-plastic 
regularization is a common technique used in modelling of the softening materials studied by a 
static/implicit or even by explicit analysis, which can help to overcome common convergence 
problems. 

  



   

35 
 

  
Materials and Methods 

In order to investigate the mixed-mode I/II crack initiation, propagation and fracture resistance of 
concrete, several different types and grades of concrete mixture were composed. Each studied 
concrete mixture and its composition together with mechanical properties are comprehensively 
introduced and discussed. In this chapter, the used specimens along with the experimental setup 
are precisely described. Furthermore, a basic principle of modern experimental technique of 
digital image correlation method is introduced. Lastly, the aggressive environmental conditions 
and its experimental measurement are presented to provide basic information of used material.  

1. Concrete Mixtures  

Hereunder, the mixture composition of each studied concrete material is presented. The mixture 
composition was in direct cooperation with the concrete precast plant at ŽPSV s.r.o. company. 
Presented mixtures are used in the prefabrication of the concrete structural elements e.g. bridge 
beams, floor panels and the railway sleepers. The intent of investigation of more than one mixture 
is to improve its mechanical and mainly fracture mechanical properties, while reducing the 
cement content. Furthermore, the measured material’s mechanical properties according to 
European standards are presented.  

1.1 Concrete C50/60 
The C 50/60 concrete type was selected to be reference mixture as it is typically used for the pre-
stressed precast elements which are produced nowadays. C 50/60 shows variety in structural 
applications because of its high compressive and tensile strength. Usually, concrete with a 
compressive strength higher than 60 MPa and water to cement w/c ratio lower than 0.42 can be 
considered as a high-performance concrete (HPC) [3]. However, this term of HPC will not be 
used for this mixture. 

 

Figure 23: Fresh C 50/60 mixture poured into moulds. 

The C 50/60 concrete contains 450 kg of CEM I 42.5 R, the water to cement ratio w/c is 0.40. 
Fine aggregate was natural sand 0/4 mm and crushed aggregate 4/8 mm and 8/16 mm from high 
quality granite was used as well as drinking water. The concrete was mixed in a volume of 1 m3 
and poured immediately into moulds, see Figure 23. A polycarboxylates-based superplasticizer 
was used to reach good workability. The slump of this mixture was 540 mm in accordance with 
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[207] and can be classified as class F4. The fresh C 50/60 mixture in moulds is presented in Figure 
23. 

The mechanical properties were measured in accordance with European standards at 28 days age. 
The measured mechanical propertied together with bulk density are presented in Table 2. 

Table 2: Mechanical properties with standard deviation of used C 50/60 concrete at 28 days age. 

Compressive cube strength fc,cube [MPa] 85.8 ± 2.9 
Compressive cylindrical strength fc,cyl [MPa] 72.8 ± 2.5 

Flexural strength ft [MPa] 18.5 ±1.0 
Indirect tensile strength ft [MPa] 5.52 ± 0.31 

Young’s Modulus E [GPa] 38.3 ± 0.3 

Bulk density  [kg/m3] 2390 ± 27.32 

From both the presented compressive strengths fc,cube and fc,cyl this concrete mixture could fit into 
the C 70/85 group. These high strengths and Young’s modulus are result of high w/c ratio as it 
allows full hydration of cement grains. However, the manufacturer uses C 50/60 grade, therefore, 
for consistency reasons, the C 50/60 marking will be kept.  

Moreover, this mixture of C 50/60 concrete was frequently used in production of precast elements 
as it showed constant mechanical results. Thus this concrete will be taken as reference mixture in 
the comparison with other studied concrete mixtures.   

1.2 High-strength Concrete 
High-strength concrete (HSC) was designed in close cooperation with a concrete precast plant, in 
order to improve mechanical performance of C 50/60 as presented in [208] and to reduce the 
production costs. For this binder, Portland cement CEM I 42.5 R, was used together with three 
mineral admixtures. Moreover, binder consist 80 % of CEM I 42.5 R, 7.5 % of granulated blast 
furnace slag (GBFS), 2 % of limestone and 10 % of metakaolin Metaver. Water/binder ratio was 
0.2. The aggregates were composed from natural sand 0/4 mm and crushed high quality granite 
with a size of 4/8 mm (the maximum aggregate size is 8 mm). A polycarboxylate based 
superplasticizer Glenium 300 was selected based on its great compatibility with cement and to 
reach good workability of the mixture. The concrete was mixed in volume of 1 m3 and poured 
immediately into moulds. The material composition per m3 is showed in Table 3. 

Table 3: Material composition of studied HSC per m3. 

 
CEM I 
42.5R 

GBFS Limestone 
Metakaolin 

Metaver 
Superplasticizer 
(Glenium 300) 

Water 
Sand 
0/4 

Crushed 
aggregates 

4/8 

[kg] 650 60 15 75 17 165 400 600 

Prepared samples were carefully covered with a PE-foil, which helped to prevent excessive 
moisture exchange with the environment, as the specimens were stored outside of the laboratory 
environment (precast concrete plant), with a temperature ≈ 5 - 25oC for a period of 28 days. The 
measured mechanical properties of studied HSC were in accordance to the European standards at 
the 28 days age and the measured mechanical properties are presented in Table 4. 

Table 4: Mechanical properties of studied HSC mixture. 

Compressive strength at 1 day fc,cube [MPa] 65.2 
Compressive strength at 28 days  fc,cube [MPa] 106.2 
Compressive cylindrical strength fc,cyl [MPa] 94.1 

Indirect tensile strength - cube fct [MPa] 7.4 
Young's modulus - cube Ecube [GPa] 41 

Young's modulus - cylinder Ecyl [GPa] - 
Bulk density  [kg/m3] 2350 
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The cubes were tested in the age of 1 and 28 days to see the strength development over the time.  
As it can be seen from Table 4, the intent to design mixture with higher mechanical performance 
compared to the C 50/60 concrete was fully met. Consequently, the HSC mixture shows high 
early strength of more than 65 MPa, which already fits in the group of C 50/60 grade. 

The HSC’s material structure as well as its typical granite aggregate, is presented in Figure 24 
together with the cylindrical samples drilled out of the beam after the test. 

 

 

(a) (b) 
Figure 24: Example of HSC’s structure (a) and core-drill samples (b). 

1.3 High-performance Concrete Batch A 
High-performance concrete (HPC) was designed in close cooperation with a concrete precast 
plant, in order to improve mechanical performance of C 50/60 as presented in [208] and to reduce 
the production costs. For this binder, Portland cement CEM I 42.5 R, was used together with three 
mineral admixtures. Moreover, binder consist 79 % of CEM I 42.5 R, 5.5% of granulated blast 
furnace slag (GBFS), 4% of limestone and 11.5 % of metakaolin Metaver. Water/binder ratio was 
0.23. The aggregates were composed from natural sand 0/4 mm and crushed high quality granite 
with a size of 4/8 mm and 8/16 mm (the maximum aggregate size is 16 mm). A polycarboxylate 
based superplasticizer Glenium 300 was selected based on its compatibility with cement and to 
reach good workability of the mixture. The concrete was mixed in volume of 1 m3 and poured 
immediately into moulds. The material composition per m3 is showed in Table 5. 

Table 5: Material composition of studied HPC per m3. 

 
CEM I 
42.5R 

GBFS Limestone 
Metakaolin 

Metaver 
Superplasticizer 
(Glenium 300) 

Water 
Sand  
0/4 

Crushed 
aggregates 

4/8 

Crushed 
aggregates 

8/16 

[kg] 575 40 30 80 20 165 590 185 725 

Prepared samples were carefully covered with a PE-foil, which helped to prevent excessive 
moisture exchange with the environment, as the specimens were stored outside of the laboratory 
environment (precast concrete plant), with a temperature ≈ 5 - 25oC for a period of 28 days. The 
measured mechanical properties of studied HPC were in accordance to the European standards at 
the 28 days age and the measured mechanical properties are presented in Table 6. 

Table 6: Mechanical properties of studied HPC mixture. 

Compressive strength at 1 day fc,cube [MPa] 51.1 
Compressive strength at 28 days  fc,cube [MPa] 100.5 
Compressive cylindrical strength fc,cyl [MPa] 94.1 

Indirect tensile strength - cube fct [MPa] 5.4 
Young's modulus - cube Ecube [GPa] 42.1 

Young's modulus - cylinder Ecyl [GPa] 40.6 

Bulk density  [kg/m3] 2342 
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The cubes were tested in the age of 1 and 28 days to see the strength development over the time. 
As it can be seen from Table 6, the intent to design mixture with higher mechanical performance 
compared to the C 50/60 concrete was again fully met.  

The HPC’s material structure as well as typical granite aggregate of size 8/16, is presented in 
Figure 25 together with the cylindrical samples drilled out of the beam after the test. 

(a) (b) 
Figure 25: Example of HPC’s structure (a) and core-drill samples (b). 

1.4 Alkali-Activated Concrete 
Alkali-activated concrete (AAC) [10, 209] was designed based on the formerly performed tests, 
see [210, 211]. The mixture composition was designed according to [212]. The traditional binder, 
Portland cement, was fully substituted by the granulated blast furnace slag (GBFS) [2]. The dry 
mass of the activator was 8 % and the water to slag ratio was 0.45. Sodium water glass and 
potassium hydroxide were combined to reduce efflorescence of an appropriate silicate modulus 
of the activator (Ms = 0.67 or mass ratio (K2O + Na2O) / SiO2 is 60/40). This composition of the 
activator is convenient in terms of both setting and strengths. A naphthalene-based plasticizer was 
also used for a better workability of the mixture. Natural aggregates were used with a maximum 
size of 8/16 mm. The slump of this mixture was 600 mm. The material composition per m3 is 
showed in Table 7. 

Table 7: Material composition of used AAC per m3. 

 GBFS 
Na-WG 
Ms = 2.0 

50 % 
solution of 

KOH 
Water 

PSN-
plasticizer 

Sand 
0/4 

Crushed 
aggregates 

4/8 

Crushed 
aggregates 

8/16 

[kg] 450 45 34 159 10 855 385 400 

Again, this mixture was poured into the moulds immediately after mixing. Afterwards, the 
specimens were carefully covered with a PE-foil, which helped to prevent moisture exchange 
with the environment, because the specimens were stored outside of the laboratory environment 
(precast concrete plant), with a temperature ≈ 5 - 25oC for a period of 28 days. 

The AAC’s binding paste has typical white colour comparison to the other tested concrete types. 
This is due to complete substitution of the Portland cement, which has its typical grey/dark grey 
colour. An example of the material’s structure and core-drill samples drilled out of beam after the 
test are shown in Figure 26.   
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(a) (b) 

Figure 26: Example of AAC’s structure (a) and core-drill samples (b). 

The AAC material was tested at various ages to cover the strength development. To test the 
mechanical properties, 150 mm cubes, and 150 mm diameter with 300 mm height cylinders were 
prepared - see Table 2. In total, three specimens were used to determine the mechanical properties 
addressed in Table 8. The measured mechanical properties of the AAC show a relatively low early 
strength [213, 214], which increases over time and ultimately reaches relatively high values, more 
than 60 MPa (see Table 8). Compared to the ordinary Portland cement-based concrete of a similar 
strength, this AAC mixture shows a significantly lower value of modulus of elasticity – see also 
[24]. 

Table 8: The compressive strength fc at different concrete ages and the Young’s modulus E of Alkali-activated 
concrete mixture. 

fc – 24 h - cubes 150 mm [MPa] 8.8 ± 0.3 
fc – 14 d - cubes 150 mm [MPa] 53.4 ± 1.2 
fc – 28 d - cubes 150 mm [MPa] 62.0 ± 1.5 
fc – 28 d - cylinders 150  300 mm [MPa] 48.0 ± 3.4 
fct – 28 d - cubes 150 mm [MPa] 3.4 ± 0.2 
fct – 28 d splitting cylinders 150  300 mm [MPa] 3.2 ± 0.2 

Estat – 28 d - cylinders 150  300 mm [GPa] 26.3 ± 1.1 

Edyn – 28 d – cylinders 150  300 mm [GPa] 29.6 ± 3.3 

Bulk density  [kg/m3] 2210 ± 3.3 

The AAC’s material mechanical performance is lower compared to C 50/60 mixture, however 
this mixture with its parameters belongs to the grade of C 50/60, while the C 50/60 mixture fits 
more into grade of C 70/85. Therefore the designed AAC mixture could be used as a replacement 
in the production of precast concrete elements of the C 50/60 mixture made with traditional 
Portland cement binder. 

1.5 High performance Concrete Batch B – Chloride  
Another HPC was designed to analyse the material’s resistance to chloride ingress. For this a 
binder, Portland cement CEM I 42.5 R, was used together with one mineral admixtures. 
Moreover, binder consist 88 % of CEM I 42.5 R and 12 % of metakaolin Metaver. Water/binder 
ratio was 0.25. The aggregates were composed from natural sand 0/4 mm and crushed high quality 
granite with a size of 4/8 mm and 8/16 mm (the maximum aggregate size is 16 mm). A 
polycarboxylate based superplasticizer was selected based on its compatibility with cement and 
to reach good workability of the mixture. The concrete was mixed in volume of 1 m3 and poured 
immediately into moulds. The material composition per m3 is showed in Table 9. 
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Table 9: Material composition of studied High-performance concrete per m3. 

 
CEM I 
42.5R 

Metakaolin 
Metaver 

Superplasticizer Water Sand 0/4 
Crushed 

aggregates 
4/8 

Crushed 
aggregates 

8/16 

[kg] 575 80 20 165 680 200 810 

Prepared samples were carefully covered with a PE-foil, which helped to prevent excessive 
moisture exchange with the environment, as the specimens were stored outside of the laboratory 
environment (precast concrete plant), with a temperature ≈ 5 - 25oC for a period of 28 days. 

The measured mechanical properties of studied HPC were in accordance to the European 
standards at the 28 days age and the measured mechanical properties are presented in Table 10. 

Table 10: Mechanical properties of studied HPC mixture. 

Compressive strength at 1 day fc,cube [MPa] 30.2 
Compressive strength at 28 days  fc,cube [MPa] 102.0 

Indirect tensile strength - cube fct [MPa] 5.8 
Young's modulus - cube Ecube [GPa] 42.1 

Young's modulus - cylinder Ecyl [GPa] 39.5 
Bulk density  [kg/m3] 2395 ± 11.3 

The cubes were tested in the age of 1 and 28 days to see the strength development over the time. 
As it can be seen from Table 10, the intent to design mixture with higher mechanical performance 
compared to the C 50/60 concrete was again fully met. 

2. Specimens 

Underneath both Brazilian disc (BD) and Brazilian disc with central notch (BDCN) specimens 
are described. These specimens have been mostly used in this study to determinate indirect tensile 
strength ft and fracture toughness KIC for mode I and KIIC for mode II.  

2.1 Brazilian Disc  
The Brazilian disc (BD) is widely used to determinate the indirect or transverse tensile strength ft 
of rocks [85]. In addition, it can be used on concrete, PMMA and asphalts mixtures. The 
dimensions and typical boundary conditions during the test are shown Figure 27. 

 

Figure 27: Dimensions and boundary conditions of Brazilian disc specimen. 

The indirect tensile strength ft can be evaluated for the BD specimen by the following equation: 

𝑓௧ =
௉

గோ஻
, (3.1) 

where P is the applied compressive load, R is the disc’s radius and B is the specimen’s thickness.  
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The BD’s failure occurs in centre of the disc in the location of the maximum tensile stress. 
Measured indirect tensile strength ft is used to determinate material’s critical distance rC as it is 
evaluated from circular geometry which reduce the error produced by different geometries.  

2.2 Brazilian Disc with a Central Notch 
A Brazilian Disc with a Central Notch (BDCN) was selected as a main geometry to investigate 
the mixed mode I/II fracture resistance. The BDCN specimen was used due to the simplicity of 
specimen preparation, the relatively simple experimental setup and the possibility of mixed mode 
I/II loading. This mixed mode I/II loading is achieved by inclining the initial notch to the loading 
point by the angle . A geometry and boundary conditions of the BDCN specimen is presented 
in Figure 28. 

 

Figure 28: Dimensions and boundary conditions of a Brazilian disc with a central notch specimen. 

The BDCN specimen is prepared by cuts of the cylindrical samples. The cylindrical sample can 
be obtained from core drill (real structure prior to renovation) or from mixture cast to moulds 
(new mixture development). In this study the BDCN specimens have been made from moulded 
samples with dimension of 150 × 300 mm (height × diameter). Actual, experimental setup for the 
BDCN specimen is showed in Figure 29 

 

Figure 29: Experimental set-up of BDCN specimen (a/R = 0.4 α = 20°). 

The notch in the BDCN specimen has length of 2a and the relative notch length ration is then 
expressed as a/R and thus the notched specimen is used in the evaluation of FMPs of concrete 
materials. Such notch can possess various notch types’ endings, i.e. straight through notch, sharp 
chevron notch and round chevron notch. In this study, a straight through notch Figure 30(a) will 
be used as it provides direct location of the crack initiation. For this a water jet cutter has been 
used in order to provide straight notch ends and to reduce labour costs. All of these notch types 
are shown in Figure 30. 
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(a) (b) (c) (d) 

Figure 30: Comparison of notch ends for BDCN specimen showed on ½ cross-section. 

The chevron notch is widely used for testing and evaluation of FMPs of rocks on various geometry 
shapes e.g. cracked chevron notched Brazilian disc (CCNBD) [89, 215, 216]. Both chevron 
notches presented in Figure 30(c) and Figure 30(d) are labour intensive as two or more cuts are 
necessary to provide chevron notch into the BDCN geometry and usually resulted in bad 
execution of the notch ends. 

Further in the analysis of the mixed mode I/II fracture resistance the SIFs will be determined on 
the BDCN geometry. The SIFs for mode I and mode II are calculated using Eqs. (3.2) and (3.3) 
according to the handbook by Tada & Paris [154] and by the literature Ayatollahi [144, 217] and 
by Seitl et al [208]. 

𝐾ூ =
𝑃√𝑎

𝑅𝐵√𝜋

1

ට1 −
𝑎
𝑅

𝑌ூ(𝑎/𝑅, 𝛼), 
(3.2) 

𝐾ூூ =
𝑃√𝑎

𝑅𝐵√𝜋

1

ට1 −
𝑎
𝑅

𝑌ூூ(𝑎/𝑅, 𝛼), 
(3.3) 

where P is the applied compressive load, R is the specimen radius, a is the crack length,  is the 
notch inclination angle, B is the thickness of the specimen and YI and YII are the shape functions 
for mode I and mode II, respectively.  

Please note that the measured dimensions used in Eqs. (3.2) and (3.3) for all studied materials are 
showed in Appendix A of this thesis. General dimensions were radius R o 150 mm, relative notch 
ration a/R of 0.4 and thickness B of approximately 28 mm. 

As above-mentioned the biaxiality parameter  (Eq. (2.19) on p. 13) for the calculation T-stress 
can be used for test specimen which has KI > 0 in whole test range. However, in case of the BDCN 
specimen, the KI value is for some notch inclination angles  equal to zero, which leads to infinite 
values of parameter . For this reason, it is recommended that another method to be used, i.e. the 
direct extrapolation method proposed by Yang  [126], or using procedure as implemented in FEM 
software which allows directly to obtain the T-stress value by Eq. (2.20) on p. 14.  

Using the analytical formulas for calculation of the SIFs for mode I, mode II and for T-stress and 
estimating value of material’s fracture toughness KIC one can applied the GMTS criterion to the 
BDCN geometry. The mixed mode I/II fracture resistance is usually expressed in the relative 
coordinates for mode I as ratio of KI/KIC and for mode II as ratio of KII/KIC.  
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The fracture resistance is then expressed by substituting these assumptions to the Eq. (2.34) on p. 
17. The fracture resistance curve for mode I is then obtained from:  

𝐾ூ஼

𝐾ூ

= 𝑐𝑜𝑠
𝜃଴

2
൤𝑐𝑜𝑠ଶ

𝜃଴

2
−

3

2

𝐾ூூ

𝐾ூ

𝑠𝑖𝑛𝜃଴൨ + ඥ2𝜋𝑟஼

𝑇

𝐾ூ

𝑠𝑖𝑛ଶ𝜃଴, (3.4) 

and for mode II: 

𝐾ூ஼

𝐾ூூ

= 𝑐𝑜𝑠
𝜃଴

2
൤

𝐾ூ

𝐾ூூ

𝑐𝑜𝑠ଶ
𝜃଴

2
−

3

2
𝑠𝑖𝑛𝜃଴൨ + ඥ2𝜋𝑟஼

𝑇

𝐾ூூ

𝑠𝑖𝑛ଶ𝜃଴, (3.5) 

Both Eq. (3.4) and Eq. (3.5) show noticeable dependency of whole GMTS criterion on the second 
term of the WE and on the critical distance rC. Thus, the estimation of proper value of the critical 
distance rC in this case is crucial. The literature offers various options for the calculation of rC 
however, this this will limit to itself to calculate rC based on the Eqs. (2.50) or (2.51) on p. 19. 

3. Digital Image Correlation Technique   

The digital image correlation (DIC) technique is a full-field optical technique used for 
displacement measurements in structural or mechanical components. It works analysing a 
sequence of images of the analysed component from an initial state (undeformed) to a final state 
(deformed). This technique can be implemented both in 2D (in-plane) and 3D (in and out-of-
plane).  

In this work, 2D DIC is implemented since the displacement fields are obtained on a plane 
specimen. Its implementation comprises the following steps according to [218]: 1) specimen and 
experimental equipment preparations, 2) acquisition of a sequence of images and 3) processing 
of the acquired images and displacements. The specimen surface must have a random grey 
intensity distribution (a random speckle pattern), which deforms together with the specimen. The 
speckle pattern can be the natural texture of the specimen surface or artificially made by spraying 
a random black speckle over a white background applied on the specimen surface. The camera 
must be placed with its optical axis perpendicular to the specimen surface in order to avoid 
inaccurate two-dimensional measurements. After preparing the specimen and assembling the set-
up, a sequence of images is acquired from an initial or reference state (undeformed state) until a 
final state (deformed state).  

The DIC technique was used to investigate the crack tip behaviour of the BDCN specimen for 
various crack lengths and various inclination angles α. DIC provides full-field displacement 
information by comparing images taken before and after straining the specimen body [219]. Each 
image is divided into smaller regions, or ‘interrogation windows’. The cross-correlation product 
is used to measure the similarity between the interrogation windows before and after straining the 
body for the purposes of the study:  

𝑐(𝑢, 𝑣) = ∑ ∑ 𝐼஺(𝑥, 𝑦) ∙ 𝐼஻(𝑥 + 𝑢, 𝑦 + 𝑣)
௬ୀ

ಿ

మ

௬ୀି
ಿ

మ

௫ୀ
ಿ

మ

௫ୀି
ಿ

మ

,  (3.6) 

where c is the cross-correlation product, which is a function of u and v, these being the 
displacement vectors joining the centres of the two regions of interest along directions x and y, 
respectively; IA and IB are the intensity distribution of the two digital images before and after 
straining the sample, respectively; and N is the number of interrogation windows into which the 
digital images were divided. The maximum value of the cross-correlation product (Eq. (3.6)) is 
the probable displacement vector for the centre of each interrogation window in IA.  

The DIC principle is schematically explained in Figure 32. Once the sequence of images has been 
acquired, its processing is performed. The basic principle of 2D DIC consists on tracking the dis-
placement of points in two recorded images before and after deformation. To compute the 
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displacements at a certain point P, a square reference subset centred at point P from the reference 
image is chosen and used to track its corresponding location in the deformed image. To implement 
2D DIC, it is necessary to define the region of interest (ROI) in the reference image. This ROI is 
divided into evenly spaced squares called facets. The displacements are computed at the centre of 
each facet to obtain full-field deformation. To evaluate the degree of similarity between the 
reference and the deformed facet, a correlation criterion must be defined. The most commonly 
employed correlation criteria are cross-correlation (CC) and sum-squared difference correlation 
(SSD). Further information about these correlation criteria can be found in reference [219]. 

 

Figure 31: Principle of the digital image correlation (DIC) technique. 

3.1.1 Specimens and Test Setup for DIC 
In this subsection, the equipment used for testing and the experimental methods are described. 
The material used in the DIC study was HPC Batch A. The actual measured dimensions of D, B 
and 2a are presented in Table 11, which are based on the dimensions of the BDCN specimen 
presented in Figure 33. The measured geometry is average value from three measurements. 

Table 11: Measured dimensions of the used BDCN specimens.  

Specimen α [°] D [mm] B [mm] 2a [mm] a/R [-] 
HPC_4_3_2 5 149.18 30.65 40.46 0.271 

HPC_4_3_3 10 149.23 30.47 40.08 0.269 

HPC_4_3_4 27.7 149.21 31.50 40.41 0.271 

HPC_6_3_1 0 149.18 30.56 60.59 0.406 

HPC_6_3_2 5 149.23 30.48 60.21 0.403 

HPC_6_3_3 15 149.17 30.56 60.29 0.404 

Relative notch ratio a/R = 0.267 with marked notch inclination angles are presented in Figure 32. 

 
Figure 32: BDCN specimens with marked notch inclination angles with relative notch lengths a/R of 0.267. 
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DIC requires the surface to have a random pattern so that each interrogation window is unique in 
each image and can be easily located in the same image after it has undergone some deformation 
or rigid body movement. Thus, the pattern with a random grey intensity distribution was obtained 
by spray painting the surface with black and white speckles. An 8-bit 2048 × 2048 pixel CCD 
camera (Gazelle GZL-CL-41C6M) with a maximum image acquisition rate of 150 frames per 
second was used for taking images, and recommendations from previous analyses were followed 
[222]. The experimental setup was similar to the one used previously [223]. Sprayed BDCN 
specimen used in the DIC analysis and mounted in the testing rig is presented in Figure 33. 

 

Figure 33: Experimental setup for a BDCN specimen with a treated surface for DIC measurement. 

The experimental testing was performed using an MTS servo-hydraulic rig with a maximum 
capacity of 100 kN and a vertical displacement speed of 0.01 mm/s (similar to one presented in 
Figure 29). The DIC experimental setup was equipped with a 4.1 MPx CCD camera coupled with 
a Schneider lens, which provided a field of view (FOV) of 181.24 × 181.24 mm2. Two light 
sources were used to ensure good homogeneous light conditions for the DIC technique. The 
digital images were processed by VIC 2D V6 software in order to obtain a displacement field 
[224]. Used experimental setup is presented in Figure 34.  

 

Figure 34: DIC experimental setup. 

The camera was tilted so that the positive x coordinate matched the direction of crack growth and 
the y coordinate matched the crack opening direction. Accordingly, the angle of camera tilt was 
changed for the different angles α studied (Table 11). This improves the resolution of the analysis 
and makes post-processing easier and faster [220, 221]. DIC generated a pair of matrices, u and 
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v, with displacement values that were combined with an analytical model to infer fracture 
mechanical parameters. 

3.2 DIC data extraction 
It is recognized that plastic deformation will occur at the crack tip as a result of the high stresses 
that are generated by the sharp stress concentration. To estimate the extent of this plastic 
deformation, Irwin equated the yield strength to the Y-direction stress along the X-axis and solved 
it for the radius. Determinated radius value was the distance along the X-axis where the stress 
perpendicular to the crack direction would equal the yield strength; thus, Irwin[109] found that 
the extent of plastic deformation (critical distance rC) was [117]. 

To evaluate the SIFs and the T-stress a displacement field measured by DIC in front of the crack 
tip was chosen at various distances from the crack tip. The displacements were chosen outside of 
the critical distance, whose radius/size rC can be evaluated by Eqs. (2.50) or (2.51) on p. 19. The 
estimated critical distance was an rC of 1.56 mm for the plane strain and 4.67 mm for the plane 
stress boundary conditions. The calculated critical distance rC values justify the use of the LEFM 
concept, and especially the use of the WE.  

Although the digital image correlation method uses a grid with a constant increment X, Y in 
both directions X and Y, the numerical evaluation uses a grid in polar coordinates. The difference 
between the used grids is presented in Figure 35. 

  
(a) (b) 

Figure 35: Schema of the points whose displacements were used for the evaluation of the WE terms via the 
combination of the ODM and: (a) FEM model; (b) DIC. 

In this study, two different X, Y distances of 2 and 4 mm for the extraction of the DIC’s 
displacement were selected due to size of fine aggregate. As in the case of the DIC measurement, 
a radius r of 2 and 4 mm were selected in order to verify the accuracy of experimentally measured 
displacements with data generated by the FEM model. Sobel’s algorithm, implemented in the 
edge-finding routine in the MATLAB image processing toolbox [225], was used for the 
determination of the crack tip position. Sobel’s routine is often used for image processing 
analysis. It works by comparing values within a 2D displacement map. It gives a value of 1 in the 
regions where there is a significant discontinuity, and a value of 0 elsewhere. The edge is then 
located along the positions where a value of 1 was obtained. The crack is identified along the 
points where an edge was detected, and the crack tip is located at the end of the identified crack. 
This approach was previously used in fatigue and fracture applications [226, 227]. An interesting 
comparison of different methods for locating the crack tip from DIC maps [228] is also available. 
To the authors’ knowledge, this is the first time that such a procedure has been applied to concrete.  

Typical horizontal displacement fields u and vertical displacements fields v with marked crack 
tip locations and locations for displacement extraction are shown in Figure 36.  
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(a) 

(b) 
Figure 36: Displacement fields measured via the DIC technique with a marked notch tip and the chosen distance for 

the evaluation of the WE coefficients (a) – horizontal displacement u and (b) – vertical displacement v. 

Figure 36 shows both the horizontal (Figure 36(a)) and vertical (Figure 36(b)) displacement maps 
collected around the crack. The slight non-symmetry observed in both maps is indicative of mode 
II deformation measured in the neighbourhood of the crack. Such mode II deformation plays a 
key role in the onset of fracture and has a major influence on the acquired results. The 
discontinuity generated by the crack can be observed in Figure 36(a) and in Figure 36(b) running 
parallel to the Y axis. Such a discontinuity was detected by Sobel’s edge-finding routine and was 
used to estimate the crack tip position following the strategy previously described [221]. Similar 
experimental study was performed on the rock specimen by Ji et al [229] with focus set on the 
mode II deformations. 
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4. Influence of Aggressive Environment 

Hereunder, an experimental procedure used on quantification of the influence of the chloride 
ingress to the concrete body is presented on the HPC batch B mixture. Moreover, colorimetric 
experimental technique of obtaining the chloride boundary in the saturated specimen is described. 
Lastly, the specimens’ dimensions are showed together with the environmental conditions. 

4.1 Chloride Penetration Depth 
In this part of the thesis the value of chloride penetration depth will be assessed by the colorimetric 
method [56]. This method uses silver nitrate (AgNO3) solution, which is sprayed on the concrete 
sample saturated with chloride ions directly after the destructive test. Silver nitrate reacts with the 
sodium chloride NaCl as follows: 

𝐴𝑔𝑁𝑂ଷ + 𝑁𝑎𝐶𝑙ି → 𝐴𝑔𝐶𝑙 + 𝑁𝑎𝑁𝑂ଷ (3.7) 

This chemical reaction creates the silver chloride (AgCl), which converts itself upon illumination 
or heating to silver Ag and chlorine Cl, which can be noticed by changing of the coloration of the 
area saturated with chloride ions.  

The tested samples (BD and BDCN) were rinsed by tap water and were left to air dry. Then, the 
load was applied on the samples. After performing the splitting test, the AgNO3 solution with 
concentration of 0.1 mol/l was carefully sprayed onto the fresh surface. After approximately 15 
minutes from the application of the AgNO3 solution, the area that contains free chloride ions 
changes its colour to light grey or silver. On the contrary to this, the area with low or zero 
concentration of chloride ions transforms to brownish colour, see Figure 37.  

To highlight the colour boundary, the photo was slightly edited in graphic editor Zoner Photo 
Studio[230], see Figure 37(b). It can be observed, that the colour change boundary is not the 
actual boundary of contaminated and uncontaminated zones by chlorides, but it is very close to 
this curve [59]. 

(a) (b) 
Figure 37: Sprayed specimen with AgNO3 solution after splitting test used for in the measurement of the chloride 
penetration dept – (a) original photo (b) adjusted photo with more clear boundaries of the chloride affected surface. 

The concentration of chloride ions at the colour change boundary is approximately 0.07 mol/l 
[61]. Nonetheless, according to [231, 232] the concentration value can change in a wide range. 
Despite the simplicity of this method, the chemical reaction, which triggers the colour to change, 
is influenced by the concentration and volume of used AgNO3 solution, the pH of studied concrete 
(or presence of carbonates), and by the chloride content of concrete [59, 233]. This colorimetric 
method provides fast and straight forward results of the depth affected by chloride ions, even 
though the exact value of chloride concentration at the boundary of colours was not determined. 

This drawback in the proper identification of the chloride boundary was simplified in order to 
clearly understand the effects of the chlorides on the FMPs of studied HPC concrete. This 
simplification is based on the found experimental results from both, splitting tests and the 
colorimetric method, respectively. Generally, the assessment of the chloride penetration depth 
showed in Figure 37, shows an unpenetrated ligament, in which the chloride ions Cl- are not 
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present. If the cross-sections at the middle of the saturated discs with chlorides are shown, one 
can notice the difference in the size and shape of the unpenetrated ligament area. Simplified 
chloride penetration depth together with unpenetrated ligament area for the BD specimens is 
shown in Figure 38(a), while for the BDCN specimen is shown in Figure 38(b).  

 
(a) 

  
(b) 

Figure 38: Simplified penetration depth of the HPC samples saturated with the chloride solution – (a) Brazilian disc 
used in indirect tensile testing and (b) Brazilian disc with central notch used in fracture tests. 

From Figure 38(a), the case of the BD sample, the unpenetrated ligament area is extended over 
the disc’s diameter D and width B. On the other hand, the BDCN sample (Figure 38(b)) show the 
unpenetrated ligament divided into two parts by notch with equivalent ligament area. Both of this 
chloride contaminated cross-sections show higher chloride content in the corners. This results to 
a specimen’s thickness reduction, which lead to the reduction of the load disc’s load-bearing 
capacity. However, in the case of BDCN, the chloride ions can penetrate into the specimen’s 
ligament from another four surfaces. The major influence has the ions penetrating from the notch 
end to the specimen’s body as they are reducing the ligament area ahead of the notch tip. This 
additional penetration of chlorides Cl- ions into the specimen’s body lowers the load bearing 
capacity, which leads to the lower value of fracture loads and equivalent value of the fracture 
toughness KIC as the load bearing ligament area is highly reduced. 

The measurement of the chloride penetration depth was conducted by AgNO3 colorimetric 
method as described in [61]. After the tests the chloride contaminated specimens were sprayed 
with the AgNO3 solution and then the depths were measured at intervals of approximately 10 mm 
to obtain seven values. To mitigate the 2D chloride ingress process near the edges, no 
measurement was done in the zone within about 10 mm from the edges of the sample. 

4.2 Specimen’s Dimensions 
In this experimental investigation, the BD specimens were used in order to obtain material’s 
indirect tensile strength ft and the BDCN specimen were tested to get material’s FMPs under the 
mixed mode I/II loading conditions. Such discs were manufactured from standardized cylinders 
with a diameter D = 150 mm and thickness B approximately of 28 mm. Afterwards discs were 
stored in two different environments with a different level of aggressivity conditions. First set of 
discs, was stored in a chloride free environment i.e. in a water tank placed in the laboratory-
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controlled conditions. The others samples/discs were stored in chloride-contaminated 
environment i.e. in the fully saturated sodium chloride NaCl- solution. The measured dimensions 
of the BD specimens were diameter D and thickness B. Measured discs dimensions are presented 
in Table 12 for both studied cases of different environmental conditions.  

Table 12: Dimension of BD specimens used in the indirect tensile strength ft test for both studied environmental 
conditions. 

  D [mm] B [mm] 

Cl- free samples 

HPC_50_K16 149.26 27.78 

HPC_51_K16 149.27 27.88 

HPC_52_K16 149.22 27.75 

HPC_53_K16 149.29 27.89 

HPC_54_K16 149.15 28.04 

Cl- saturated samples 

HPC_45_K16_CL 149.28 28.03 

HPC_46_K16_CL 149.18 27.64 

HPC_48_K16_CL 149.15 28.16 

HPC_49_K16_CL 149.21 29.68 

The initial notches of the BDCN specimens were made by water jet cutter in order to provide 
straight through notch. The notch length 2a was 60 mm which gives a relative notch length ratio 
a/R of 0.4. The specimens prepared in such process have been used in the measurement of the 
FMPs of studied material. To have complete information of mixed mode I/II loading conditions 
and related fracture process, the BDCN specimens were testes for pure mode I (α = 0°), for pure 
mode II (α = 25.2°) and for mixed mode I/II (α = < 5°; 10°; 15°; 20°>). Three specimens have 
been tested for each notch inclination angle α in order to cover material’s variability on the results, 
which gives in total 18 samples for both studied cases of the various level of environment 
aggressivity. The measured dimensions of each tested specimen are presented in Table 13 for the 
Cl- free case and in Table 14 for the Cl- saturated case. 

Table 13: Dimensions of BDCN test specimens made from HPC batch B material for relative notch length a/R = 0.4, 
for the specimens stored in water. 

 
 

Inclination               
angle α [°] 

Radius          
R [mm] 

Notch 
length         
a [mm] 

Thickness                
B [mm] 
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HPC_30_K16 0.00 74.57 30.03 28.16 
HPC_31_K16 0.00 74.62 30.01 29.46 
HPC_32_K16 0.00 74.67 30.01 27.77 
HPC_40_K16 5.00 74.57 29.79 28.19 
HPC_41_K16 5.00 74.42 29.98 27.75 
HPC_42_K16 5.00 74.66 29.62 27.50 
HPC_14_K16 10.00 74.66 29.98 27.65 
HPC_15_K16 10.00 74.65 29.87 27.66 
HPC_36_K16 10.00 74.52 29.29 28.96 
HPC_13_K16 15.00 74.28 29.95 27.41 
HPC_19_K16 15.00 74.75 29.98 27.88 
HPC_20_K16 15.00 74.65 29.92 27.67 
HPC_10_K16 20.00 74.55 30.02 27.89 
HPC_11_K16 20.00 74.60 30.12 27.59 
HPC_12_K16 20.00 74.57 30.15 27.80 
HPC_04_K16 25.2 74.45 30.09 27.87 
HPC_05_K16 25.2 74.54 30.02 27.48 
HPC_06_K16 25.2 74.35 30.06 27.51 
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Table 14: Dimensions of BDCN test specimens made from HPC batch B material for relative notch length a/R = 0.4, 
for aggressive environment tests. 

  
Inclination               
angle α [°] 

Radius          
R [mm] 

Notch 
length         
a [mm] 

Thickness                
B [mm] 
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HPC_27_K16_CL 0.00 74.53 30.01 27.63 
HPC_28_K16_CL 0.00 74.63 30.02 27.49 
HPC_29_K16_CL 0.00 74.55 29.93 27.97 
HPC_37_K16_CL 5.00 74.47 29.95 28.13 
HPC_38_K16_CL 5.00 74.80 30.04 28.06 
HPC_39_K16_CL 5.00 74.67 30.00 27.84 
HPC_33_K16_CL 10.00 74.57 30.01 27.82 
HPC_34_K16_CL 10.00 74.62 29.99 27.78 
HPC_35_K16_CL 10.00 74.59 30.04 27.69 
HPC_16_K16_CL 15.00 74.60 30.14 28.07 
HPC_17_K16_CL 15.00 74.55 30.06 28.00 
HPC_18_K16_CL 15.00 74.60 29.84 28.68 
HPC_07_K16_CL 20.00 74.59 30.07 27.63 
HPC_08_K16_CL 20.00 74.59 30.02 27.68 
HPC_09_K16_CL 20.00 74.51 30.05 27.68 
HPC_01_K16_CL 25.2 74.54 29.98 27.56 
HPC_02_K16_CL 25.2 74.57 30.01 27.64 
HPC_03_K16_CL 25.2 74.59 30.12 27.60 

The prepared BD and BDCN samples were stored in plastic containers filled to the maximum 
capacity and cover with plastic lid to eliminate excessive evaporation of the water and sodium 
chloride solution. These samples were stored with adequate distance between each other which 
allowed the solution (water and sodium chloride NaCl- solution) to penetrate to the body equally 
through all free surfaces. The samples were stored in such conditions for 30 days. The containers 
are shown in Figure 39. 

 

Figure 39: Prepared BD and BDCN specimens stored in plastic containers filled with water and chloride solution in a 
laboratory room with constant room temperature.  
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Numerical Modelling 

This chapter firstly presents the numerical model used in the LEFM analysis together with used 
geometry and boundary conditions. Then, the geometry, boundary conditions, mesh and input 
material characteristics of the CDP material model as used in the non-linear analysis. The CDP 
material model input parameters were based on the experimentally measured characteristic of the 
C 50/60 material. Furthermore, the focus is set on the calibration of the CDP input parameters 
and the boundary conditions. Both numerical studies are done on the BDCN specimen geometry. 

Afterwards, the numerical results, geometry functions and the ODM results for the HO terms of 
the WE, as generated by LEFM model are presented and discussed. Then the results of the 
comprehensive non-linear numerical study, which focuses on the influence of the softening 
behaviour, as represented by post-peak load-displacement curves, on the total load-displacement 
curves, the crack mouth opening displacement curves, the sliding-displacement curves in mode I, 
mode II, and mixed mode I/II configuration are presented.  

1. LEFM Numerical Model 

In order to assess the relevance of the displacement measured by the DIC technique and to 
measure the fracture mechanical parameters of selected concrete grades, a two-dimensional (2D) 
numerical model was created in a FEM software ANSYS [234]. The numerical model’s material 
of the BDCN specimen is considered to be linear elastic.  

1.1 Geometry, Boundary Conditions and Mesh 
The full BDCN specimen was modelled due to the presence of mode II deformations (no 
symmetry available). The modelled BDCN had dimension corresponding to the dimensions of 
actual BDCN specimen used in the experiments. Input material parameters were a Young’s 
modulus E of 41 GPa and a Poisson’s ratio  of 0.2. The meshed numerical model with together 
detail of a crack tip mesh is showed in Figure 40. 

 

 

(a)  (b) 
Figure 40: Meshed numerical model with applied boundary conditions (a) and a detail of the crack tip refinement (b). 
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The model was meshed with quadrilateral 8-node elements (PLANE183) with plane strain 
conditions (see Figure 40(a)). The crack tip was meshed using the KSCON command in order to 
take into account the crack tip singularity and to provide angularly structured mesh. The KSCON 
command deforms the original quadratic elements around the crack tip into triangular ones and 
shifts the mid-side nodes to a distance of ¼ of the element’s edge (towards the crack tip) [234]. 
The notch tip refinement is presented in Figure 40(b). Furthermore, the crack faces are modelled 
without any contact nor interaction due to the notch thickness, which allows crack faces not to 
interact with each other. In other words in the experiments, the crack faces will not interact with 
each other due to small gap.  

The mesh with refinements around the crack tip mentioned above is then used to extract the 
numerically generated nodal displacements at the demanded radial distance (ring) from the crack 
tip. These nodal displacements serve as input data for the ODM calculation of SIFs and T-stress. 
This procedure was chosen in order to verify the relevance of the calculated SIF and T-stress 
values, for which the optically measured displacements served as the input data.   

The model was loaded with the force P at the right edge of the disc, while the left edge was 
considered as a rigid support (ux and uy = 0). Adequate boundary conditions were added to prevent 
translation of the rigid body (see Figure 40(a)).  

The nodal displacements served as an input to the ODM calculation. The horizontal u and vertical 
v displacements are taken from the nodes in the demanded radial distance r. The accuracy of the 
ODM method increases with the number of nodal displacements used for calculation. Therefore, 
the polar angle  was selected to be 5° which generated in total 142 nodes for quadratic element 
PLANE183 (mid node is selected as well). This procedure of data extraction is showed  
in Figure 41. 

 

Figure 41: Extraction of nodal displacements from FE model. 

The LEFM model was loaded by the force P of 100 N in order to obtain geometry functions for 
mode I YI and for mode II YII and to have values of T-stress for various a/R ratios. Moreover, the 
same force of 100 N was used in order to obtain values horizontal u and vertical v displacement 
ahead of the crack, which were used as input parameters for the ODM to calculate higher order 
terms of the WE for BDCN geometry. On the other hand, the LEFM model was loaded with 
experimentally measured forces P as presented in Table 15 for each crack length. The use of the 
actual forces allows to generate the displacement u and v, which served as an inputs to the ODM 
method for the WE coefficients calculations. Then the WE coefficients were compared to WE 
coefficients obtained based on the experimentally measured displacements by DIC.  

Moreover, the actual material’s Young’s modulus of 41 GPa and Poisson’s number of 0.2 served 
as inputs to obtain more accurate results (see HPC mixture batch A on p. 37). 
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The measured maximum load PC for various relative notch lengths a/R and various notch 
inclination angles  are presented in Table 15.  

Table 15: Maximum loading force values during the experiment for different BDCN specimens. 

 a/R = 0.267 

Specimen No. HPC_4_3_2 HPC_4_3_3 HPC_4_3_4 

Notch inclination angle  [°] 5 10 27.7 

Force Pmax [kN] 22.5 24.3 27.4 

 a/R = 0.4 

Specimen No. HPC_6_3_1 HPC_6_3_2 HPC_6_3_3 

Notch inclination angle  [°] 0 5 15 

Force Pmax [kN] 13.09 18.01 17.22 

The I-integral, as presented in Eq. (2.20) and (2.21) is associated with ANSYS’s command CINT. 
The software’s manual recommends using at least four different radial distances for which an 
interaction integral is calculated, as the first one directly on the crack tip, contains great errors of 
calculated SIF and T-stress values. The results are then the average value of calculated SIFs and 
T-stress values over the selected distances with excluded first solution. Both the SIFs and  
the T-stress are calculated as an average of four contours around the crack tip.  

2. Non-linear Analysis 

Firstly, the model’s geometry and boundary conditions, together with an adopted mesh are 
presented. Then, the adopted material model’s input material properties used in the parametric 
study are introduced. Lastly, the input parameters for the post-peak behaviour of concrete are 
discussed. 

2.1 Geometry and Boundary Conditions  
In order to assess the relevance of the BDCN test, a parametric study of a BDCN was performed 
using the FEM software Abaqus [195]. For this, 2D plane stress model was created with a radius 
of R = 75 mm corresponding to the disc’s size in [100], and an initial notch length 2a = 60 mm 
corresponding to a relative crack length a/R = 0.4, a notch thickness t of 2 mm and inclination 
notch angles  of 0°, 5° 10°, 15°, 20° and 25.2°. The initial notch angle n was selected to 
investigate the tensile mode I fracture i.e.  = 0°, the mixed mode I/II fracture for angle , which 
varies from 5° to 20°. The pure shear mode II fracture should be present when  = 25.2° [100, 
144]. 

The numerical study was performed with a displacement-controlled loading applied at the top 
edge of the BDCN, while the bottom edge was considered a rigid support. The total induced 
vertical displacement was uy = -0.1 mm (ux = 0 mm) over the pseudo time step (static analysis). 
Adequate boundary conditions were added to prevent rigid body translations and rotations 
(See Figure 42(a)). 

The disc’s radius was locally reduced by approximately R = 0.17 mm over a 10 mm extended 
width w (See Figure 42(b) and Subsection 3.2 of this thesis) near the loaded edges [235] to limit 
local compressive stress concentrations to a value lower than the compressive strength fcm. 
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(a) (b) 
Figure 42: Geometry and boundary conditions (a) and flattened edge of BDCN model (b). 

2.2 Mesh 
The non-linear numerical model was meshed with a 4-node linear quadrilateral plane stress 
element (type CPS4). A fine mesh (Figure 43(a)) with a basic element size of 3 mm was studied 
with refinements around the notch tip of 0.5 mm (Figure 43(b)). This model shows a mapped 
mesh pattern, which is crucial to get accurate numerical results. The mapped mesh was created 
by using sufficient partitioning and refinement of the geometry.  

  

(a) (b) 
Figure 43: Meshed numerical model (a) with a detail on the notch tip refinement (b): 17924 elements. 

2.3 Input Parameters  
In the non-linear numerical analysis, the input parameters are based on test data from [100], which 
describes the mixture details, the experimental measurement and the relevant material parameters. 
The compressive behaviour is based on the MC2010 recommendation [18], which provides the 
uniaxial stress–strain (c– curve) response of concrete in compression and assumes a non-linear 
material behaviour, which can be evaluated from experimental data. MC2010 assumes a linear 
compressive behaviour up to 40% of the mean compressive strength fcm, and after this point a 
quadratic function is used, which can be characterized by Eq. (4.1). 

 
𝜎௖

𝑓௖௠

= − ቆ
𝑘 ∙ 𝜂௖ − 𝜂௖

ଶ

1 + (𝑘 − 2) ∙ 𝜂௖

 ቇ  for |𝜀௖| < ห𝜀௖,௟௜௠ห, (4.1) 
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where fcm is the mean compressive strength, c,1 is the compressive strain at maximum 
compressive stress, c,lim is the ultimate compressive strain, k is the plasticity number and c = 
c/c,1. Figure 44 shows the uniaxial material response in compression and tension represented by 
– relationship. 

 

 
Figure 44: Uniaxial material response in compression and tension represented by the c– relationship. 

To obtain a post peak response, damage parameters dc for compression were calculated according 
to Eq. (2.73) on p. 33. Figure 45(a) shows the material’s non-linear compressive input parameters 
and Figure 45(b) shows the damage parameters for the CDP material model. 

  
(a) (b) 

Figure 45: Material input parameters in compression – stress-strain relationship (compressive stress/inelastic strain) 
(a) and evolution of compressive damage dc (b). 

The uniaxial stress–strain (t– curve) response of concrete in tension assumes a linear elastic 
behaviour up to the tensile strength fct. After reaching this tensile strength, a smeared cracking 
behaviour is assumed, and the cracking process is modelled by the descending branch in a 
softening process which ends at a maximum tensile strain u, where zero residual tensile strength 
exists i.e. t = 0 MPa. The concrete’s tensile behaviour can be characterized by a stress-crack 
displacement (t–w curve) response or stress-strain ( t–) relationship.  

The area under the tensile t–w curve represents the fracture energy Gf. The fracture energy can 
be measured experimentally or calculated from MC2010 by Eq. (4.2). 

𝐺ி = 0.73 ∙ 𝑓௖௠
଴.ଵ଼. (4.2) 

Compression Tension
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In study by Seitl et al. on the C 50/60 material [100], the fracture energy was measured on 3PB 
test specimens and evaluated by using Karihaloo’s and Nallathambi’s effective crack model [19]. 
The measured value of GC was 61 N/m, which is 2.58  lower than calculated from Eq. (4.2) from 
which GF = 157 N/m. A similar material to this one was comprehensively studied by Zimmerman 
[236]. 

Table 16 gives an overview of material characteristics measured at 28 days of the C 50/60 
material. 

Table 16: Material characteristics of the C 50/60 mixture at 28 days adapted from [100].  

Young’s modulus E [GPa] 38.8 

Mean compressive cube strength fc,cube [MPa] 85.8 

Mean compressive cylindrical strength fc,cyl [MPa] 72.8 

Mean indirect tensile strength fct [MPa] 5.52 

Fracture energy GC [N/m] 61.6 

The maximum tensile strength fct was measured as an indirect tensile strength from unnotched 
Brazilian disc test specimens and used in the t–w diagrams.  

The t–w descending branch for the softening response was studied in detail by Hillerborg [148], 
and by Peterson [192], can be defined with different options such as linear, bilinear or exponential 
behaviour. In this study, one linear and two bilinear softening responses were used.  

The linear softening descending branch can be calculated as: 

𝜎௧(w) = 𝑓௖௧ ൬1 −  
𝑤

𝑤௖

൰ for 0 ≤ 𝑤 ≤ 𝑤௖ , (4.3) 

𝑤௖ =
2𝐺௙

𝑓௖௧

 when 𝜎௧ = 0. (4.4) 

The linear softening tensile behaviour branch intersects the horizontal axis at a crack width of 
2GF/fct. 

The first bilinear softening response was determined according to MC2010 [18] and assumes a 
branch transition at t = 1/5fct, and GF/fct = 1, and intersects the horizontal axis at a crack width of 
5.0GF/fct. The bilinear softening response according MC2010 can be calculated from: 

𝜎௧(w) = 𝑓௖௧ ൬1 −  0.8
𝑤

𝑤ଵ

൰ for 𝑤 ≤ 𝑤ଵ , 

 𝜎௧(w) = 𝑓௖௧ ൬0.25 −  0.05
𝑤

𝑤ଵ

൰ for 𝑤ଵ < 𝑤 ≤ 𝑤௖ , 
(4.5) 

𝑤ଵ =
𝐺௙

𝑓௖௧

 when 𝜎௧ = 1
5ൗ ∙ 𝑓௧  ;  𝑤௖ =

5𝐺ி

𝑓௖௧

 when 𝜎௧ = 0. (4.6) 

The second bilinear softening was calculated according to Hillerborg [148] with a branch 
transition t = 1/3fct and Gf/fct = 0.8 and intersects the horizontal axis at a crack width of 3.6GF/fct. 
The bilinear response according to Hillerborg can be expressed as: 

𝜎௧(w) = 𝑓௖௧ ൬1 −  
2𝑤

3𝑤ଵ

൰ for 𝑤 ≤ 𝑤ଵ,  

𝜎௧(w) = 𝑓௖௧ ൬
3

7
 −  

2

21

𝑤

𝑤ଵ

൰ for 𝑤ଵ < 𝑤 ≤ 𝑤௖ , 
(4.7) 

𝑤ଵ =
0.8𝐺ி

𝑓௖௧

 when 𝜎௧ = 1
3ൗ ∙ 𝑓௖௧ ;  𝑤௖ =

3.6𝐺ி

𝑓௖௧

 when 𝜎௧ = 0. (4.8) 
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Damage parameters dt in tension can be calculated by Eq. (2.74). Figure 46(a) shows a comparison 
of the used material t–w curves, and Figure 46(b) shows corresponding damage parameter dt. 

 

  
(a) (b) 

Figure 46: Comparison of various material inputs for tensile descending stress-displacement curves: linear, bilinear 
according to MC2010 and bilinear according to Hillerborg, respectively. 

As demonstrated further in this paper, the fracture energy GF has a major influence on the material 
response in the BDCN test, thus a parametric study of the influence of various GF/GC ratios on 
the numerical results was carried out. This parametric study is based on the equivalent 
(characteristic) element length leq [237-239], which covers the strain localization in the numerical 
analysis. For 2D elements, the characteristic length can be calculated as a square root of element’s 

area, which gives ඥ𝑙௘, where le is the element length (See following section). The strain 
localization is then minimized by assumption of GF/leq. In order to cover various element size over 
the studied geometry, the investigated ratios GF/GC were chosen as 1.0; 1.5; 2.0 and 2.58 for all 
studied tensile softening t–w curves.  

Table 17: Overview of various ratio GF/GC ratios for the studied t–w curves with nomenclature used in numerical 
results. 

 

 
The combinations mentioned in Table 17 lead to the softening t–w curves and the damage 
parameters dt displayed hereunder in Figure 47(a-c) and in Figure 48(a-c). 

GF/GC [-] 1.0 1.5 2.0 2.58 

Bilinear model- MC2010 Mat_1 Mat_2 Mat_3 Mat_4 

Bilinear model- Hillerborg Mat_5 Mat_6 Mat7 Mat_8 

Linear model Mat_10 Mat_11 Mat_12 Mat_9 
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(a) – MC 2010 (b) – Hillerborg (c) – Linear 
Figure 47: Material input in tension using bilinear softening branch based on MC2010 recommendation (a), 

Hillerborg model (b) and linear softening (c). 

 

   

(a) – MC 2010 (b) – Hillerborg (c) – Linear 
Figure 48: Damage parameters in tension using bilinear softening branch based on MC2010 recommendation (a), 

Hillerborg model (b) and linear softening (c). 

3. Numerical Results and Discussion 

Hereunder, numerical results are presented of both LEFM analysis and of the non-linear analysis 
employing the CDP material model. Firstly the LEFM results of SIFs for mode I and mode II 
together with the T-stress values are presented then the results obtained from the ODM method 
solution for HO terms of the WE. Afterwards, the calibration of the input parameters for the non-
linear material model’s is showed. Lastly, the results of the CDP model are showed in form of 
numerically generated stress, strains and P-δ diagrams of the BDCN specimen. 

A discussion is added on the required geometrical transformation of the nodal displacement at the 
notch tip to distinguish mode I and mode II. In this, nodal transformations were done for various 
transformation angles based on geometry (i.e. the notch inclination angle), fracture mechanics 
(i.e. MTS and GMTS criteria) and plasticity (i.e. the actual numerically measured crack initiation 
angle) crack initiation conditions. Finally, the non-linear analysis’s results, as generated by the 
CDP material model, are showed and compared to the experimentally obtained results. 

3.1 LEFM Numerical Results 
Most of this thesis deals, in the experimental part, with the application of the GMTS criterion. 
Thus, it was necessary to perform comprehensive numerical study to calculate geometry functions 
for mode I and mode II, which were then used for the evaluation of the SIFs and fracture toughness 
KIC. Since the GMTS uses T-stress in its fracture evaluation, this value was calculated as well. 
Then the ODM was used in order to determinate the HO terms of the WE.  
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3.1.1 Geometry Function for BDCN specimen 
To evaluate the values of geometry function YI and YII a numerical model, presented in section 
1.1, was used. The CINT command was used to calculate SIFs for mode I and mode II for various 
notch lengths a/R and initial notch inclination angle α. The relative notch lengths were selected 
as {0.2; 0.267; 0.3; 0.5; 0.6} and values of notch inclination angle α were <0° - 45°>.  

The geometry function for mode I and mode II can be obtained from (3.2) and (3.3) on p. 42 by 
manipulating them into following form: 

𝑌ூ(𝑎/𝑅, 𝛼) =
𝐾ூ𝑅𝐵√𝜋

𝑃√𝑎
ට1 −

𝑎

𝑅
, (4.9) 

𝑌ூூ(𝑎/𝑅, 𝛼) =
𝐾ூூ𝑅𝐵√𝜋

𝑃√𝑎
ට1 −

𝑎

𝑅
. (4.10) 

Using the numerically generated values of KI and KII into Eqs. (4.9) and (4.10) one can obtain the 
values of geometry function YI and YII. The values of the shape functions for mode I and mode II 
can be found in the literature, e.g. Ayatollahi and Aliha [144] and in [217], Seitl et al. [208] et al. 
and Fett [129]. In this study, various notch lengths a/R were chosen, which results in different 
values being obtained for SIF and the level of constraint. 

The evaluated geometry functions YI and YII for various a/R ratios are presented in Figure 49. 

 

 
(a) 

 
(b) 

Figure 49: Comparison of geometry function values for various a/R ratios - (a) for mode I YI and (b) for mode II YII. 

The negative values of geometry functions YI, as observed in Figure 49, is related to the interface 
free crack faces, which results into overlapping the crack faces in the numerical solution. In 
practice, the negative value of YI and KI would arrest the crack initiation. 
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Similarly to SIFs, T-stress values can be generated by FEM model. The numerically calculated  
T-stress values for various a/R ratios are shown in Figure 50.   

 

 
Figure 50: Comparison the numerical generated T-stress values for various relative notch length a/R corresponding 

to load P = 100 N.  

From Figure 50 an increase of T-stress values can be noticed for a/R ratio greater than 0.3. This 
is due to the longer notch lengths, which are affected by the loading force P, i.e. the loading point 
starts to influence the stress ahead of the crack tip, which are decreasing when the notch 
inclination angle α is changing. Another observation can be made, that for the BDCN T-stress in 
valid α range (for which YI is equal to 0) has negative value.  

Wide range of notch inclination angle α was chosen to demonstrate the fact that the pure mode II 
is present for different angle α for each studied a/R ratio. Moreover, the angle α for which a pure 
mode II is present is decreasing with an increasing a/R ratio. Similarly to this, the values of the 
T-stress are presented in order to show for which angle α is T-stress equal to 0. The detailed values 
of notch inclination angles α for which YI = 0 (𝛼௒಺ୀ଴) and T-stress = 0 (𝛼்ୀ଴) are showed in Table 
18. Please note that the values for the α of 27.7°and 25.2° were estimated more precisely due to 
experimental measurements, while the rest of the presented values of notch inclination angles α 
has only illustrative character. 

Table 18: Comparison of angle α for which YI = 0 and T-stress = 0 for various notch lengths a/R. 

a/R [-] 𝛼௒಺ୀ଴ [°] YI [-] 𝛼்ୀ଴ [°] T-stress [MPa] 

0.2 29 0.05 42 -0.013 
0.267 27.7 0.003 40 -0.001 

0.3 28 0.201 38 -0.061 
0.4 25.2 0.002 34 -0.058 
0.5 22 0.374 26 -0.008 
0.6 20 0.078 25 0.008 

From the results presented in Table 18, it can be observed that the 𝛼௒಺ୀ଴ and 𝛼்ୀ଴ significantly 
vary from each other. Moreover, T-stress value of 0 is not when YI = 0, which again plays key 
role in the crack initiation and propagation.  

3.1.2 ODM Results of HO Terms 
Similarly to geometry functions YI and YII and to T-stress values the HO terms of the WE can be 
evaluated by using the ODM procedure. Akbardoorst showed calculation of HO of the WE in 
[240] by using same method as its presented here.  

For the calculation of HO terms, 15 numbers of N and M were used for a radius r of 1 mm. These 
parameters were selected as they were producing results with sufficient accuracy. The values of 
A1 and B1 are showed in Figure 51. 
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(a) (b) 

Figure 51: Comparison of first singular terms of WE for various notch lengths (a) A1 and (b) B1. 

From Figure 51 a similar trend of A1 and B1 to the values of YI and YII in Figure 49 can be seen. 

Please note that the KII is expressed as −√2𝜋𝐵ଵ therefore the Figure 51(b) shows the negative 
values, while the Figure 49(b) shows positive values of YII. Furthermore, the A2 values are 
presented, which again showed great agreement to the values of T-stress as generated by the FEM 
model and Eq. (2.21) on p. 14. The A2 values are presented in Figure 52.  

 

 
Figure 52: Comparison of the A2 values for various a/R ratio calculated by using the ODM.  

Subsequently, coefficients A3 and B3 were calculated. Both A3 and B3 were calculated using 15 N 
and M terms and for the distance r = 1 mm and r = 4 mm to show dependency on the radial 
distance r. The calculated values of A3 and B3 coefficients are presented in Figure 53. 

From Figure 53 clearly A3 and B3 depends on the distance r. This is in agreement stated in section 
1.3.3 in Chapter II as the HO terms are more dominant in further distance from the crack tip. 
However, the A3 value is influenced less than the B3. This difference is again more observable for 
the higher values of a/R. Thus it is recommended to choose distance r greater than 1 mm for the 
calculation of A3 and B3 as they can be greatly affected. 

 

 



 

64 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 53: Comparison of influence of the distance r on the values of HO terms of WE for various a/R ratios – (a) A3 
for r = 1 mm – (b) A3 for r = 4 mm – (c)  B3 for r = 1 mm and (d) B3 for r = 4 mm. 

3.2 Material Model Calibration  
In this subsection, a calibration of the input parameters of used CDP material model in non-linear 
analysis is presented with focus set on obtaining the typical brittle/splitting response of the BDCN 
specimen under compressive loading. In this model calibration, input parameters were used for 
material 2(mat_2 from Table 17 and Figure 47(a) i.e. the ratio of GF/GC was 1.5 with bi-linear 
softening branch according to MC2010, if it is not stated differently. The initial notch inclination 
angle  was set to 25.2° to represent the pure shear loading. The calibrated input parameters of 
the CDP material model were the constitutive parameters mentioned in the Table 1 i.e. viscosity 
parameter  and dilatation angle together with tensile softening branch and its maximum 
tensile strength ft, and equivalent tensile damage parameter dt. Subsequently, various boundary 
conditions at the bottom and top of the disc together with various mesh size and element type 
were investigated.  

3.2.1 CDP input parameters 
The first calibrated parameter was the tensile strength ft, which has varied by 20% from the 
measured experimental value i.e. 0.8ft = 4.412 MPa, 1.0ft = 5.515 MPa and 1.2ft = 6.618 MPa 
using a tensile bilinear softening branch according to the MC 2010 recommendations. The 
fracture energy in the model’s calibration was set to 1.5GC to take into account the characteristic 
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length lch. The material post-peak tensile behaviour together with the tensile damage are presented 
in Figure 54(a) and Figure 54(b), respectively. 

 

  
(a)  (b)  

Figure 54: Material input in tension using bilinear softening branch based on MC2010 recommendation (a), damage 
parameters in tension (b). 

The influence of the viscosity parameter  was verified in range of  = 0,  = 0.00001,  = 0.0001 
and  = 0.001 based on the numerical results presented in [36, 241] for all three material inputs 
shown in Figure 54. The influence of the viscosity parameter  on the P-δ diagram is presented 
in Figure 55. 

 

 
Figure 55: Influence of the viscosity parameter  and tensile strength ft on the total P- diagram of the BDCN 

specimen for  = 25.2°. 

The numerical results presented in Figure 55 show overall responses from brittle for  = 0 to what 
can be considered as plastic for  = 0.001. Therefore, the viscosity parameter was set to  = 0 to 
generate the brittle/splitting behaviour of the BDCN specimen. The influence of the tensile 
strength on the maximum reaction load Pmax is in agreement with the general expectation, 
increasing with increasing values of tensile strength ft. The difference in Pmax is limited to 15% 
for both 0.8ft and 1.2ft. All maximum loads Pmax are presented in Table 19. 
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Table 19: Overview of maximum reaction loads Pmax [N/mm] for various tensile strength values ft and viscosity 
parameters . 

  = 0  = 0.00001  = 0.0001  = 0.001 

0.8ft 356.26 360.26 384.17 451.70 

1.0ft 418.93 423.28 450.85 534.19 

1.2ft 478.45 484.19 513.40 607.80 

The other studied material parameter was dilation angle , which varied from 26° to 44°. This 
range of angle  was based on data found in literature [198, 199] to see its influence on the P-δ 
diagram. The generated P-δ curves for various dilation angles are presented in Figure 56. 

 

 
Figure 56: Influence of the dilatation angle  on the generated P- diagrams for  = 25.2°. 

The influence of the dilatation angle  on the P-δ diagrams is again in agreement with general 
expectation, maximum reaction loads Pmax are increasing with increasing values of dilatation 
angle . The difference in calculated maximum reaction loads Pmax is limited up to 1%. Therefore, 
in further numerical analysis an artificial value of  = 36° was considered as it is recommended 
in the literature [36, 198, 199]. All generated maximum reaction loads Pmax for various  angles 
are presented in Table 20. 

Table 20: Overview of influence of the dilation angle  on the maximum reaction loads Pmax [N/mm]. 

 [°] 26 28 30 32 34 36 38 40 42 44 

Pmax [kN/mm] 405.05 407.43 410.43 412.83 415.85 418.93 422.56 432.15 436.26 440.89 

3.2.2 Element Type and Mesh Size 
Since the mesh size and element type have direct influence on the specimen’s response to 
compressive loading a three different mesh sizes and two different element types were used in 
model’s calibration. 

4-node (CPS4) and 8-node (CPS8) quadrilateral plane stress elements have been compared since 
the CPS4 element can show shear and volumetric locking. However, in such case the Abaqus 
manual recommends to use more than 3 elements per height of the bended beam. In this case of 
BDCN, the disc is not primarily bended but only locally bended, and the main failure or crack 
initiation is due to indirect tensile forces/stresses present in the geometry. Also, more than 50 
elements over the disc’s radius were used.  

To verify the element type dependence models meshed with CPS4 and with CPS8 element type 
were considered. The generated stresses were taken from the path with origin at the notch tip 
going parallelly with y-axis to the disc’s edge. The normal stress 22 generated by using the CPS8 
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element differs by 75% from the CPS4 element (CPS8 has +75% higher stress). The other stresses 
have reasonable error limited up to 10% and for the first principal stress  it is only 5%. The stress 
distributions over the disc’s radius are presented in Figure 57. 

 

  
(a) (b) 

  
(c) (d) 

Figure 57: A comparison of various stress distributions over the disc’s radius generated by CPS4 and CPS8 element 
type for  = 25.2° (a) – normal stress 11, (b) – normal stress 22, (c) – shear stress 12 and (d) first principal stress . 

Since the element type directly influences stress distributions, a similar observation can be noticed 
on the P- diagram. The maximum reaction load for element type CPS4 Pmax is 418 N/mm while 
for CPS8 element Pmax is 408 N/mm. This difference can be spotted in Figure 58. 

For clarity reason, please note that stress 11 corresponds to stress xx, that stress 22 corresponds 
to stress yy. This notation is used in FEM software Abaqus. 
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Figure 58: P- diagram generated by 4-node CPS4 and 8-node CPS8 element type for  = 25.2°.  

Due to the combination of negligible difference in the stress distributions, the maximum reaction 
load Pmax and to generate a reasonable convergence time the element type CPS4 is used further in 
the numerical analysis. 

Subsequently, the influence of the mesh size on the numerical results was validated. In total, three 
different mesh sizes were adopted i.e. fine mesh (Figure 59(a)), medium-sized mesh (Figure 
59(b)) and coarse mesh (Figure 59(c)). The basic element size for fine mesh was of 3 mm, for 
medium-sized mesh of 4 mm and for coarse mesh of 6 mm. In all these cases, a refinement around 
the notch tip was applied. The applied refinement has a length of 0.5 mm (Figure 59(e)) for the 
fine mesh, of 1 mm for medium-sized mesh (Figure 59(f)) and of 2 mm for coarse mesh (Figure 
59(g)). These mesh configurations reduce the total number of adopted elements from nearly 17 
500 to only 2950 elements. A comparison of these meshes with detail on the notch tip is presented 
in Figure 59. 

   
(a) – 17 447 elements (b) – 4783 elements  (c) – 2949 elements  

 
(e) (f) (g) 

Figure 59: Comparison of various mesh sizes with detail on refinement around the notch tip – (a), (e) fine mesh, (b), 
(f) medium sized mesh and (c), (d) coarse mesh. 
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Subsequently, with the various element sizes a tensile post-peak behaviour was adopted to take 
into account the characteristic length lch. This was done by changing ratio of fracture energy 
GF/GC. The GF/GC ratio used in mesh size verification was 1.5 for the fine mesh (material 2  
See Table 17), 0.707 for the medium-sized mesh and 0.8 for the coarse mesh. Consequently, the 
tensile damage parameter was changed for the same reasons. The influence of these material input 
parameters on the overall response of the BDCN specimen was verified for all abovementioned 
mesh sizes. The material tensile softening branches used in mesh size study are shown  
in Figure 60. 

 

  
(a) (b) 

Figure 60: Material input in tension using bilinear softening branch based on MC2010 recommendation (a), damage 
parameters in tension (b) adapted for various elements sizes. 

The numerical results confirm that the element size directly influences the P-δ diagrams generated 
for each mesh size. The P-δ curve for the fine mesh size shows brittle/splitting behaviour i.e. the 
force/reaction load drops, while the total vertical displacement δ does not increase when Pmax is 
reached. In this case, there is no softening behaviour observed. Simultaneously, this 
brittle/splitting behaviour can be observed for the case of fine mesh for all fracture energy 
variations. The comparison of the generated P-δ curves is shown in Figure 61. 

 

 
Figure 61: Comparison various P-δ diagrams generated for different mesh size and for the GF/GC ratio fracture 

energy input. 

However for the other studied cases, the P-δ curve shows major softening behaviour i.e. the 
difference in the total vertical displacement is higher for the GF/GC ratio as for mesh size. 
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Nevertheless, the difference in maximum load Pmax is less significant, as it is limited up to 2%. 
This comparison of maximum reaction loads Pmax, and maximum vertical displacements δmax, as 
generated for various meshes and GF/GC ratios, is presented in Table 21. 

Table 21: Comparison of maximum reaction load Pmax and maximum vertical displacements δmax generated for 
various mesh size and various GF/GC ratio. 

 Gf/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 

Mesh size 
Pmax 

[kN/mm] 
δmax 

[mm] 

Pmax 
[kN/mm] 

δmax 

[mm] 
Pmax 

[kN/mm] 
δmax 

[mm] 

Fine 375.03 -0.0449 375.03 -0.0449 418.12 -0.0512 

Medium-sized 380.932 -0.0462 364.017 -0.0461 425.36 -0.0540 

Coarse 377.521 -0.0504 378.663 -0.0556 426.11 -0.0562 

A similar observation of the softening behaviour can be found in the inelastic strains and 
equivalent principal stresses at P = Pmax. The inelastic strains generated for the fine mesh show 
one major crack smeared similarly through the disc’s radius for all considered GF/GC ratios, while 
for the other mesh sizes the crack pattern is spread over a wider area, where the inelastic strains 
have higher magnitude. This is due to the larger maximum vertical displacement and is in 
agreement with phenomenon observed in Figure 61 (P-δ curves). The inelastic strains are 
presented in Figure 62 and the equivalent principal stresses in Figure 63.  

Inelastic 
Strain [-] 

    
GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 

 (a) – fine mesh 

Inelastic 
Strain [-] 

    
GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 

 (b) – medium-sized mesh 

Inelastic 
Strain [-] 

    
 GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 
 (c) – coarse mesh 

Figure 62: Comparison of maximum principal inelastic strains at P = Pmax for notch inclination angle  = 25.2° 
generated by various mesh size – (a) fine mesh, (b) medium-sized mesh and (c) coarse mesh. 
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In Figure 62  yielding of the specimen can be observed at the bottom and at the top support for 
the case of GF/GC = 1.5 for the medium-sized and coarse meshes, respectively. This yielding of 
the specimen is caused by indirect tensile failure, which is reached at the compressed zones 
surrounding the supports. This again confirms the observation found in Figure 61.  

Principal 
Stress [MPa] 

    
GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 

 (a) – fine mesh 

Principal 
Stress [MPa] 

    
GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 

 (b) – medium-sized mesh 

Principal 
Stress [MPa] 

   
  

GF/GC = 0.7 GF/GC = 0.8 GF/GC = 1.5 
 (c) – coarse mesh 

Figure 63: Comparison of maximum principal stress at P = Pmax for notch inclination angle  = 25.2° generated by 
various mesh size – (a) fine mesh, (b) medium-sized mesh and (c) coarse mesh. 

In further numerical analysis the fine mesh was used, due to reasonable representation of the 
experimental P-δ curve and due to the reasonable crack illustration in BDCN geometry. 

3.2.3 Boundary Conditions 
This numerical study was performed with a displacement-controlled loading applied at the top 
edge of the BDCN, while the bottom edge is considered as a rigid support. Such a loading 
generates compressive forces/stress in the area around the supports, while a tensile stress is 
present at the notch tip. Due to the indirect tension in front of the notch tip the BDCN starts to 
crack. This is the major failure mechanism of the BDCN specimen. Theoretically this occurs when 
the disc is loaded at a single point. However, this single point loading of the BDCN specimen is 
causing convergence problems and the numerical results does not fully represent the typical 
brittle/splitting behaviour of the BDCN specimen. Therefore various boundary conditions were 
considered to see its influence on the stress and strain fields in the disc’s geometry. 
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To quantify the influence of the boundary conditions on numerical results the radius of the disc 
was locally reduced by R over an extended width w near the loaded edges. This reduction of 
the disc’s radius has a major influence on the stress and strain fields in the BDCN specimen. 
Therefore, the influence of the boundary conditions on the overall response of the BDCN 
specimen was verified with focus on the P-δ diagram and on the strain and equivalent stress 
distributions. The geometrical parameter that was varied was w as it represents the boundary 
conditions from a single point loading of w = 0 mm to a line loading of w = 2.5; 5; 10; 20 mm 
(See Figure 64(a)).  

 

 

(a) (b) 
Figure 64: Detail of flattened edge (a) and the location of paths used on extraction of stress distribution (b). 

To see the influence of the radius reduction R on the stress distributions two different paths were 
considered. These paths were chosen to cover the compressive stresses at the loaded edge and the 
tensile stresses at the notch tip for various boundary conditions. For this, the first path has its 
origin at the notch tip (See Figure 64(b) Path1) and the other path has its origin at the centre of 
the disc (See Figure 64(b) Path2). Both paths continue than parallel to the global Y-axis to the 
disc’s edge. The P-δ curves representing various extended width are shown in Figure 65. 

 

 
Figure 65: Generated P-δ diagrams for various width extension w for notch inclination angle  = 25.2°. 

A comparison of the various width extensions w to the equivalent radius reduction R are 
presented in Table 22. 

Table 22: Comparison of calculated maximum reaction loads Pmax for various width extensions w and equivalent 
radius reduction R 

w [mm] 0 2.5 5 10 20 

R [mm] 0 0.01 0.04 0.17 0.6 

Pmax [kN/mm] 73.52 270.13 411.83 418.925 474.331 
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From Table 22 in can be noticed that the maximum reaction load Pmax is increasing with the 
increasing width extension w. This is in agreement with the general expectation, since the load 
is distributed over a wider area. This observation confirms the generated P-d curves for each case 
of the extended width w. These P-δ curves show different stiffnesses of the BDCN specimen 
i.e. the slope of each curve increases with increasing w. The P-δ curves for w = 5 and 10 mm 
show similar value of Pmax. However, the total displacement for w = 5 mm is higher than for  
w = 10 mm. This difference is caused by arsing inelastic strains in the area around the loaded 
edge, where the high compressive stress is present. This inelastic strain is produced by indirect 
tensile stress present in the BDCN geometry.  

From the stress distribution obtained from the Path1 it can be observed that with the increasing 
w value the overall stress peak in its distribution is increasing. This confirms the observation 
found in Figure 65. However, for the case of w = 20 mm the overall trend in the stress 
distribution differs significantly from other cases. This can be noticed at the peaks of the stress at 
the top edge of the BDCN. The acquired stress distributions over the Path1 are presented in Figure 
66 and over Path2 in Figure 67.   

 

  
(a) (b) 

  
(c) (d) 

Figure 66: A comparison of stress distributions over the disc’s radius for various radius reductions R for  = 25.2° 
with origin at the notch end (Path1) (a) – normal stress 11, (b) – normal stress 22, (c) – shear stress 12 and (d) first 

principal stress . 

A similar trend of an increasing overall peak in the stress distributions can be observed again in 
the centre of the BDCN (Path2). These high compressive stress concentrations cause inelastic 
strains of the specimen near the extended width w, where the stress is reaching values higher 
than 0.4fcm elastic branch in compression (See Figure 67(b)). However, failure is again caused by 
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the indirect tensile stresses present in the BDCN geometry. This was observable for cases of   
w = 0; 2.5 and 5 mm, while for the w of 10 and 20 mm the specimen failure was due to the 
crack propagating from the notch tip. The stress distributions over the Path2 are demonstrated in 
Figure 67. 

 

  
(a) (b) 

  
(c) (d) 

Figure 67: A comparison of stress distributions over the disc’s radius for various radius reductions R for  = 25.2° 
with origin at the centre of disc (Path2) (a) – normal stress 11, (b) – normal stress 22, (c) – shear stress 12 and (d) 

first principal stress . 

A similar observation can be found from the inelastic strain distributions presented in Figure 68. 
Here, it can be concluded that the extended width w of 0 mm does not provide accurate crack 
representation. In this case a specimen starts to crack at the support i.e. the tensile strength was 
not reached at the notch tip (See Figure 68(a)). For cases of extended width w of 2.5 and 5 mm 
the specimen starts to crack simultaneously at the support and in from of notch tip, which cannot 
be considered as a typical failure behaviour for BDCN specimen (See Figure 68 (b) and (c)). 
Lastly, for the cases w of 10 and 20 mm the crack propagates from the notch to the loaded edge 
(See Figure 68 (c) and (d)). However, for the case of w = 20 mm the strain and stress fields are 
non-representative of the BDCN behaviour, due to the wide area used as a loading edge. This can 
be spotted in abovementioned stresses over the disc’s radius. 
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Inelastic strain [-] 

  

Principal 
Stress [MPa] 

  
(a) - w = 0 mm 

Inelastic strain [-] 

  

Principal 
Stress [MPa] 

  
(b) - w = 2.5 mm 

Inelastic strain [-] 

  

Principal 
Stress [MPa] 

  
(c) - w = 5 mm 

Inelastic strain [-] 

  

Principal 
Stress [MPa] 

  
(d) - w = 10 mm 

Inelastic strain [-] 

  

Principal 
Stress [MPa] 

  
(e) - w = 20 mm 

Figure 68: Comparison of inelastic strain and equivalent principal stress for various width extension w for  = 
25.2° (a) - w = 0 mm, (b) - w = 2.5 mm, (c) - w = 5 mm, (d) - w = 10 mm and (e) - w = 20 mm. 
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Based on the presented numerical results a width extension of 10 mm was used since it provides 
reasonable P-δ curves together with relatively good crack trajectories through the disc’ radius. 
The other key aspect was that the use of  w of 10 mm also provides a reasonable convergency 
time. 

3.3 Non-linear Analysis results 
In what follows, a comprehensive numerical study of a BDCN specimen is presented, with focus 
on the influence of the softening behaviour, as represented by post-peak load-displacement 
curves, on the total load-displacement curves, the crack mouth opening displacement curves  
(P-CMOD), the sliding-displacement (P-CMOS) curves in mode I, mode II, and mixed mode I/II 
configuration. The material characteristics, used as input parameters for the numerical model, 
were selected to correspond to C50/60 material on p. 35 obtained from a series of presented by 
Seitl et al. in [100]. A discussion is added on the required geometrical transformation of the nodal 
displacement at the notch tip to distinguish mode I and mode II. In this, nodal transformations 
were done for various transformation angles based on geometry (i.e. the notch inclination angle), 
fracture mechanics (i.e. MTS and GMTS criteria) and plasticity (i.e. the actual numerically 
measured crack initiation angle) crack initiation conditions. 

Since the test is displacement controlled, the force drop observable in Figure 69 is caused by the 
splitting force i.e. the specimen splits into two halves and there is no body to carry load. This is a 
typical brittle/splitting behaviour of the BDCN specimen, and the following numerical study is 
intended to model such a behaviour by common numerical approaches The typical experimental 
P- diagrams are showed in Figure 98 on p. 103 of this thesis. 

Results from the numerical analysis are usually represented by a stress or strain distribution. The 
focus is on both general (whole geometry) and local (notch tip) response. The numerical analysis 
allows the generation of such a diagram and investigation of the material failure. 

Figure 69 shows an illustrative P-δ diagram generated by the numerical model for material Mat_2 
(Gf/GC = 1.5) and a notch inclination angle  = 25.2° with points of interest. The points A-F were 
selected based on the material response. Point A represents the end of linear elastic material 
response, point B is a point with equal reaction force as point E, point C is the point at the  90% 
of the maximum load, point D corresponds the maximum load, point E to the curve transition, 
and point F is the last point calculated before brittle fracture.  

 
Figure 69: Typical Load-displacement diagram generated by FEA, with marked points for  = 25.2° and material 

Mat_2. 

In this case however, the presented P-δ diagram primarily provides an overall response of the 
specimen. Also, the measurement of the fracture energy can be questioned because the diagram 
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presents the relation of the reaction force to the total vertical displacement and does not provide 
any information about the crack initiation process for mode I or mode II. 

Information about the fracture process and the material response can be provided by examining 
various stress and strain distributions. The CDP material model generates typical principal stress 
and inelastic strain distributions shown in Figure 70. As this is a smeared cracking model these 
inelastic strains are representation for the location and width of the localized concrete cracks. 
Typical pre- and post-cracking principal inelastic strain distribution and equivalent principal 
stresses are shown in Figure 70.  

Inelastic 
strain [-] 

    
 (A) P = 52 N (B) P = 363 N (C) P = 384 N 

Stress 
[MPa] 

 
   

 (A) P = 52 N (B) P = 363 N (C) P = 384 N 
Inelastic 
strain [-] 

    
 (D) P = 426 N (E) P = 363 N (F) P = 243 N 

Stress 
[MPa] 

    
 (D) P = 426 N (E) P = 363 N (F) P = 243 N 

Figure 70: Maximum principal inelastic strains and equivalent maximum principal stresses related to the points 
marked in Figure 69, and total loads for  = 25.2° and material Mat_2 (GF/GC = 1.5). 
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Inelastic 
strain [-]

 
α = 0° 

 

Inelastic 
strain [-] 

 

α = 5° 

  

Inelastic 
strain [-] 

 

α = 10° 

  

Inelastic 
strain [-] 

 
α = 15° 

  

Inelastic 
strain [-] 

 
α = 25.2° 

Figure 71: Comparison of crack patterns and equivalent maximum principal inelastic strains for  
 = <0°; 5°; 10°; 15°; 25.2° > and material Mat_2 (GF/GC = 1.5). 
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In order to verify the presented numerical results, the inelastic strains were compared to crack 
patterns on the C 50/60 material as presented by Seitl et al. [100]. It should be pointed out that all 
crack patterns taken from [100] show secondary cracks, which appeared after splitting of the 
BDCN specimen because one half of the specimen remained locked in the testing apparatus. The 
comparison of inelastic strains (smeared crack pattern) shows good agreement with the crack 
patterns on the tested specimens. 

This comparison is presented in Figure 71 for all studied notch inclination angles α (the position 
of the secondary cracks are marked). The inelastic strain generated for α = 0° shows crack 
branching (secondary cracks) as in the experiment. However, this crack branching is due to high 
confinement stresses in the specimen, which generate high indirect tensile stresses producing such 
a phenomenon. In some cases, these so-called crack branching can appear under a pure mode II 
condition [242-244]. In this case crack branching was only present for the α = 0°, due to an 
appropriate mesh pattern and low stress concentrations in front of the notch tip. 

3.3.1 Transformation of Notch Tip Displacements 
Inelastic maximum principal strains, which are different from zero, arise when the maximum 
tensile strength is reached. This strain distribution then propagates through the specimen towards 
the loading points. This way, near the notch tip, two nodes can be distinguished in between where 
the inelastic strain distribution is situated, and these nodes can be considered as the “crack tip”. 
The process of crack initiation and propagation in between two nodes is shown in Figure 72. 

 
Figure 72: Transformation of nodal displacements into local a coordinate system. 

The transformation to the new coordinate system can be done by the following equation: 

ቂ
𝑢௫

𝑢௬
ቃ = ൤

cos 𝜃଴ sin 𝜃଴

−sin 𝜃଴ cos 𝜃଴
൨ ቂ

𝑢௑

𝑢௒
ቃ, (4.11) 

where 0 is the counter-clockwise angle of transformation, uX and uY are the original nodal 
displacements of nodes N1 and N2 in global coordinate system X Y, u1 and u2 are the nodal 
displacements of nodes N1 and N2 transformed in the local coordinate system, which depends on 
the transformation angle 0. The choice of this angle will be discussed in the following section. 
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Figure 72 shows the undeformed and the deformed position of the nodes, where a principal strain 
different from zero is found. In this representation, we can calculate ux and uy values as the 
difference between the displacements of node N2 and node N1 in an arbitrary x- and y-direction. 

  
(a) (b) 

Figure 73: Deformation of notch tip generated by numerical model in FE software Abaqus with exaggerated scale by 
50 times for  = 25.2° and material Mat_2 (GF/GC = 1.5). Point A (a) and point E (b). 

If we choose the x-axis parallel to the initial crack face, the displacement ux describes the crack 
opening in the direction parallel to that face and represents the crack mouth opening sliding 
(CMOS). In the same way uy then describes the displacement perpendicular to the crack face and 
represents a crack mouth opening displacement (CMOD). These CMOSs and CMODs provide 
much more information about fracture process in the specimen and distinguish the effects of 
tensile mode I and shear mode II. However, if the nodal displacements remain in a global 
coordinate system X-Y, the values of CMOD and CMOS can be misleading and do not provide 
accurate information about the fracture process. Therefore, the nodal displacements are to be 
transformed into a local coordinate system, which has an x-axis parallel to the crack face. After 
this transformation a CMOD (uy) is then perpendicular and a CMOS is parallel (ux) to the initial 
crack surface in the model.  

3.3.2 Transformation Angle 
There are several approaches to determinate the crack initiation angle 0. It can consider the 
geometry, e.g. 0 = , or can be calculated from plasticity or LEFM conditions. 

 
Figure 74: Measurement of the crack initiation angle calculated from MTS, GMTS and plasticity criteria. 
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In the plasticity approach, the crack initiation angle for a 2D problem can be expressed as the 
angle of principal stress/strain. The angle of principal stress is calculated using Mohr’s circle, 
which has the following form: 

tan 2𝜃଴,௣ =
𝜏௫௬

𝜎௫௫ − 𝜎௬௬

, (4.12) 

where 0,p is the angle of the principal stress direction, xx and yy are the normal stresses in X 
and Y-axis respectively and XY is the shear stress in the global coordinate system X-Y (Figure 
74). 

By applying the LEFM approach, the crack initiation under the mixed mode I/II can be expressed 
via MTS criterion Eq. (2.31) or a GMTS criterion Eq. (2.32) as presented in section 1.3 on p. 15.    

The critical distance rC can be defined using plane strain or plane stress boundary conditions [117] 
or can be based on the physical base i.e. size of grains or aggregate. The critical distance rC has a 
direct influence on the crack initiation angle 0 [245], therefore three different values were 
considered i.e. rC = 1.6 mm – plane strain, rC = 4.7 mm – plane stress (See Table 32 on p. 91 of 
this thesis) and rC = 4 mm. Further in this study the rC = 4 mm is chosen based on the aggregate 
size. Table 23 gives overview of calculated crack initiation angles from various criteria for the 
specimen under consideration. 

Table 23: Overview of used transformation angles 0 for various criteria. 

 [°] 
MTS 

0,MTS [°] 

GMTS for 
rC = 1.6 mm 
0,GMTS [°] 

GMTS for 
rC = 4 mm 
0,GMTS [°] 

GMTS for 
rC = 4.7 mm 
0,GMTS [°] 

ABAQUS  
0,Plasticity [°] 

0 0 0 0 0 0 
5 -36.89 -9.44 -6.38 -5.97 -7.43 
10 -52.67 -19.91 -13.65 -12.77 -13.63 
15  -60.75 -32.37 -22.93 -21.52 -20.05 
20 -66.12 -46.84 -35.83 -33.92 -24.40 

25.2 -70.52 -60.99 -53.30 -51.57 -27.57 

The angle of transformation 0 can be chosen as a 0 =  (rotation by the initial notch inclination 
angle i.e. the y-axis is parallel to notch edge), 0 =  - 0,MTS  (crack initiation angle calculated by 
means of the MTS criterion using linear elastic fracture mechanics), 0 = - 0,GMTS (crack 
initiation angle calculated by means of the GMTS criterion using the two parameter linear elastic 
fracture mechanics) and 0 =  -0,p (actual numerically measured angle of principal stress from 
the FE calculation in ABAQUS).  An overview of the derived transformation angles can be found 
in Figure 75. 

 

 
Figure 75: Comparison of transformation angle 0 for various cases. 
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Since all of the calculated crack initiation angles have negative value and are larger than , all 
transformation angles 0 are negative except for the geometrical rotation, where the  0 = . The 
largest difference is shown in angles calculated by MTS criterion in whole range of . This is 
caused by only using SIFs. The angles for the GMTS vary for  higher than 15°, while the angles 
calculated from the plasticity conditions remain almost constant in the whole range of . 

Illustrative P-ux (P-CMOS) and P-uy (P-CMOD) diagrams, which were created from nodal 
displacements in the global coordinate system X-Y with base at the notch tip are shown in Figure 
76(a), and an example of such values transformed into the local coordinate system by an angle 
obtained from the GMTS criterion is shown in Figure 76(b). 

 

  
(a) – Original  (b) – GMTS  

Figure 76: P-CMOS and P-CMOD diagram (a) for nodal displacements in the global coordinate system and P-CMOS 
and P-CMOD diagram (b) after transformation into a local coordinate system governed by the GMTS criterion for  

= 25.2° and material Mat_2 (GF/GC = 1.5). 

Figure 76(b) shows the diagram transformed by angle an 0 = - 0,GMTS. From this figure it can 
be noted that the deformation ux (CMOS) is more dominant than the uy (CMOD). In general, a 
mode II dominance in the fracture process can be seen except for  = 0°. However, a mode I 
opening appears after the load reaches 90% of its maximum (point C) for every inclination angle 
n, even for the case where the pure shear mode II should be present, i.e. for  = 25.2°. The mode 
II dominance can be expressed as a ratio of ux to uy at point C, which for the example of Figure 
76(b) is equal to 1.2. 

A comparison of original and transformed Load-CMOS and Load-CMOD curves for various 
transformation angles can be found in Figure 77 for  = 25.2° and material Mat_2 (GF/GC = 1.5). 
Numerical results for all investigated cases can be found in the appendix of this study. 
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(a) - ux (CMOS) (b) - uy (CMOD)  

Figure 77: Comparison of original and transformed P-CMOS and P-CMOD curves for various transformation 
 angles 0 for  = 25.2° and material Mat_2 (GF/GC = 1.5). 

From Figure 77, it can be seen that the transformation angle from the MTS criterion misrepresents 
the crack opening behaviour since uy values become negative, which would represent a crack 
tip closure instead of an opening. This is in agreement with the earlier observation in Figure 75 
regarding the angles found through the MTS criterion. On the other hand, the transformed curves 
for the angle calculated by the plasticity conditions and the original untransformed values are 
almost identical. This is, again, in agreement with the earlier observation in Figure 75 that the 
crack initiation angle is always almost 90°, irrespective of the notch angle. 

A comparison of ratios ux/uy at points A and C for all presented material input parameters and 
all inclination angles  can be found in Figure 78. The values at  = 0° are omitted from the 
comparison as they are not representative for the mode I/II comparison. 

 

 

 

 

  
Point A – original Point C – original  Point D – original  

   
Point A – GMTS Point C - GMTS Point D – GMTS 

Figure 78: Comparison of the x/y ratio for selected points of interest from P- diagrams for all presented material 
input parameters and all inclination angles .   
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From Figure 78, we can conclude that the differences in the ratio of ux/uy remain equal at point 
A irrespective of the material parameters due to the use of only one value of the Young’s modulus, 
responsible for the elastic deformation. The differences in the ratio of ux/uy at point A are only 
governed by the transformation angle 0.  

However, the ratios of ux/uy at point C and D depend on the GF/GC ratio as well as on the shape 
of the softening curve. From Figure 78 we can see that the differences in the ux/uy ratio decrease 
with an increasing ratio of GF/GC. This trend is observable for all crack inclination angles n, and 
the ratio itself decreases with the inclination angle. This is again in agreement with the variation 
of the post peak tensile softening curves, which have an influence on the uniaxial crack opening. 
Therefore, the ratios of ux/uy have to be decreasing with increasing values of the fracture energy 
GF and simultaneously decreasing with the increasing notch inclination angle . With increasing 
value of the angle , the mode II displacements start to appear, which reduce the ratio ux/uy.  
This fact is demonstrated in Figure 76(a) and (b), where the observation of the mode I and mode 
II displacements can be seen.  

An equal observation can be found in the comparison of the calculated maximum reaction loads 
Pmax. These Pmax values increase as expected with the increasing ratio GF/GC. Maximum calculated 
loads Pmax for all crack inclination angles and GF/GC ratio are summed up in Table 24 to  
Table 26.  

Table 24: Overview of calculated maximum force per unit width Pmax (N/mm) for various initial notch inclination 
angles and material input parameters. 

Gf/GC [-] 
MC 2010 

1.0 1.5 2.0 2.58 

A
ng

le
 

 [
°]

 0 482 517 535 542 
5 491 523 539 550 

10 451 485 501 513 
15 425 454 469 478 
20 415 436 447 455 
25 401 426 446 401 

Table 25: Overview of calculated maximum force per unit width Pmax (N/mm) for various initial notch inclination 
angles and material input parameters. 

Gf/GC [-] 
Hillerborg 

1.0 1.0 1.0 1.0 

A
ng

le
 

 [
°]

 0 479 479 479 542 
5 488 488 488 550 

10 449 449 449 513 
15 422 422 422 478 
20 412 412 412 455 
25 425 425 425 401 

Table 26: Overview of calculated maximum force per unit width Pmax (N/mm) for various initial notch inclination 
angles and material input parameters. 

Gf/GC [-] 
Linear 

1.0 1.0 1.0 1.0 

A
ng

le
 

 [
°]

 0 484 484 484 542 
5 529 529 529 550 

10 492 492 492 513 
15 461 461 461 478 
20 441 441 441 455 
25 432 432 432 401 

These reaction loads agree with the experimentally measured forces published by Seitl et al. [100]. 
For comparison, the numerical plane strain loads (N per unit width) were converted into a total 
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loads trough multiplication using the thickness of the specimen. Evaluated numerical data is 
shown in Table 27. 

Table 27: Comparison converted Pmax (kN) for various initial notch inclination angles and material input parameters. 

B [mm] Exp. [kN] Gf/GC [-] 
MC 2010 

1.0 1.5 2.0 2.58 

30.9 18.5 

A
ng

le
 

 [
°]

 0 14.9 16.0 16.5 16.8 
31.4 16.3 5 15.4 16.5 17.0 17.3 
30.8 16.9 10 13.9 14.9 15.4 15.8 
31.0 16.0 15 13.2 14.1 14.5 14.8 
31.0  20 12.5 13.1 13.4 13.7 
31.2 16.1 25 12.5 13.3 13.7 13.9 

 
Table 28: Comparison converted Pmax (kN) for various initial notch inclination angles and material input parameters. 

B [mm] Exp. [kN] Gf/GC [-] 
Hillerborg 

1.0 1.5 2.0 2.58 
30.9 18.5 

A
ng

le
 

[°
] 

0 14.8 15.9 16.5 16.7 
31.4 16.3 5 15.3 16.4 16.9 17.3 
30.8 16.9 10 13.8 14.9 15.4 15.8 
31.0 16.0 15 13.1 14.0 14.5 14.8 
31.0  20 12.4 13.0 13.4 13.6 
31.2 16.1 25 12.5 13.2 13.6 13.9 

Table 29: Comparison converted Pmax (kN) for various initial notch inclination angles and material input parameters. 

B [mm] Exp. [kN] Gf/GC [-] 
Linear 

1.0 1.5 2.0 2.58 
30.9 18.5 

A
ng

le
 

[°
] 

0 14.7 16.2 16.9 16.9 
31.4 16.3 5 16.6 17.2 17.6 17.6 
30.8 16.9 10 15.2 15.6 16.1 16.3 
31.0 16.0 15 14.3 14.7 15.1 15.2 
31.0  20 13.3 13.6 13.8 13.9 
31.2 16.1 25 13.5 13.8 14.1 14.2 

An overview of the experimental and numerical data can be found in Figure 80, from which the 
same observation can be found as in Figure 78. The reaction loads decrease with the increasing 
notch inclination angle  and GF to GC ratio. However, the reaction loads for the   = 0° contradict 
this statement. This is because no mode II deformation is present, which redistributes the mode I 
(crack mouth opening) force to the other direction and slows down the fracture process.  

 

(a) – MC 2010 (b) – Hillerborg (c) – Linear 
Figure 79: Comparison of maximum calculated forces Pmax  based on MC2010 recommendation (a), Hillerborg 

model (b) and linear softening (c) with experimentally measured fracture force Pc from [100]. 

An overall comparison of the maximum reaction loads is presented in Figure 80 (a), where the 
difference between average values of numerical and experimental data is limited to 16% for 

Experiment Gf/Gc = 1 Gf/Gc = 1.5 Gf/Gc = 2.0 Gf/Gc = 2.58
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angles α higher than 25°. Nevertheless, the numerical and experimental values of Pmax show 
similar trend. This can be seen in the Figure 80(b), where the linear function based on the least 
square method was used on the average values.  

The scatter of the numerical results can be eliminated by increasing the number of experimental 
tests, using average values of disc’s thickness or by slightly adjusting the input parameters of the 
CDP which have a direct influence on the numerical results i.e. increasing the tensile strength ft, 
the dilatation angle  and the fracture energy GF. 

  
 

  
(a) (b) 

Figure 80: Comparison of maximum calculated forces Pmax with experimentally measured fracture forces PC  
from Seit et al. [100] i.e. on the C 50/60 material. 

The scatter of the numerical results can be eliminated by increasing the number of experimental 
tests, using average values of disc’s thickness or by slightly adjusting the input parameters of the 
CDP which have a direct influence on the numerical results i.e. increasing the tensile strength ft, 
the dilatation angle  and the fracture energy GF. 
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Experimental Results 

In this chapter, the experimentally obtained results of fracture mechanical properties of each 
tested concrete mixture are provided together with evaluated fracture resistance under the mixed 
mode I/II load, critical distance rC and the calculated crack initiation direction 0. Afterwards, the 
influence of aggressive environment on the fracture resistance is showed on the HPC mixture 
batch B. Then the evaluated values of Williams’s expansion coefficients based on the DIC 
measurement are provided. The aim of this chapter is to bring insight into the fracture resistance 
under the mixed mode I/II of concrete by employing the advanced methods based on LEFM and 
verify its accuracy. 

1. Fracture Mechanical Parameters 

Firstly, the fracture loads PC together with equivalent values of SIFs for mode I and mode II are 
presented as determined on the BDCN specimen with two different relative notch ratios a/R. 
Then, the fracture toughness KIC was determined on the BDCN specimen of all studied mixture. 
From the values of KIC the values of critical distance rC were calculated, which then served as an 
input to the GMTS fracture criterion. 

1.1 Fracture Loads 
To provide complete information of the measured FMPs from the experimental campaign, it is 
necessary to present measured fracture load PC. These measured forces are presented for each 
material and test configuration, i.e. a/R ratio. This provides simple yet conclusive comparison of 
the experimental results. Please note, that the measured forces PC vary due to differences in the 
specimen’s thickness, therefore it would be more explanatory to show forces over the length as 
kN/mm. However, for the SIFs calculation the force PC enters into the Eqs. (3.2) and (3.3) as a 
force P together with the measured specimen’s thickness B as presented in Appendix A of this 
thesis. Thus, the comparison is showed in form of P- diagrams for each material and exact data 
presented hereunder in graphs are sum up in tables in Appendix A. 

Firstly the measured fracture forces PC and SIFs for mode I and mode II for the C 50/60 material 
are presented in Figure 81. Generally the fracture forces PC are higher for the ratio a/R of 0.267 
(see Figure 81(a)), this is in agreement with the general expectation as the a/R ratio of 0.4 (see 
Figure 81(b)) has larger ligament area ahead of the notch. This observation applies to all tested 
materials. 
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(a) (b) 

Figure 81: Measured fracture forces PC and equivalent values of KI and KII for C 50/60 material (a) – a/R 0.267  
and (b) – a/R = 0.4. 

The measured fracture forces PC and SIFs for mode I and mode II for the HSC material for the 
ratio a/R of 0.267 are presented in Figure 82(a) and for the ratio a/R of 0.4 are presented in Figure 
82(b). 

  
(a) (b) 

Figure 82: Measured fracture forces PC and equivalent values of KI and KII for  HSC material (a) – a/R 0.267  
and (b) – a/R = 0.4. 

The measured fracture forces PC for the HSC material show overall greater values than for the C 
50/60 material. Consequently, this results into the higher values of SIFs and as well as into higher 
values of fracture toughness KIC and KIIC. This agrees with the general expectation as the HSC 
showed overall better mechanical performance and highest tensile splitting strength ft. 

The measured fracture forces PC and SIFs for mode I and mode II for the HPC material for the 
ratio a/R of 0.267 are presented in Figure 83Figure 82(a) and for the ratio a/R of 0.4 are presented 
in Figure 83Figure 82(b). 
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(a) (b) 

Figure 83: Measured fracture forces PC and equivalent values of KI and KII for HPC batch A material (a) – a/R 0.267 
and (b) – a/R = 0.4. 

The measured fracture forces PC for the HPC material show similar values as for the C 50/60 
material. Consequently, this results into similar values of SIFs and as well as into similar values 
of fracture toughness KIC and KIIC.  

The measured fracture forces PC and SIFs for mode I and mode II for the AAC material for the 
ratio a/R of 0.267 are presented in Figure 84(a) and for the ratio a/R of 0.4 are presented in  
Figure 84(b). 

  
(a) (b) 

Figure 84: Measured fracture forces PC and equivalent values of KI and KII for AAC material (a) - a/R 0.267 
 and (b) – a/R = 0.4. 

The measured fracture forces PC for the AAC material show the lowest values compared to C 
50/60 and other materials. Consequently, this results into the lowest values of SIFs and as well as 
into the lowest measured values of fracture toughness KIC and KIIC. This agrees with the general 
expectation as the AAC showed overall lower mechanical performance and the lowest tensile 
splitting strength ft. 
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1.2 Fracture Toughness 
The fracture toughness KIC for mode I was determined by using Eq. (3.2) on p. 42 with input 
geometry data presented in Tables from Appendix A on p. 134. Similarly, to mode I fracture 
toughness, fracture toughness for mode II KIIC was determined by using Eq. (3.3) on p. 42 with 
the same geometry data as presented in Tables A in Appendix A. The pure mode I is present for 
both relative ratios a/R of 0.267 and 0.4 for notch inclination angle α = 0°. On the other hand, the 
pure mode II is present at different inclination angle for each ratio a/R. Thus, the mode II fracture 
toughness was determined for angle α = 27.7° for the ratio a/R = 0.267 and for angle α = 25.2° 
for the ratio a/R = 0.4. The measured maximum fracture forces PC are showed for each studied 
a/R ratio and for each material are presented in Appendix A on p. 134 in Tables A1 – 1 to A4 – 
3. Determined values of fracture toughness for mode I KIC for each studied material are presented 
in Table 30, while values of fracture toughness for mode II KIIC are showed in Table 31. 

Table 30: Comparison of evaluated fracture toughness KIC for mode I on the BDCN geometry for various relative 
notch lengths. 

Material 
a/R = 0.267  

KIC [MPam1/2] 
a/R = 0.4    

KIC [MPam1/2] 

C 50/60 0.668 0.972 

High-strength concrete  1.064 1.821 

High-performance concrete  – Batch A 0.790 0.8423 

Alkali activated concrete 0.551 0.584 

HPC - Batch B- Cl- free - 0.919 

HPC - Batch B - Cl- saturated - 0.782 

Table 31: Comparison of evaluated fracture toughness KIIC for mode II on the BDCN geometry for various relative 
notch lengths. 

Material 
a/R = 0.267   

KIIC [MPam1/2]  
a/R = 0.4      

KIIC [MPam1/2] 

C 50/60 0.974 1.329 

High-strength concrete  1.835 2.290 

High-performance concrete – Batch A  1.229 1.182 

Alkali activated concrete 0.730 1.084 

HPC  – Batch B - Cl- free - 1.105 

HPC – Batch B - Cl- saturated - 1.073 

From values presented in Table 30 and Table 31 it can be observed, that the values of both fracture 
toughness vary heavily. This difference is caused by geometry and by material itself, which vary 
in the mixture composition. Clear increase by at least 15% of both values KIC and KIIC for the 
mixtures categorized as HPC or HSC can be observed, if compared to C 50/60 material. The 
highest difference shows HSC mixture with almost 55 % increase of the KIC value and by 60% 
increase of the KIIC value. On the other hand, if C 50/60 is compared to AAC material a decrease 
by 40% of KIC and by 25% of KIIC can be observed. 

Both changes are mainly related to the value of indirect tensile strength ft, which depends on the 
bond between the aggregate and matrix. Decrease of KIC value in case of AAC material is due to 
overall lower mechanical performance (compressive strength, tensile strength) of the material, 
which results to an earlier crack initiation and specimen failure. On the other hand, decrease in in 
case of chloride environment is related to the possible formation of the Friedel’s salt as the 
Portland cement blend contains Metakaolin, which increase the chance of the Friedel’s salt 
formation. 
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1.3 Critical Distance 
In further evaluation of the mixed mode I/II fracture resistance, the critical distance rC plays key 
role and varies for each material. Critical distance rC depends on the fracture toughness KIC for 
mode I and on the tensile strength ft, simultaneously it is parameter which governs the fracture 
resistance under the mixed mode I/II evaluated by GMTS criterion. In case of the BDCN 
specimen, the indirect tensile strength ft measured on the BD specimen is used to determinate 
values of critical distances rC as it is measured on the similar geometry. 

In this study, the critical distance was calculated by traditional approach as showed in [117]. Such 
approach offers two variants of the rC calculation. Fist one is for the plane stress conditions as 
showed in Eq. (2.50), while the second considers plane strain conditions as showed in Eq. (2.51) 
on p. 19. The calculated rC for all investigated concrete mixtures and relative notch ratios a/R are 
presented in Table 32.   

Table 32: Comparison of calculated critical distance rC for various studied concrete materials. 

Material 
Plane stress rC [mm] Plane strain rC [mm] 

a/R = 0.267 a/R = 0.4 a/R = 0.267 a/R = 0.4 

C 50/60 2.336 4.945 0.779 1.648 

HSC 7.6. 1.607 4.711 0.536 1.570 

HPC 31.5. 2.402 2.730 0.801 0.91 

ACC 4.856 5.459 1.619 1.820 

HPC – Cl--free - 3.975 - 1.325 

HPC – Cl--saturated - 2.873 - 0.958 

From Table 31 a similar observation as in the case of the fracture toughness KIC can be made i.e. 
the critical distance The discussion is about the selection of the critical distance rC from the crack 
tip and its influence on the shape and size of the fracture resistance curve.  

2. Mixed Mode I/II Fracture Resistance 

To evaluate the fracture resistance under the mixed mode I/II the GMTS criterion was used. The 
GMTS criterion was selected as the tangential stress  opens crack in mode I (in tension) even 
when mode II deformations are present. The mixed mode fracture resistance of each studied 
concrete mixture is present in form of the fracture resistance curve, which was calculated from 
Eq. (2.15) on p.12 for various critical distances. Such curves are presented in relative and absolute 
values. Together with fracture resistance curve a crack initiation direction 0 is presented in order 
to provide full insight of problem. 

Generally, the mixed mode I/II fracture resistance is presented in relative coordinates, i.e. KI/KIC 
as for the x-axis and KII/KIC as for the y-axis. This provides great illustration of how accurate the 
theoretical prediction by the fracture criterion is. However, in case of comparing various 
materials, it is more definite to provide fracture resistance curve in absolute coordinates, i.e. KI as 
for the x-axis and KII as for the y-axis. This presentation in absolute values provides clear and 
conclusive comparison of fracture behaviour between compared mixtures. Subsequently, the 
goodness of fracture resistance predicted by fracture criteria was estimated by the root mean 
squared error (RSME) to give explicit conclusions. 

Furthermore, for the C 50/60 material all of the important results are showed and discussed, later 
for other mixtures the text will limit itself to major results and the rest will be presented in the 
Appendix B so the text flow will not be affected. Moreover, the mixed mode I/II fracture 
resistance for other materials will be presented in comparison with C 50/60 material. 
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2.1 C 50/60 
The BDCN specimen made of C 50/60 material were used in preliminary experiments for first try 
out of such experimental setup. Experiments were performed with the BDCN possessing the notch 
of relative crack ratio a/R of 0.267 and a/R of 0.4.  

Mixed mode I/II fracture resistance for C 50/60 evaluated by using the MTS (Eq. (2.31) on p. 16) 
and GMTS criterion (Eq. (2.32) and  (2.31) on p. 16) with the values of fracture toughness from 
Table 30 for a/R of 267 and from Table 31 for a/R of 0.4. Subsequently, values of critical distance 
as presented in Table 32 were used as input parameters for the fracture criteria. The estimated 
fracture resistance curves in relative coordinates, i.e. KI/KIC and KII/KIC are shown in Figure 85. 

  
(a) (b) 

Figure 85: Mixed mode I/II fracture resistance of C 50/60 material relative notch ratio (a) –  a/R = 0.267 and (b) – 
a/R = 0.4. 

The estimated fracture resistance curves in relative coordinates, i.e. KI against KII are shown in 
Figure 86. 

  
(a) (b) 

Figure 86: Mixed mode I/II fracture resistance of C 50/60 material resented in absolute coordinates for relative notch 
ratio (a) –  a/R = 0.267 and (b) – a/R = 0.4. 

The crack initiation direction 0 used for fracture resistance curves as presented in Figure 85 and 
in Figure 86 are showed in Figure 87. A clear influence of the T-stress on the crack initiation 
angle 0 angle observable for both a/R ratio.  
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(a) (b) 

Figure 87: Crack initiation direction 0 of C 50/60 material (a) –  a/R = 0.267 and (b) –  a/R = 0.4. 

Moreover, the MTS criterion cannot predict onset of fracture accurately, while the GMTS curves 
can. This again confirms the observation made in Figure 85 and in Figure 86, i.e. the GMTS 
criterion can predict the mixed-mode I/II accurately. However, the difference between 
experimentally measured 0 and the calculated by GMTS criterion increases with increasing mode 
II load. 

2.2 High-strength Concrete 
The HSC concrete mixture shows generally better mechanical performance than the C 50/60 (see 
Table 4 on p. 36), especially for the values of compressive strength fc and for the indirect tensile 
strength ft (this value is almost double to the value of C 50/60). Such good mechanical properties 
resulted into almost double value of fracture KIC if compared to the C50/60, however only one 
specimen was used to measure fracture toughness KIC of the HSC 

 If the fracture resistance curves calculated by GMTS criterion are compared in the relative 
coordinates, the difference between each mixture is virtually low. The evaluated fracture 
resistance curves via GMTS criterion for the HSC mixtures in relative coordinates are showed in 
Figure 88. 

 

  
(a) (b) 

Figure 88: Comparison of the fracture resistance curves between C 50/60 and HPC material in relative coordinates  
(a) – a/R = 0.267 and (b) – a/R = 0.4. 
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Furthermore, if the more specimens would be used for the KIC measurement, the curve for ratio 
of a/R 0.267(see Figure 88(a)) would widen and predict the failure under the mixed mode I/II 
more accurately.   

On the other hand, if the GMTS curves are compared in absolute values, evident improvement in 
the mixed-mode I/II fracture resistance can be observed. The GMTS curves for the ratio of a/R of 
0.267 are showed in Figure 89(a) and for the ratio a/R of 0.4 in Figure 89(b). 

 

  
(c) (d) 

Figure 89: Comparison of the fracture resistance curves between C 50/60 and HSC material in absolute coordinates  
(a) – a/R = 0.267 and (b) – a/R = 0.4. 

2.3 High-performance Concrete Batch A 
The HPC mixture batch A, shows improved properties from the C 50/60 material. Improved 
mechanical performance can be observed for the compressive strength fc and for the tensile 
strength ft (see Table 6 on p. 37). However, this material is more brittle, if the fracture toughness 
KIC is compared for the ratio a/R of 0.4. This resulted, for the ratio a/R of 0.4, into a lower fracture 
resistance under the mixed mode I/II load that for the C 50/60 material. The evaluated GMTS 
curves for the HPC mixture are showed in the Figure 90.  

 

  
(a) (b) 

Figure 90: Comparison of the fracture resistance curves between C 50/60 and HPC batch A material in relative 
coordinates  

(a) – a/R = 0.267 and (b) – a/R = 0.4. 
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On the other hand, the GMTS curves for the ratio a/R of 0.267 align with the curves for the C 
50/60, this is related to the similar value of the KIC for the a/R of 0.267.  

Subsequently, if the GMTS curves for the HPC batch A material are presented in absolute values, 
the HPS shows better mixed-mode I/II resistance for the ratio a/R of 0.267, while for the a/R of 
0.4 the C 50/60 material. This is again related to the different values of KIC for each ratio of a/R. 
The calculated GMTS curves for the a/R ratio of 0.267 are showed in Figure 91(a) and for the 
ratio a/R of 0.4 are showed in Figure 91(b). 

 

  
(a) (a) 

Figure 91: Comparison of the fracture resistance curves between C 50/60 and HPC batch A material in absolute 
coordinates 

(a) – a/R = 0.267 and (b) – a/R = 0.4. 

2.4 Alkali-activated Concrete 
Generally, the used AAC material shows worse mechanical performance compared to the C50/60 
material. Nonetheless, if the fracture resistance curves are compared, the GMTS for the a/R of  
0.267 predict the mixed mode I/II failure with relatively good agreement, while for the ratio  
a/R of 0.4 the GMTS curve shows higher discrepancy for the AAC material. Both the fracture 
resistance curve in relative and absolute coordinates for the AAC material are presented  
in Figure 92. 

 

  
(a) (b) 
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Figure 92: Comparison of the fracture resistance curves between C 50/60 and AAC material in relative coordinates 
 (a) – a/R = 0.267 and  (b) – a/R = 0.4. 

This error observed in Figure 92(b), see also values of RSME in Table 33 and in Table 34, is 
related to the insufficient number of specimens tested for mode I fracture, i.e. α = 0° with only 
one specimen tested. In comparison to the C 50/60 for which the GMTS shows relatively good 
agreement due to sufficient number of specimens tested for mode I failure.  

If the fracture resistance curves are showed in the absolute coordinates, the difference between C 
50/60 and AAC material and the error from the GMTS prediction is more observable. The fracture 
resistance curves in absolute coordinates for the AAC material are showed in Figure 93. 

 

  
(a) (b) 

Figure 93: Comparison of the fracture resistance curves between C 50/60 and AAC material in absolute coordinates  
(a) – a/R = 0.267 and (b) – a/R = 0.4. 

From both Figure 93(a) and Figure 93(b), it can be observed, that the AAC is less resistance to 
the mix-mode I/II fracture toughness compared to the C 50/60. This again confirms the general 
expectation based on the mechanical properties, particularly to the lower value of the indirect 
tensile strength ft. 

2.5 Mixture Comparison 
In this subsection all studied mixtures are compared by means of the value of RSME as it provides 
clear conclusion of the goodness of fracture resistance made by fracture criteria of above 
presented graphical results. The calculate RSME values for relative notch ratio a/R of 0.267 are 
presented in Table 33 and for relative notch ratio a/R of 0.4 are presented in Table 34.  

Table 33: Comparison of RSME values for the fracture criteria for various materials for ratio a/R of 0.267. 

Material C 50/60 HSC HPC AAC 

RSME – MTS [-] 0.7349 0.5865 0.6760 0.7451 

RSME – GMTS – plane stress [-] 0.9384 0.8608 0.9615 0.8112 

RSME – GMTS – plane strain [-] 0.9322 0.7522 0.8732 0.9679 

Table 34: Comparison of RSME values for the fracture criteria for various materials for ratio a/R of 0.4. 

Material C 50/60 HSC HPC AAC 

RSME – MTS [-] 0.8132 0.8064 0.7120 0.8132 

RSME – GMTS – plane stress [-] 0.8845 0.8973 0.9428 0.8845 

RSME – GMTS – plane strain [-] 0.9155 0.9577 0.8725 0.9155 
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From both Table 33 and Table 34 can be seen that the traditional fracture criterion MTS predicts 
mixed mode I/II failure inaccurately with almost 40 % of difference. Subsequently, the values of 
RSME for the GMTS criterion confirms the observation made in Figure 89 - Figure 93, i.e. that 
the GMTS shows more accurate results and predicts the mixed-mode I/II more accurately.  

On the other hand, it has to be mentioned, that for some mixture only one of the test was done for 
demanded angle α. The author believes that the more (at least set of three experiments) for each 
investigated angle α will bring even better predictions of the mixed-mode I/II failure assessed by 
the GMTS criterion.  

3. DIC Analysis  

In what follows, the values of the WE terms calculated based on the experimentally obtained 
displacement fields for the selected crack lengths are presented.  

3.1 Williams’s Expansion Coefficients 
As mentioned above, the focus of this study was the evaluation of the SIFs values for mode I and 
mode II, T-stress values for selected notch inclination angles  and relative notch lengths a/R. For 
this ODM was used with the inputs of experimentally captured displacements by the DIC 
technique.  

Firstly, the SIFs for mode I and mode II were calculated using the analytical expression stated in 
Eqs. (3.2) and (3.3) on p. 42, with geometry inputs from Table 11 and the maximum loading force 
Pmax from Table 15 under various mixed mode I/II loading conditions.  

Afterwards, this maximum force PC served as an input for FEM model validated FEM model’s 
results. The SIF results were calculated by means of Eq. (2.19). The compared results of the 
evaluated SIF values are presented in Table 35 for the relative notch length a/R = 0.267. 

Table 35: Comparison of SIFs values calculated by the analytical formula and generated by the FE model for the 
relative crack length ratio a/R = 0.267. 

 a/R = 0.267 

Specimen No. HPC_4_3_2 HPC_4_3_3 HPC_4_3_4 

Notch inclination angle  [°] 5 10 27.7 
Force Pmax [kN] 22.5 24.3 27.4 

KI – FEM [MPam1/2] 0.834 0.803 0.048 
KI – Eq. (3.2) [MPam1/2] - [144]  0.625 0.597 0 

KII – FEM [MPam1/2] 0.3223 0.687 1.675 
KII – Eq.(3.3) [MPam1/2] - [144]  0.240 0.507 1.642 

A similar set of results, but for the specimens with a relative notch length a/R of 0.4, is presented 
in Table 36.  

Table 36: Comparison of SIFs values calculated by the analytical formula and generated by the FE model for the 
relative crack length ratio a/R = 0.4. 

 a/R = 0.4 

Specimen No. HPC_6_3_1 HPC_6_3_2 HPC_6_3_3 

Notch inclination angle  [°] 0 5 15 
Force Pmax [kN] 13.09 18.01 17.22 

KI – FEM [MPam1/2] 0.3503 0.9109 0.544 
KI – Eq. (3.2) [MPam1/2] - [144]  0.3459 0.9212 0.5515 

KII – FEM [MPam1/2] 0 0.3994 1.028 
KII –Eq. (3.3) [MPam1/2] - [144]  0.05 0.3958 1.033 

In both tables, a relatively good agreement between the SIF results from the analytical solution 
and finite element analysis can be observed. This agreement is for both loading modes; however, 
the biggest difference is for a/R = 0.4 and   = 5°, which was the first specimen to be tested and 
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the loading speed was higher than in previous studies. The results for longer cracks, i.e. a/R = 0.4, 
exhibit better accuracy due to lower loads, which caused lower compressive stresses in the area 
close to the supports. 

The experimentally obtained SIFs values were compared with experimental data obtained by 
Miarka et al. [250], where exactly the same concrete mixture was studied. The SIFs values, 
currently obtained by employing Eqs. (3.2) and (3.3) on p. 42 have a similar trend to the data 
found in the literature. This verified the validity of the experimentally captured displacements by 
the DIC measurement. The difference between the data found in the literature and that which is 
currently being evaluated is related to the deterioration of the concrete mixture over time and the 
different loading rate. A comparison is shown in Figure 94.    

 

  
(a) (b) 

Figure 94: Comparison of the currently measured SIF values (normalized via the fracture toughness) with data found 
in the literature – a/R = 0.267 (a) and a/R = 0.4 (b). 

After verification of the material’s behaviour, the ODM calculation convergence was verified for 
various numbers of N and M terms. The stress intensity factors were calculated from the ODM 
based on the numerically obtained displacement field taking into account various numbers of the 
initial WE terms. A comparison of the numerical SIF values calculated by means of Eq. (2.19) on 
p. 13 is shown in Figure 95. It was found that this method shows good agreement with the value 
generated by FEA with the use of more than 5 N and M terms.  

(a) (b) 
Figure 95: Convergence of the evaluation of the ODM using FEM generated displacements – KI for the pure mode I 

case HPC_6_3_1 specimen (a) and KII for the pure mode II case HPC_4_3_4 (b). 

In the next step, the displacements captured by the DIC method were used as an input for the 
ODM calculation. Then, a comparison with the results obtained from the ODM was performed, 
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considering the numerically generated displacements as inputs. The results, for which the DIC 
displacements were used, are KI

ODM - DIC, while the results calculated using the FE displacements 
are marked as KI

ODM – FEA. A comparison of such results for the relative crack length a/R = 0.267 
is given in Table 37 for KI and in Table 38 for KII, respectively. Note that the results are presented 
again for two different radial distances from the crack tip, 2 and 4 mm. 

Table 37: Comparison of KI values generated by FEM model and DIC displacement for various numbers of WE 
coefficients N and M for the relative notch length a/R = 0.267. 

 a/R = 0.267 

Specimen No. HPC_4_3_2 HPC_4_3_3 HPC_4_3_4 

Notch inclination angle  [°] 5 10 27.7 

r [mm] 2 4 2 4 2 4 

KI
ODM  FEM 

[MPam1/2] 

N, M = 2 0.821 0.808 0.792 0.7811 0.0576 0.0647 
N, M = 4 0.837 0.832 0.802 0.8067 0.0476 0.0453 

N, M = 10 0.833 0.833 0.803 0.8026 0.0485 0.0485 
KI

ODM  DIC 
[MPam1/2] 

N, M = 10 0.6291 0.7298 0.9123 0.8053 0.1148 0.0968 

Table 38: Comparison of KII values generated by FEM model and DIC displacement for various numbers of WE 
coefficients N and M for the relative notch length a/R = 0.267. 

 a/R = 0.267 

Specimen No. HPC_4_3_2 HPC_4_3_3 HPC_4_3_4 

Notch inclination angle  [°] 5 10 27.7 

r [mm] 2 4 2 4 2 4 

KII
ODM  FEM 

[MPam1/2] 

N, M = 2 0.3221 0.3216 0.6851 0.6838 1.6717 1.6679 
N, M = 4 0.3234 0.3237 0.6875 0.6862 1.6750 1.6748 

N, M = 10 0.3236 0.3233 0.6874 0.6866 1.6751 1.6751 
KII

ODM  DIC 
[MPam1/2] 

N, M = 10 0.4822 0.5489 0.5930 0.5286 1.6408 1.6366 

The results presented in Table 37 and Table 38 for DIC displacements show relatively good 
agreement with the SIFs obtained from FE displacement. Of course, configurations exist for 
which the results correspond better (for example the deviations between the KII values for the case 
of  = 27.7° are around 2%) than for others (for the same case of  = 27.7° the deviations between 
the KI values are up to approx. 50%). This is surely connected to the high heterogeneity of the 
concrete specimens and the existence of a high amount of micro-cracks, voids or pores. As with 
the results performed on a/R = 0.267, a comparison for a/R = 0.4 is given in Table 39 and in Table 
40. 

Table 39: Comparison of KI values generated by FEM model and DIC displacement for various numbers of WE 
coefficients N and M for the relative notch length a/R = 0.4. 

 a/R = 0.4 

Specimen No. HPC_6_3_1 HPC_6_3_2 HPC_6_3_3 

Notch inclination angle  [°] 0 5 15 

r [mm] 2 4 2 4 2 4 

KI
ODM - FEM 

[MPam1/2] 

N, M = 2 0.34723 0.3503 0.9040 0.8968 0.5467 0.5481 
N, M = 4 0.3502 0.3498 0.9105 0.9093 0.5438 0.5418 

N, M = 10 0.3503 0.3503 0.9109 0.9109 0.5445 0.5445 
KI

ODM  DIC 
[MPam1/2] 

N, M = 10 0.4593 0.5174 1.0142 1.0502 0.7342 0.6812 
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Table 40: Comparison of KII values generated by FEM model and DIC displacement for various numbers of WE 
coefficients N and M for the relative notch length a/R = 0.4. 

 a/R = 0.4 

Specimen No. HPC_6_3_1 HPC_6_3_2 HPC_6_3_3 

Notch inclination angle  [°] 0 5 15 

r [mm] 2 4 2 4 2 4 

KII
ODM - FEM 

[MPam1/2] 

N, M = 2 1.034×10-8 1.052×10-8 0.3927 0.3916 1.0256 1.0223 
N, M = 4 2.223×10-8 4.275×10-8 0.3934 0.3931 1.0275 1.0269 

N, M = 10 2.746 ×10-8 4.0712×10-8 0.3935 0.3935 1.0277 1.0277 
KII

ODM  DIC 
[MPam1/2] 

N, M = 10 0.0102 0.0203 0.6473 0.5713 1.1638 1.0955 

The results presented in Table 39 and in Table 40 show relatively good agreement, in a similar 
manner to the results for the relative notch length ratio a/R = 0.267. The maximum deviation is 
limited to a maximum of 40%. Because of the different stress distribution around the longer notch 
tip, which provides stable crack growth, no unambiguous trends and conclusions can be stated. 

As in the case of the SIFs, the T-stress was estimated using the same abovementioned procedure. 
The convergence study conducted on the T-stress values showed similar results to KI, i.e. that the 
T-stress converges well with the use of 5 or more mode I WE terms in the calculations. The 
convergence study results for the FEA study (and not the DIC data) are shown in Figure 96, while 
the comparison of T-stress values is shown in Table 41 and in Table 42 for both studied a/R ratios. 

 

Figure 96: Convergence of the evaluation of the T-stress values using the ODM with FE-generated displacements. 

The experimentally obtained results displayed in Table 41 and in Table 42 show high 
disagreement with the values generated by FEM model. This can be caused by the fact that the 
horizontal displacement captured by DIC showed a crack propagating from the notch tip, while 
the vertical displacement showed no crack propagation. This was found at the load value of Pmax 
and in case of the specimens with an inclined notch, for which mode II deformations are 
presented. For the specimen with the pure tensile mode I ( = 0°), this phenomenon was not 
observed. Therefore, the shear deformation governs the crack initiation.  
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Table 41: Comparison of T-stress values generated by FEM model and calculated by using DIC 
displacement for various numbers of WE coefficients N and M for the relative notch length a/R = 
0.267. 

 a/R = 0.267 

Specimen No. HPC_4_3_2 HPC_4_3_3 HPC_4_3_4 

Notch inclination angle  [°] 5 10 27.7 

T-stress – FEM – Eq. (2.20) [MPa] -13.53 -13.69 -6.90 

r [mm] 2 4 2 4 2 4 

T-stressODM - FEM 
[MPa] 

N, M = 2 -13.2335 -13.086 -13.4586 -13.3257 -7.5069 -7.5593 
N, M = 4 -13.5132 -13.4832 -13.6865 -13.6507 -7.2683 -7.2219 

N, M = 10 -13.5269 -13.5265 -13.7046 -13.7053 -7.2975 -7.2974 
T-stressODM - DIC 

[MPa] 
N, M = 10 -25.4572 -20.4834 -21.6518 -22.2918 -12.5999 -6.0078 

Table 42: Comparison of T-stress values generated by FEM model and calculated by using DIC displacement for 
various numbers of WE coefficients N and M for the relative notch length a/R = 0.4. 

 a/R = 0.4 

Specimen No. HPC_6_3_1 HPC_6_3_2 HPC_6_3_3 

Notch inclination angle  [°] 0 5 15 

T-stress – FEM – Eq. (2.20) [MPa] -4.64 -12.23 -8.62 

r [mm] 2 4 2 4 2 4 

T-stressODM  FEM 
[MPa] 

N, M = 2 -4.5655 -4.5228 -12.0540 -11.9507 -8.6675 -8.6543 
N, M = 4 -4.6382 -4.6263 -12.2154 -12.1809 -8.5943 -8.5517 

N, M = 10 -4.6430 -4.6430 -12.2307 -12.2308 -8.6189 -8.6189 
T-stressODM  DIC 

[MPa] 
N, M = 10 -5.5649 -5.3046 -18.3196 -19.4057 -12.4568 -14.7247 

From both Table 41 and Table 42 a clear difference between numerical and experimental values 
can be observed. On the other hand, the results using Eq. (2.20) validates the use of the ODM 
method to evaluate the T-stress based on the numerically generated displacements. The difference 
between numerical and experimental values is due to development the FPZ ahead of the crack tip 
which affects wider area than the 2 or 4 mm from found crack tip. 

4. Chloride Penetration and the Resistance under the Mixed mode I/II 

In what follows, the experimentally measured chloride penetration depth is presented. 
Subsequently, the influence of chloride penetration on the indirect tensile strength, on the 
evaluated fracture mechanical parameters under the mixed I/I, and on the fracture toughness were 
quantified and discussed.  

4.1 Chloride Penetration Depth 
As it was mentioned above, the focus of this study was set on the evaluation of the influence of 
the chloride penetration of the concrete specimen. Therefore, it was investigated whether the 
weakened cross-section had an effect on the fracture properties. For this purpose, a chloride 
penetration depth was measured by the aforementioned colorimetric method. The chloride depth 
was measured in consecutive distances over the specimen’s radius. The average values of the 
measured penetration depth are shown in Table 43. 

Table 43: Measured chloride penetration depth. 

Specimen 
Penetration depth 

from the bottom [mm] 
Penetration depth 
from the top [mm] 

Mean value of 
penetration depth [mm] 

HPC_37 4.79 3.11 3.95 
HPC_38 6.45 5.72 6.09 
HPC_39 3 5.29 4.15 

Mean value 4.74 4.71 4.73 
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The specimens were not covered by epoxide layer on any of the outer surfaces, hence the chloride 
ions diffusion from every side. Therefore, 7 penetration depths in total were measured from the 
top and the bottom of the specimens’ surfaces. Based on the results, one can notice that the 
specimens were affected by chloride ions approximately 4.73 mm from both the top and the 
bottom. For comparison, the mean value of chloride penetration depths of ordinary Portland 
Cement concrete (OPC) from the same test is 7.22 mm. Specimens made of HPC show higher 
resistance to chloride ions than those made of OPC, which was proved also in research, e.g. [8]. 

The measurement of the chloride penetration depth was conducted by the AgNO3 colorimetric 
method as described in [61]. After the splitting tests, the chloride-contaminated specimens were 
sprayed with the AgNO3 solution then the depths were measured at intervals of approximately 10 
mm to obtain seven values. To mitigate the 2D chloride ingress process near the edges, no 
measurement should be done in the zone within about 10 mm from the edges of the sample. The 
measurement of chloride penetration depths is presented in Figure 97, where the un-penetrated 
ligament is highlighted with a green line, and the specimen is divided into regular sections. 

 

Figure 97:  Measured chloride penetration depth by colorimetric method on one of the specimens. 

Please note that in this pilot experimental study, the 30-day interval for chloride exposure was 
selected as a reference value, to which a future long-term study will be referred.  

4.2 Indirect Tensile Test 
The dimensions for Eq. (3.1) on p. 40 were used from Table 12. The evaluated values of the 
indirect tensile strength ft together with the measured loads Pmax for both studied cases are 
presented in Table 44. 

Table 44: Measured maximum loads Pmax and the evaluated indirect tensile strengths ft for both studied cases (with 
and without exposure to chloride environment). 

 Pmax [kN] ft [MPa] 

HPC_50_K16 34.220 5.254 

HPC_51_K16 38.140 5.835 

HPC_52_K16 39.360 6.051 

HPC_53_K16 37.430 5.723 

HPC_54_K16 40.900 6.226 

HPC_45_K16_CL 32.770 4.986 

HPC_46_K16_CL 38.630 5.964 

HPC_48_K16_CL 40.460 6.132 

HPC_49_K16_CL 43.100 6.196 

To distinguish the studied cases of the Cl- environment, the indirect tensile strength evaluated on 
the Cl--free specimens was set as ft, while for the Cl--saturated case it was set as 𝑓௧

஼௟ష
. Thus, from 

the results presented in Table 44, an average value of the indirect tensile strength ft is 5.818 MPa, 
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and 𝑓௧
஼௟ష

is 5.820 MPa. These measured average values show virtually no influence of Cl- on the 
material’s indirect tensile strength ft. This is related to the assumption presented in Figure 38(a), 
where the Cl- ions penetrate the specimen’s body mainly from the bottom and the top surfaces. 
This results in a shallow chloride penetration depth, which does not reduce the specimen’s 
thickness load-bearing role. 

4.3 Fracture Mechanical Parameters 
The measurement of FMP on the BDCN geometry was done for various notch inclination angles 
α, which represent the various levels of mode-mixity present in the geometry. The FMPs were 
measured using Eqs. (3.2) and (3.3) on p. 42 to obtain values of KI and KII, respectively. The 
geometry inputs were used from Table 13 for the Cl--free samples as well as for the Cl--saturated 
samples.  

In Figure 98(a) the recorded fracture forces P over the normalized time ti/tmax (time over the total 
duration of the test), and in Figure 98(b) the recorded forces P over the vertical deformation  are 
presented to illustrate the experimental measurement in more detail. Except for the difference in 
the measured fracture force Pc, another observation can be made, which is related to the 
specimen’s stiffness and total deformation. This confirms the observation made in Figure 99, as, 
with the increasing mode II load, the fracture force increases in size, while the maximum 
deformation  has a similar value of 0.2 mm. Similarly, a difference in the specimen’s stiffness 
increases with an increasing mode II load. 

 

 
(a) 

 
(b) 

Figure 98: Comparison of the measured P-t diagram and P- diagrams for the various notch inclination angles α. 
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The experimentally measured fracture forces PC for each notch inclination angle α together with 
the evaluated equivalent values of KI and KII for the case of Cl- environment are presented in 
Table 45. 

Table 45: Measured fracture forces PC for various notch inclination angles α and equivalent KI and KII values for the 
Cl--free environment. 

 
Notch inclination 

angle α [°]  
Fracture 

load Pc [kN] 
KI 

[MPam1/2] 
KII 

[MPam1/2] 

HPC_30_K16 0.0 15.970 0.928 0.000 

HPC_31_K16 0.0 16.610 0.921 0.000 

HPC_32_K16 0.0 15.810 0.929 0.000 

HPC_40_K16 5.0 17.810 0.977 0.419 

HPC_41_K16 5.0 16.660 0.936 0.402 

HPC_42_K16 5.0 15.840 0.886 0.380 

HPC_14_K16 10.0 15.670 0.751 0.729 

HPC_15_K16 10.0 14.610 0.698 0.678 

HPC_36_K16 10.0 16.660 0.750 0.728 

HPC_13_K16 15.0 11.920 0.426 0.798 

HPC_19_K16 15.0 14.020 0.489 0.916 

HPC_20_K16 15.0 12.890 0.453 0.849 

HPC_10_K16 20.0 15.210 0.289 1.233 

HPC_11_K16 20.0 12.570 0.242 1.032 

HPC_12_K16 20.0 14.990 0.287 1.223 

HPC_04_K16 25.2 10.860 0.000 1.011 

HPC_05_K16 25.2 12.960 0.000 1.220 

HPC_06_K16 25.2 11.880 0.000 1.122 

Similarly to the specimens saturated with clean water, the SIFs were evaluated for the specimens 
exposed to the Cl- environment. The measured values of fracture forces PC together with the 
equivalent SIFs values evaluated from Cl--saturated samples are presented in Table 46. 

Table 46: Measured fracture forces PC for various notch inclination angles α and equivalent KI and KII values for the 
Cl- environment. 

 
Notch inclination 

angle α [°] 
Fracture 

load Pc [kN] 
KI 

[MPam1/2] 
KII 

[MPam1/2] 

HPC_27_K16_CL 0.0 13.730 0.813 0.000 

HPC_28_K16_CL 0.0 12.670 0.753 0.000 

HPC_29_K16_CL 0.0 13.650 0.797 0.000 

HPC_37_K16_CL 5.0 11.690 0.647 0.278 

HPC_38_K16_CL 5.0 13.090 0.724 0.310 

HPC_39_K16_CL 5.0 12.830 0.716 0.307 

HPC_33_K16_CL 10.0 13.730 0.656 0.637 

HPC_34_K16_CL 10.0 13.490 0.644 0.625 

HPC_35_K16_CL 10.0 13.350 0.641 0.622 

HPC_16_K16_CL 15.0 11.420 0.398 0.746 

HPC_17_K16_CL 15.0 13.790 0.481 0.902 

HPC_18_K16_CL 15.0 14.900 0.504 0.945 

HPC_07_K16_CL 20.0 9.780 0.188 0.801 

HPC_08_K16_CL 20.0 11.890 0.228 0.971 

HPC_09_K16_CL 20.0 10.300 0.198 0.843 

HPC_01_K16_CL 25.2 10.110 0.000 0.948 

HPC_02_K16_CL 25.2 12.820 0.000 1.198 

HPC_03_K16_CL 25.2 11.740 0.000 1.102 
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The fracture loads PC for the BDCN samples saturated with Cl-  (Table 46) are approximately 
lower by 15% than the fracture loads PC measured on the Cl--free BDCN samples as presented in 
Table 45 for the same thickness B. This influence of the aggressive chloride environment on the 
fracture loads is more observable in Figure 99, where a comparison of the measured fracture loads 
PC for both studied cases is shown.  

        

 
Figure 99: Comparison of measured fracture loads PC under various mixed mode I/II load conditions for chloride-

free and chloride-saturated discs. 

This difference in the measured fracture forces PC is more noticeable for the cases where mode I 
load prevails. For the case of pure mode II, i.e. for the case of α = 25°, where the measured fracture 
forces PC show a similar value for both investigated cases of Cl- environment.  

Similarly to the values of indirect tensile strength ft, it is necessary to distinguish between the 
values of fracture toughness KIC measured for the different Cl- environments. Thus, KIC is used 
for the values of fracture toughness experimentally measured on the Cl--free samples, and 𝐾ூ஼

஼௟ష
is 

used for the values of fracture toughness experimentally measured on the specimens saturated 
with Cl-. Both values KIC and 𝐾ூ஼

஼௟ష
can be calculated as an average value for the cases with the 

angle α = 0° as shown in Table 45 and Table 46. The measured values of the fracture toughness 
of the HPC concrete mixture exposed to different environments are KIC of 0.926 MPam1/2 and 
𝐾ூ஼

஼௟ష
 of 0.788 MPam1/2, respectively.  

                    

  
(a) (b) 

Figure 100: Comparison of the evaluated SIF values for various environmental conditions with highlighted values of 
fracture toughness KIC and 𝑲𝑰𝑪

𝑪𝒍ష
, respectively - (a) Cl--free samples and (b) Cl--saturated samples. 
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The experimental results presented in Figure 100(b) for the case of the Cl--saturated samples show 
overall lower values of KI and KII, as they are directly related to the measured fracture forces PC 
shown in Figure 99. 

This difference seems to be linked to the assumption made in Figure 38(b), as the Cl- ions 
penetrate the disc’s body not only from both the top and the bottom surface, as in the case of the 
samples used for the indirect tensile strength measurement, but also Cl- ions can penetrate from 
the notch, which creates another surface exposed to the Cl- environment. This leads to a lower 
value of fracture toughness 𝐾ூ஼

஼௟ష
, as the crack initiates from the notch end. A comparison of the 

calculated SIF values for various notch inclination angles α with marked values of evaluated KIC 
for both cases are presented in Figure 100. 

Putting both values of fracture toughness KIC and 𝐾ூ஼
஼௟ష

and both values of indirect tensile strength 
ft and 𝑓௧

஼௟ష
 into Eqs. (2.50) and (2.51) on p. 19, a critical distance rC can be calculated. The 

calculated values of critical distance rC for both studied cases of environment aggressivity are 
presented in Table 47. 

Table 47: Calculated values of critical distance rC for both studied cases of Cl--free and Cl--saturated environment 
aggressivity, respectively.  

Fracture toughness [MPam1/2] rC [mm] - plane strain  rC [mm] - plane stress 

KIC = 0.926 1.344 4.033 

𝐾ூ஼
஼௟ష

= 0.788 0.972 2.917 

Similar values of critical distance rC of 1.5 mm for fine grain cement mortar with a similar value 
of fracture toughness KIC [90] and of 1.45 mm for sandstone with a similar value of tensile strength 
ft [95] can be found in the literature. The calculated critical distances for the case of the  
Cl--saturated specimens show again a lower value by approx. 30%, which results in an earlier 
crack initiation and a lower value of fracture toughness KIC. According to the GMTS criterion, 
the onset of a fracture begins when the critical value of tangential stress ,C is reached. In the 
case of the Cl--saturated samples, the value of ,C is reached in the closer distance from the crack 
tip, which results in an earlier failure. This assumption is again supported by the measured values 
of the fracture loads PC and fracture toughness KIC, for which the Cl--saturated discs show an 
overall lower value of fracture load PC, while keeping a similar specimen’s thickness B of approx.  
28 mm.  

  

  
(a) (b) 

Figure 101:  Comparison of evaluated fracture resistance curve under the mixed mode I/II loading conditions - (a) 
chloride Cl--free samples and (b) chloride Cl--saturated samples. 
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Using the calculated critical distances rC from Table 47 in the Eq. (2.32) on p. 1643, one can 
derive the fracture resistance curves for the mixed mode I/II loading conditions. Please note that 
if the critical distance rC is equal to 0, the Eq. (2.32) simplifies itself to the traditional MTS 
criterion. The evaluated fracture resistance curves of the BDCN geometry for both studied cases 
of various environment aggressivity levels are showed in Figure 101. 

From the fracture resistance curves presented in Figure 101, a similar observation to the previous 
statements can be made, i.e. the chloride saturated BDCN specimens show a better fracture 
resistance to the mixed mode I/II conditions. The GMTS fracture criterion predicts the fracture 
resistance with a relatively good agreement for both cases of the Cl- environment. However, for 
the cases of pure mode II, the fracture resistance shows a relatively high dispersion for the cases 
of Cl--saturated BDCN specimens. A visible discrepancy between the experimental results and 
the prediction of fracture criteria (MTS and GMTS) was evaluated by using the root mean squared 
error (RMSE). The calculated values of RMSE for both studied cases and various critical 
distances rC are presented in Table 48.  

Table 48: Evaluated root mean square error for given fracture resistance curves for both studied cases of environment 
aggressivity and various boundary conditions. 

 MTS 
GMTS – 

plane stress 
GMTS – 

plane strain 
RSME for Cl- free 0.7735 0.8814 0.9477 

RSME for Cl- saturated 0.7451 0.9353 0.9299 

From the values of RSME presented in Table 48, a notable difference in the accuracy of the MTS 
and the GMTS criterion can be seen. Although, the MTS criterion predicts the failure with a good 
agreement only for the cases of mode I, the GMTS criterion can predict the fracture in the whole 
range of various mode mixite conditions with a relatively good agreement with a difference 
limited to 22%. Another observation from Table 48 can be made, that the GMTS criterion for the 
Cl--free samples predicts the failure more accurately for the plane stress conditions, the samples 
saturated with Cl- shows a better agreement for the plane stress boundary conditions. This 
phenomenon is due to the fact that the Cl- ions can penetrate the specimen’s body through the 
surface, where the plane stress conditions are assumed. 

The reduction of the critical distance rC and reducing the load-bearing capacity can be caused by 
various reasons, e.g. chloride binding to the concrete matrix and crystallization in pores. However, 
in this case, the notch preparation by the water jet could also disrupt the concrete structure (bound 
between the aggregate and cement paste) with micro-cracks. These micro-cracks act as a stress 
concentrator and more importantly, they created another free surface, where the chloride ions 
could penetrate the concrete body. In addition to this, chlorides can transform themselves into 
Friedel’s salt, which extends in its volume and damages the pores. Recently, it has been showed 
that metakaolin in Portland cement blends increases the formation of Friedel’s salt [246], which 
is used in the studied HPC mixture.   

The differences caused by chloride penetration in the calculated values of critical distances  
rC influence the calculated crack initiation directions 0 from Eq. (2.32) on p. 16 used in the 
evaluation of the GMTS fracture resistance curves. The-chloride saturated case showed higher 
values of the angle 0 compared to the chloride-free cases, while the values of 0 are the same for 
both cases. This difference in the values of 0 increases with an increasing mixed mode I/II load. 
This leads to a lower fracture resistance to the applied load. The calculated crack initiation 
directions 0 are showed in Figure 102. 
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Figure 102: Crack initiation angle 0 calculated by MTS and GMTS for various boundary conditions and for various 

environmental conditions. 

This influence of various levels of the environment aggressivity is more observable, if the fracture 
resistance curves are plotted in absolute values, i.e. plotted as KII against KI instead of the ratio of 
KI/KIC and KII/KIC, respectively. The mixed mode I/II fracture resistance curves with various levels 
of environment aggressivity are shown for plane stress in Figure 103(a) and for plane strain in 
Figure 103(b). 

 

  
(a) (b) 

Figure 103: Fracture resistance under mixed mode I/II expressed in absolute values of stress intensity factors for 
mode I and mode II – (a) plane stress and (b) plane strain.  

The fracture resistance curves presented in Figure 103 again show a clear influence of the chloride 
aggressivity on the fracture resistance under the mixed mode I/II load. This difference for both 
studied cases of the aggressive environment is again about 15%. Consequently, this influence of 
the chloride penetration on the fracture resistance under mixed mode I/II should be taken into 
account, as it can lower the fracture load, for which a crack can initiate in a real structure. 
Moreover, this result has a major influence as it was experimentally proven before, that if HPC 
mixture has some content of metakaolin, it improves the mixture’s resistance to chloride 
penetration [247-249]. 

4.3.1 Influence of the Thickness 
The above-presented results of the fracture toughness, SIFs, and related fracture resistance, were 
evaluated on the specimens with a similar thickness B of 28 mm. This was done to provide a direct 
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and clear comparison for both studied environmental conditions. However, if there is introduced 
an effective thickness Beff, which is reduced by a fracture toughness ratio 𝐾ூ஼

஼௟ /KIC as follows: 

𝐵௘௙௙,௄ூ஼ = 𝐵
𝐾ூ஼

஼௟ି

𝐾ூ஼
, (5.1) 

or by reducing the specimen’s thickness by a measured penetration depth hCl- as:  

𝐵௘௙௙,஼௟ି =  𝐵 −  ℎ஼௟ି, (5.2) 

then the clear influence of the chloride’s damage on the measured SIFs values can be seen. 

Both Eqs. (5.1) and (5.2) assume statement presented in Figure 38(b). This effective thickness is 
used in Eqs. (3.2) and (3.3) on p.42 for each measured fracture force PC of the chloride-saturated 
case. A clear increase of KI values can be seen. The evaluated KI values using only load-bearing 
thickness, i.e. by using effective thickness Beff are presented in Figure 104(a). 

 

  
(a) (b) 

Figure 104: Influence of effective thickness of the specimens on the values of KI (a) – fracture toughness ratio 
𝑲𝑰𝑪

𝑪𝒍ష
/KIC and (b) chloride penetration depth hCl-. 
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(a) (b) 

Figure 105: Influence of effective thickness of the specimen on the values of KII (a) – based on fracture toughness 
ratio 𝑲𝑰𝑪

𝑪𝒍ష
/KIC and (b) based on chloride penetration depth hCl-. 

From the both results presented in Figure 104 and in Figure 105, a clear influence of the chloride 
penetration of the concrete body can be seen. The transformation of the effective thickness Beff by 
the fracture toughness ratio 𝐾ூ஼

஼௟ି/KIC by using Eq. (5.1), shows more accurate results than by the 
transformation done by the actual chloride penetration depth hCl-

 using Eq. (5.2). This difference 
is caused, due to overestimation of the chloride penetration depth, as it is not very clear where the 
boundary of the chloride ingress is. The equivalent specimen’s thickness Beff evaluated by the 
fracture toughness ratio, to provide the same SIF values as the chloride free samples, is 
approximately 23.7 mm. This, again, agrees with the assumption made in Figure 38(b), i.e. the 
thickness is reduced due to the higher surface area exposed to the chloride ions. 
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General Conclusions and Perspectives 

The aim of this research was to study the crack initiation under the mixed-mode I/II conditions of 
various concrete materials used in building practice. The measured fracture mechanical properties 
and fracture resistance under the mixed-mode I/II of commonly used C 50/60 concrete material 
were compared to newly developed high-strength, high performance and alkali-activated concrete 
materials. The mixed mode I/II crack initiation problem was analysed numerically and 
experimentally on the concrete Brazilian disc with central notch (BDCN) specimen. 

The numerical part, focused on the evaluation of the geometry functions of the BDCN geometry 
and higher order terms of the Williams’ expansion by using the over-deterministic method. 
Furthermore, the crack initiation and propagation in the BDCN specimen was analysed by the 
means of the non-linear analysis by employing the concrete damage plasticity material model.  

In experimental part, the focus was placed to evaluate the value of material’s fracture toughness 
KIC and the critical distance rC as they serve as an input parameters to the generalised maximum 
tangential stress (GMTS) fracture criterion. Furthermore, the influence of the aggressive 
environment on the values of KIC, rC and the shape of the fracture resistance curve was study on 
chloride saturated specimens. The application of the Williams’ expansion on the concrete BDCN 
geometry was validated by experimental measurements of the displacement fields captured by 
digital image correlation technique. 

Found numerical and experimental results should contribute to the understanding of crack 
initiation and propagation process of concrete material.  

1. Experimental Outcome 

Experimental results proved that the each mixture shows different behaviour under the mixed-
mode I/II load. Subsequently, the experimental results validated the applicability of the DIC 
technique to the concrete material, which provided the displacements field for the calculation of 
the WE terms. Furthermore, the experimental part showed that the mixed-mode I/II resistance can 
be influenced by the aggressive environment.  

1.1 Fracture Properties and Resistance under Mixed-mode I/II. 
The fracture properties were evaluated on the BDCN geometry for various concrete materials and 
compared between each other. Analysed FMPs were fracture toughness KIC and the critical 
distance rC have governing role in the mixed mode I/II fracture resistance. Furthermore, the 
evaluated fracture resistance curves by the GMTS criterion were presented for each material and 
compared to the commonly used C 50/60 material.  

Generally, it was found that the mixed-mode I/II fracture resistance curve, evaluated by the MTS 
criterion, shows poor prediction of the specimen failure, while the GMTS curve shows overall 
better prediction. In addition to this, the GMTS curves are highly affected by the number of the 
tests used for the KIC evaluation. Therefore, it is recommended to use more specimens for the KIC 
testing in the mixed mode I/II fracture analysis. Besides this, the general conclusion can be made, 
i.e. that with the increasing mechanical and material’s fracture mechanical properties the fracture 
resistance under the mixed mode I/II improves as well.  



 

112 
 

1.2 DIC Analysis 
The performed DIC analysis on the BDCN specimen showed reliable results of the application of 
the LEFM to the HPC batch A. It showed good agreement between numerically generated and 
experimentally obtained WE terms. This was done for the BDCN specimen with two a/R ratio of 
0.267 and 0.4. Furthermore, the DIC analysis showed dominance of the mode II deformation and 
its role on the crack initiation and following crack propagation. This fact has affected the values 
of second WE term, i.e. T-stress.  

Other interesting results were showed in regards of selecting the proper distance from the crack 
for calculation of the WE terms. It was observed, that further from the crack tip, the WE terms 
will have better accuracy. This confirms the assumption of the existence of the very large non-
linear fracture process zone ahead of the crack tip.  

1.3 Influence of Aggressive Environment 
The experimental results evaluated on the specimens saturated in chloride solution, showed 
generally lower value of fracture toughness KIC and lower resistance to the mixed mode I/II 
loading if compared to the water saturated specimens. The chloride penetration depth was 
measured by the colorimetric method. The chloride ingress to the specimen body was studied and 
the effective thickness was calculated. Traditionally, the chloride influence is analysed on the 
resistance of the reinforcement’s corrosion, while in this case of unique study, the results showed, 
that the chlorides can have major influence on the durability of the concrete itself. 

2. Numerical Study 

The numerical study was dedicated to the calculation of the geometry function used for the SIFs 
calculation, calculation of the HO terms of the WE and to the non-linear analysis of the BDCN 
specimen employing the CDP material model.  

2.1 LEFM Numerical Results 
The LEFM analysis of the BDCN specimen showed importance of the calculation of the geometry 
function for various ratio a/R. The geometry functions and consequent values of SIFs and T-stress 
are affected by the notch length which resulted into negative values. The HO terms of WE were 
calculated by using the over-deterministic method. The ODM results showed dependency of the 
WE terms on the number of N, M terms selected in the calculation and the radial distance from 
the crack tip. Moreover, it was showed, that the HO order terms starts to be dominant further from 
the crack tip. 

2.2 Non-linear Analysis results 
The non-linear analysis showed importance of the calibration of the input parameters on the 
generated results which resulted into the reasonable differences between the numerical prediction 
and the experimental results. Therefore, the author believe, that his presented results can be used 
in the future nonlinear analysis. 

Furthermore, the influence of mode I and mode II deformation on the onset and further crack 
propagation process was analysed. It was showed, that the mode II deformations are dominant in 
the crack initiation process, while in the crack propagation the mode I deformations prevail. This 
was analysed by the P-CMOS and P-CMOD curves generated by the CDP material model.  

The numerical model showed relatively good accuracy of the predicted inelastic strain, which 
represents the cracks. The numerically generated inelastic strains were compared to the 
experimental crack paths and similar initiation direction.  
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3. Perspectives for further Research 

This thesis dealed with the mixed mode I/II fracture from various viewpoints and it can be stated, 
after finishing it, that it opened even more interesting topics to be investigated.  

An interesting topic to be studied could be the comparison the DIC displacements fields and the 
CDP numerically generated ones. This would validate the applicability of the CDP model and 
bring more insight into the mixed-mode I/II fracture analysis. Furthermore, it would be interesting 
to compare the P-CMOS and P-CMOD curves for the DIC and CDP case.  

The influence of the aggressive environment on the fracture toughness and fracture resistance 
under the mixed mode I/II can be extended as well. This analysis could consider progress of the 
chloride ingress to the concrete body over the time, i.e. from 1 month to 1 year. Furthermore, an 
advanced screening methods could be employed, i.e. tomography, to analyse micro-structure, 
defects and size of the pores. Also some microscope technique could be employed to locate the 
Friedel’s salt crystallization and consequent damaging microstructure.  

From the LEFM experimental viewpoint, it would be beneficial to find the circular geometry for 
which the T-stress is less than zero. This would lead to improvement of the fracture toughness 
accuracy and leading into improvement of the GMTS fracture predictions.  
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List of Abbreviations and Nomenclature 

Greek Letters 

αCDP constitutive parameter of the CDP material model 

α notch inclination angle (°) 

α1,α0 relative notch ratio (-) 

SE parameter for GSED 

CDP constitutive parameter of the CDP material model 

γCDP constitutive parameter of the CDP material model 

δ displacement (mm) 

  eccentricity (-) 

f elongation (%) 

C critical crack tip opening displacement expressed as strain (-) 

 Kolosov’s constant for plane strain 3 - 4 , for plane stress (3 - )/(1 + ) 

 Poisson’s ratio 

 shear modules E/2(1 + ) (MPa) 

 tangential stress (MPa) 

,C critical tangential stress (MPa) 

𝜎௖൫𝜀௖
௣௟

൯ effective cohesion stresses for compression 

𝜎௖൫𝜀௧
௣௟

൯ effective cohesion stresses for tension 

i,j stress tensor in Cartesian coordinates i,j = x,y (MPa) 

i,j stress tensor in polar coordinates i,j = r, (MPa) 

σt tensile strength (MPa) 

b0 biaxial compressive strength (MPa) 

σy yield tensile strength (MPa) 

0 crack initiation direction (°) 

0,GMTS  crack initiation angle for generalised maximum tangential stress criterion (°) 

0,MTS  crack initiation angle for maximum tangential stress criterion (°) 

0,P principal stress orientation angle (°) 

n eigenvalues 

  dilation angle (°) 

η viscosity parameter (-) 

r, polar coordinates 

(r,) Airy function 
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Roman Letters 

a0 fatigue crack length (mm) 

a notch length (mm) 

ae effective crack length (mm) 

B  specimen’s thickness (mm) 

An, Bn WE terms for mode I and mode II (-)  

C1 – C6 Coefficients of the GSED criterion (-) 

davg averaging distance (mm) 

dtot damage parameter (-) 

dc damage parameter for compression (-) 

dt damage parameter for tension (-) 

dv damage parameter for visco-plasticity (-) 

E Young’s modulus of elasticity (GPa) 

Esec secant stiffness (GPa) 

𝑓௡
ூ , 𝑔௡

ூ  known shape functions for mode I (-) 

𝑓௠
ூூ , 𝑔௠

ூூ  known shape functions for mode II (-) 

f line load applied along the crack (kN/mm) 

fc,m compressive strength (MPa) 

ft tensile strength (MPa) 

Fn() eigenfunction 

F flow function (-)  

g aggregate size (mm) 

gf local fracture energy (N/m) 

G energy release rate (N/m) 

GF size independent fracture energy (N/m) 

GIC fracture toughness using energetic approach (N/m) 

h band width (mm) 

IA, IB intensity distribution of the two digital images 

le element length (mm) 

lch characteristic length of the FPZ (mm) 

lt transition length (mm) 

k plasticity number (-) 

Kc shape of yield surface (-) 

KI stress intensity factor for mode I (MPam1/2) 

KII stress intensity factor for mode II (MPam1/2) 

Keff effective stress intensity factor (MPam1/2) 

𝐾ூ஼
௘  effective fracture toughness (MPam1/2) 

𝐾௜
௔௨௫  auxiliary stress intensity factor for mode I, II 

Kc the yield surface parameter (-) 

KIC  fracture toughness using stress intensity approach (MPam1/2) 

n, m number of WE terms for mode I and mode II (-) 

N, M number of WE terms for mode I and mode II used in the ODM (-) 
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Oi,j higher order terms of the WE 

𝑝̅  hydrostatic pressure (MPa) 

P,Pmax load/force, limit load/force (kN) 

PC critical load/force (kN) 

𝑞ത  equivalent von Misses stress (MPa) 

rC critical distance (mm) 

R disc’s radius (mm) 

R radius reduction (mm) 

sc, st tensile and compressive stiffness recovery (-) 

S, strain energy density factor 

Scr,cr critical strain energy density factor 

t notch thickness (mm) 

T-stress in crack plane T-stress (MPa) 

ti time step (s) 

tmax total time (s) 

uX, uY nodal displacement in the global coordinate system X-Y 

ux, uy nodal displacement in the local coordinate system x-y 

ux, uy the difference of nodal displacement in the local coordinate system x-y 

u horizontal displacements along the x-axis (mm) 

v vertical displacements along the y-axis (mm) 

wC maximum/critical crack width (mm) 

W specimen’s width (mm) 

YI,YII geometry function for mode I and mode II (-) 
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Abbreviations 

2D two-dimensional 

3D three-dimensional 

3PB three-point bending 

4PB four-point bending 

AE acoustic emission 

AAC Alkali-activated concrete 

ASED averaged strain energy density 

BD Brazilian disc 

BDCN Brazilian disc with central notch 

BEM boundary effect method 

DIC digital image correlation 

CBM crack band model 

CC cross-correlation 

CDP concrete damage plasticity 

CINT contour integral 

CMOD crack mouth opening displacement 

CMOS crack mouth opening sliding 

CN3PB chevron-notched three-point bending 

CT compact tension 

CTOD crack tip opening displacement 

CTODC critical tip opening displacement 

DIC digital image correlation 

EA4PBT eccentric asymmetric four-point bending test 

EMTSN extended maximum tangential strain 

GBFS granulated blast furnace slag 

GMTS generalised maximum tangential stress 

GSED generalizes strain energy density 

FCM fictious crack model 

FE finite element 

FEA finite element analysis 

FMP fracture mechanical property 

FOV field of view 

FPZ fracture process zone 

HHR Hutchinson, Rice and Rosengren solution 

HO higher order terms of the Williams’ expansion 

HPC high-performance concrete 

HSC high-strength concrete 

LEFM linear elastic fracture mechanics 

MATS maximum average tangential stress 

MTS maximum tangential stress 

ODM over-deterministic  method 
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OPC ordinary Portland cement 

ROI region of interest 

RSME root mean square error 

SBEM simplified boundary effect 

SED strain energy density 

SEL size-effect law 

SIF stress intensity factor 

SSD sum-squared difference 

WE Williams’ expansion 

WST wedge splitting test 
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Appendix A. Specimen’ Dimensions and Fracture Forces 

A 1. C 50/60 

Table A1 - 1: Dimensions of BD test specimens made from C 50/60 material used in indirect tensile test. 

Specimen 
nmr. 

Diameter             
D [mm] 

Thickness                
B [mm] 

Fracture 
force PC [kN 

01 149.234 29.37 39.789 

02 149.746 30.37 40.441 

03 149.548 29.06 35.223 

Table A1 - 2: Dimensions of BDCN test specimens made from C 50/60 material for relative notch length a/R = 
0.267. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Diameter             
D [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture 
force PC [kN 

4_01 0 149.095 31.630 39.680 21.884 

4_05 0 149.280 31.827 40.060 26.800 

4_07 5 149.214 31.460 39.660 24.917 

4_06 10 149.120 32.490 40.090 24.689 

4_09 10 149.200 30.680 40.000 24.300 

4_03 15 149.207 31.020 39.750 21.786 

4_08 20 149.180 31.460 39.660 21.134 

4_02 27.2 149.320 31.790 40.120 19.881 

4_04 27.2 149.273 31.650 40.085 23.200 

Table A1 - 3: Dimensions of BDCN test specimens made from C 50/60 material for relative notch length a/R = 0.4. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Diameter             
D [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN 

6_03 0 149.200 31.380 60.210 15.896 

6_09 0 149.182 29.927 60.170 19.600 

6_01 0 149.155 31.440 60.920 20.000 

6_01 5 149.162 31.440 60.920 16.307 

6_05 10 149.143 30.580 60.140 16.170 

6_04 10 149.162 30.973 60.040 17.700 

6_04 15 149.208 30.970 60.040 13.698 

6_06 15 149.214 32.390 60.150 18.264 

6_02 25.2 149.180 30.770 60.110 16.307 

6_07 25.2 149.205 31.173 59.940 15.800 

A 2. High-strength Concrete 

Table A2 - 4: Dimensions of BD test specimens made from HSC material used in indirect tensile test. 

Specimen 
nmr. 

Diameter             
D [mm] 

Thickness                
B [mm] 

Fracture 
force PC [kN] 

HSC_01 150 27.8 74.670 

HSC_02 150 27.2 77.840 

HSC_03 150 26.07 55.400 

HSC_04 150 28.82 66.350 

HSC_01 150 27.8 74.670 
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Table A2 - 2: Dimensions of BDCN test specimens made from HSC material for relative notch length a/R = 0.4. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Diameter             
D [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

12 0 75.47 29.95 40.51 37.700 

15 10 75.49 30.46 40.64 34.880 

5 15 75.51 30.82 40.21 35.040 

6 15 74.91 30.93 40.03 41.200 

7 20 75.3 30.55 40.32 33.050 

10 20 75.63 27.76 40.01 29.250 

14 27.7 74.71 30.64 40.36 30.910 

13 27.7 74.76 30.01 40.38 29.600 

Table A2 - 5: Dimensions of BDCN test specimens made from HSC material for relative notch length a/R = 0.4. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Diameter             
D [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

16 0 75.24 30.27 60.12 25.940 

3 15 75.36 32.31 59.38 31.580 

4 15 75.3 30.82 59.38 25.850 

8 20 75.29 30.63 60.2 21.580 

9 20 75.45 30.84 60.01 27.150 

1 25.2 75.3 30.69 58.66 21.590 

2 25.2 75.19 30.47 59.98 21.700 

A 3. High-performance Concrete Batch A 

Table A3 - 1: Dimensions of BD test specimens made from HPC batch A material used in indirect tensile 
test. 

Specimen 
nmr. 

Diameter             
D [mm] 

Thickness                
B [mm] 

Fracture 
force PC [kN] 

2_01 149.36 28.25  

2_02 149.36 29.59  

2_03 149.57 28.55  

2_04 149.43 27.83  

2_05 149.19 28.12  

Table A3 - 2: Dimensions of BDCN test specimens made from HPC batch A material for relative notch length  
a/R = 0.267. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Radius             
R [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

4_2_01 0 74.61 25.69 40 25.687 

4_2_02 0 74.65 26.22 40 26.222 

4_2_04 5 74.60 24.98 40 24.982 

4_2_11 10 74.62 27.40 40 27.396 

4_2_09 15 74.61 25.44 40 25.439 

4_2_10 15 74.60 26.52 40 26.522 

4_2_07 20 74.63 24.13 40 24.134 

4_2_08 20 74.63 26.41 40 26.417 

4_2_03 27.2 74.50 22.89 40 22.895 

4_2_06 27.2 74.58 25.69 40 25.693 
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Table A3 - 3: Dimensions of BDCN test specimens made from HPC batch A material for relative notch length  
a/R = 0.4. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Radius             
R [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

6_2_02 0 74.55 22.18 60.210 22.177 

6_2_01 0 74.58 19.57 60.170 19.568 

6_2_05 5 74.62 20.22 60.920 20.221 

6_2_10 10 74.66 19.57 60.920 19.568 

6_2_11 10 74.51 16.19 60.140 16.190 

6_2_08 15 74.59 18.92 60.040 18.916 

6_2_09 15 74.64 19.15 60.040 19.151 

6_2_06 20 74.61 19.57 60.150 19.568 

6_2_07 20 74.56 19.57 60.110 19.568 

6_2_03 25.2 74.59 16.96 59.940 16.959 

6_2_04 25.2 74.62 18.92 60.047 18.916 

A 4. Alkali-Activated Concrete 

Table A4 - 1: Dimensions of BD test specimens made from C AA3 material used in indirect tensile test. 

Specimen 
nmr. 

Diameter             
D [mm] 

Thickness                
B [mm] 

Fracture 
force PC [kN] 

01 150.11 27.39 22.110 

02 150.39 27.54 20.580 

03 150.44 27.43 18.620 

Table A4 - 2: Dimensions of BDCN test specimens made from ACC material for relative notch length a/R = 0.267. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Radius             
R [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

1 0 74.81 27.76 40.234 17.550 

2 5 74.70 27.57 40.741 19.950 

3 5 74.86 27.76 40.458 12.800 

4 5 74.88 27.52 40.234 14.480 

5 10 74.90 27.58 40.249 17.970 

6 10 74.24 27.77 40.176 17.790 

7 15 74.95 27.81 40.182 17.820 

8 15 75.27 27.71 40.793 18.110 

9 20 75.08 27.74 40.741 17.210 

10 20 74.94 28.82 40.243 14.020 

11 27 74.92 27.66 40.476 12.700 

12 27 75.12 27.46 40.167 15.340 
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Table A4 - 3: Dimensions of BDCN test specimens made from AAC material for relative notch length a/R = 0.4. 

Specimen 
nmr. 

Inclination               
angle  [°] 

Radius          
R [mm] 

Thickness                
B [mm] 

Notch length         
2a [mm] 

Fracture force 
PC [kN] 

1 0 75.02 27.89 60.210 10.040 

2 5 75.46 27.47 60.170 12.270 

3 5 75.40 27.89 60.920 11.970 

4 10 75.17 28.80 60.920 12.960 

5 10 75.47 27.84 60.140 11.450 

6 10 75.07 27.81 60.040 11.550 

7 15 75.32 27.84 60.040 11.720 

8 20 75.32 29.05 60.150 13.700 

9 20 74.59 27.18 60.110 11.900 

10 20 74.82 27.36 59.940 11.700 

11 25 74.91 27.72 60.520 11.720 

Appendix B. Measured Fracture Mechanical Parameters 

B 1. High-strength Concrete 

  
(a) (b) 

Figure B1 -  1: Mixed mode I/II fracture resistance of High-strength concrete material relative notch ratio  
(a) - a/R = 0.267 and (b) a/R = 0.4. 

  
(a) (b) 

Figure B1 -  2: Mixed mode I/II fracture resistance of High-strength concrete material resented in absolute 
coordinates for relative notch ratio (a) - a/R = 0.267 and (b) a/R = 0.4. 
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(a) (b) 

Figure B1 -  3: Crack initiation direction 0 of High-strength concrete (a) - a/R = 0.267 and (b) - a/R = 0.4. 

D 1. High-performance Concrete Batch A 

  
(a) (b) 

Figure B2 -  4: Mixed mode I/II fracture resistance of HPC batch A material relative notch ratio (a) - a/R = 0.267 and 
(b) a/R = 0.4. 

  
(a) (b) 

Figure B2 -  5: Mixed mode I/II fracture resistance of HPC batch A material resented in absolute coordinates for 
relative notch ratio (a) - a/R = 0.267 and (b) a/R = 0.4. 
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(a) (b) 

Figure B2 -  3: Crack initiation direction 0 of HPC batch A (a) - a/R = 0.267 and (b) - a/R = 0.4. 

D 2. Alkali-activated concrete 

  
(a) (b) 

Figure B3 -  1: Mixed mode I/II fracture resistance of Alkali-activated concrete material relative notch ratio  
(a) - a/R = 0.267 and (b) a/R = 0.4. 

  
(a) (b) 

Figure B3 -  2: Mixed mode I/II fracture resistance of Alkali Activated concrete material resented in absolute 
coordinates for relative notch ratio (a) - a/R = 0.267 and (b) a/R = 0.4. 
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(a) (b) 

Figure B3 -  3: Crack initiation direction 0 of Alkali-activated concrete (a) - a/R = 0.267 and (b) - a/R = 0.4. 

Appendix C. Numerically Generated P- diagrams 

Table C149: Overview of reaction force against ux diagrams for various transformation angles 0 and 
material input parameters. 
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Table C250: Overview of reaction force against ux diagrams for various transformation angles 0 and material input 
parameters. 

 
n [°] MTS criterion - 0,MTS GMTS criterion - 0,GMTS 
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Table C351: Overview of reaction force against ux diagrams for various transformation angles 0 and material input 
parameters. 
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Table C452: Overview of reaction force against uy diagrams for various transformation angles 0 and material input 
parameters. 

 
n [°] No transformation ALFA o,n 
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Table C553: Overview of reaction force against uy diagrams for various transformation angles 0 and material input 
parameters. 

 
n [°] MTS criterion - 0,MTS GMTS criterion - 0,GMTS 
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Table C654: Overview of reaction force against uy diagrams for various transformation angles 0 and material input 
parameters. 

n [°] Principal stress - 0,p 
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Appendix D. MATLAB code 

D 1. Displacement Functions for ODM 
 %% Function to calculate WE fucntion for disp in mode I 
%INPUT: 
        %theta = angles [rad]    
        %n = number of coeff for mode I 
        %E = Young's Modullus 
        %nu = Possion's ratio [-] 
        %BC = plane stress == 1; plane strain == 0 
%OUTPUT: 
        %u =  displacement for mode I in the direction of X axis 
function [u] = shape_mode1_u(n,theta,E,nu,BC) 
    G = E/(2.0*(1.0 + nu)); 
    if BC == 0  %plane strain 
        kappa = (3 - 4*nu); 
    elseif BC == 1  %plane stress 
        kappa = (3-nu)/(1+nu);  
    end 
    u = ((kappa + n/2 + (-1.0)^n)*cos(n/2*theta) - n/2*cos((n/2 - 2.0)*theta))/(2*G); 
end 
%% Function to calculate WE fucntion for disp in mode I 
%INPUT: 
        %theta = angles [rad]    
        %n = number of coeff for mode I 
        %E = Young's Modullus 
        %nu = Possion's ratio [-] 
        %BC = plane stress == 1; plane strain == 0 
%OUTPUT: 
        %v =  displacement for mode I in the direction of Y axis 
function [v] = shape_mode1_v(n,theta,E,nu,BC) 
    G = E/(2.0*(1.0 + nu)); 
    if BC == 0  %plane strain 
        kappa = (3 - 4*nu); 
    elseif BC == 1  %plane stress 
        kappa = (3-nu)/(1+nu);  
    end 
    v = ((kappa - n/2 - (-1.0)^n)*sin(n/2*theta) + n/2*sin((n/2 - 2.0)*theta))/(2*G); 
end 
%% Function to calculate WE fucntion for disp in mode II 
%INPUT: 
        %theta = angles [rad]    
        %m = number of coeff for mode I 
        %E = Young's Modullus 
        %nu = Possion's ratio [-] 
        %BC = plane stress == 1; plane strain == 0 
%OUTPUT: 
        %u =  displacement for mode II in the direction of X axis 
function [u] = shape_mode2_u(m,theta,E,nu,BC) 
    G = E/(2.0*(1.0 + nu)); 
    if BC == 0  %plane strain 
        kappa = (3 - 4*nu); 
    elseif BC == 1  %plane stress 
        kappa = (3-nu)/(1+nu);  
    end 
    u = ((-kappa - m/2 + (-1.0)^m)*sin(m/2*theta) + m/2*sin((m/2 - 2.0)*theta))/(2*G); 
end 
%% Function to calculate WE fucntion for disp in mode II 
%INPUT: 
        %theta = angles [rad]    
        %m = number of coeff for mode I 
        %E = Young's Modullus 
        %nu = Possion's ratio [-] 
        %BC = plane stress == 1; plane strain == 0 
%OUTPUT: 
        %v =  displacement for mode II in the direction of Y axis 
function [v] = shape_mode2_v(m,theta,E,nu,BC) 
    G = E/(2.0*(1.0 + nu)); 
    if BC == 0  %plane strain 
        kappa = (3 - 4*nu); 
    elseif BC == 1  %plane stress 
        kappa = (3-nu)/(1+nu);  
    end 
    v = ((kappa - m/2 + (-1.0)^m)*cos(m/2*theta) + m/2*cos((m/2 - 2.0)*theta))/(2*G); 
end 
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D 2. ODM Calculation 
%function to evaluate coeff. of WE by ODM method proposed by Ayatollahi  2010 
%INPUT: 
        %theta = angles [rad]     
        %r = radius [mm] 
        %u,v = displacements [mm] 
        %E = Young's Modullus 
        %nu = Possion's ratio [-] 
        %BC = plane stress == 1; plane strain == 0 
        %unit = "mm" or "m" for units of SIF 
        %N = number of coeff for mode I 
        %M = number of coeff for mode II 
%OUTPUT: 
        %KI = SIF for mode I in [MPAm^1/2]     
        %T = T-stress [MPa] 
        %KII = SIF for mode II in [MPAm^1/2]   
        %WE_coeff = values of WE without any manimulation 
function [KI,T,KII,WE_coeff] = ODM_mixed_mode(theta,r,u,v,E,nu,BC,unit,N,M) 
    G = E/(2.0*(1.0 + nu)); %shear modullus 
    posuny = [u; v]; % Neboli [U] 
    if length(r) == 1 
        f0 = shape_mode1_u(0,theta,E,nu,BC).*r^(0/2); 
    elseif length(r) > 1 
        f0 = shape_mode1_u(0,theta,E,nu,BC).*r.^(0/2); 
    end 
    nuly = zeros(length(theta),1); 
    if length(r) == 1 
        g0 = shape_mode2_v(0,theta,E,nu,BC).*r^(0/2); 
    elseif length(r) > 1 
        g0 = shape_mode2_v(0,theta,E,nu,BC).*r.^(0/2); 
    end 
    if length(r) == 1 
        f2 = shape_mode2_u(2,theta,E,nu,BC); 
        g2 = shape_mode2_v(2,theta,E,nu,BC); 
    elseif length(r) > 1 
        f2 = shape_mode2_u(2,theta,E,nu,BC); 
        g2 = shape_mode2_v(2,theta,E,nu,BC); 
    end 
    if length(r) == 1 
        for i = 1:N 
            funkce.f_modeI(:,i) = shape_mode1_u(i,theta,E,nu,BC)*r^(i/2); 
            funkce.g_modeI(:,i) = shape_mode1_v(i,theta,E,nu,BC)*r^(i/2); 
        end 
    elseif length(r) > 1 
        for i = 1:N 
            funkce.f_modeI(:,i) = shape_mode1_u(i,theta,E,nu,BC)*r(i)^(i/2); 
            funkce.g_modeI(:,i) = shape_mode1_v(i,theta,E,nu,BC)*r(i)^(i/2); 
        end 
    end 
    if length(r) == 1 
        for i = 1:M 
            funkce.f_modeII(:,i) = shape_mode2_u(i,theta,E,nu,BC)*r^(i/2); 
            funkce.g_modeII(:,i) = shape_mode2_v(i,theta,E,nu,BC)*r^(i/2); 
        end 
    elseif length(r) > 1 
        for i = 1:M 
            funkce.f_modeII(:,i) = shape_mode2_u(i,theta,E,nu,BC)*r(i)^(i/2); 
            funkce.g_modeII(:,i) = shape_mode2_v(i,theta,E,nu,BC)*r(i)^(i/2); 
        end 
    end 
    funkce.modeI = [funkce.f_modeI; funkce.g_modeI]; 
 
    funkce.modeII_f = [funkce.f_modeII(:,1), funkce.f_modeII(:,3:end)]; 
    funkce.modeII_g = [funkce.g_modeII(:,1), funkce.g_modeII(:,3:end)]; 
 
    funkce.modeII = [funkce.modeII_f; funkce.modeII_g]; 
    funkce.modeI_fo = [f0; nuly]; 
    funkce.modeII_g0 = [nuly; g0]; 
 
    funkce.f2_g2 = [f2; g2]; 
    funkce.total = [funkce.modeI, funkce.modeII, funkce.modeI_fo, funkce.modeII_g0, 
funkce.f2_g2]; 
 
    WE_coeff = inv(funkce.total'*funkce.total)*funkce.total'*posuny; 
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    if unit == "m" 
        KI = (sqrt(2*pi)*WE_coeff(1))/(sqrt(1000)); 
        KII = -(sqrt(2*pi)*WE_coeff(N+1))/(sqrt(1000)); 
    elseif unit == "mm" 
        KI = (sqrt(2*pi)*WE_coeff(1)); 
        KII = -(sqrt(2*pi)*WE_coeff(N+1)); 
    end 
    if N>=2 
        T = 4*WE_coeff(2); 
    elseif N == 1 
        T = "NO T-stress value possible"; 
end 
 

D 3. GMTS Criterion Calculation 
% calculation of critical distance 
results.KIC = 41; % in MPa*mm^1/2 
results.f_t = 5.5; % MPa 
r_C = [(1/(2*pi))*(results.KIC/results.f_t)^2; (1/(6*pi))*(results.KIC/results.f_t)^2; 
4; 8;]; 
%syms theta         %defining symbolic variable theta 
symbolic.theta = evalin(symengine,'`symbolic.theta`'); 
result=zeros(length(vstup.K_I),2)%defining variable to store MTS criterion theta_0 
result1=zeros(length(vstup.K_I),2); 
result2=zeros(length(vstup.K_I),2);    %defining the variable for second derivation <0 
result3=zeros(length(vstup.K_I),2);    %defining the variable for second derivation <0 
 
%MTS 
results.T_MTS = zeros(length(vstup.K_I),1); %variable for second derivation <0 
 
%GMTS 
results.T_GMTS1 = zeros(length(vstup.K_I),1);%variable for second derivation <0 
results.T_GMTS2 = zeros(length(vstup.K_I),1);% variable for second derivation <0 
 
%MTS 
symbolic.sdf = vstup.K_I*sin(symbolic.theta)+vstup.K_II*(3*cos(symbolic.theta)-1); 
symbolic.d2=diff(symbolic.sdf,symbolic.theta); %second derivation MTS 
%values of theta_0 for MTS 
for i = 1:length(vstup.K_I) 
    result1(i,:) = solve(symbolic.sdf(i)== 0, symbolic.theta,'Real',true); 
%Solving Equation for MTS 
  %d3=diff(sdf,theta); %second derivation 
    symbolic.d3_0=subs(symbolic.d2,symbolic.theta,result1(i));   %sunbstituting reˇ%sult 
intu second derivation  
    if symbolic.d3_0(i)<0 
         results.T_MTS(i, 1) = max(result1(i)); 
    else  
         results.T_MTS(i, 1) = min(result1(i)); 
    end 
end 
 
%GMTS for r_c(1) 
symbolic.sdf1=vstup.K_I*sin(symbolic.theta)+vstup.K_II*(3*cos(symbolic.theta)-1)-
((16*vstup.T)/3)*sqrt(2*pi*r_C(1))*cos(symbolic.theta)*sin(symbolic.theta/2); 
 
symbolic.d3=diff(symbolic.sdf1,symbolic.theta); %second derivation GMTS 
 
symbolic.sdf2=vstup.K_I*sin(symbolic.theta)+vstup.K_II*(3*cos(symbolic.theta)-1)-
((16*vstup.T)/3)*sqrt(2*pi*r_C(2))*cos(symbolic.theta)*sin(symbolic.theta/2); 
 
symbolic.d4=diff(symbolic.sdf2,symbolic.theta); %second derivation GMTS 
  
%values of theta_0 for GMTS 
for i = 1:length(vstup.K_I) 
%GMTS plane stress or r_C(1) 
    result2(i,:) = vpasolve(symbolic.sdf1(i)== 0, symbolic.theta); 
     
%GMTS plane strain or r_C(2) 
    result3(i,:) = vpasolve(symbolic.sdf2(i)== 0, symbolic.theta); 
    symbolic.d3_0=subs(symbolic.d3,symbolic.theta,result2(i));%subs result into 2nd der.  
    symbolic.d4=diff(symbolic.sdf2,symbolic.theta); %second derivation GMTS 
    symbolic.d4_0=subs(symbolic.d3,symbolic.theta,result3(i));%subs result into 2nd der.  
     
%GMTS plane strain or r_C(1) 
    if symbolic.d3_0(i)<0 
         results.T_GMTS_1(i, 1) = max(result2(i)); 
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    else  
         results.T_GMTS_1(i, 1) = min(result2(i)); 
    end 
    %GMTS plane strain or r_C(2) 
    if symbolic.d4_0(i)<0 
         results.T_GMTS2(i, 1) = max(result3(i)); 
    else  
         results.T_GMTS2(i, 1) = min(result3(i)); 
    end 
end 
  
%GMTS criterion - calculation of points for the resitance curve 
results.K1_MTS=zeros(length(vstup.K_I),1); results.K2_MTS=zeros(length(vstup.K_I),1); 
results.K1_GMTS_1=zeros(length(vstup.K_I),1); 
results.K2_GMTS_1=zeros(length(vstup.K_I),1); 
results.K1_GMTS_2=zeros(length(vstup.K_I),1); 
results.K2_GMTS_2=zeros(length(vstup.K_I),1); 
  
for i = 1:length(vstup.K_I) %MTS criterion - the resitance curve 
    
results.K1_MTS(i,1)=results.KIC/((cos(results.T_MTS(i)/2)*(cos(results.T_MTS(i)/2)^2-
3/2*(vstup.K_II(i)/vstup.K_I(i))*sin(results.T_MTS(i))))); 
    
results.K2_MTS(i,1)=results.KIC/((cos(results.T_MTS(i)/2)*((vstup.K_I(i)/vstup.K_II(i))*
cos(results.T_MTS(i)/2)^2-3/2*sin(results.T_MTS(i))))); 
    %GMTS plane stress 
    
results.K1_GMTS_1(i,1)=results.KIC/(((cos(results.T_GMTS_1(i)/2)*(cos(results.T_GMTS_1(i
)/2)^2-
3/2*(vstup.K_II(i)/vstup.K_I(i))*sin(results.T_GMTS_1(i)))+sqrt(2*pi*r_C(1))*(vstup.T(i)
/vstup.K_I(i))*sin(results.T_GMTS_1(i))^2))); 
results.K2_GMTS_1(i,1)=results.KIC/(((cos(results.T_GMTS_1(i)/2)* 
((vstup.K_I(i)/vstup.K_II(i))*cos(results.T_GMTS_1(i)/2)^2 -
3/2*sin(results.T_GMTS_1(i))))  
+sqrt(2*pi*r_C(1))*(vstup.T(i)/vstup.K_II(i))*sin(results.T_GMTS_1(i))^2)); 
    %GMTS plane strain 
    
results.K1_GMTS_2(i,1)=results.KIC/(((cos(results.T_GMTS2(i)/2)*(cos(results.T_GMTS2(i)/
2)^2-3/2*(vstup.K_II(i)/vstup.K_I(i))*sin(results.T_GMTS2(i))) 
+sqrt(2*pi*r_C(2))*(vstup.T(i)/vstup.K_I(i))*sin(results.T_GMTS2(i))^2))); 
    
results.K2_GMTS_2(i,1)=results.KIC/(((cos(results.T_GMTS2(i)/2)*((vstup.K_I(i)/vstup.K_I
I(i))*cos(results.T_GMTS2(i)/2)^2-3/2* sin(results.T_GMTS2(i)))) 
+sqrt(2*pi*r_C(2))*(vstup.T(i)/vstup.K_II(i))*sin(results.T_GMTS2(i))^2)); 
end 
  
results.rC = r_C(1:2,1); 
 
%Plotting the curves 
figure (1) 
plot(results.K1_MTS/results.KIC,results.K2_MTS/results.KIC,'K'); 
hold on 
plot(results.K1_GMTS_1/results.KIC,results.K2_GMTS_1/results.KIC,'r--s'); 
plot(results.K1_GMTS_2/results.KIC,results.K2_GMTS_2/results.KIC,'b--d'); 
plot(results.SIF(:,1)/results.KIC,results.SIF(:,2)/results.KIC,'o') 
hold off 
title('Fracture resistance curve') %titulek obrzku 
xlabel('K_{I}/K_{IC} [-]') %popis x-ov osy 
ylabel('K_{II}/K_{IC} [-]') %popis y-ov osy 
legend(['MTS r_{C} = 0'],['GMTS r_{C} = ' num2str(r_C(1))],['GMTS r_{C} = ' 
num2str(r_C(2))]) 

 


