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#### Abstract
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## 1 Introduction

A unique authorial style is what distinguishes one author from another. It might be manifested by the author's choice of lexemes and vocabulary richness, the length of the sentences or words, word frequencies, and many more features. By leveraging some of these features, the goal of the authorship attribution task is to identify the author of a given text (more in Stamatatos 2009). In our case, we are interested in the way an author builds the network of character interactions. Our aim is to explore whether we can attribute authorship based on the quantitative features of character networks.

A character network is a graph extracted from the narrative of a work of fiction. The characters are represented as nodes of the graph, and their interactions are represented as links between them. In order to gain a better understanding of character networks, the Theoretical Part offers an introduction to Network Science, Graph Theory and Social Network Analysis. Subsequently, character networks are introduced, and the process of their extraction is thoroughly described.

The execution of the Practical Part of the thesis consists of several sub-steps. First, the methodology behind data selection is presented, as well as the selected authors and novels that enter the analysis. Then, the approach we have adopted towards character network extraction is described. Subsequently the quantitative features of interest are extracted from the analysed networks. The correlation between the length of the novels and the network features is addressed. Based on factor analysis, three final features are selected for further study. Finally, for each pair of analysed authors, binary logistic regression is used in order to predict the authorship based on the selected network features.

The last part of the thesis presents a summary and a discussion of the obtained results, as well as a reflection about the qualitative assumptions that can be inferred from them. Lastly, we recommend a direction for future research, and we conclude whether selected quantitative networks features contribute to the authorship attribution task.

## 2 Theoretical Part

In the first three sections of the Theoretical Part of the thesis, we offer an introduction to Network Science, Graph Theory, and Social Network Analysis. In the last two sections, we present an introduction to character networks and a thorough description of the character network extraction process.

### 2.1 Network Science

Network science is an interdisciplinary field, quantitative, mathematical, and computational in nature, with focus on empirical data and utility. It profoundly impacts many sectors, such as economics, management, health, security, science etc. (Barabási, n.d.).

People encounter complex systems on everyday basis. Each complex system can be described as a network consisting of its components and the interactions between them. Barabási (n.d.) lists the following examples of complex networks:

- individual people who form the society, i.e., social network,
- cell phones, computers and satellites that form the communication infrastructures, i.e., communication network,
- generators and transmission lines that form the power grid,
- neurons that interconnect in the brain, i.e., neural network,
- genes, proteins and metabolites that interact in the cells of human body, i.e., cellular network,
- goods and services that form the trade network.

As evident from the listed examples, complex systems and the networks they form differ in form, size, shape and nature. However, most networks share the same organizing principles, in other words "despite the apparent differences, the emergence and evolution of different networks is driven by a common set of fundamental laws and reproducible mechanism" (Barabási 2012, 7).

In order to understand networks, one must first understand the Graph Theory upon which network science builds. We shall present some basics of Graph Theory in the following section.

### 2.2 Graph Theory

Whereas Barabási (n.d.) calls Network Science "the science of 21st century", the origin of Graph Theory dates back to 18th century to the mathematician Leonhard Euler who solved the Seven Bridges of Königsberg Problem by representing it as a graph (more in Tsvetovat and Kouznetsov (2011, 23-25) or Network Science by Barabási (n.d.)¹).

Any network can be represented by the means of graph theory as a graph (i.e., a mathematical representation/simplification). A network consists of its components, called nodes or vertices, and the interactions between them, called links or edges ${ }^{2}$. The network has two prominent properties: number of nodes ( N ), i.e., size of the network; and number of links (L), i.e., total number of interactions between the nodes.

If the links interconnect nodes of one type of entity (e.g., people, organizations), we speak about a 1-mode network; if the links interconnect nodes of two different types of entities (e.g., people \& organizations; characters \& chapters), we speak about a 2-mode (bipartite) network. In the case of links that interconnect nodes of three and more types of entities, the network is multimodal (multipartite).

The links of a network can be either directed or undirected, depending on the nature of the interaction between the nodes of concern. If all of the network's links are directed, we speak about a directed network; if all its links are undirected, we speak about an undirected network. Some networks have links of both types. Furthermore, the links, and consequently the networks, can be either weighted or unweighted, depending on the nature of the interactions.

A graph can be "walked" through various algorithms. An algorithm walks in a predetermined order from the starting node through the edges to its neighbours, and then to the neighbours' neighbours etc. A walk is a sequence of nodes and edges that connect the nodes. The length of a walk can be measured - it is equal to the number of

[^0]the edges walked through. A path is a walk that forbids the repetition of nodes. Path length is used to measure distance in networks.

Graph distance is an abstraction of a walk, and it can be measured in various ways. The shortest path is the simplest measure of distance. The shortest path between any two nodes is such a path that has the fewest links between the nodes. It can be called simply distance denoted by $d_{i j}$ or $d$. There can be multiple shortest paths between a pair of nodes ${ }^{3}$.

There are many other aspects of graph theory that could be covered in this section. However, for the purposes of this thesis, we shall content ourselves with the introduced basics, and refer the reader to the following sources: for introduction to the field, advanced topics, applications and illustrative examples, see Barabási (n.d.) ${ }^{4}$, Tsvetovat and Kouznetsov (2011) or Zweig (2016).

### 2.3 Social Networks and Social Network Analysis

The aim of this thesis is to explore character networks, i.e., social networks built by the authors of fiction. Therefore, we will introduce the basics of Social Network Analysis (SNA) and its main concepts, such as relationships or centrality measures.

SNA might help with explanation and understanding of real-world social networks. Barabási (n.d.) and Tsvetovat and Kouznetsov (2011) list many examples of practical applications of SNA: it can help to uncover the power distribution within a company, or it can even be used to study the inner structure of terrorist organizations and cells.

The graph of our concern is a so-called social graph, i.e., a social network. A social network consists of a set of relationships. The actors involved in a relationship are represented in the graph theory by nodes, the relationship itself is represented by a link.

[^1]
## Relationships

Relationships are at the core of SNA. As Tsvetovat and Kouznetsov (2011, 2) state, in real world, it is challenging to determine what a relationship is and how to quantify its quality. One way to quantify a relationship is to consider the frequency of interaction, as the frequency is an objective and clear indication of emotional investment in a relationship.

A relationship can be either binary (there is/there is not a relationship) or valued (the relationship is assigned a weight based on some criteria, e.g., frequency), the former resulting into the extraction of unweighted, and the latter into the extraction of weighted networks. Furthermore, a relationship can be symmetric (e.g., friendship, romantic relationship) or asymmetric (e.g., employer \& employee, teacher \& student relationship). The links in some social networks are intrinsically asymmetric (e.g., a network representing who emails whom) and they result into the extraction of directed networks. In the opposite case, when all links are symmetric, the resulting network is undirected.

The goal of SNA is to analyse these relationships from the perspective of the whole network, and look for the answers to the following questions: Who is important in the given social network? Who has the central position? In order to answer these questions, several centrality measures can be calculated.

## Centrality Measures

Answers to the above-mentioned questions will vary according to how importance, i.e., centrality, is perceived. The power and influence of nodes are measured by centrality measures. There are many centrality measures, for example Das, Samanta, and Pal (2018) list fourteen different types. However, in this thesis we shall focus only on four "classic" (Tsvetovat and Kouznetsov 2011, 45) centrality measures: 1. Degree Centrality, 2. Closeness Centrality, 3. Betweenness Centrality, and 4. Eigenvector centrality.

## 1. Degree centrality

Degree is a feature of each node that indicates the number of links it has to other nodes in the given network, i.e., it indicates the number of immediate neighbours of a given node. Degree is a feature of individual nodes; however, the whole network can be described by the average degree (average degree centrality).

Degree centrality finds the "local celebrities", i.e., nodes that are significantly more popular than others in the network (Tsvetovat and Kouznetsov 2011, 45). Figure 1 represents the character network extracted from J. K. Rowling's Harry Potter and the Philosopher's Stone ${ }^{5}$ where the size and the colour of a node reflect its degree. The network, as well as all the networks presented in this thesis, has been extracted using our character network extraction approach, described in section 3.3. Not surprisingly, the character with the highest degree in the narrative is the main character, Harry Potter.


Figure 1: Character network extracted from Harry Potter and the Philosopher's Stone. The size and the colour of the nodes reflect the degree centrality of the nodes. The bigger and the darker a node, the higher degree it has.

[^2]
## 2. Closeness Centrality

Closeness centrality measures the distance, or inversely closeness, of a given node from the rest of the nodes in the network. For each node, it is calculated as the inverse of the average shortest path lengths between the node and all other nodes in the network ${ }^{6}$.

Nodes with high closeness centrality influence the information flow and they establish "a shared perception of the world" (Tsvetovat and Kouznetsov 2011, 50). Figure 2 presents the same Harry Potter network as Figure 1, only this time the size and the colour of a node reflect its closeness. A lot of characters appear to have similar closeness, whereas only a few of them stand out. Most of the shortest paths lead through Harry Potter and are very short (the average path length is 2.039). It is not surprising, as most of the characters share the same spatiotemporal setting and know each other.


Figure 2: Character network extracted from Harry Potter and the Philosopher's Stone. The size and the colour of the nodes reflect the closeness centrality of the nodes. The bigger and the darker a node, the higher closeness centrality it has.

[^3]
## 3. Betweenness Centrality

Nodes with a high betweenness centrality are often so-called bridges or boundary spanners - they preside over a communication bottleneck, i.e., they often interconnect various communities/clusters of the graph (Tsvetovat and Kouznetsov 2011, 51). This position gives them considerable power over the information flow.

Betweenness centrality of a node measures how many shortest paths pass through it. The removal of a node with a high betweenness centrality would result into a disruption of the information flow. Figure 3 shows the Harry Potter network where the size and the colour of a node indicate its betweenness centrality. A lot of shortest paths pass through the character Harry Potter. For instance, to the dismay of the Dursleys, Harry Potter links their ordinary family to the rest of the network, the wizarding world.


Figure 3: Character network extracted from Harry Potter and the Philosopher's Stone. The size and the colour of the nodes reflect the betweenness centrality of the nodes. The bigger and the darker a node, the higher betweenness centrality it has.

## 4. Eigenvector Centrality

A high value of eigenvector centrality indicates that the node in question has important, well-connected neighbours with "high scores", even though the node itself does not necessarily have a lot of connections. Connectedness to high-score nodes in turn increases the score of the given node.

The position of nodes with a high eigenvector centrality is a powerful one, as it grants access to the information, while simultaneously it allows to stay "largely in the shadows" (Tsvetovat and Kouznetsov 2011, 55). Using this measure, new important characters in the Harry Potter network emerge (see Figure 4), namely Professor Snape and Professor McGonagall. These characters are not the main ones, but they do influence the protagonists and steer their actions in a certain direction.


Figure 4: Character network extracted from Harry Potter and the Philosopher's Stone. The size and the colour of the nodes reflect the eigenvector centrality of the nodes. The bigger and the darker a node, the higher eigenvector centrality it has.

## Other Network Features: Modularity and Clustering Coefficient

Modularity is a measure that indicates the strength of division of a network into modules (clusters, communities). If the modularity of a network is high, the links between the nodes within the modules are dense, and the links between different modules are sparse. The method used in this thesis for community detection is the Louvain Method (more in Blondel et al. 2008; or NetworkX documentation ${ }^{7}$ ).

Figure 5 shows the Harry Potter network divided into five communities; each community is represented by a different colour. For example, the orange community includes Harry Potter and the characters he interacts with before entering the wizarding world, such as his family members, the Dursleys, or his neighbour, Mrs. Figg.


Figure 5: Character network extracted from Harry Potter and the Philosopher's Stone. The size reflects the degree of the nodes. The colours represent distinct communities.

[^4]The local clustering coefficient takes the value between 0 and 1 and it indicates to what degree the neighbours of a given node link to each other. If the clustering coefficient of a given node is equal to zero, it indicates that none of its neighbours share a link among them; if the clustering coefficient of a given node is equal to 1 , it indicates that its neighbours all share a link among them (more in Barabási, n.d.)

In other words, clustering coefficient measures local density of a network. Figure 6 shows the Harry Potter network where the size and the colour of the nodes reflect their clustering coefficient. The figure offers quite a different picture to those presented earlier. The main character Harry Potter, usually prominent in the network, has a very low clustering coefficient due to a simple reason. It is a character with the highest degree, i.e., with the highest number of neighbours. Consequently, it is not surprising that not all its neighbours are interconnected.


Figure 6: Character network extracted from Harry Potter and the Philosopher's Stone. The size and colour of the nodes reflect their clustering coefficient. The bigger and darker a node, the higher its clustering coefficient.

Clustering coefficient is a feature of individual nodes. However, the whole network can be described by the average clustering coefficient. Average clustering coefficient is the probability that two neighbours of a randomly selected node share a link.

There are many other features of social networks that could be explored in this section of the thesis. However, for the purposes of this thesis, the presented selection is sufficient.

### 2.4 Character Networks: An Introduction

In this section we discuss what a character network is and what we understand under the notion of work of fiction. Then we address the issue of typical features of fictional character names that make it difficult to extract character networks automatically.

### 2.4.1 What Is a Character Network?

A character network is a graph extracted from narrative. The vertices of the graph represent individual characters, the edges of a graph represent relationships (or interactions) between the characters. In their survey of character networks, Labatutand Bost $(2019,2)$ claim that "graphs are a natural modeling paradigm" because they enable the representation of a system and its study through the interaction of its constituting elements.

Labatut and Bost (2019, 2-3) comment on the application of character networks: through Character Network Analysis, one might obtain a simplification of the plot of a work of fiction, detect relevant patterns and events or identify a character's role. The automatization of the character network extraction process is used to solve different tasks, e.g., plot summarization, genre classification, role detection etc. The aim of this thesis is to explore whether character networks as built by the author might contribute to the authorship attribution task.

### 2.4.2 A Work of Fiction

Fiction is a creative work which usually takes the form of a narrative, i.e., an account of a series of related events or experiences. Such a work habitually features imaginary individuals (characters), events and places, and does not follow real-world history or facts. In the broad sense, fiction refers to any imaginary narratives regardless of
the medium (e.g., dramas, films, series, comics etc.) In the narrow sense, fiction refers to written narratives in prose (e.g., novels, short stories, fairy tales etc.). In this thesis, we shall understand fiction in its narrow sense - we are interested solely in character networks extracted from novels.

### 2.4.3 Features of Fictional Character Names

In order to extract a character network from fiction, the first step is to identify the characters in the text. That is not always an easy task, especially for a machine, as the fictional character names have specific features. Labatut and Bost (2019, 4) point out some of these, and we supply examples from J. K. Rowling's Harry Potter series.

Fictional characters are often members of the same family and thus they share family name (e.g., Mr. and Mrs. Weasley, Ginny, Ron, Fred, George, Percy, Charlie, Bill Weasley); they bear nicknames or are addressed by hypocorisms (e.g., Moody vs Mad-Eye, Ronald vs Ron), their names are preceded by specific honorifics (e.g., Auror Alastor Moody), or their names convey certain meanings or functions (e.g., Luna "Loony" Lovegood). It is not uncommon that characters are non-anthropomorphic beings or inanimate objects (e.g., Sorting Hat).

The writers can choose from a multitude of aliases to refer to their characters. Humans performing the character identification task will leverage the semantic content of the work of fiction, their extralinguistic knowledge and the knowledge of situational and communicative context. However, the task is a challenging problem for a machine (Labatut and Bost 2019, 4): a partially automated approach towards character detection will depend on an external database of names (a gazetteer); a fully automated approach will depend on the corpus the model had been trained on. Given the unique characteristics of fictional character names, the model might be presented by a situation it had never encountered before.

### 2.5 Character Network Extraction Process

Here, we bring a detailed overview of the steps of the character network extraction process based on the survey by Labatut and Bost (2019). They present a process of character network extraction that consist of the following three steps: 1 . Identification of Characters, 2. Identification of Characters' Interactions, and 3. Graph Extraction.

The first step of the first stage is to detect occurrences of the characters in the work of fiction and decide whether the character unification task will be performed or not. The output of the first stage is a chronological sequence of (unified) character occurrences.

The second stage consists of detecting interactions between the characters. The output of this stage is a chronological sequence of interactions between characters.

The last stage relies on the list acquired from the first two stages. Before constructing the network itself, one might simplify the list by filtering/merging some of the characters. The last step is to decide whether the network is going to be static or dynamic.

### 2.5.1 Identification of Characters

The goal of the character identification task is to answer the following question: what characters appear in the narrative and when exactly they appear (Labatut and Bost 2019, 6). To identify characters in novels is not an easy task. On the contrary, Elson $(2012,20)$ states: "Character identification in novels is made complicated by the fact that there are myriad of ways in which authors refer to characters." He offers the following possibilities of character references: a named entity (e.g., Harry Potter), aliases and variations (e.g., Mr. Potter), pronouns (e.g., he), and descriptive nominals (e.g., the student, the old man). During the unification step, mentions that co-refer to the same character are unified.

Labatut and Bost (2019) distinguish between manual approaches, partially automated and automated approaches toward character identification.

## A. Manual Approaches

One of the possibilities is to rely on a fully manual approach, for example through direct annotation (manual annotation of the narrative), as Agarwal et al. (2012) did for Lewis Carrol's Alice in Wonderland; or character indices (predefined resources constituted manually for certain classic fictions containing information about occurrences), as Rochat and Kaplan (2014) did for Rousseau's Les Confessions. One might choose this approach due to technical limitations, but it might be also a methodological choice. The advantage of manual approach is that character occurrence detection
and character occurrence unification can be performed simultaneously. On the other hand, manual annotation of numerous novels would require significant amount of time and energy.

## B. Partially Automated and Automated Character Identification

When dealing with partially automated and automated approaches towards character identification, the task is divided into two parts. Firstly, character occurrences in the considered novel must be detected. Secondly, it must be decided whether character occurrences unification will be performed and if yes, how to proceed.

## 1. Detection of character occurrences

As stated earlier, the characters might be referred to in many ways. According to Labatut and Bost $(2019,8)$, all methods used in the surveyed literature address the detection of occurrences of proper nouns/named entities. However, some authors do not handle the detection of pronouns and nominals because this task is considered more complex and does not necessarily bring much relevant information.

The first partially automated method is to use a predefined list of names ("a gazetteer") and proceed through exact matching. These gazetteers are constituted manually by the researchers or through an external source (e.g., Wikipedia page containing all the characters from the considered novel). The constitution of such a list is challenging, due to the number of possible references. Grener et al. (2017) use this approach to generate dynamic networks of Dickens' novels.

The second method is to approach the character occurrences detection task as a specific type of Named Entity Recognition (NER) task. NER is one of the tasks of Information Extraction and automated Natural Language Processing (NLP). The aim of a NER system is to identify named entities in unstructured free text and classify them into predefined categories. Named entities are expressions in the text referring to the names of people, locations, organizations, works of art, but also time and quantitative references (more in Nadeau and Sekine 2007).

According to Labatut and Bost $(2019,8)$ a commonly used method to detect character occurrences is to apply an off-the-shelf NER tool and disregard all the entities except the person entity. As novels have specific features that cause problems when using automated methods, some (optional) post-processing can be used after the application of
the NER tool. For example, Sack (2012) removes proper names occurring less than five times and verifies the output manually. Ardanuy and Sporleder (2014) use a predefined list of honorifics to detect these in the text and to check the following text unit for the presence of a proper name; Trovati and Brady (2014) look for groups of words indicating possession through the presence of genitive case.

Labatut and Bost $(2019,8)$ note that performing these additional actions increases the probability of detecting non-human characters with human characteristics in terms of behaviour, as well as nominals. Depending on the language, one should also consider the detection of pronouns. For English, it is efficient to proceed through exact matching based on a manually constituted list, as done for example by Elson (2012).

## 2. Character Occurrences Unification

As mentioned above, every single character might be referred to by their full name (e.g., Ronald Weasley), any number of variations and aliases (e.g., Ron, Mr. Weasley, Weasley), pronouns (he) and nominals (e.g., student, brother). The goal of the character occurrences unification is to determine the referent of each detected occurrence.

According to Labatut and Bost $(2019,11)$, this step is often omitted due to two main reasons: this task is more difficult to perform than mere character detection, and sometimes it is simply not necessary. Dekker, Kuhn, and Van Erp $(2019,16)$ point out that sometimes it is even desirable to retain various aliases, as they bring new information. They show it on the example of A Game of Thrones character Daenerys Targaryen. Whereas the character is called Dany within friendly environment, she is addressed as Daenerys Targaryen by her enemies in her absence. Van Dalen-Oskam (2005) argues that the ratio between first name and last name occurrences reflects the level of intimacy in novels (quoted in Van Dalen-Oskam et al. 2014, 122).

The task of identifying sequences of expressions that represent the same concept is called Coreference Resolution. There are generic tools that are designed to solve the coreference resolution problem, but according to Labatut and Bost (2019, 11) their application to the works of fiction can be problematic.

Labatut and Bost $(2019,11)$ state that most authors use some form of name clustering where each cluster corresponds to all the names detected for a certain
character. To do so, they take advantage of two factors: firstly, string similarity, and secondly, gender compatibility. The gender can be assigned based on gendered honorifics, such as Mr. or Mrs., and on gendered first names, such as John or Jane, matched against a manually constituted list or an external source. Some authors perform direct comparisons through predefined patterns and rules (see Ardanuy and Sporleder 2014; Vala et al. 2015).

Labatut and Bost $(2019,12)$ state that the resolution of other types of referents is an even more challenging task. For instance, the actual referent of a pronoun or a nominal might not appear at all during the whole course of a novel; or their referent might be split (e.g., they, the Weasley brothers can refer to all the male Weasley characters, except the father).

### 2.5.2 Identification of Characters' Interactions

The second step in the extraction process is to detect the interactions that occur in the narrative between each pair of the characters. There are several ways of defining what an interaction is. Labatut and Bost (2019) have identified five different approaches in the literature, based on 1. Co-occurrences, 2. Conversations, 3. Mentions, 4. Direct Actions and 5 . Affiliations. In this section we will describe the approaches and supply each with an example from our illustrative novel, J. S. Fletcher's Scarhaven Keep ${ }^{8}$.

## 1. Co-occurrences

According to the survey of Labatut and Bost (2019, 14), the interaction detection based on co-occurrences is the most frequent approach used in the literature. The relationship between characters is based on their joint appearance in the same unit of text. Firstly, the work of fiction must be divided into smaller narrative units. If two characters appear in the same narrative unit, a relation is created between them.

This approach is considered the easiest one, nevertheless it entails some limitations. It is not a very precise way of defining interactions; co-occurrence is "only a proxy for actual interaction" (Labatut and Bost 2019, 14): two characters may appear together but not interact together. The co-occurrence-based approach in theory

[^5]also contains the other approaches within itself. This makes it impossible to assign the interactions a direction, and such interactions are considered bilateral.

The co-occurrence-based approach depends on the chosen narrative unit. Differentauthors choose different narrative units, ranging from several words (Hutchinson, Datla, and Louwerse 2012), 1 sentence (Lee and Yeung 2012), 1 paragraph (Elsner 2012) to 10 paragraphs (Elson, McKeown, and Dames 2010), a page (Rochat and Kaplan 2014) or a chapter (Chen and Wang 2016). Labatut and Bost (2019, 14-15) point out the limitations of different choices: a segmentation based on physical aspects (word spans, a page) is arbitrary, therefore likely to split complete units of text and miss co-occurrences; a segmentation based on sentences, paragraphs or chapters does not take into account that their length may vary considerably from one author to another.

Example (1) shows co-occurrences-based interaction pairs extracted from J. S. Fletcher's Scarhaven Keep, where the narrative unit is one sentence.
(1) Stafford was back at Scarhaven before breakfast time next morning, bringing with him a roll of copies of the Norcaster Daily Chronicle, one of which he immediately displayed to Copplestone and Mrs. Wooler, who met him at the inn door. (chapter 7)
Detected Co-occurrences: (Stafford, Copplestone),
(Stafford, Mrs. Wooler), (Copplestone, Mrs. Wooler)

## 2. Conversations

Another approach to interaction detection is to consider characters' explicit verbal interactions and extract a conversational network. A conversation is asymmetric by nature, which makes it possible to extract a directed network. Conversational networks consider only the utterances in the form of direct speech. Their detection is not an easy task as it consists of many sub steps: quote detection, quote attribution and addressee identification. The difficulty of the automated process is why some authors (e.g., Moretti 2011) extract the conversation pairs manually.

According to Ardanuy and Sporleder (2015, 12) plays are the most appropriate form of a work of fiction where the conversation-based approach applies, as they are written in forms of a dialogue, whereas in novels a lot of action is not part of any conversation.

Example (2) shows a conversation-based interaction pair extracted from J. S. Fletcher's Scarhaven Keep.
(2) "Do you think that will do much good?" asked Copplestone.
"It depends upon the amount," replied Mrs. Greyle. (chapter 7)
Detected Interaction: (Copplestone, Mrs. Greyle)

## 3. Mentions

Another type of approach is based on explicit mentions of characters during conversations. An interaction edge is created if one character speaks about another (instead of speaking to). Similar to the previous approach, quote detection and quote attribution must be performed, however the addressee is of no concern. According to Labatut and Bost (2019, 20), in most cases the direction is assigned to the interactions, as mentions are intrinsically asymmetric.

Example (3) shows a conversation-based interaction pair extracted from J. S. Fletcher's Scarhaven Keep.
(3) "I'll tell you how it was," said Mrs. Salmon, seating herself and showing signs of a disposition to confidence. "Miss Chatfield, she'd been here, I think, three days that time--I'd had her once before a year or two previous..." (chapter 18)

Detected Interaction: (Mrs. Salmon, Miss Chatfield)

## 4. Direct Actions

This approach considers all types of direct actions that one character can perform on another (e.g., recalling someone), or that two characters can perform together (e.g., kissing). This approach allows to detect interactions that are not a part of a verbal action, and therefore it is well suited for the interaction detection in novels. It is however a complicated task, as it involves identification of the action and identification of the characters performing it and undergoing it. Depending on the type of action, the interaction is either naturally unilateral or bilateral. Some authors include only certain types of actions: for example, Bossaert and Meidert (2013) focus on the act of support among students in the Harry Potter series.

Example (4) shows a direct-action-based interaction pair extracted from J. S. Fletcher's Scarhaven Keep.
(4) Copplestone suddenly laughed and touched Sir Cresswell 's arm. (chapter 12)

Detected Interaction: (Copllestone, Sir Cresswell)

## 5. Affiliations

The affiliation-based approach defines interaction in terms of different states rather than actions. For example, this approach would create a link between family members, married couples, or members of the same social groups. According to Labatut and Bost $(2019,21)$ this approach is an infrequent one.

Example (5) shows an affiliation-based interaction pair from J. S. Fletcher's Scarhaven Keep.
...Mr. Bassett Oliver is the younger brother of Rear-Admiral Sir Cresswell Oliver... (chapter 5)
Detected Interaction: (Mr. Bassett Oliver, Rear-Admiral Sir Creswell Oliver)

### 2.5.3 Graph Extraction

Labatut and Bost (2019) guide us also through the last stage of character network extraction: the extraction of the graph proper. In this stage, vertices and edges must be defined. The resulting graphs can be undirected or directed; unweighted or weighted; unsigned or signed. The temporal integration also must be decided.

Vertices usually represent individual characters, but they might also possibly represent a group of characters.

Regarding the edges, more aspects of the interaction must be defined, namely interaction laterality, score, polarity and temporality. Unilateral interactions are usually represented by directed edges, bilateral interactions can be either represented by undirected edges or by pairs of reciprocal directed edges. The interaction intensity is measured by the score, and it is represented by edge weights. If the score is signed, the edge weights can be either positive or negative according to the polarity of the interaction. Depending on how the temporality of the graph is handled, the resulting graph is either a static graph or a dynamic graph.

## 1. Static Networks

According to the survey of Labatut and Bost (2019, 22), the literature presents mostly static character networks. A static network is such a network that considers the complete set of interactions between the characters over the whole narrative, i.e., it is a complete temporal integration. This "bigger picture" representation of interactions and time might lead to omitting important details and hence significant information loss.

Deriving an edge from a sequence of interactions usually depends on the existence of the interaction or its frequency. Interaction aggregation is the simplest type of temporal integration. An edge is created between a pair of characters, if the total number of their interactions across the whole narrative is at least one; resulting network is unweighted.

## 2. Dynamic Networks

For some of the applications of character network analysis, the chronology of interactions and their development is crucial (Labatut and Bost 2019, 24). A dynamic network presents a sequence of character graphs (so called "time slices" by Labatut and Bost) where each graph represents a narrative unit of the novel. In other words, a dynamic network consists of a larger number of static networks. Temporal integration of interactions is still present, but this time it is performed over a much shorter period of time.

According to Labatut and Bost (2019, 24-25), the most widespread approach to extract dynamic networks is to use a fixed-sized temporal window. For novels, this window usually corresponds to one chapter, although e.g., Seo et al. (2014) divides the novel into 10 disjoint pieces. Labatut and Bost $(2019,25)$ also mention a special type of dynamic network: a cumulative network, also called an "incremental network" by Waumans, Nicodème, and Bersini (2015). Such a network entails all the interactions starting from the very beginning of the novel and ending at the considered time of the novel.

## 3 Practical Part

In the following section, we describe the approach we have adopted in order to conduct the practical part of the thesis. We analyse 75 novels written by five distinct authors based on three selected quantitative network features. For each pair of authors (i.e., 10 tests in total) we use logistic regression to test whether the features contribute to authorship attribution task.

### 3.1 Data Selection

In order to attempt to reach general conclusions about authorship attribution based on the quantitative features of character networks, we need to analyse a large quantity of novels written by numerous authors. The sample size is chosen in line with the goal and the scope of the thesis. We settle for 75 novels written by 5 distinct authors, i.e., 15 novels per author. It is reasonable to expect 15 novels written by an author, whereas acquiring a larger sample per author would be quite challenging.

The selected sample size will allow us to examine the influence of three distinct network features on the authorship attribution task (we discuss the number of variables in the section 4.6.1 Selection of Independent Variables).

## Additional Constraints on Data Selection

As we focus solely on the classification of authorship, we want to eliminate as much as possible results that could be attributed to other aspects of fiction than authorial styles. For example, we want the quantitative network features to be representative of the authors of the novels, and not of different genres. Therefore, it is desirable for our data to be as uniform in terms of genre as possible.

Another factor to consider is the varying length of the novels. Ideally, all selected novels would be of the same length, as we make the assumption that the network features correlate with the length of the novels.

The last constraint we apply is that the novels selected for the analysis must be $3^{\text {rd }}$ person narratives, due to a simple reason: our approach to character network extraction does not consider pronoun coreference resolution, which in turn could lead to omitting many character occurrences of the $1^{\text {st }}$ person narrator.

### 3.2 Our Data: Analysed Authors \& Novels

Here we present the final data selected for the analysis. We analyse 75 novels written by 5 distinct authors, available at Project Gutenberg ${ }^{9}$. We consider the works of fiction written by the following authors:

1. Alger, Horatio, Jr. (1832-1899), for the most part of this thesis referred to as Author_1,
2. Altsheler, Joseph Alexander (1862 - 1919), for the most part of this thesis referred to as Author_2,
3. Ellis, Edward, Sylvester (1840-1916), for the most part of this thesis referred to as Author_3,
4. Henty, George Alfred (1832-1902), for the most part of this thesis referred to as Author_4,
5. Optic, Oliver (1822-1897), for the most part of this thesis referred to as Author_5, for the list of individual novels with the indication of their length in tokens, see Appendix $A$.

All selected novels are classified as Children's Fiction / Juvenile Fiction; some of them with features of historical or adventure fiction, occasionally with some didactic features. We consider that we have met two of the three additional criteria presented above: all novels are $3^{\text {rd }}$ person narratives, and all belong to the same genre. However, we have not been able to acquire 75 novels of the same length. We address the issue of possible correlation between the length of the novels and the network features in section 4.5. Are Network Features and the Length of the Novel Correlated?

## Pre-processing

Before applying the character network extraction process to the studied novels, all instances of text that do not form part of the narrative, such as preface, author's biography, author's note, contents etc., are removed from the data, so that each analysed novel starts with the first chapter and ends with the end of the narrative.

[^6]
### 3.3 Character Network Extraction Process: Our Approach

The following pages describe in detail the approach we have adopted towards the extraction of character networks from novels. Whenever possible, we supply examples from our illustrative novel, Scarhaven Keep by J. S. Fletcher.

First, we have discarded all manual approaches, as they are not compatible with our aim. We analyse 75 novels, and to annotate characters manually would be enormously time-consuming. Therefore, we consider partially automated and automated approaches towards character network extraction. We work in programming language Python ${ }^{10}$, and we supply the source code in Appendix B.

We have decided to make a slight change to the order of stages of extraction process as described by Labatut and Bost (2019). We divide our extraction process in four stages: 1. Character Occurrences Detection, 2. Identification of Character Occurrences' Interactions, 3. Unification of Interacting Characters, 4. Graph Extraction. We have changed the order of Character Unification and Interaction Detection, as with our coding skills it is easier to identify the interactions first and to unify the interacting occurrences second. We think that the order of performing these two tasks is arbitrary and does not result in different output.

### 3.3.1 Character Occurrences Detection

The goal of the first stage of our approach is not to identify characters but only to detect occurrences. To use gazetteers and proceed through exact matching is a straightforward way of character occurrences detection, nevertheless manual constitution of such a predefined list of characters for the sample novels would be unproportionally time-consuming. To extract gazetteers from external sources is also not possible because there are not any external lists of characters for the sample novels.

To use an off-the-shelf NER tool with optional post-processing is the most promising and appropriate method for our use.

[^7]
## Off-the-shelf NER tool

We work in Python, and we have decided to use spaCy ${ }^{11}$ for Natural Language Processing (NLP) NER task. SpaCy is the right choice for us, as it is user-friendly and suitable for users not extensively familiar with NLP, it is designed "to get things done" (spaCy, n.d.-b).

SpaCy is a free, open-source library for advanced Natural Language Processing in Python. It is designed specifically for production use and it "keeps the menu small" (spaCy, n.d.-b), i.e., it allows the user to easily handle tokenization, POS-tagging, lemmatization etc. More interestingly, it also features Named Entity Recognition:
spaCy can recognize various types of named entities in a document, by asking the model for a prediction. Because models are statistical and strongly depend on the examples they were trained on, this doesn't always work perfectly and might need some tuning later, depending on your use case. (spaCy, n.d.-b)

## spaCy pipeline

The trained model and pipeline we use is en_core_web_trf, i.e., transformer-based English pipeline trained on written web text, which features current-state-of-art NER.

## 1. Modification of default en_core_web_trf pipeline

Before loading the spaCy en_core_web_trf model on the studied novels, we modify the pipeline. The resulting pipeline is from now on called modified_default_pipeline. We take two aspects into consideration: 1. Removal of non-person entities, 2. Expansion of person entities.

The default en_core_web_trf pipeline returns all named entities it encounters, such as person, location, organization etc. As we are dealing with character networks, we are interested only in person entities; therefore we remove all non-person entities. The default en_core_web_trf pipeline also ignores the potential presence of titles or honorifics (e.g., Mr., Mrs., Professor). The detection of such a title or honorific might be crucial for correct character identification during the unification stage (e.g., Dursley vs. Mr. Dursley vs. Mrs. Dursley).

[^8]We modify the pipeline to "expand" the named entities, following the spaCy guide (spaCy, n.d.-a). We use a rule-based approach to check for each encountered entity whether the token preceding the entity belongs to a predefined list of titles and honorifics ("titles_and_honorifics_list"). This list contains 1,238 items, and it is a variation of the python nameparser titles configuration constants ${ }^{12}$ modified according to the grammar and punctuation rules of English (see GrammarBook.com 2021; University of Sussex, n.d. ${ }^{13}$. To see the list, go to Appendix $C$.

Example (6) show expanded person entities detected in J. S. Fletcher's Scarhaven Keep.
(6) You think it wise?" asked Sir Cresswell. (chapter 12)
"Thank you, Captain Andrius," she said coolly. (chapter 20)

## 2. Evaluation of modified_default_pipeline

In this section, we evaluate the performance of the modified_default_pipeline (i.e., the pipeline modified to remove non-person entities; and to expand person entities). Nadeau and Sekine (2007, 12-15) describe the evaluation process in their survey: the output of a NER system is usually compared to the output of human linguists; and the system might produce different type of errors (e.g., missed entity, incorrectly labelled entity, partially-correctly detected entity etc.).

To report the accuracy of a NER system, F-score is used. F-score is the harmonic mean of precision and recall. Precision is defined as the number of relevant retrieved elements (i.e., true positives) divided by all retrieved elements (i.e., true positives \& false positives). Recall is the number of relevant retrieved elements (i.e., true positives) divided by the number of all elements that should have been retrieved (i.e., true positives \& false negatives).

[^9]To evaluate the accuracy of the modified_default_pipeline, we have used J. S. Fletcher's Scarhaven Keep as the sample text. We have manually annotated the characters occurring in Chapter II of the novel (3,784 tokens) and then we have loaded the pipeline on the sample text. We evaluate the pipeline's ability to find the correct type of entity (we are interested solely in the entity person). We consider the pipeline to be successful if it identifies an entity of the type person as a person entity; we do not consider whether the entity has been detected in its entirety (i.e., if a multiword entity, such as Mary Wooler is detected as a single-word entity, such as Mary or Wooler, we consider the detection to be successful). The results of the evaluation of modified_default_pipeline can be seen in Table 1.

|  | modified_default_pipeline |
| :--- | ---: |
| Precision | 0.955 |
| Recall | 0.914 |
| F1-score | 0.934 |
| Table 1: Evaluation of modified_default_pipeline. |  |

## 3. Further post-processing of modified_default_pipeline

To improve the performance of the modified_default_pipeline, we take three additional steps that consist of: I. Discarding infrequent entities, II. Generating aliases for entities occurring at least three times, III. Implementing final measures.

## I. Discarding infrequent entities

The output of modified_default_pipeline renders also false positives. Therefore, we have decided to discard occurrences detected less than 3 times. Below we present our reasoning for doing so.

First, if an occurrence is detected only once, it is likely an error (see Figure 7 for an example from Scarhaven Keep: it might be an incorrectly classified entity, e.g. GREY ROCK; an incorrectly spelled entity, e.g., Cobblestone, an entity merged with interpunction marks and/or grammatical constructs, e.g., Copplestone!-keep, or an instance of entity that is not desirable to detect, such as an entity in possessive case, e.g., Zachary Spurge's; or a named entity in upper-case, e.g., ELKIN).

```
'Mr. Rothwell': 1, 'GREY ROCK': 1, 'GREY SEA': 1, 'Rutherford': 1, 'Mary
Wooler': 1, 'Basset Oliver': 1, 'the Sugar-Loaf': 1, 'Haskett': 1,
'Copplestone!--keep': 1, 'Mr. Stephen Greyle': 1, 'Mr. Marston': 1,
'Norcaster': 1, 'Lady Hartletop': 1, "Peeping Peter's": 1, 'Copplestone!--
every': 1, 'Marston Greyle!': 1, 'Mrs. Greyle's": 1, 'Woolsack': 1,
'Master Chatfield': 1, "Zachary Spurge's": 1, 'Marris': 1, "Zachary
Spurge'll': 1, 'Ewbanks': 1, 'Mr. Greyle--': 1, 'Mr. Foreman': 1,
'DENNIE': 1, 'Thespis': 1, 'Dennie': 1, 'Gaines': 1, 'The Marston Greyle':
1, 'Prince Rupert': 1, 'Marcus Greyle': 1, 'Cobblestone': 1, 'Marston
Greyle!--has': 1, 'Fragonard': 1, 'S.S. Araconda': 1, 'the Marston
Greyle': 1, 'any Marston Greyle': 1, 'Peter Chatfield!--they': 1,
'Bristol': 1, '_Margaret Sayers_.......': 1, 'ADELA CHATFIELD': 1, 'God':
1, 'Monty': 1, 'Simon Pure': 1, 'MARK GREY': 1, 'Marston Greyle!--never':
1, 'Guy Vickers': 1, 'Marconi': 1, 'Pike': 1, 'Mr. Vickers!--if': 1, "Mr.
Vickers'll": 1, 'Scott': 1, "Miss Greyle'll": 1, 'Mr. Vickers--': 1,
'Lor': 1, 'Great Scott': 1, 'Bassett Oliver!--the': 1, 'Zachary': 1,
'SCARVELL': 1, 'Addie Chatfield!': 1, 'ELKIN': 1, 'PETER CHATFIELD': 1,
'Mrs. Andrius': 1, 'Martin Andrius': 1, 'Elkin': 1})
```

Figure 7: Person entities detected in J. S. Fletcher's Scarhaven Keep by the modified_deafult_pipeline once .
Second, if an occurrence is detected only twice, it is still likely to be an error (see Figure 8).

```
'Mr. Richard Copplestone': 2, 'Waters': 2, 'Richard Copplestone': 2,
'this Marston Greyle': 2, 'Mr. Peter Chatfield': 2, 'Wooler': 2, 'Valentine
Greyle': 2, "Dan'l Ewbank": 2, 'Reverend Gilling': 2, 'Gad': 2,
'Mr. Coroner': 2, 'a Marston Greyle': 2, 'Montagu Gaines': 2, 'Stephen John
Greyle': 2, 'Altmores': 2, 'George': 2, 'Miss Audrey Greyle': 2,
'Scarhaven': 2, "Jim Spurge's": 2, 'High Nick': 2
```

Figure 8: Person entities detected in J. S. Fletcher's Sarhaven Keep by the modified_deafult_pipeline twice .
Third, if an occurrence is detected at least three times, we assume that it is a correctly detected entity (i.e., a true positive).

This post-processing measure might lead to discarding also true positives. However, discarding an infrequent occurrence does not necessarily lead to a great information loss - either the character is irrelevant, as it appears less than three times in the whole narrative, or the information is already encompassed in a more frequent occurrence, as demonstrated by the following example from Scarhaven Keep:

The entity Elkin appears in the whole narrative only once; therefore, it is discarded. However, the entity Mr. Elkin appears in the narrative six times, and therefore it is kept. We leverage the information from the entities we keep in the following step to generate the possible aliases of a detected entity, e.g., we use Mr. Elkin to generate two aliases - Mr. Elkin and Elkin.

## II. Generating aliases for entities occurring at least three times

In the previous step, we have retained occurrences occurring more than twice. With the assumption that these occurrences are true positives, we want them to be detected always, and in all their possible variations.

In order to do so, we create a list of occurrences to detect ("occurrences_to_detect_list") that contains the entity that has been detected by modified_default_pipeline more than twice, and all its possible variations. E.g, the entity Mrs. Valentine Greyle has been detected four times, therefore it is appended to the list, together with its aliases Valentine Greyle, Mrs. Valentine, Mrs. Greyle, Valentine and Greyle.

We generate the possible aliases using python nameparser ${ }^{14}$. We parse the entities into their components, and then for each entity we append to the list:

$$
\begin{array}{ll}
- & \text { title }+ \text { first + last, } \\
- & \text { first }+ \text { last, } \\
- & \text { title + first, } \\
- & \text { title + last, } \\
- & \text { first, } \\
- & \text { last, } \\
- & \text { title. }
\end{array}
$$

The output of this step is an occurrences_to_detect_list of entities and their aliases. After some final tuning, this list will be used to generate patterns of occurrences to detect.

## III. Final measures

We take three more steps to improve the performance. First, we remove from the occurrences_to_detect_list through exact matching all instances in genitives, as we want only the occurrences' lemmas to be included in the list. Second, we remove from the occurrences_to_detect_list all instances of determiners (see Appendix D) ${ }^{15}$. Sometimes spaCy NER incorrectly identifies determiners as a part of person entity, and thus python nameparser treats them as first name, as illustrated by example (7) from Scarhaven Keep.

[^10]Third, we remove from the occurrences_to_detect_list the titles and honorifics followed by a full stop. It is not desirable to detect these when standing in isolation, as it complicates the unification process. Consider example (8) from Scarhaven Keep: the list does not contain the alias Mr. Richard Copplestone, but it contains the last name Copplestone. If the list included also honorifics followed by a full stop, the entity Mr. Richard Copplestone would be parsed by the pipeline into two entities (Mr. and Copplestone), each of which would in turn require unification.
(8) Mr. (person) Richard Copplestone (person).

The output of this step is the final occurrences_to_detect_list of entities and their aliases. In the following step, the list will be used to generate patterns to detect and tag as person entities.

## 4. Creation of patterns

We transform the items in the occurrences_to_detect_list into the actual patterns to be classified as person entities. The patterns include all possible aliases that are desirable to detect. The next step consists of loading the patterns into a spaCy NER blank English model (from now on called "adapted_pipeline"). We will use this adapted_pipeline to perform the NER task on the studied novels.

## 5. Evaluation of adapted_pipeline

We evaluate the performance of the adapted_pipeline on the same data as earlier, i.e., Chapter II of J.S. Fletcher's Scarhaven Keep (3,784 tokens). Table 2 shows the performance of the modified_default_pipeline and the adapted_pipeline.

|  | modified_default_pipeline | adapted_pipeline |
| :--- | ---: | ---: |
| Precision | 0.955 | 1 |
| Recall | 0.914 | 0.971 |
| F1-score | 0.934 | 0.986 |

Table 2: Evaluation of the modified_default_pipeline and the adapted_pipeline.
The adapted_pipeline performs well on named entities, their aliases and variations. By applying post-processing measures we have managed to further improve the performance in comparison to modified_default_pipeline. False negatives are caused by the fact that in case of infrequency the entities are not included in the patterns.

## Detection of nominals and pronouns

The approach as described detects the occurrence of some of the nominals in the capitalized form, provided that they occurred at least three times in the position of title when run through the modified_default_pipeline and are not immediately followed by a full stop.

Our approach does not detect lower-case nominals (such as porter or captain) nor capitalized nominals, if they are not included in the patterns. Our approach also does not detect pronouns because we do not perform pronoun coreference resolution. According to Labatut and Bost $(2019,8)$ the detection and subsequent unification of nominals and pronouns is often omitted, as it is not considered much informative.

### 3.3.2 Identification of Character Occurrences' Interactions

As stated earlier, character interactions can be based on co-occurrences, conversations, mentions, direct actions or affiliations. We immediately discard the approach based on conversations because in novels a lot of interactions unfold in non-conversation parts. For the same reason, we decide against the approach based on mentions. We also decide against the direct-action-based approach because is complicated, as it requires the detection of actions, and identification of characters related to these actions. Finally, we discard the approach based on affiliations, as it is not a frequent one.

We choose to follow the approach based on co-occurrences. We are aware of its limitations, as described earlier. However, we do so for several reasons: firstly, according to Labatut and Bost $(2019,14)$ it is the most frequent approach, secondly, it is the easiest one to apply, thirdly, it contains the other approaches within itself.

The narrative unit we choose for this approach is one sentence, following the example of Lee and Yeung (2012), as such a choice does not result into a complete unit of text split into multiple parts. If a sentence contains at least two entities, the entities are combined into interaction pairs. Each entity is paired with all other entities detected in the same sentence. Below, we present in the example (9) a sentence from Scarhaven Keep that contains multiple entities, and the output of this stage for this sentence.
(9) But that very night, you, Mr. Vickers, and Mr. Copplestone and Miss Greyle, nearly stopped everything, and if Andrius and Chatfield hadn't carried you off, the scheme would have come to nothing. (chapter 31)

Detected Co-occurrences: (Mr. Vickers, Mr. Copplestone),
(Mr. Vickers, Miss Greyle),
(Mr. Vickers, Andrius),
(Mr. Vickers, Chatfield),
(Mr. Copplestone, Miss Greyle),
(Mr. Copplestone, Andrius),
(Mr. Copplestone, Chatfield),
(Miss Greyle, Andrius),
(Miss Greyle, Chatfield),
(Andrius, Chatfield)

The output of this stage is a list of interaction pairs (from now on called "interaction_pairs") in chronological order.

### 3.3.3 Unification of Interacting Characters

The unification task in our case extends only to identifying the various aliases referring to the same character, i.e., we perform only alias resolution. We have adopted a rule-based approach, and we have drawn inspiration mostly from Ardunay and Sporleder's (2014) approach, which consists of three steps: 1 . Human name parsing, 2 . Gender assignation, and 3. Matching algorithm.

## 1. Human Name Parsing

Following the example of Ardunay and Sporleder (2014), first, we use python nameparser ${ }^{16}$ to parse the interacting entities into their components (title, first name, last name).

## 2. Gender Assignation

Second, we define a gender generating function. Gender assignation is crucial for correct unification of characters., as illustrated by example (10) from Scarhaven Keep. If the entity appears only under the form of last name, in English it is impossible to assign the gender unequivocally. However, if the entity is preceded with a typically male or female title the gender can be assigned. By applying constraints (e.g., "do not unify entities

[^11]that differ in gender"), we ensure that for example the entity Mrs. Greyle will not be unified with the male character called Marston Greyle, even though they share the same last name.

## (10) Greyle Mr. Marston Greyle

Mrs. Valentine Greyle
We consider two criteria for gender assignation: 1. Presence of a typically male or a typically female honorific/title, 2. Presence of a typically male or typically female first name.

To assess the presence of a title indicative of gender, we have compiled two lists: one list containing typically male titles ("male_titles_list") and one list containing typically female titles ("female_titles_list").

The male_titles_list contains 22 items, such as Lord, Mr., Sir etc.; the female_titles_list contains 21 items, such as Lady, Mrs., Miss etc. (to see the respective lists, refer to Appendix E). Both lists were compiled manually from the Cambridge Dictionary: SMART vocabulary ${ }^{17}$. We added several extra items to both lists: Uncle, Father, Brother to the male_titles_list; Aunt, Auntie, Mother, Sister to the female_titles_list. We did so to account for "family titles" and for the titles and honorifics used in religious environments.

If the entity's title belongs to male_titles_list, or female_titles_list, it is assigned the male gender, or female gender respectively. If the title is ambiguous (e.g., Doctor) or not present, the second criteria is considered: the presence of a first name indicative of gender.

To assess the presence of a first name indicative of gender, we consider two lists acquired from SSA.gov web page ${ }^{18}$ : one list containing the first thousand most popular male children names in the US in 2021 ("male_names_list"); one list containing the first thousand most popular female children names in the US in 2021 ("female_names_list"), to see the lists, refer to Appendix F.

[^12]If the entity's first name belongs to both lists, its gender remains unknown. If it belongs only to the male_names_list, its gender is tagged as male; if it belongs only to the female_names_list, its gender is tagged as female. If the entity cannot be assigned a gender based on the two criteria (i.e., based on title or first name), its gender is tagged as unknown.

## 3. Matching algorithm

Third, we define the matching algorithm. In order to match the interacting occurrences with the character they refer to, first, we need to generate a list containing all possible referents. Then, we generate a set of rules to unify the various occurrences with their referents.

## I. Creating a list of referents

During this step, we create a list of referents ("referents_list") the various aliases and variations refer to. In order to unify the characters, we will match their aliases against the referents in the referents_list.

The output of the Stage 1 (character occurrences detection) is a chronological sequence of detected occurrences. We create a list of aliases ("aliases_list"), where each occurrence detected in Stage 1 is included once. Then for each alias in aliases_list, from the least ambiguous to the most ambiguous, we check whether its referent is included in the referents_list. If not, we append the alias with the indication of its gender to the referents_list. Figure 9 illustrates the final referents_list for Scarhaven Keep.

```
[['Mrs. Valentine Greyle', 'F'], ['Miss Adela Chatfield', 'F'],
['Mr. Bassett Oliver', 'M'], ['Sir Cresswell Oliver', 'M'], ['Mr. Marston
Greyle', 'M'], ['Mark Grey', 'M'], ['Peter Chatfield', 'M'], ['Stephen
John', 'M'], ['Peeping Peter', 'U'], ['Zachary Spurge', 'M'], ['Addie
Chatfield', 'U'], ['Audrey Greyle', 'F'], ['Squire Greyle', 'U'], ['Jim
Spurge', 'U'], ['Mr. Copplestone', 'M'], ['Captain Andrius', 'U'],
['Dr. Valdey', 'U'], ['Mr. Vickers', 'M'], ['Miss Addie', 'F'],
['Mr. Petherton', 'M'], ['Mrs. Wooler', 'F'], ['Mr. Stafford', 'M'],
['Dr. Tretheway', 'U'], ['Mr. Elkin', 'M'], ['Mr. Dennie', 'M'],
['Mr. Montmorency', 'M'], ['Lord Altmore', 'M'], ['Mrs. Peller', 'F'],
['Mr. Gilling', 'M'], ['Mrs. Salmon', 'F'], ['Hackett', 'U'], ['Swallow',
'U'], ['Rothwell', 'U'], ['Ewbank', 'U'], ['Marcus', 'M'], ['Greyles', 'U'],
['Jerramy', 'U'], ["Guv'nor", 'U'], ['B.O.', 'U'], ['Martin', 'M'],
['Prickett', 'U']]
```

Figure 9: Referents_list for Scarhaven Keep

## II. Rule-based matching: unification of interacting occurrences with their referents

The last phase of the unification process consists of unifying the interacting occurrences (output of Stage 2, items in interaction_pairs) with their referents from referents_list based on rule-based matching. We have generated a set of rules to account for possible scenarios, from least to most ambiguous, taking into account string similarity and gender compatibility.

The unification of some interacting occurrences is unequivocal (e.g., Marston Greyle will be unequivocally unified with Mr. Marston Greyle, based on the same full name). In other cases, the unification is not so straight-forward. We consider especially problematic for unification the entities that appear isolated in the form of last name, like the commonly used last name Greyle in Scarhaven Keep that can refer to four referents (11).

## (11) Greyle Mr. Marston Greyle <br> Mrs. Valentine Greyle <br> Audrey Greyle <br> Squire Greyle

```
Counter({'Copplestone': 526, 'Chatfield': 213, 'Gilling': 169, 'Vickers': 147,
'Audrey': 131, 'Spurge': 110, 'Marston Greyle': 96, 'Squire': 96,
'Mrs. Greyle': 92, 'Sir Cresswell': 73, 'Stafford': 68, 'Greyle': 68, 'Bassett
Oliver': 64, 'Petherton': 50, 'Swallow': 47, 'Andrius': 45, 'Mr. Copplestone':
44, 'Miss Greyle': 42, 'Oliver': 39, 'Mrs. Wooler': 39, 'Addie': 38, 'Mr.
Vickers': 38, 'Mr. Dennie': 37, 'Mr. Oliver': 35, 'Sir Cresswell Oliver': 35,
'Mr. Chatfield': 31, 'Mr. Greyle': 30, 'Peter Chatfield': 29, 'Mr Petherton':
21, 'Mr. Bassett Oliver': 20, 'Mr. Marston Greyle': 19, 'Ewbank': 17, 'Addie
Chatfield': 16, 'Zachary Spurge': 16, 'Jim': 16, 'Bassett': 13, 'Lord Altmore':
13, 'Martin': 13, 'Rothwell': 11, 'Audrey Greyle': 11, 'Miss Chatfield': 11,
'Peter': 11, 'Mr. Montmorency': 11, 'Mr. Stafford': 10, 'Hackett': 10,
"Guv'nor": 10, 'Greyles': 8, 'Jerramy': 7, 'Stephen John': 7, 'Miss Audrey':
7, 'Squire Greyle': 7, 'Mrs. Salmon': 7, 'Jim Spurge': 6, 'Dr. Tretheway': 6,
'Dr. Valdey': 6, 'Mr. Elkin': 6, 'Captain Andrius': 6, 'Marston': 5, 'Lord':
5, 'Wooler': 4, 'Peeping Peter': 4, 'Sir': 4, 'Marcus': 4, 'Valentine': 4,
'Mrs. Valentine Greyle': 4, 'Miss Adela Chatfield': 4, 'B.O.': 4, 'Prickett':
4, 'Mark Grey': 4, 'Mr. Gilling': 3, 'Miss Addie': 3, 'Mrs. Peller': 3,
'Captain': 3, 'Miss': 2, 'Valentine Greyle': 2, 'Mark': 2, 'Zachary': 2,
'Stephen': 1, 'Mr. Marston': 1, 'Dennie': 1, 'Elkin': 1})
```

Figure 10: Frequency of the occurrences in Scarhaven Keep

Our approach is based on rules and exact matching, it does not take into account the context of the occurrence. If an entity can refer to multiple referents, we make a simplification, and we assume that it refers to the most frequently occurring of these referents. Figure 10 (above) shows how many times the occurrences in our illustrative novel, Scarahven Keep, have been detected.

Therefore, for example (11), the occurrence Greyle would be unified with the most frequent referent, i.e., Mr. Marston Greyle.

This is a simplification which is highly error-prone, as we consider only the frequency of the referents. The referents are the least ambiguous variations of the character names; not necessarily the most frequent ones (e.g., Mr. Marston Greyle is detected in the narrative 19 times, whereas its alias Marston Greyle is detected 96 times). However, in order to simplify the process, we settle for this solution to the problem of multiple referents - it is of outmost importance to unify the ambiguous entity with exactly one referent from the referents_list.

## Further Notes on the Unification Process

First, we want to state clearly that the unification process is not error-free. We have designed a set of rules based on string similarity and gender compatibility. The scenarios not accounted for in the rules are not dealt with. As we have generated the rules ourselves, it is possible that we have unconsciously omitted rules for some possible variations of aliases, or that some possible referents might be missing from the referents_list.

Second, we do not attempt to resolve the unification of nicknames and hypocorisms. To do so, we would need an immense external source with their list. Given the already complexity of the code, we decide against further modification of the unification process. This decision leads to detecting multiple referents for a unique character, as is the case in the following example (12).

| (12) | Referent | Character |
| :--- | :--- | :--- |
|  | Miss Adela Chatfield | Adela Chatfield |
|  | Addie Chatfield | Adela Chatfield |
|  | Mr. Basset Oliver | Bassett Oliver |
| B.O. | Bassett Oliver |  |

Third, we exclude self-loops from the final edge-list (list of unified interacting character pairs), i.e., if an entity is detected in the same sentence more than once, the pair consisting of (entity, entity) is excluded from consideration.

The output of the Stage 3 is a chronological sequence of unified characters interacting within the interaction_pairs. Table 3 shows the output of the unification stage for the first five interaction pairs of Scarhaven Keep.

|  | Before unification | After unification |
| :--- | :--- | :--- |
| 1 | (Mr. Oliver, Stafford) | (Mr. Bassett Oliver, 'Mr. Stafford) |
| 2 | (Stafford, Mr. Oliver) | (Mr. Stafford, Mr. Bassett Oliver) |
| 3 | (Mr. Oliver, Mr. Copplestone) | (Mr. Bassett Oliver, Mr. Copplestone) |
| 4 | (Stafford, Copplestone) | (Mr. Stafford, Mr. Copplestone) |
| 5 | (Mr. Copplestone, Rothwell) | (Mr. Copplestone, 'Rothwell) |

Table 3: First five interacting pairs of Fletcher's Scarhaven Keep before and after unification.

### 3.3.4 Graph Extraction

In this section we describe the last stage of the network extraction process, the extraction of the network proper. The nodes of the resulting graphs are the individual characters (referents); a link is created between any two characters co-occurring in the same sentence. The extracted graphs are undirected, unweighted, unsigned and static.

The edges are undirected, as the co-occurrence-based approach to interaction detection intrinsically leads to the extraction of bilateral interactions. They are also unweighted, as we do not measure a score of any type during the extraction process. We could for example keep track of the frequency of the detected interactions, however, at this stage we decide to keep the process simple. Due to the error-proneness of the unification stage, we could incidentally assign higher or lower score to any given interacting pair of characters. It follows from the above-mentioned that we do not address the polarity of the relationships either.

We extract static networks - we extract one graph for the whole narrative of each analysed novel. It is out of the scope of this thesis to extract dynamic networks of the studied novels. However, we believe that the dynamic aspect of the character network building process could be of interest to the authorship attribution task, and we recommend its exploration for future works.

In order to extract the graphs proper, we use the output of Stage 3, the edge-list of interacting characters after unification. To create the graphs, we use NetworkX ${ }^{19}$, a Python package for manipulation and exploration of complex networks. For graph visualization, we use the free open-source software Gephi ${ }^{20}$, which is a standard tool used in the field of graph visualization.

The output of this stage are 75 distinct character networks extracted from the analysed novels written by the five selected authors. To illustrate the output of Stage 4, the following Figures (11-16) show the graphs extracted from the illustrative novel, Scarhaven Keep, and from text_1 of the respective authors (see Appendix A).


Figure 11: J. S. Fletcher, Scarhaven Keep


Figure 13: Author_2, text_1


Figure 12: Author_1, text_1


Figure 14: Author_3, text_1

[^13]

Figure 15: Author_4, text_1


Figure 16: Author_5, text_1

### 3.4 Extraction of Quantitative Character Network Features

As described in the Theoretical Part, there are many quantitative characteristics that can be calculated for any graph. We use Network $X^{21}$ to calculate the following eight different network features for each of the 75 extracted networks: 1. Number of Nodes, 2. Number of Edges, 3. Modularity, 4. Average Clustering Coefficient, 5. Average Degree Centrality, 6. Average Betweenness Centrality, 7. Average Closeness Centrality, 8. Average Eigenvector Centrality.

Average centrality measures (e.g., average betweenness centrality) are not often used as global graph indices, because of the possible presence of outliers in the data. Outliers may divert the value of an average variable in one direction, misleading the interpretation of the results. In such cases, it is preferable to use median of the given variable. However, using median in our case would be problematic (for example, in many cases of betweenness centrality the median of the network would be equal to zero, e.g., for Author_1, it is the case for five networks). Therefore, we settle for the average value of the centrality measures, as in our case the possible presence of outliers does not mislead the interpretation of the results - of the outmost importance is to extract a quantitative feature from each graph through the same calculation ${ }^{22}$.

[^14]Initially, we choose to extract number of nodes and edges, as these are the basic parameters of each graph. Then we extract modularity and average clustering coefficient, because we believe that the examination of these two characteristics could be interesting for authorship attribution. Finally, we extract the four centrality measures, as we believe that it will be interesting to examine the way that different authors distribute power within their networks.

Tables 4-8 show the values of the eight features extracted from the character networks built by Author_1, Author_2, Author_3, Auhtor_4, and Author_5 respectively.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 21 | 43 | 0.271 | 0.355 | 0.205 | 0.059 | 0.488 | 0.18 |
| text_2 | 20 | 53 | 0.155 | 0.497 | 0.279 | 0.048 | 0.558 | 0.191 |
| text_3 | 28 | 58 | 0.368 | 0.625 | 0.153 | 0.053 | 0.439 | 0.15 |
| text_4 | 39 | 55 | 0.412 | 0.413 | 0.074 | 0.034 | 0.457 | 0.126 |
| text_5 | 28 | 60 | 0.325 | 0.483 | 0.159 | 0.041 | 0.498 | 0.16 |
| text_6 | 29 | 66 | 0.311 | 0.531 | 0.163 | 0.04 | 0.495 | 0.154 |
| text_7 | 31 | 69 | 0.317 | 0.62 | 0.148 | 0.038 | 0.489 | 0.151 |
| text_8 | 37 | 95 | 0.301 | 0.497 | 0.143 | 0.033 | 0.478 | 0.134 |
| text_9 | 30 | 51 | 0.353 | 0.538 | 0.117 | 0.042 | 0.471 | 0.148 |
| text_10 | 36 | 94 | 0.29 | 0.512 | 0.149 | 0.032 | 0.488 | 0.135 |
| text_11 | 31 | 75 | 0.316 | 0.572 | 0.161 | 0.034 | 0.517 | 0.152 |
| text_12 | 31 | 79 | 0.322 | 0.567 | 0.17 | 0.034 | 0.516 | 0.153 |
| text_13 | 33 | 68 | 0.4 | 0.58 | 0.129 | 0.035 | 0.491 | 0.141 |
| text_14 | 31 | 82 | 0.31 | 0.624 | 0.176 | 0.037 | 0.495 | 0.146 |
| text_15 | 43 | 105 | 0.357 | 0.562 | 0.116 | 0.032 | 0.446 | 0.12 |

Table 4: Network features extracted from networks built by Author_1.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 46 | 191 | 0.269 | 0.598 | 0.185 | 0.025 | 0.489 | 0.118 |
| text_2 | 48 | 247 | 0.276 | 0.66 | 0.219 | 0.021 | 0.524 | 0.123 |
| text_3 | 69 | 324 | 0.316 | 0.651 | 0.138 | 0.016 | 0.499 | 0.097 |
| text_4 | 45 | 132 | 0.274 | 0.547 | 0.133 | 0.026 | 0.489 | 0.119 |
| text_5 | 78 | 447 | 0.288 | 0.582 | 0.149 | 0.015 | 0.486 | 0.088 |
| text_6 | 67 | 334 | 0.263 | 0.604 | 0.151 | 0.017 | 0.492 | 0.098 |
| text_7 | 57 | 222 | 0.306 | 0.539 | 0.139 | 0.02 | 0.485 | 0.105 |
| text_8 | 24 | 87 | 0.212 | 0.726 | 0.315 | 0.036 | 0.578 | 0.179 |
| text_9 | 71 | 285 | 0.371 | 0.591 | 0.115 | 0.015 | 0.458 | 0.092 |
| text_10 | 14 | 29 | 0.175 | 0.673 | 0.319 | 0.062 | 0.592 | 0.241 |
| text_11 | 54 | 267 | 0.231 | 0.633 | 0.187 | 0.019 | 0.519 | 0.11 |
| text_12 | 76 | 246 | 0.408 | 0.557 | 0.086 | 0.017 | 0.459 | 0.09 |
| text_13 | 13 | 34 | 0.122 | 0.757 | 0.436 | 0.054 | 0.651 | 0.252 |
| text_14 | 51 | 197 | 0.253 | 0.533 | 0.155 | 0.022 | 0.492 | 0.113 |
| text_15 | 83 | 344 | 0.391 | 0.526 | 0.101 | 0.017 | 0.435 | 0.085 |

Table 5: Network features extracted from networks built by Author_2.
2. "Betweenness_centrality," NetworkX 3.1 Documentation, accessed April 10, 2023, https://networkx.org/documentation/stable/reference/algorithms/generated/networkx.a lgorithms.centrality.betweenness centrality.html.
3. "Closeness_centrality," NetworkX 3.1 Documentation, accessed April 10, 2023, https://networkx.org/documentation/stable/reference/algorithms/generated/networkx.a lgorithms.centrality.closeness centrality.html.
4. "Eigenvector_centrality," NetworkX 3.1 Documentation, accessed April 10, 2023, https://networkx.org/documentation/stable/reference/algorithms/generated/networkx.a lgorithms.centrality.eigenvector_centrality.html.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 14 | 26 | 0.183 | 0.431 | 0.286 | 0.052 | 0.422 | 0.215 |
| text_2 | 25 | 64 | 0.275 | 0.565 | 0.213 | 0.046 | 0.502 | 0.166 |
| text_3 | 22 | 58 | 0.2 | 0.564 | 0.251 | 0.046 | 0.537 | 0.181 |
| text_4 | 15 | 37 | 0.217 | 0.616 | 0.352 | 0.062 | 0.573 | 0.226 |
| text_5 | 24 | 64 | 0.272 | 0.793 | 0.232 | 0.037 | 0.562 | 0.178 |
| text_6 | 10 | 20 | 0.071 | 0.406 | 0.444 | 0.083 | 0.624 | 0.288 |
| text_7 | 26 | 49 | 0.317 | 0.486 | 0.151 | 0.047 | 0.486 | 0.163 |
| text_8 | 30 | 110 | 0.286 | 0.718 | 0.253 | 0.038 | 0.503 | 0.149 |
| text_9 | 15 | 53 | 0.198 | 0.818 | 0.505 | 0.038 | 0.685 | 0.243 |
| text_10 | 20 | 49 | 0.216 | 0.736 | 0.258 | 0.045 | 0.566 | 0.201 |
| text_11 | 14 | 39 | 0.151 | 0.663 | 0.429 | 0.052 | 0.635 | 0.245 |
| text_12 | 15 | 28 | 0.238 | 0.381 | 0.267 | 0.091 | 0.483 | 0.217 |
| text_13 | 33 | 128 | 0.279 | 0.661 | 0.242 | 0.036 | 0.493 | 0.146 |
| text_14 | 24 | 107 | 0.138 | 0.759 | 0.388 | 0.03 | 0.62 | 0.181 |
| text_15 | 13 | 53 | 0.048 | 0.821 | 0.679 | 0.031 | 0.772 | 0.262 |

Table 6: Network features extracted from networks built by Author_3.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 56 | 152 | 0.386 | 0.485 | 0.099 | 0.027 | 0.419 | 0.103 |
| text_2 | 47 | 168 | 0.324 | 0.517 | 0.155 | 0.03 | 0.439 | 0.111 |
| text_3 | 58 | 285 | 0.245 | 0.574 | 0.172 | 0.017 | 0.476 | 0.107 |
| text_4 | 50 | 130 | 0.362 | 0.423 | 0.106 | 0.028 | 0.441 | 0.11 |
| text_5 | 47 | 160 | 0.32 | 0.553 | 0.148 | 0.028 | 0.455 | 0.119 |
| text_6 | 40 | 112 | 0.333 | 0.504 | 0.144 | 0.033 | 0.46 | 0.126 |
| text_7 | 42 | 166 | 0.248 | 0.542 | 0.193 | 0.025 | 0.518 | 0.128 |
| text_8 | 82 | 369 | 0.29 | 0.584 | 0.111 | 0.015 | 0.463 | 0.084 |
| text_9 | 64 | 314 | 0.245 | 0.533 | 0.156 | 0.018 | 0.486 | 0.101 |
| text_10 | 32 | 63 | 0.374 | 0.408 | 0.127 | 0.048 | 0.427 | 0.14 |
| text_11 | 41 | 99 | 0.407 | 0.446 | 0.121 | 0.035 | 0.433 | 0.126 |
| text_12 | 55 | 272 | 0.246 | 0.599 | 0.183 | 0.021 | 0.485 | 0.109 |
| text_13 | 47 | 93 | 0.417 | 0.38 | 0.086 | 0.034 | 0.409 | 0.114 |
| text_14 | 47 | 100 | 0.41 | 0.458 | 0.093 | 0.033 | 0.413 | 0.113 |
| text_15 | 38 | 135 | 0.246 | 0.687 | 0.192 | 0.026 | 0.533 | 0.131 |

Table 7: Network features extracted from networks built by Author_4.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 23 | 69 | 0.184 | 0.62 | 0.273 | 0.043 | 0.548 | 0.178 |
| text_2 | 30 | 73 | 0.276 | 0.425 | 0.168 | 0.039 | 0.493 | 0.147 |
| text_3 | 33 | 107 | 0.302 | 0.553 | 0.203 | 0.035 | 0.497 | 0.146 |
| text_4 | 26 | 105 | 0.182 | 0.744 | 0.323 | 0.029 | 0.6 | 0.175 |
| text_5 | 44 | 143 | 0.296 | 0.477 | 0.151 | 0.029 | 0.466 | 0.121 |
| text_6 | 61 | 187 | 0.37 | 0.537 | 0.102 | 0.02 | 0.382 | 0.094 |
| text_7 | 41 | 102 | 0.302 | 0.581 | 0.124 | 0.029 | 0.478 | 0.124 |
| text_8 | 20 | 41 | 0.247 | 0.605 | 0.216 | 0.051 | 0.536 | 0.195 |
| text_9 | 55 | 166 | 0.339 | 0.48 | 0.112 | 0.025 | 0.398 | 0.1 |
| text_10 | 34 | 127 | 0.217 | 0.579 | 0.226 | 0.03 | 0.522 | 0.142 |
| text_11 | 16 | 37 | 0.223 | 0.718 | 0.308 | 0.054 | 0.588 | 0.218 |
| text_12 | 19 | 55 | 0.182 | 0.605 | 0.322 | 0.042 | 0.6 | 0.209 |
| text_13 | 50 | 176 | 0.301 | 0.703 | 0.144 | 0.022 | 0.499 | 0.113 |
| text_14 | 20 | 62 | 0.221 | 0.714 | 0.326 | 0.041 | 0.59 | 0.2 |
| text_15 | 48 | 128 | 0.309 | 0.461 | 0.113 | 0.026 | 0.415 | 0.107 |

Table 8: Network features extracted from networks built by Author_5.

### 3.5 Are Network Features and the Length of the Novel Correlated?

As mentioned earlier, it would have been desirable to select 75 novels of the same length.
However, this condition proved to be difficult to meet, as authors frequently vary in the length of the novels - not only the authors differ one from the other in terms of the length of the novels, but also the novels written by the one and the same author differ in their lengths considerably (see Appendix A).

We make a presupposition that the way a character network is built will vary according to the length of the novel. To prove or discard this presupposition, we calculate

Spearman's rank correlation coefficient for the individual network features and the lengths of the novels.

## Spearman's Rank Correlation Coefficient

Spearman's rank correlation coefficient, denoted by $\rho$ or $r_{s}$, measures (nonparametrically) rank correlations between the variable $X$ and the variable $Y$. It measures the strength and direction of the relationship between the two variables. The coefficient assesses monotonic relationships between the two variables: if $\rho=1$ or $\rho=-1$, there is a perfect monotone relationship between the two variables, if $\rho=0$, there is no correlation between the two variables. More on Spearman's $\rho$ for example in Akoglu (2018) or Prion and Haerling (2014).

We used the online tool available at Statskingdom.com ${ }^{23}$ to calculate Spearman's $\rho$ for each pair of variables (i.e., for length and the respective network feature). The values of Spearman's $\rho$, p-values, and covariances can be seen in Table 9 .

|  | Spearman's $\boldsymbol{\rho}$ | p-value | Covariance | Statistic |
| :--- | ---: | ---: | ---: | ---: |
| Number of Nodes (N) | 0.663 | 0.000 | 314.642 | 7.56 |
| Number of Edges (L) | 0.674 | 0.000 | 320.264 | 7.802 |
| Modularity | 0.238 | 0.040 | 112.851 | 2.09 |
| Average Clustering Coefficient | -0.125 | 0.287 | -59.203 | -1.073 |
| Average Degree Centrality | -0.386 | 0.001 | -183.581 | -3.58 |
| Average Betweenness Centrality | -0.640 | 0.000 | -303.784 | -7.108 |
| Average Closeness Centrality | -0.366 | 0.001 | -174.054 | -3.365 |
| Average Eigenvector Centrality | -0.647 | 0.000 | -307.338 | -7.25 |

Table 9: Results of the calculation of Spearman's rank correlation coefficient for the variable length of the novels and the respective network features.

The results of Spearman's $\rho$ correlation indicate that there is a significant large positive relationship between the length of a novel and the number of nodes and edges; there is a significant small positive relationship between the length and the modularity; there is a significant very small negative relationship between the length of the novel and all given centrality measures. The only feature that does not correlate with the length of the novel is the average clustering coefficient; the relationship between the length and the average clustering coefficient is very small and statistically not significant.

We can conclude that our presupposition was correct, and that network features and the length of the novel indeed correlate. In order to address this issue, we shorten all

[^15]sample novels to the same length of first 50,000 tokens. We set this limit by considering the length of the shortest novel (Author_5, text_10, length (tokens) $=50,997$ ). This methodological choice is not ideal. Byshortening the novels using a physical criterion, we ignore the author's plan of character distribution over the plot evolution.

The issue results into the following: the shortest analysed novel (Author_5, text_10, 50,997 tokens) is likely to have extracted an almost complete character network, whereas the longest novel (Author_2, text_2, 128,571 tokens) will be shortened to approximately $40 \%$ of its length. Character interactions introduced in the rest of the novel will be lost.

An alternative solution to the presented problem would be chunking the novels into smaller chunks and then "reconstructing" the novels with randomly selected chunks up to the final length of 50,000 tokens. Nevertheless, we settle ourselves for extracting character networks from the first 50,000 tokens of each novel; as we do not have any evidence that shortening the novels will indeed influence the results. To see the values of the eight selected network features extracted from the shorted versions of the novels, go to in Appendix G.

### 3.6 Binary Logistic Regression: An Introduction

The selected statistical method we use to estimate the probability of the authorship of a given author is binary logistic regression.

Binary logistic regression is a statistical method used for classification and probability prediction. It estimates the probability of an event occurring/not occurring (dependent variable, criterion) based on the given dataset of observed variables (independent variables, predictors). The dependent variable in the case of binary logistic regression is dichotomous, i.e., it takes only two possible values (e.g., 1 or 0 ; event occurring or event not occurring).

Logistic regression is used to estimate the probability of an event occurring, i.e., $P(Y=1 \mid x)$, based on the values of the independent variables $x$. The probability $P(Y=1 \mid x)$ is a value between 0 and 1 , and it can be expressed by formula (1), where $x$ are the values of independent variables, $\beta_{0}$ is the intercept and $\beta_{i}$ are the regression coefficients.

$$
\begin{equation*}
P(Y=1 \mid x)=P^{(x)}=\frac{1}{1+e^{-\left(\beta_{0}+\sum_{i=1} \beta_{i} x_{i}\right)}} \tag{1}
\end{equation*}
$$

If the regression coefficient $\beta_{i}$ of an independent variable is equal to zero, we can conclude that the variable does not influence the probability of the event $P(Y=1 \mid x)$. If $\beta_{i}$ is positive, the variable influences the probability of $P(Y=1 \mid x)$ positively, if $\beta_{i}$ is negative, the variable influences the probability of $P(Y=1 \mid x)$ negatively. More on logistic regression in LaValley (2008), DeMaris (1995), Sperandei (2014) or Stoltzfus (2011).

In our case, we shall use logistic regression models to determine for each pair of analysed authors whether the network features of their character networks contribute to the authorship attribution task. The dependent variable is simply whether a given author is the author of the novel of concern or not. The selection of the independent variables is described in detail in the following section.

### 3.6.1 The Selection of Independent Variables

At this stage of the analysis, we have extracted eight network features (see above Table 4-8). However, our sample size $n=75$ requires us to discard one of these features, as performing any further data exploration is conditioned by having at least 10 observations per variable. DeCoster $(1998,4)$ speaks about this limit for performing Exploratory Factor Analysis, which we do in the following step.

We assume that the number of nodes and the number of edges of a graph correlate; and we calculate Spearman's $\rho$ for these two variables ${ }^{24}$. As demonstrated by the results in Table 10, we conclude that there is indeed a statistically significant large positive relationship between them. Therefore, we remove the variable number of edges from all following considerations, and we work with the seven remaining network features.

|  | Spearman's $\boldsymbol{\rho}$ | p-value | Covariance | Statistic |
| :--- | ---: | ---: | ---: | ---: |
| Value | 0.889 | 0.000 | 421.764 | 16.577 |

Table 10: Spearman correlation for the variables number of nodes and number of edges.
However, we need to restrict the number of the features further. To estimate the probability of authorship for each pair of authors, we use logistic regression. The "rule of thumb" of logistic regression is a one in ten rule, i.e., for each variable we analyse there

[^16]should be at least 10 events per outcome; the least common outcome determines the number of variables (Stoltzfus 2011, 1101). In our case, there are 15 outcomes for each category for each model ( 15 novels by Author_X, 15 novels by Author_Y).

Following the one in ten rule, our sample size would allow us to study the influence of 1.5 features. However, according to Vittinghoff and McCulloch (2007, 717), it is possible to relax the above-described rule to 5 events. We do so, and this allows us to study the influence of three independent variables on the event of interest.

We need to bear in mind that by relaxing the number of events per variable, the probability that a significant result is influenced by coincidence, irrelevant combination of features, and by specific circumstances, increases. Consequently, it is harder to assess the relevance of a given feature, and the resulting model is not suited for the analysis of unknown novels and for making important decisions.


Figure 17: Correlation matrix of the network features.

In order to select from our set of seven network features the three features of interest, we need to assess the correlations among them. To do so, we extract their correlation matrix ${ }^{25}$ (see above Figure 17); and we perform Exploratory Factor Analysis.

### 3.6.2 Factor Analysis

In our case, we perform Exploratory Factor Analysis (EFA). EFA is a statistical method used to identify underlying constructs (latent variables, factors) that influence the observed variables. Using EFA, the observed variables can be grouped according to shared variance into different clusters represented by the factors.

Factor analysis builds upon the Common Factor Model (see DeCoster 1998, 1). The idea of this model is that all observed variables are partially influenced by underlying factors. The link between a factor and the observed variables varies from variable to variable in the strength of the influence. The aim is to identify an underlying factor behind the variables that are highly correlated and separate them from the variables that are influenced by a different factor. More on Factor Analysis in DeCoster (1998) or Yong and Pearce (2013).

To perform EFA, we have used the online tool QUITA ${ }^{26}$ We have grouped the seven observed variables into three groups of underlying latent variables. Table 11 presents the values of factor loadings which indicate the strength of the influence between observed variables and the factors, i.e., how highly the seven observed variables correlate with the factors. Figure 18 shows the results of the factor analysis.

|  | Factor 1 | Factor 2 | Factor 3 |
| :--- | ---: | ---: | ---: |
| Number of Nodes (N) | -0.59 | $\mathbf{- 0 . 6 8}$ | -0.11 |
| Modularity | $\mathbf{- 0 . 8 7}$ | 0.05 | -0.24 |
| Average Clustering Coefficient | 0.41 | -0.11 | $\mathbf{0 . 9 0}$ |
| Average Degree Centrality | $\mathbf{0 . 8 3}$ | 0.28 | 0.38 |
| Average Betweenness Centrality | -0.04 | $\mathbf{0 . 9 5}$ | -0.14 |
| Average Closeness Centrality | $\mathbf{0 . 8 8}$ | 0.06 | 0.38 |
| Average Eigenvector Centrality | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 5 5}$ | $\mathbf{0 . 1 9}$ |

[^17][^18]

Figure 18: Results of Exploratory Factor Analysis
Factor 3 is the underlying construct that influences only one observed variable: average clustering coefficient. Its selection as the first independent variable is therefore straightforward.

Factor 2 is the underlying construct that influences two observed variables: average betweenness centrality and number of nodes. We select for further analysis the variable average betweenness centrality, as the strength of the influence between the given variable and the given factor is higher (see Table 11).

Factor 1 is the underlying construct that influences four observed variables. The strength of the influence is highest in the case of modularity and average closeness centrality (see Table 11). We can select only one of the two variables, and we have decided to consider the influence of average closeness centrality on the event of concern, as we are interested in the distribution of power within the networks.

Using EFA, we have selected three final independent relatively uncorrelated variables: average clustering coefficient, average betweenness centrality and average closeness centrality. In the next step, we will explore the influence of these three independent variables on the dependent variable ("Author_X is the author") by performing binary logistic regression analysis.

### 3.7 Binary Logistic Regression Applied to Our Data

In our case, we shall use logistic regression models to determine for each pair of analysed authors whether the quantitative network features of their fiction character networks contribute to the authorship attribution task or not.

The following Table $12-16$ show summary of the data's main descriptive characteristics (to see all values of the three selected features for the respective authors, go to Appendix I).

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| Min. | 0.386 | 0.032 | 0.413 |
| 1st Qu. | 0.451 | 0.043 | 0.455 |
| Median | 0.510 | 0.044 | 0.494 |
| Mean | 0.496 | 0.047 | 0.482 |
| 3rd Qu. | 0.545 | 0.051 | 0.511 |
| Max. | 0.610 | 0.07 | 0.537 |

Table 12: Summary of main descriptive characteristics: minimum, first quantile, median, mean, third quantile and maximum value of the input data by Author_1.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| Min. | 0.472 | 0.022 | 0.388 |
| 1st Qu. | 0.510 | 0.028 | 0.425 |
| Median | 0.589 | 0.032 | 0.441 |
| Mean | 0.605 | 0.037 | 0.49 |
| 3rd Qu. | 0.678 | 0.040 | 0.492 |
| Max. | 0.826 | 0.067 | 0.815 |

Table 13: Summary of main descriptive characteristics: minimum, first quantile, median, mean, third quantile and maximum value of the input data by Author_2.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| Min. | 0.368 | 0.035 | 0.397 |
| 1st Qu. | 0.537 | 0.042 | 0.487 |
| Median | 0.675 | 0.049 | 0.565 |
| Mean | 0.627 | 0.055 | 0.556 |
| 3rd Qu. | 0.738 | 0.058 | 0.613 |
| Max. | 0.804 | 0.095 | 0.751 |

Table 14: Summary of main descriptive characteristics: minimum, first quantile, median, mean, third quantile and maximum value of the input data by Author_3.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| Min. | 0.277 | 0.029 | 0.225 |
| 1st Qu. | 0.481 | 0.034 | 0.396 |
| Median | 0.518 | 0.04 | 0.452 |
| Mean | 0.507 | 0.055 | 0.434 |
| 3rd Qu. | 0.584 | 0.066 | 0.488 |
| Max. | 0.650 | 0.146 | 0.518 |

Table 15: Summary of main descriptive characteristics: minimum, first quantile, median, mean, third quantile and maximum value of the input data by Author_4.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| Min. | 0.405 | 0.028 | 0.404 |
| 1st Qu. | 0.478 | 0.034 | 0.469 |
| Median | 0.602 | 0.045 | 0.487 |
| Mean | 0.565 | 0.043 | 0.507 |
| 3rd Qu. | 0.630 | 0.051 | 0.553 |
| Max. | 0.731 | 0.062 | 0.617 |

Table 16: Summary of main descriptive characteristics: minimum, first quantile, median, mean, third quantile and maximum value of the input data by Author_5.

The independent variables are the standardized values ${ }^{27}$ of three different network features of a given character network, namely:

$$
\begin{array}{ll}
x_{1} & \ldots \text { average clustering coefficient, } \\
x_{2} & \ldots \text { average betweenness centrality, } \\
x_{3} & \ldots \text { average closeness centrality, }
\end{array}
$$

if the independent variables are values extracted from a graph built by Author_X (i.e., "Author_ $X$ is the author"), the dependent variable is assigned value " 1 "; if the independent variables are values extracted from a graph built by Author_Y (i.e., "Author_X is not the author"), the dependent variable is assigned value " 0 ".

We compare two models:

- the baseline model without any independent variables (with $\ln (o d d s)=\beta_{0}$ ),
- the model with independent variables (with $\ln ($ odds $\left.)=\beta_{0}+\beta_{1} x_{1}+\beta_{2} x_{2}+\beta_{3} x_{3}\right)$,
where $\beta_{0}$ is the intercept (a constant), and $\beta_{1}, \beta_{2}, \beta_{3}$ are the regression coefficients calculated for the respective independent variables.
$H_{0}$ (null hypothesis) is defined as follows:

There is no statistically significant difference between the model without the independent variables and the model with the independent variables in the prediction of the event "Author_X is the author". In other words, there is no significant difference in the influence of the analysed quantitative graph properties for Author_X and for Author_Y.
$H_{1}$ (alternative hypothesis) is defined as follows:

There is a statistically significant difference between the model without the independent variables and the model with the independent variables in the prediction of the event "Author_X is the author". In other words, there is a significant difference in the influence of the analysed quantitative graph properties for Author_X and for Author_Y.

[^19]We work with this formulation of $H_{0}$ and $H_{1}$ for all logistic regression models. We perform logistic regression analysis for each pair of authors (10 tested hypotheses in total). Depending on the analysed pair of authors, we substitute Author_ $X$ and Author_ $Y$ for Author_1 and Author_2; Author_1 and Author_3 etc.

The significance level for each model is $\alpha=0.05$ which means that there is $5 \%$ maximum chance of rejecting $H_{0}$ while $H_{0}$ is correct. However, we are testing 10 hypotheses, where each testing increases the probability of incorrectly rejecting $H_{0}$. We address this issue by applying Bonferroni's correction: the increase is compensated for by dividing the significance level $\alpha$ by the total number of performed tests, i.e., each hypothesis is tested at the significance level $\alpha^{\prime}=0.05 / 10=0.005$. The results of Chi-Squared Test $\chi^{2}$ are always right-tailed. In order to calculate logistic regression, we use the programming language $\mathrm{R}^{28}$.

For each model, we present the results of the Chi-Squared Test $\chi^{2}$ and the p-value, and we state whether the model with the independent variables provides a better fit than the model without the independent variables.

For each model we also present a coefficients table that includes the calculated values for $\beta_{0}$ (intercept), and the regression coefficients $\beta_{1}, \beta_{2}, \beta_{3}$ that are inserted into the regression equation, and their confidence intervals. The table also shows p -values that indicate whether the influence of the variable is statistically significant, and odds ratio with its confidence intervals. In order to test the significance of the influence of the individual variables, we apply Bonferroni' s correction to the significance level $\alpha$ by dividing it by the number of regression coefficients, i.e., $\quad \alpha^{\prime}=0.05 / 3=0.0167$ (for the same reason, the confidence interval of the coefficients is C.I. $=1-\alpha^{\prime}=$ $0.9833 \approx 98.4 \%$ ).

### 3.8 Interpretation of Logistic Regression Analysis Results

In the following section we test for each pair of authors whether we can predict the authorship based on the selected quantitative network features. For each pair of authors, we list the results of logistic regression analysis, and we offer the interpretation of these.

[^20]
### 3.8.1 Prediction of authorship of novels written by Author_1 \& Author_2

The independent variables are the standardized selected network features extracted from the novels written by Author_1 and Author_2.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_1; it is assigned value " 0 ", if the values are extracted from the novels written by Author_2. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_1 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=24.99, \mathrm{p}$-value $\approx 0$. Since the p-value $<\alpha^{\prime}(0.005), H_{0}$ is rejected. The results of logistic regression show that the model is significant; the model with the independent variables provides a better fit than the baseline model without the independent variables. The coefficients table (Table 17) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | O.R. | 98, 4\% C.I. (O.R.) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | -4.075 | $(-10.438$, | $-1.012)$ | 13.201 | 0 | 0.017 | $(0$, | $0.364)$ |
| Avg. Betweenness Centrality | 2.797 | $(0.618$, | $6.564)$ | 10.375 | 0.001 | 16.4 | $(1.854$, | $709.217)$ |
| Avg. Closeness Centrality | 0.891 | $(-1.776$ | $3.754)$ | 0.748 | 0.387 | 2.439 | $(0.169$, | $42.687)$ |
| Intercept | 0.653 |  |  |  |  |  |  |  |

Table 17: Logistic Regression Analysis Results (Author_1 \& Author_2).
To estimate the probability of the event "Author_1 is the author", the value of average clustering coefficient is inserted as $x_{1}$, the value of average betweenness centrality is inserted as $x_{2}$, and the value of average closeness centrality is inserted as $x_{3}$ into formula (2).

$$
\begin{equation*}
P=\frac{1}{1+e^{-\left(0.653-4.075 x_{1}+2.797 x_{2}+0.891 x_{3}\right)}} \tag{2}
\end{equation*}
$$

The coefficient $\beta_{1}$ is negative ( $\beta_{1}=-4.075$ ); a higher value of average clustering coefficient indicates a lower probability of the event "Author_1 is the author". Since the p -value $(\mathrm{p}$-value $\approx 0)<\alpha^{\prime}(0.0167)$ the influence of the given variable is statistically significant. The odds ratio (O.R. $=0.017$ ) indicates that the increase of the given variable by one unit of standard deviation will decrease the odds of the outcome "Author_1 is the author" by $98.3 \%$.

The coefficient $\beta_{2}$ is positive ( $\beta_{2}=2.797$ ); a higher value of average betweenness centrality indicates a higher probability of the event "Author_1 is the author". Since
p -value ( p -value $=0.001)<\alpha^{\prime}(0.0167)$, the influence of the given variable is statistically significant. The odds ratio (O.R. $=16.4$ ) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_1 is the author" by 16.4 times.

The coefficient $\beta_{3}$ is positive ( $\beta_{3}=0.891$ ); a higher value of average closeness centrality indicates a higher probability of the event "Author_1 is the author". Since p -value ( p -value $=0.387$ ) $>\alpha^{\prime}(0.0167)$, the influence of the given variable is not statistically significant. The odds ratio ( $O . R .=2.439$ ) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_1 is the author" by 2.439 times.

The accuracy of prediction of this model is $93.33 \%$. To sum up, the model that predicts whether "Author_1 is the author" or "Author_1 is not the author" (i.e., "Author_2 is the author") based on the independent variables is statistically significant. Two variables are statistically significant: average clustering coefficient and average betweenness centrality.

### 3.8.2 Prediction of authorship of novels written by Author_1 \& Author_3

The independent variables are the standardized selected network features extracted from the novels written by Author_1 and Author_3.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_1; it is assigned value " 0 ", if the values are extracted from the novels written by Author_3. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_1 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=15.481, \mathrm{p}$-value $=0.001$. Since the p -value $<\alpha^{\prime}(0.005), H_{0}$ is rejected. The results of logistic regression show that the model is significant; the model with the independent variables provides a better fit than the baseline model without the independent variables. The coefficients table (Table 18) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | O.R. | 98, 4\% C.I. (0.R.) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | -1.718 | $(-4.156$, | $-0.031)$ | 5.954 | 0.015 | 0.179 | $(0.016$, | $0.97)$ |
| Avg. Betweenness Centrality | -1.338 | $(-3.709$, | $0.095)$ | 4.848 | 0.028 | 0.262 | $(0.025$, | $1.1)$ |
| Avg. Closeness Centrality | -0.226 | $(-2.25$, | $1.511)$ | 0.097 | 0.756 | 0.798 | $(0.105$, | $4.531)$ |
| Intercept | -0.157 |  |  |  |  |  |  |  |

Table 18: Logistic Regression Analysis Results (Author_1 \& Author_3).
To estimate the probability of the event "Author_1 is the author", the value of average clustering coefficient is inserted as $x_{1}$, the value of average betweenness centrality is inserted as $x_{2}$, and the value of average closeness centrality is inserted as $x_{3}$ into the following formula (3).

$$
\begin{equation*}
P=\frac{1}{1+e^{-\left(-0.157-1.718 x_{1}-1.338 x_{2}-0.226 x_{3}\right)}} \tag{3}
\end{equation*}
$$

The coefficient $\beta_{1}$ is negative ( $\beta_{1}=-1.718$ ); a higher value of average clustering coefficient indicates a lower probability of the event "Author_1 is the author". Since the p -value ( p -value $=0.015$ ) $<\alpha^{\prime}(0.0167)$, the influence of the given variable is statistically significant. The odds ratio $(O . R .=0.179)$ indicates that the increase of the given variable by one unit of standard deviation will decrease the odds of the outcome "Author_1 is the author" by $82.1 \%$.

The coefficient $\beta_{2}$ is negative ( $\beta_{2}=-1.338$ ); a higher value of average betweenness centrality indicates a lower probability of the event "Author_1 is the author". Since p -value $(\mathrm{p}$-value $=0.028)>\alpha^{\prime}(0.0167)$, the influence of the given variable is not statistically significant. The odds ratio ( $0 . \mathrm{R} .=0.262$ ) indicates that the increase of the given variable by one unit of standard deviation will decrease the odds of the outcome "Author_1 is the author" by $73.8 \%$.

The coefficient $\beta_{3}$ is negative ( $\beta_{3}=-0.226$ ); a higher value of average closeness centrality indicates a lower probability of the event "Author_1 is the author". Since the p -value ( p -value $=0.756$ ) $>\alpha^{\prime}(0.0167$ ), the influence of the given variable is not statistically significant. The odds ratio ( O.R. $=0.798$ ) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_1 is the author" by 20.2.\%

The accuracy of prediction of this model is $80 \%$. To sum up, the model that predicts whether "Author_1 is the author" or "Author_1 is not the author" (i.e., "Author_3 is the author") based on the independent variables is statistically significant. One variable is statistically significant: average clustering coefficient.

### 3.8.3 Prediction of authorship of novels written by Author_1 \& Author_4

The independent variables are the standardized selected network features extracted from the novels written by Author_1 and Author_4.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_1; it is assigned value " 0 ", if the values are extracted from the novels written by Author_4. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_1 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=7.509, \mathrm{p}$-value $=0.057$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 19) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) |  | Chisq | p-value | O.R. | 98, 4\% C.I. (0.R.) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Clustering Coefficient | -0.717 | (-2.212, | 0.5) | 1.943 | 0.163 | 0.488 | (0.109, | 1.648) |
| Avg. Betweenness Centrality | 0.152 | (-1.7, | 1.895) | 0.046 | 0.83 | 1.164 | (0.183, | 6.652) |
| Avg. Closeness Centrality | 1.506 | (-0.014, | $3.574)$ | 5.613 | 0.018 | 4.507 | (0.987, | 35.669) |
| Intercept | -0.064 |  |  |  |  |  |  |  |

Table 19: Logistic Regression Analysis Results (Author_1 \& Author_4).
To sum up, the model that predicts whether "Author_1 is the author" or "Author_1 is not the author" (i.e., "Author_4 is the author") based on the independent variables is not statistically significant.

### 3.8.4 Prediction of authorship of novels written by Author_1 \& Author_5

The independent variables are the standardized selected network features extracted from the novels written by Author_1 and Author_5.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_1; it is assigned value " 0 ", if the values are extracted from the novels written by Author_5. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_1 is the author". The results of Chi-Squared

Test are $\chi_{(3)}^{2}=6.604, \mathrm{p}$-value $=0.086$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 20) is presented below-

|  | Coeff. | 98, 4\% C.I. (Coeff.) |  | Chisq | p-value | O.R. | 98, 4\% C.I. (0.R.) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg. Clustering Coefficient | -0.721 | (-2.009, | 0.375) | 2.444 | 0.118 | 0.486 | (0.134, | 1.455) |
| Avg. Betweenness Centrality | 0.497 | (-0.549, | 1.76) | 1.247 | 0.264 | 1.644 | (0.578, | 5.812) |
| Avg. Closeness Centrality | -0.405 | (-1.698, | $0.694)$ | 0.767 | 0.381 | 0.667 | (0.183, | 2.001) |
| Intercept | -0.009 |  |  |  |  |  |  |  |

Table 20: Logistic Regression Analysis Results (Author_1 \& Author_5).
To sum up, the model that predicts whether "Author_1 is the author" or "Author_1 is not the author" (i.e., "Author_5 is the author") based on the independent variables is not statistically significant.

### 3.8.5 Prediction of authorship of novels written by Author_2 \& Author_3

The independent variables are the standardized selected network features extracted from the novels written by Author_ 2 and Author_3.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_2; it is assigned value " 0 ", if the values are extracted from the novels written by Author_3. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_2 is the author". Results of Chi-Squared Test are $\chi_{(3)}^{2}=8.446, \mathrm{p}$-value $=0.038$. Since the p-value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected . The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 21) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | O.R. | 98, 4\% C.I. (0.R.) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | 0.056 | $(-2.339$, | $2.63)$ | 0.003 | 0.955 | 1.058 | $(0.096$, | $13.868)$ |
| Avg. Betweenness Centrality | -1.309 | $(-3.656$, | $0.239)$ | 3.886 | 0.049 | 0.27 | $(0.026$, | $1.27)$ |
| Avg. Closeness Centrality -0.247 $(-3.135$, $2.533)$ 0.052 0.82 <br> Intercept -0.127     |  |  |  | $(0.043$, | $12.594)$ |  |  |  |

Table 21: Logistic Regression Analysis Results (Author_2 \& Author_3).

To sum up, the model that predicts whether "Author_2 is the author" or "Author_2 is not the author" (i.e., "Author_3 is the author") based on the independent variables is not statistically significant.

### 3.8.6 Prediction of authorship of novels written by Author_2 \& Author_4

The independent variables are the standardized selected network features extracted from the novels written by Author_ 2 and Author_ 4 .

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_2; it is assigned value " 0 ", if the values are extracted from the novels written by Author_4. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_2 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=11.021, \mathrm{p}$-value $=0.012$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 22) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | 0.R. | 98, 4\% C.I. (0.R.) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | 1.751 | -0.735 | 5.085 | 2.676 | 0.102 | 5.761 | 0.48 | 161.646 |
| Avg. Betweenness Centrality | -2.393 | -7.801 | 0.177 | 4.477 | 0.034 | 0.091 | 0 | 1.194 |
| Avg. Closeness Centrality <br> Intercept | -0.029 | -2.578 | 2.654 | 0.001 | 0.977 | 0.971 | 0.076 | 14.217 |

Table 22 Logistic Regression Analysis Results (Author_2 \& Author_4).
To sum up, the model that predicts whether "Author_2 is the author" or "Author_2 is not the author" (i.e., "Author_4 is the author") based on the independent variables is not statistically significant.

### 3.8.7 Prediction of authorship of novels written by Author_2 \& Author_5

The independent variables are the standardized selected network features extracted from the novels written by Author_ 2 and Author_5.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_2; it is assigned value " 0 ", if the values are
extracted from the novels written by Author_5 $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_2 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=6.38, \mathrm{p}$-value $=0.095$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 23) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | O.R. | 98, 4\% C.I. (O.R.) |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | 1.342 | $(-0.324$, | $3.602)$ | 3.588 | 0.058 | 3.827 | $(0.723$ |
| Avg. Betweenness Centrality | -0.669 | $(-2.648$, | $0.983)$ | 0.902 | 0.342 | 0.512 | $(0.071$ |
| Avg. Closeness Centrality | -0.678 | $(-3.158$, | $1.545)$ | 0.533 | 0.465 | 0.508 | $(0.043$ |
| Intercept | -0.072 |  |  |  |  |  |  |

Table 23: Logistic Regression Analysis Results (Author_2 \& Author_5).
To sum up, the model that predicts whether "Author_2 is the author" or "Author_2 is not the author" (i.e., "Author_5 is the author") based on the independent variables is not statistically significant.

### 3.8.8 Prediction of authorship of novels written by Author_3 \& Author_4

The independent variables are the standardized selected network features extracted from the novels written by Author_3 and Author_4.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_3; it is assigned value " 0 ", if the values are extracted from the novels written by Author_4. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_3 is the author". Results of Chi-Squared Test are $\chi_{(3)}^{2}=15.131, \mathrm{p}$-value $=0.002$. Since the p -value $<\alpha^{\prime}(0.005), H_{0}$ is rejected. The results of logistic regression show that the model is significant; the model with the independent variables provides a better fit than the baseline model without the independent variables. The coefficients table (Table 24) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | 0.R. | 98, 4\% C.I. (0.R.) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | -0.165 | $(-3.071$, | $2.359)$ | 0.022 | 0.881 | 0.847 | $(0.046$, | $10.58)$ |
| Avg. Betweenness Centrality | 0.915 | $(-0.721$, | $2.895)$ | 1.822 | 0.177 | 2.497 | $(0.486$, | $18.075)$ |
| Avg. Closeness Centrality | 2.575 | $(0.048$, | $7.373)$ | 6.033 | 0.014 | 13.135 | $(1.049$, | $1592.427)$ |
| Intercept | 0.276 |  |  |  |  |  |  |  |

Table 24: Logistic Regression Analysis Results (Author_3 \& Author_4).
To estimate the probability of the event "Author_3 is the author", the value of average clustering coefficient is inserted as $x_{1}$, the value of average betweenness centrality is inserted as $x_{2}$, and the value of average closeness centrality is inserted as $x_{3}$ into formula (4).

$$
\begin{equation*}
P=\frac{1}{1+e^{-\left(0.276-0.165 x_{1}+0.915 x_{2}+2.575 x_{3}\right)}} \tag{4}
\end{equation*}
$$

The coefficient $\beta_{1}$ is negative ( $\beta_{1}=-0.165$ ); a higher value of average clustering coefficient indicates a lower probability of the event "Author_3 is the author". Since the p -value ( p -value $=0.881$ ) $>\alpha^{\prime}(0.0167)$ the influence of the given variable is not statistically significant. The odds ratio $(O . R .=0.847)$ indicates that the increase of the given variable by one unit of standard deviation will decrease the odds of the outcome "Author_3 is the author" by $15.3 \%$.

The coefficient $\beta_{2}$ is positive ( $\beta_{2}=0.915$ ); a higher value of average betweenness centrality indicates a higher probability of the event "Author_3 is the author". Since the p -value $(\mathrm{p}$-value $=0.177)>\alpha^{\prime}(0.0167)$, the influence of the given variable is not statistically significant. The odds ratio (O.R. = 2.497) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_3 is the author" by 2.497 times.

The coefficient $\beta_{3}$ is positive ( $\beta_{3}=2.575$ ); a higher value of average closeness centrality indicates a higher probability of the event "Author_3 is the author". Since the p -value ( p -value $=0.014$ ) $<\alpha^{\prime}(0.0167)$, the influence of the given variable is statistically significant. The odds ratio ( $0 . \mathrm{R} .=13.135$ ) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_3 is the author" by 13.135 times.

The accuracy of prediction of this model is $83.333 \%$. To sum up, the model that predicts whether "Author_3 is the author" or "Author_3 is not the author" (i.e., "Author_4 is the author") based on the independent variables is statistically significant. One variable is statistically significant: average closeness centrality.

### 3.8.9 Prediction of authorship of novels written by Author_3 \& Author_5

The independent variables are the standardized selected network features extracted from the novels written by Author_3 and Author_5.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_3; it is assigned value " 0 ", if the values are extracted from the novels written by Author_5. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_3 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=9.493, \mathrm{p}$-value $=0.023$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 25) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) |  | Chisq | p-value | O.R. | 98, 4\% C.I. (O.R.) |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | 1.242 | $(-0.503$, | $3.41)$ | 2.831 | 0.092 | 3.464 | $(0.605$, | $30.262)$ |
| Avg. Betweenness Centrality | 1.577 | $(0.077$, | $3.931)$ | 6.502 | 0.011 | 4.842 | $(1.08$, | $50.979)$ |
| Avg. Closeness Centrality | -0.325 | $(-2.121$, | $1.402)$ | 0.223 | 0.637 | 0.723 | $(0.12$, | $4.063)$ |
| Intercept | 0.106 |  |  |  |  |  |  |  |

Table 25: Logistic Regression Analysis Results (Author_3 \& Author_5).
As described above, this model is not statistically significant. However, the results in the coefficients table indicate that there is one independent variable that has significant influence on the dependent variable: average betweenness centrality with the p -value ( p -value $=0.011$ ) < $\alpha^{\prime}(0.0167)$. Its regression coefficient $\beta_{2}$ is positive ( $\beta_{2}=1.577$ ); a higher value of average betweenness centrality indicates a higher probability of the event "Author_3 is the author". The odds ratio (O.R. $=4.842$ ) indicates that the increase of the given variable by one unit of standard deviation will increase the odds of the outcome "Author_3 is the author" by 4.842 times.

To sum up, the model that predicts whether "Author_3 is the author" or "Author_3 is not the author" (i.e., "Author_5 is the author") based on the independent variables is not statistically significant. However, one variable is statistically significant: average betweenness centrality.

### 3.8.10 Prediction of authorship of novels written by Author_4 \& Author_5

The independent variables are the standardized selected network features extracted from the novels written by Author_4 and Author_5.

The dependent variable is assigned value " 1 ", if the independent values are extracted from novels written by Author_4; it is assigned value " 0 ", if the values are extracted from the novels written by Author_5. $H_{0}$ and $H_{1}$ are formulated according to their definition above.

We perform logistic regression analysis to study the influence of independent variables $x_{1}, x_{2}$, and $x_{3}$ on the event "Author_4 is the author". The results of Chi-Squared Test are $\chi_{(3)}^{2}=9.357, \mathrm{p}$-value $=0.025$. Since the p -value $>\alpha^{\prime}(0.005), H_{0}$ cannot be rejected. The results of logistic regression show that the model is not significant; the model with the independent variables does not provide a better fit than the baseline model without the independent variables. The coefficients table (Table 26) is presented below.

|  | Coeff. | 98, 4\% C.I. (Coeff.) | Chisq | p-value | O.R. | 98, 4\% C.I. (O.R.) |  |  |
| :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Avg. Clustering Coefficient | 0.431 | $(-1.112$, | $2.168)$ | 0.453 | 0.501 | 1.539 | $(0.329$, | $8.737)$ |
| Avg. Betweenness Centrality | 0.555 | $(-1.221$, | $3.069)$ | 0.462 | 0.496 | 1.741 | $(0.295$, | $21.511)$ |
| Avg. Closeness Centrality | -1.813 | $(-4.505$, | $-0.075)$ | 6.319 | 0.012 | 0.163 | $(0.011$, | $0.927)$ |
| Intercept | 0.209 |  |  |  |  |  |  |  |

Table 26: Logistic Regression Analysis Results (Author_4 \& Author_5).
As described above, this model is not statistically significant. However, the results in the coefficients table indicate that there is one independent variable that has significant influence on the dependent variable: average closeness centrality with the p-value $(p$-value $=0.012)<\alpha^{\prime}(0.0167)$. Its regression coefficient $\beta_{3}$ is negative ( $\beta_{3}=-1.813$ ); a higher value of average closeness centrality indicates a lower probability of the event "Author_4 is the author". The odds ratio (O.R. $=0.163$ ) indicates that the increase of the given variable by one unit of standard deviation will decrease the odds of the outcome "Author_4 is the author" by $83.7 \%$.

To sum up, the model that predicts whether "Author_4 is the author" or "Author_4 is not the author" (i.e., "Author_5 is the author") based on the independent variables is not statistically significant. However, one variable is statistically significant: average closeness centrality.

## 4 Results

This pen-ultimate chapter presents a summary of the results of the analysis conducted during the Practical Part. First, we sum up the obtained results, and we reflect about the qualitative assumptions we can infer from our observations. Second, we reflect about the methodological choices we have made during the practical part and the consequences of their application. We also suggest the direction for future works stemming out of this thesis.

### 4.1 Summary of Results \& Reflection

First, we briefly sum up the results of the binary logistic regression analysis. We have tested 10 hypotheses, i.e., for each pair of analysed authors we have explored whether it is possible to estimate the authorship of the novels based on their average clustering coefficient, average betweenness centrality and average closeness centrality.

Out of the 10 tested hypotheses, the results of logistic regression analysis indicated that the model with the selected features provided a better fit than the model without the features in exactly 3 cases (Author_1 \& Author_2; Author_1 \& Author_3; Author_3 \& Author_4); with average clustering coefficient and average betweenness centrality showing significant influence in the first case, average clustering coefficient in the second case, and average closeness centrality in the third case. The model predicting the authorship of Author_3 \& Author_5, and the model predicting the authorship of Author_4 \& Author_5, showed no statistical significance as a whole. However, the results indicated that the influence of average betweenness centrality was significant in the former case, and the closeness centrality in the latter. The remaining 5 models did not provide a better fit than the baseline model, nor the influence of any feature was statistically significant.

We present the summary of the results in Table 27. The table shows for each model whether it was statistically significant as a whole. It also provides information about the accuracy of the prediction and highlights the significant network features for the respective models.

|  | Significant | Accuracy (\%) | Significant Features |
| :--- | ---: | ---: | :--- |
| Author_1 \& Author_2 | YES | 93.333 | Average clustering coefficient, <br> Average betweenness centrality |
| Author_1 \& Author_3 | YES | 80 | Average clustering coefficient |
| Author_1 \& Author_4 | NO | 73.333 | - |
| Author_1 \& Author_5 | NO | 70 | - |
| Author_2 \& Author_3 | NO | 73.333 | - |
| Author_2 \& Author_4 | NO | 70 | - |
| Author_2 \& Author_5 | NO | 63.333 | - |
| Author_3 \& Author_4 | YES | 83.333 | Average closeness centrality |
| Author_3 \& Author_5 | NO | 70 | Average betweenness centrality |
| Author_4 \& Author_5 | NO | 63.333 | Average closeness centrality |

Table 27: Summary of Logistic Regression Analysis Results.
Our analysis proved that we can predict in a statistically significant way the authorship of Alger, Horatio Jr. (Author_1) as opposed to J. A. Altsheler (Author_2) based on the lower value of average clustering coefficient and higher value of average betweenness centrality. Based on the gained knowledge, we can attempt to make a generalization of the character networks built by Alger and Altsheler.

Alger's networks have a lower clustering coefficient, i.e., the neighbouring nodes do not share interactions among themselves as much as they do in the case of Altsheler's networks. The average betweenness centrality is higher in Alger's novels. From that we can infer that his networks need more characters in the position of "bridges" whose removal would disrupt the information flow, or a character via which a lot of the shortest paths pass.

Similarly, we can predict in a statistically significant way the authorship of Alger, Horatio Jr. (Auhor_1) as opposed to E. S. Ellis (Author_3) based on the lower value of average clustering coefficient. From this observation we can infer that the local density of Alger's networks is lower compared to Ellis' networks, i.e., the characters in Alger's novels do not tend to co-occur with as many characters as they do in Ellis' novels.

Lastly, we can predict in a statistically significant way the authorship of E. S. Ellis (Auhor_3) as opposed to G. A. Henty (Author_4) based on the higher value of average closeness centrality. Consequently, we can expect the nodes in Ellis' networks to be closer
to each other than the nodes in Henty's networks, i.e., the characters in Ellis' novels are on average more "within reach" than the characters in Henty's novels.

We provide examples of networks for the models (combinations of authors) that proved to be significant. Example (1) shows networks built by Alger (Author_1) and Altsheler (Author_2). The colour of the nodes reflects their clustering coefficient, the size of the nodes reflects their betweenness centrality. Example (2) shows networks built by Alger (Author_1) and Ellis (Author_3). The size of the nodes reflects their degree, the colour reflects their clustering coefficient. Example (3) shows networks built by Ellis (Author_3) and Henty (Author_4). The size of the nodes and their colour reflects their closeness centrality. The networks presented in the examples were chosen based on high accuracy of the prediction by the respective models.
(1)


Figure 19: Author_1, text_1 (short)
(2)


Figure 21: Author_1, text_5 (short)


Figure 20: Author_2, text_11(short)


Figure 22: Author_3, text_12 (short)
(3)


Figure 23: Author_3, text_15 (short)


Figure 24: Author_4, text_1(short)

The remaining seven tested models did not provide a better fit than the baseline model without the selected variables, i.e., the selected features did not contribute to authorship attribution.

Based on the results we can conclude that individual authors indeed do build their character networks distinctively, and their networks might differ significantly in terms of average clustering coefficient, average betweenness centrality and average closeness centrality. However, it is a matter of specific pairs of authors. For example, in our study, the authorship of Alger or Altsheler can be attributed based on the values of average clustering coefficient and of average betweenness centrality. Nevertheless, that is not the case for other pairs of authors.

We have not identified any specific network feature that would contribute to the authorship attribution task in general. However, the obtained results for individual pairs of authors and individual network features are very interesting and, in some cases, promising. Based on the results we cannot make any generalizations about the significance of the selected network features for unknown pairs of authors. Nonetheless, we believe that the topic of authorship attribution based on quantitative network features is worth further exploration.

### 4.2 Discussion

The results we have obtained are inherently influenced by the methodological choices we have made during the execution of the Practical Part. In this section, we reflect about these choices, their consequences, and we suggest the direction for future research on the topic.

First, the results are influenced by the sample size upon which the analysis was performed. We studied $753^{\text {rd }}$ person narratives of the same genre written by five authors. Of course, a larger dataset would result into more precise results.

Another thing to consider about the sample novels is their varying length. We have performed correlation analysis to confirm or discard our presupposition that the values of the network features and the length of the novels are correlated. The results indicated that there is indeed correlation, which we have addressed by shortening the novels to the length of first 50,000 tokens.

Implementing this measure, we have given the authors the same space to develop their networks, but we have ignored the fact that character distribution is likely influenced by the final length of the novel. Therefore, for some of the novels we have extracted almost complete temporal integration networks, whereas for other only partial temporal integration. An alternative to our solution would be chunking the novels, as described earlier.

Second, the extracted values of network features are conditioned by the approach we have adopted towards character network extraction. The process requires a lot of methodological choices. We have described these thoroughly and we have offered our reasoning for adopting our approach. We have used a partially automated approach, using spaCy NER and additional post-processing. We have based interactions on co-occurrences of the characters in the same sentence, and we have decided to perform unification of the characters. We have extracted undirected, unweighted, unsigned and static networks.

What would have the results looked like if we had used spaCy default NER model, without post-processing? If we had based the interactions on conversations or direct actions? Would the networks have reflected intimacy, if we had decided against character unification, and would it have resulted in an interesting authorial feature? Different methodological choices would intrinsically lead to the extraction of different network feature values, and possibly to different results of logistic regression analysis.

Third, we have offered reasoning for extracting the three final features of interest (average clustering coefficient, average betweenness centrality, average closeness centrality). However, we believe it would be also interesting to analyse the influence of other network features (e.g., modularity, average eigenvector centrality).

To sum up, we believe that authorship attribution based on quantitative network features is worth further exploration. For the future works, we recommend a more elaborate data selection, as well as analysing the whole-length novels or chunking. We recommend experimenting with the character network extraction process. We suggest extracting directed, weighted and signed networks, or any combination of these.

We think that extracting dynamic networks would be of special interest to authorship attribution, as it would enable us to study how the authors build their networks and how the characters' interactions evolve over time, e.g., chapter by chapter. Finally, we recommend studying the influence of different quantitative network features than the ones selected for our analysis.

We have made the methodological choices in line with the aim and scope of this thesis, and we have presented reasoning for doing so. Nevertheless, there remains a lot to be uncovered and explored in the relationship between quantitative character network features and the authorship attribution task.

## 5 Conclusion

The aim of this Bachelor's Thesis was to explore whether quantitative character network features contribute to the authorship attribution task, i.e., whether the way an author builds the network of characters' interactions is an authorial feature.

In order to answer this question, we first needed to gain a better understanding of Science Network, Graph Theory, and Social Network Analysis, which we introduce in the Theoretical Part. This part also provides an introduction to character networks and a description of different authors' approach towards the task of character network extraction.

In the Practical Part of the thesis, we first describe the data that enter the analysis. We analyse 75 novels of children fiction written by five distinct authors, i.e., 15 novels per author. Then we provide a thorough description of the approach we have adopted towards character network extraction. We have followed a partially automated approach and used spaCy NER with additional post-processing to extract a character network for each of the analysed novels. The resulting networks are undirected, unweighted, unsigned, static and the interactions are based on co-occurrences of the characters.

Subsequently we extract the quantitative network features of interest, and we perform correlation analysis to see whether the features and the length of the novels correlate. As we conclude that indeed they do, we shorten the novels to the length of first 50,000 tokens and we work with the values of the features of the shortened novels. Using Exploratory Factor Analysis, we narrow down the number of network features of interest to three: average clustering coefficient, average betweenness centrality and average closeness centrality. Then we use Binary Logistic Regression to predict the authorship of each pair of authors based on the selected network features, and we interpret the results.

Finally, we sum up the results and we reflect about the qualitative assumption we can infer from these. Out of the 10 tested hypotheses, three models with the selected features provided a better fit than the baseline model without the features. In the first case average clustering coefficient and average betweenness centrality showed significant influence, in the second case only average clustering coefficient showed
significant influence, and in the third case average closeness centrality showed significant influence on authorship prediction. In two cases the models were not statistically significant as a whole, however the influence of average betweenness centrality in one case and of a of average closeness centrality in the other case showed statistical significance.

We conclude that for some pairs of authors the authorship can be attributed based on selected network features, but we cannot draw general conclusions about unknown pairs of authors, nor can we state that any given feature contributes to authorship attribution in general. In the last part of the thesis, we reflect about the methodological choices we have made, and we suggest further research on the topic, adopting different approaches. We believe that authorship attribution based on quantitative network features has more to offer, and we recommend its further exploration.
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## 7 Appendices

## Appendix A: List of the analysed novels with the indication of their length in tokens

## Author_1, novels by Alger, Horatio, Jr.:

Length
61,687

62,447

54,239

60,015

60,406 Project Gutenberg, 2004.
text_12 Alger, Horatio, Jr. Sink or Swim; or, Harry Raymond's Resolve. Urbana, Illinois: Project Gutenberg, 2019.
text_13 Alger, Horatio, Jr. Driven from Home; Or, Carl Crawford's Experience. Urbana, Illinois: Project Gutenberg, 2006.
text_14 Alger, Horatio, Jr. Helping Himself; Or, Grant Thornton's Ambition. Urbana, Illinois:
text_15 Alger, Horatio, Jr. Frank's Campaign; Or, The Farm and the Camp. Urbana, Illinois: Project Gutenberg, 1998.

| text_5 | Altsheler, Joseph A. The Star of Gettysburg: A Story of Southern High Tide. Urbana, Illinois: Project Gutenberg, 2003. | 115,291 |
| :---: | :---: | :---: |
| text_6 | Altsheler, Joseph A. The Hunters of the Hills. Urbana, Illinois: Project Gutenberg, 2005. | 112,440 |
| text_7 | Altsheler, Joseph A. The Hosts of the Air. Urbana, Illinois: Project Gutenberg, 2005. | 99,559 |
| text_8 | Altsheler, Joseph A. The Forest Runners: A Story of the Great War Trail in Early Kentucky. Urbana, Illinois: Project Gutenberg, 2005. | 95,866 |
| text_9 | Altsheler, Joseph A. The Shades of the Wilderness: A Story of Lee's Great Stand. Urbana, Illinois: Project Gutenberg, 2004. | 109,415 |
| text_10 | Altsheler, Joseph A. The Last of the Chiefs: A Story of the Great Sioux War. Urbana, Illinois: Project Gutenberg, 2007. | 110,216 |
| text_11 | Altsheler, Joseph A. The Texan Scouts: A Story of the Alamo and Goliad. Urbana, Illinois: Project Gutenberg, 2005. | 125,160 |
| text_12 | Altsheler, Joseph A. The Guns of Bull Run: A Story of the Civil War's Eve. Urbana, Illinois: Project Gutenberg, 2003. | 109,801 |
| text_13 | Altsheler, Joseph A. The Young Trailers: A Story of Early Kentucky. Urbana, Illinois: Project Gutenberg, 2006. | 86,453 |
| text_14 | Altsheler, Joseph A. The Rock of Chickamauga: A Story of the Western Crisis. Urbana, Illinois: Project Gutenberg, 2006. | 100,327 |
| text_15 | Altsheler, Joseph A. The Sun of Quebec: A Story of a Great Crisis. Urbana, Illinois: Project Gutenberg, 2006. | 119,878 |

## Author_3, novels by Ellis, Edward Sylvester:

| text_1 | Ellis, Edward Sylvester. Adrift in the Wilds; Or, The Adventures of Two Shipwrecked Boys. Urbana, Illinois: Project Gutenberg, 2007. | 74,635 |
| :---: | :---: | :---: |
| text_2 | Ellis, Edward Sylvester. Cowmen and Rustlers: A Story of the Wyoming Cattle Ranges. Urbana, Illinois: Project Gutenberg, 2004. | 64,353 |
| text_3 | Ellis, Edward Sylvester. A Waif of the Mountains. Urbana, Illinois: Project Gutenberg, 2009. | 83,586 |
| text_4 | Ellis, Edward Sylvester. Two Boys in Wyoming: A Tale of Adventure. Urbana, Illinois: Project Gutenberg, 2006. | 83,102 |
| text_5 | Ellis, Edward Sylvester. The Life of Kit Carson: Hunter, Trapper, Guide, Indian Agent and Colonel U.S.A. Urbana, Illinois: Project Gutenberg, 2005. | 69,168 |
| text_6 | Ellis, Edward Sylvester. The Cave in the Mountain. Urbana, Illinois: Project Gutenberg, 2005. | 67,202 |
| text_7 | Ellis, Edward Sylvester. Brave Tom; Or, The Battle That Won. Urbana, Illinois: Project Gutenberg, 2004 | 59,739 |
| text_8 | Ellis, Edward Sylvester. The Young Scout: The Story of a West Point Lieutenant. Urbana, Illinois: Project Gutenberg, 2018 | 74,363 |
| text_9 | Ellis, Edward Sylvester. The Land of Mystery. Urbana, Illinois: Project Gutenberg, 2005. | 72,957 |
| text_10 | Ellis, Edward Sylvester. Through Forest and Fire. Urbana, Illinois: Project Gutenberg, 2005 | 59,268 |


| text_11 | Ellis, Edward Sylvester. Adrift on the Pacific: A Boys [sic] Story of the Sea and its Perils. Urbana, Illinois: Project Gutenberg, 2009. | 66,394 |
| :---: | :---: | :---: |
| text_12 | Ellis, Edward Sylvester. In the Pecos Country. Urbana, Illinois: Project Gutenberg, 2004. | 66,252 |
| text_13 | Ellis, Edward Sylvester. The Boy Patrol on Guard. Urbana, Illinois: Project Gutenberg, 2013. | 64,796 |
| text_14 | Ellis, Edward Sylvester. The Phantom of the River. Urbana, Illinois: Project Gutenberg, 2007. | 69,644 |
| text_15 | Ellis, Edward Sylvester. Footprints in the Forest. Urbana, Illinois: Project Gutenberg, 2008. | 78,730 |
| Author | novels by Henty, George Alfred: | Length |
| text_1 | Henty, George Alfred. For Name and Fame; Or, Through Afghan Passes. Urbana, Illinois: Project Gutenberg, 2007. | 102,474 |
| text_2 | Henty, George Alfred. On the Pampas; Or, The Young Settlers. Urbana, Illinois: Project Gutenberg, 2004. | 103,138 |
| text_3 | Henty, George Alfred. Through the Fray: A Tale of the Luddite Riots. Urbana, Illinois: Project Gutenberg, 2005. | 121,229 |
| text_4 | Henty, George Alfred. In Times of Peril: A Tale of India. Urbana, Illinois: Project Gutenberg, 2004. | 126,575 |
| text_5 | Henty, George Alfred. Orange and Green: A Tale of the Boyne and Limerick. Urbana, Illinois: Project Gutenberg, 2006. | 111,480 |
| text_6 | Henty, George Alfred. A Final Reckoning: A Tale of Bush Life in Australia. Urbana, Illinois: Project Gutenberg, 2006. | 122,179 |
| text_7 | Henty, George Alfred. In the Reign of Terror: The Adventures of a Westminster Boy. Urbana, Illinois: Project Gutenberg, 2003. | 109,667 |
| text_8 | Henty, George Alfred. St. George for England. Urbana, Illinois: Project Gutenberg, 2002. | 114,538 |
| text_9 | Henty, George Alfred. The Lion of the North: A Tale of the Times of Gustavus Adolphus. Urbana, Illinois: Project Gutenberg, 2004. | 121,157 |
| text_10 | Henty, George Alfred. On the Irrawaddy: A Story of the First Burmese War. Urbana, Illinois: Project Gutenberg, 2007. | 125,987 |
| text_11 | Henty, George Alfred. At Aboukir and Acre: A Story of Napoleon's Invasion of Egypt. Urbana, Illinois: Project Gutenberg, 2007. | 128,016 |
| text_12 | Henty, George Alfred. At Agincourt. Urbana, Illinois: Project Gutenberg, 2004. | 139,250 |
| text_13 | Henty, George Alfred. Winning His Spurs: A Tale of the Crusades. Urbana, Illinois: Project Gutenberg, 2004. | 110,955 |
| text_14 | Henty, George Alfred. Jack Archer: A Tale of the Crimea. Urbana, Illinois: Project Gutenberg, 2004. | 112,817 |
| text_15 | Henty, George Alfred. The Boy Knight: A Tale of the Crusades. Urbana, Illinois: Project Gutenberg, 2004. | 111,432 |


| Author_5, novels by Optic, Oliver: |  | Length |
| :---: | :---: | :---: |
| text_1 | Optic, Oliver. Taken by the Enemy. Urbana, Illinois: Project Gutenberg, 2006. | 74,020 |
| text_2 | Optic, Oliver. The Soldier Boy; or, Tom Somers in the Army: A Story of the Great Rebellion. Urbana, Illinois: Project Gutenberg, 2005. | 83,965 |
| text_3 | Optic, Oliver. The Coming Wave; Or, The Hidden Treasure of High Rock. Urbana, Illinois: Project Gutenberg, 2007. | 77,543 |
| text_4 | Optic, Oliver. The Yacht Club; or, The Young Boat-Builder. Urbana, Illinois: Project Gutenberg, 2007. | 77,539 |
| text_5 | Optic, Oliver. Stand By The Union. Urbana, Illinois: Project Gutenberg, 2006. | 79,188 |
| text_6 | Optic, Oliver. Across India; Or, Live Boys in the Far East. Urbana, Illinois: Project Gutenberg, 2005. | 106,834 |
| text_7 | Optic, Oliver. On The Blockade. Urbana, Illinois: Project Gutenberg, 2006. | 76,674 |
| text_8 | Optic, Oliver. Now or Never; Or, The Adventures of Bobby Bright: A Story for Young Folks. Urbana, Illinois: Project Gutenberg, 2005. | 55,987 |
| text_9 | Optic, Oliver. Four Young Explorers; Or, Sight-Seeing in the Tropics. Urbana, Illinois: Project Gutenberg, 2008. | 101,763 |
| text_10 | Optic, Oliver. All Aboard; or, Life on the Lake. Urbana, Illinois: Project Gutenberg, 2005. | 50,997 |
| text_11 | Optic, Oliver. Work and Win; Or, Noddy Newman on a Cruise. Urbana, Illinois: Project Gutenberg, 2007. | 59,867 |
| text_12 | Optic, Oliver. Poor and Proud; Or, The Fortunes of Katy Redburn: A Story for Young Folks. Urbana, Illinois: Project Gutenberg, 1996. | 58,110 |
| text_13 | Optic, Oliver. A Victorious Union. Urbana, Illinois: Project Gutenberg, 2006. | 78,530 |
| text_14 | Optic, Oliver. Haste and Waste; Or, the Young Pilot of Lake Champlain. A Story for Young People.Urbana, Illinois: Project Gutenberg, 2004. | 60,922 |
| text_15 | Optic, Oliver. Fighting for the Right.Urbana, Illinois: Project Gutenberg, 2006. | 78,778 |

## Appendix B: Source code for the character network extraction in Python

```
import text_modul ### funkce read_text_file
import spacy
from spacy.language import Language
import json
import re
from collections import Counter
from nameparser import HumanName
from spacy.lang.en import English
from itertools import combinations
import networkx as nx
text = text_modul.read_text_file(file_name)
text = text.replace("\n\n", " ")
text = text.replace("\n", " ")
with open("titles_and_honorifics_list", "r") as f:
    titles_and_honorifics= json.load(f)
with open("determiners", "r") as f:
    determiners = json.load(f)
with open("titles_capitalized_full_stop", "r") as f:
    titles_with_full_stop = json.load(f)
###modified default pipeline
nlp = spacy.load("en_core_web_trf")
@Language.component("remove_non_person")
def remove_non_person(doc):
    original ents = list(doc.ents)
    for ent in doc.ents:
        if ent.label_ != "PERSON":
                original_ents.remove(ent)
    doc.ents = origiñal_ents
    return(doc)
@Language.component("expand_person_entities")
def expand_person_entities(doc):
    new_ents = []
    for ent in doc.ents:
        if ent.label_ == "PERSON" and ent.start != 0:
            previous_token = doc[ent.start -1]
                if previous token.text in titles_and_honorifics:
                new_ent }\mp@subsup{}{}{-}=\operatorname{Span(doc, ent.star\overline{t}}-1,\overline{\mathrm{ , ent.end, label = ent.label)}
                new ents.append(new ent)
            else:
                    new_ents.append(ent)
        else:
            new_ents.append (ent)
    doc.ents = new ents
    return doc
nlp.add_pipe("remove_non_person")
nlp.add_pipe("expand_person_entities", after="ner")
doc = nlp(text)
###further post-processing of modified_default_pipeline
characters = []
for ent in doc.ents:
    characters.append(ent.text)
def remove non frequent occurrences(characters):
    names \overline{coun\overline{t}}=(\mathrm{ Coun可er(characters))}
    names_to_detect = []
    for name_count in names_count:
            if names count[name count] > 2:
            names_to_detect.append(name_count)
    return names_to_detect
names_to_detect = remove_non_frequent_occurrences(characters)
def get_chars_to_detect(names_to_detect):
```

```
    chars_to_detect = []
    for name- in names_to_detect:
    parsed name = HumanName(name)
    if parsed name.first != "" and parsed name.first not in chars to detect:
        chars_to_detect.append(parsed_namē.first)
    if parsed_name.last != "" and parsed_name.last not in chars_to_detect:
        chars_to_detect.append(parsed_name.last)
    if parsed_na\overline{me.first != "" and parrsed_name.last != "":}
        char_name = parsed_name.first + " " + parsed_name.last
        if char_name not in chars_to_detect:
            chars_to_detect.append (char_name)
    if parsed_name.title != "" and name not in chars_to_detect:
        chars_to_detect.append(name)
    if parsed name.title != "" and parsed name.first != "":
        char_\overline{name = parsed_name.title + "-" + parsed_name.first}
        if char_name not in chars to detect:
            chars to detect.append(char name)
    if parsed_namē.t\overline{i}tle != "" and parsēd_name.last!= "":
        char_name = parsed_name.title + " " + parsed_name.last
        if char_name not in chars_to_detect:
            chars_to_detect.appen\overline{d}(c\overline{har_name)}
    if parsed_name.title != "" and parsed_name.title not in chars_to_detect:
        chars_to_detect.append(parsed_namē.title)
    chars to detect.sort()
    retur\overline{n}}\mathrm{ chars_to_detect
final_chars_to_detect = (get_chars_to_detect(names_to_detect))
def remove_genitives_and_determiners_and_full_stop_titles(final_chars_to_detect):
    patter\overline{n}=r"(\w+-.)*\\overline{w}+'s" or r"(\
    final_chars_to_detect_always = []
    genit\overline{ives =- []}
    matches = re.finditer(pattern, str(final_chars_to_detect))
    for match in matches:
    genitives.append(match.group())
    for name in final_chars_to_detect:
            if name not in genitives and name not in determiners and name not in
titles_with_full_stop:
            final_chars_to_detect_always.append(name)
    return final_chars_to_detect_always
our_characters = remove_genitives_and_determiners_and_full_stop_titles(final_chars_to_detect)
###creating patterns
def create trainig data(chars to detect, type):
    data =- chars_to_detect
    patterns=[]
    for item in data:
        pattern = {
            "label": type,
            "pattern": item
            }
        patterns.append(pattern)
    return (patterns)
patterns = create_trainig_data(our_characters, "PERSON")
###adapted_pipeline
def generate_rules(patterns):
    nlp = English()
    ruler = nlp.add_pipe("entity_ruler")
    ruler.add patterns(patterns)
    nlp.to_disk(model_name)
generate_rules(patterns)
nlp = spacy.load(model name)
nlp.add_pipe('sentencizer')
doc = n\ p (text)
aliases = []
for ent in doc.ents:
```

aliases.append(str(ent))

```
aliases = list(set(aliases))
```

\#\#\#identification of character occurrences' interactions
def get_final_interaction_pairs():
ents_per_sent $=$ []
for sent in doc.sents:
if sent.ents $!=[]:$
ent_per_sent $=$ sent.ents
ents_per_sent.append (ent_per_sent)
interaction_pairs=[]
for item in ents_per_sent:
combine_pairs $=\overline{\text { list }}($ combinations (item, 2))
if combine_pairs != []:
interaction_pairs.append (combine_pairs)
final_interaction_pairs = []
for item in interaction_pairs:
for mention in item:
final_interaction_pairs.append(mention)
return final_interaction_pairs
final_interaction_pairs $=$ (get_final_interaction_pairs())
\#\#\#gender assignation
male names $=$ text modul. convert text file into list(male names list)
fema $\bar{l} e \_n a m e s=t e \bar{x} t \_m o d u l . c o n v e \bar{r} t \_t e \bar{x} t \_f i \bar{l} e \_i n \bar{t} o \_l i s t\left(f e \overline{\left.m a l e n n a m e s \_l i s t\right) ~}\right.$
titles_ $M=$ text_modul.convert_text_file_intōlist (male_titles $\bar{s} l i s t)$
titles_F= text_modul.convert_Eext_file_into_İist(male_titles_lits)
male_titles $=$ []
female_titles $=$ []
for title in titles M:
if title in titles_and_honorifics:
male_titles.append(title)
for title in titles_E:
if title in titles and honorifics:
female_titles. $\bar{a} p p e \bar{n} d(t i t l e)$
def generate gender(name, female_titles, male_titles, frequent_female_names,
frequent_male_names):
parsed_name $=$ HumanName (str(name))
if parsed_name.title in female_titles:
return "F"
elif parsed_name.title in male_titles:
return "M"
else:
if parsed_name.first in frequent_female_names and parsed_name.first in
frequent_male_namēs:
return "U"
elif parsed_name.first in frequent_female_names:
return "F"
elif parsed_name.first in frequent_male_names:
return "M"
else:
return "U"
\#\#\#matching algorithm - creating referents_list
character_names_unique $=$ []
mergednames_and_gender = []
for alias in aliases:
parsed_alias = HumanName (alias)
gender ${ }^{-}=$generate_gender(alias, female_titles, male_titles, female_names, male_names)
char_name_and_gender = []
char name first_and_gender = []
char_name_last_and_gender $=$ []
if parsed_alias.tītle $!=" "$ and parsed_alias.first $!=" "$ and parsed_alias.last $!=\| ":$
char＿name＝alias
char＿name＿and＿gender．append（char＿name）
char ${ }^{-}$name ${ }^{-}$and gender．append（gendēr）
char＿name＿first＿and＿gender．append（parsed＿alias．first）
char＿name＿first＿and＿gender．append（gender）
char $n a m e{ }^{-}$last $\overline{\text { and }}$ gender．append（parsed alias．last）
char＿name＿－last＿and＿gender．append（gender）
full＿name $=$ parsed＿alias．first＋＂＂＋parsed＿alias．last
if full＿name not in full＿names： fulㄱ＿names．append（ful̄l＿name）
if char＿name＿and＿gender $!=-$［］and char＿name＿and＿gender not in character＿names＿unique： character＿names＿unique．append（char＿name＿and＿gender）
if char＿name＿位irst＿̄̄nd＿gender not in mérgednames＿and＿gender： mergednames＿and＿gender．append（char＿name＿first＿and＿gender）
if char＿name＿last＿añd＿gender not in mērgednāmes＿añd＿gender： mergednames＿añd＿gēnder．append（char＿name＿last＿and＿gender）
for alias in aliases：
parsed＿alias＝HumanName（alias）
gender $=$ generate＿gender（alias，female＿titles，male＿titles，female＿names，male＿names）
char＿name and＿gender＝［］
char＿＿name＿first＿and＿gender＝［］
char＿name＿－last＿ānd＿̄̄ender $=$［］
if parsed＿alias．tīle $==$＂＂and parsed＿alias．first ！＝＂＂and parsed＿alias．last ！＝＂＂and parsed＿alias．无irst＋＂＂＋parsed＿alias．last not in full＿names：
char＿name $=$ parsed＿alias．白irst $+"$＂＋parsed＿alīas．last
char＿name＿and＿gender．append（char＿name）
char＿name＿and＿gender．append（gendēr）
char name first and gender．append（parsed alias．first）
char＿name＿first＿and＿gender．append（gender）
char＿name＿last＿and＿gender．append（parsed＿alias．last）
char＿name＿last＿and＿gender．append（gender）
if char＿nāme nōt ī̄ full＿names： ful्̄l＿names．append（chār＿name）
if char＿name＿and＿gender $!=[]$ and char＿name＿and＿gender not in character＿names＿unique： chā̄ractē̄＿names＿unique．append（char＿name＿and＿gender）
if char＿name＿first＿and＿gender not in mergednames＿and＿gender： mergednames＿and gender．append（char＿name＿firs $\overline{\bar{t}}$＿an $\bar{d}$＿gender）
if char＿name＿las̄t＿añd＿gender not in mērgednāmes＿añd＿gēnder： mergednames＿and＿gender．append（char＿name＿last＿and＿gender）
for alias in aliases：
parsed＿alias＝HumanName（alias）
gender $=$ generate＿gender（alias，female＿titles，male＿titles，female＿names，male＿names）
char＿name＿and＿gender $=$［］
char＿＿name＿first＿and＿gender＝［］
if parsed＿alias．title $!=" "$ and parsed＿alias．first $!=" "$ and parsed＿alias．last＝＝＂＂：
char＿name＝parsed＿alias．title＋＂＂＋parsed＿alias．first
char＿name＿and＿gendēr．append（char＿name）
char＿name＿and＿gender．append（gender）
char＿name＿first＿and＿gender．append（parsed＿alias．first）
char＿name＿first＿and＿gender．append（gender）
if char＿name＿first＿and＿gender not in mergednames＿and＿gender： if $\bar{c} h a r \_\bar{n} a m e \_a \bar{n} d \_g e \overline{n d e r}!=[]$ and char＿name＿and＿gender not in character names unique：
character＿names＿unique．append（char＿name＿and＿gender）
mergednames＿and＿gender．append（char＿name＿first＿and＿gender）
for alias in aliases：
parsed＿alias＝HumanName（alias）
gender $=$ generate＿gender（alias，female＿titles，male＿titles，female＿names，male＿names）
char name and gender $=$［］
char＿name＿last＿and＿gender＝［］
if parsed＿alias．title $!=$＂＂and parsed＿alias．first＝＝＂＂and parsed＿alias．last ！＝＂＂：
char＿name＝parsed＿alias．title＋＂－＂＋parsed＿alias．last
char＿name＿and＿gender．append（char＿name）
char＿name＿and＿gender．append（gender）
char＿＿name＿＿last＿and＿gender．append（parsed＿alias．last）
char＿name＿last＿and＿gender．append（gender）
if char name last and gender not in mergednames and gender：

```
        if char_name_and_gender != [] and char_name_and_gender not in
character_names_uniq
                        character_names_unique.append(char_name_and_gender)
                            mergednames_and_gender.append(char_name_last_and_gender)
merged names = []
for item in mergednames_and_gender:
    if item[0] not in merged names:
        merged_names.append(\overline{i}tem[0])
for alias in aliases:
    parsed_alias = HumanName(alias)
    gender = generate gender(alias, female titles, male titles, female names, male names)
    char_name_and_gender = []
    char_name_first_or_last_and_gender = []
    if parsed_alias.title == "" and parsed_alias.first != "" and parsed_alias.last == "" and
parsed_alias.first not in merged_names:
            char_name = parsed_alias.first
            char_name_and_gender.append(char_name)
            char_name_and_gender.append(gendēr)
            char name first_or_last and_gender.append(char name)
            char_name_first_or_last_and__gender.append(gendēr)
            if char_name_and_gender != [] and char_name_and_gender not in character_names_unique:
                cha\overline{racte\overline{r}_names_unique.append(char_name_and_gender)}
###matching algorithm - unification of occurrences with their referents
names_count = Counter(aliases_multiple)
column_a = []
column b = []
for item in final_interaction_pairs:
    parsed item = HumanName(str(item[0]))
    item_gēnder = generate_gender(item[0], female_titles, male_titles, female_names,
male_names)
    variants = []
    for name in character names unique:
        parsed_character_name = HumanName(name[0])
            if parsed item.title != "" and parsed item.first != "" and parsed item.last != "" and
parsed_item.first }=== parsed_character_name.firist and parsed_item.last ==
parsed_character_name.last:
                    #pri\overline{n}t (str(name[0]) + " <-- " + str(item[0]))
                    variants.append(str(name[0]))
    elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last != ""
and parsed_item.first == parsed_character_name.first and parsed_item.last ==
parsed character name.last:
            #pri\overline{n}t (str(name[0]) + " <-- " + str(item[0]))
            variants.append(str(name[0]))
            elif parsed_item.title != "" and parsed_item.first == "" and parsed_item.last != ""
and parsed item.last == parsed character name.last and item gender == name[1]:
            if parsed_item.tit\overline{le}== parsed_character_name.t\overline{i}tle:
                    #print (str(name[0]) + "<-- " + st\overline{r}(item[0]))
                    variants.append(name[0])
                if len(variants) == 0:
            if parsed_character_name.title == "":
                #prin\overline{t}(str(name\overline{[0]) + " <-- " + str(item[0]))}
                variants.append(name[0])
            elif parsed_item.title != "" and parsed_item.first == "" and parsed_item.last != ""
and parsed_item.last == parsed_character_name.first:
                #print (str(name[0]) + "<-- " + str(item[0]))
                variants.append (name[0])
    elif parsed_item.title != "" and parsed_item.first != "" and parsed_item.last == ""
and parsed item.first == parsed character name.first :#and parsed item1.title ==
parsed_character_name.title and iteml_gen\overline{der == name[1]:}
        prin\overline{t}(str(name[0]) + "<-- " + str(item[0]))
```

variants.append(str(name[0]))
elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last == "" and parsed_item.first == parsed_character_name.first: \#print $\left(\operatorname{str}\left(\right.\right.$ name $[0] \overline{)}+"<--{ }^{-} "+\operatorname{str}($ item [0]) ) variants.append(str(name[0]))
elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last == "" and parsed_item.first == parsed_character_name.last: \#print $\left(\operatorname{str}\left(\right.\right.$ name $\left.[0] \overline{)}+"<--{ }^{-} "+\operatorname{str}(i t e m[0])\right)$ variants.append (name[0])
elif parsed_item.title != "" and parsed_item.first == "" and parsed_item.last == "" and parsed_item.title $==$ parsed_character_name. $\overline{\mathrm{t}}$ itle: \#print(str(name[0]) + " <-- $\bar{"}+\operatorname{str}(i t e m[0]))$ variants.append (name [0])

```
if len(variants) > 1:
```

\#print (variants)
count $=0$
variant_in_list=[]
for variant in variants: frequency $=$ names_count[variant] \#print(frequency)
if frequency > count: count $=$ frequency most frequented $=$ variant
\#print (most frequented)
variant_in_list.append((most_frequented))
column_a.append (variant_in_list)
elif len(variants) == 1:
column_a.append(variants)
elif len(variants) == 0:
org = []
org.append(str(item[0]))
column_b.append ( (org))
for item in final_interaction_pairs:
parsed_item = HumanName(str(item[1]))
item_gēnder = generate_gender(item[1], female_titles, male_titles, female_names, male_names)
variants $=$ []
for name in character_names_unique:
parsed_character_name $=$ - HumanName (name[0])
if parsed_item.title != "" and parsed_item.first != "" and parsed_item.last != "" and parsed_item.first == parsed_character_name.first and parsed_item.last == parsed_character_name.last: \#prin̄t (str(name[0]) + " <-- " + str (item[0])) variants.append(str(name[0]))
elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last != "" and parsed_item.first == parsed_character_name. $\bar{f} i r s t$ and parsed_item.last =$=\overline{=}$ parsed_character_name.last:
\#print (str(name[0]) + " <-- " + str(item[0])) variants.append(str(name[0]))
elif parsed_item.title != "" and parsed_item.first == "" and parsed_item.last != "" and parsed_item.las $\overline{\mathrm{t}}==$ parsed_character_name.last and item_gender == name[ $\overline{1}]$ :

```
        if parsed_item.title == parsed_character_name.title:
\#prin̄ \((\operatorname{str}(\) name \([0])+"<--\quad "+\operatorname{st} \bar{r}(i t e m[0]))\)
```

variants.append (name[0])
if len(variants) $==0$ :
if parsed_character_name.title == "": \#print $(\operatorname{str}($ name $[0])+"<--\quad+\operatorname{str}(i t e m[0]))$ variants.append (name[0])
elif parsed_item.title $!=" "$ and parsed_item.first == " " and parsed_item.last != "" and parsed_item.last == parsed_character_name.fírst: \#print (str(name[0]) + " <-- " + str (item[0])) variants.append(name[0])
elif parsed item.title != "" and parsed item.first != "" and parsed item.last == "" and parsed_item.first == parsed_character_name. $\bar{f} i r s t$ :\#and parsed_item1.title == parsed_chāacter_name.title and ${ }^{-}$item1_gender == name[1]: \#print (str(name[0]) + " <-- " + str(item[0])) variants.append(str(name[0]))
elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last == "" and parsed_item.first == parsed_character_name. $\bar{f} i r s t:$ \#print (str(name[0]) + " <-- " + str(item[0])) variants.append(str(name[0]))
elif parsed_item.title == "" and parsed_item.first != "" and parsed_item.last == "" and parsed_item.first == parsed_character_name. $\overline{\text { last }}$ : \#print (str(name[0]) + " <-- " + str(item[0])) variants.append(name[0])
elif parsed item.title != "" and parsed item.first == "" and parsed item.last == "" and parsed_item.title == parsed_character_name. $\overline{\text { title: }}$
\#print(str(name[0]) + " <-- " + str(item[0])) variants.append(name[0])

```
    if len(variants) > 1:
```

    \#print(variants)
    count \(=0\)
    variant_in_list=[]
    for variant in variants:
        frequency = names count[variant]
        \#print(frequency)
        if frequency > count:
            count = frequency
            most frequented \(=\) variant
        \#print (most \(\bar{f} r e q u e n t e d)\)
        variant in list.append((most frequented))
        column_ \(\bar{b}\).append (variant_in_list)
    elif len(variants) == 1:
    column_b.append (variants)
    elif len(vāriants) \(==0\) :
    org = []
    org.append(str(item[1]))
    column_b.append ( (org))
    edges $=$ zip (column_a, column_b)
edges = (tuple((edges)))
final_edges $=$ []
for item in edges:
if item[0] != item[1]:
item string = tuple((str(item[0]), str(item[1])))
final_edges.append(item_string)
\#\#\#graph extraction
interaction_pairs = final_edges
G = nx. Graph ()
G.add_edges_from(interaction_pairs)
nx.write_gexf(G, graph_name)

## Appendix C: Predefined list of titles and honorifics (titles_and_honorifics_list)

["10th", "11t", "1sgt", "1st", "1stlt", "1stsgt", "2lt", "2nd", "2ndlt", "3rd", "4th", "5th", "6th", "7th", "8th", "9th", "A1c", "Ab", "Abbess", "Abbot", "Abolitionist", "Academic", "Acolyte", "Activist", "Actor ", "Actress", "Adept", "Adjutant", "Adm", "Admiral", "Advertising", "Adviser", "Advocate", "Air", "Akhoond", "Alderman", "Almoner", "Ambassador", "Amn", "Analytics", "Anarchist", "Animator", "Anthropologist", "Appellate", "Apprentice", "Arbitrator", "Archbishop", "Archdeacon", "Archdruid", "Archduchess", "Archduke", "Archeologist", "Architect", "Arhat", "Army", "Arranger", "Assistant", "Assoc", "Associate", "Asst", "Astronomer", "Attache", "Attach\u00e9", "Attorney", "Aunt", "Auntie", "Author", "Awardwinning", "Ayatollah", "Baba", "Bailiff", "Ballet", "Bandleader", "Banker", "Banner", "Bard", "Baron", "Baroness", "Barrister", "Baseball", "Bearer", "Behavioral", "Bench", "Bg", "Bgen", "Biblical", "Bibliographer", "Biochemist", "Biographer", "Biologist", "Bishop", "Blessed", "Blogger", "Blues", "Bodhisattva", "Bookseller", "Botanist", "Bp", "Brigadier", "Briggen", "British", "Broadcaster", "Brother", "Buddha", "Burgess", "Burlesque", "Business", "Businessman", "Businesswoman", "Bwana", "Canon", "Capt", "Captain", "Cardinal", "Cartographer", "Cartoonist", "Catholicos", "Ccmsgt", "Cdr", "Celebrity", "Ceo", "Cfo", "Chair", "Chairs", "Chancellor", "Chaplain", "Charg\u00e9 d'affaires", "Chef", "Cheikh", "Chemist", "Chief", "Chieftain", "Choreographer", "Civil", "Classical", "Clergyman", "Clerk", "Cmsaf", "Cmsgt", "Cochair", "Co-chairs", "Co-founder", "Coach", "Col", "Collector", "Colonel", "Comedian", "Comedienne", "Comic", "Commander", "Commander-in-chief", "Commodore", "Composer", "Compositeur", "Comptroller", "Computer", "Comtesse", "Conductor", "Consultant", "Controller", "Corporal", "Corporate", "Correspondent", "Councillor", "Counselor", "Count", "Countess", "Courtier", "Cpl", "Cpo", "Cpt", "Credit", "Criminal", "Criminologist", "Critic", "Csm", "Curator", "Customs", "Cwo-2", "Cwo-3", "Cwo-4", "Cwo-5", "Cwo2", "Cwo3", "Cwo4", "Cwo5", "Cyclist", "Dame", "Dancer", "Dcn", "Deacon", "Delegate", "Deputy", "Designated", "Designer", "Detective", "Developer", "Diplomat", "Dir", "Director", "Discovery", "Dissident", "District", "Division", "Do", "Docent", "Docket", "Doctor", "Doyen", "Dpty", "Dr", "Dra", "Dramatist", "Druid", "Drummer", "Duchesse", "Dutchess", "Ecologist", "Economist", "Editor", "Edmi", "Edohen", "Educator", "Effendi", "Ekegbian", "Elerunwon", "Eminence", "Emperor", "Empress", "Engineer", "English", "Ens", "Entertainer", "Entrepreneur", "Envoy", "Essayist", "Evangelist", "Excellency", "Excellent", "Exec", "Executive", "Expert", "Fadm", "Family", "Father", "Federal", "Field", "Film", "Financial", "First", "Flag", "Flying", "Foreign", "Forester", "Founder", "Fr", "Friar", "Gaf", "Gen", "General", "Generalissimo", "Gentiluomo", "Giani", "Goodman", "Goodwife", "Governor", "Graf", "Grand", "Group", "Guitarist", "Guru", "Gyani", "Gysgt", "Hajji", "Headman", "Heir", "Heiress", "Her", "Hereditary", "High", "Highness", "His", "Historian", "Historicus", "Historien", "Holiness", "Hon", "Honorable", "Honourable", "Host", "Illustrator", "Imam", "Industrialist", "Information", "Instructor", "Intelligence", "Intendant", "Inventor", "Investigator", "Investor", "Journalist", "Journeyman", "Jr", "Judge", "Judicial", "Junior", "Jurist", "Keyboardist", "King", "King's", "Kingdom", "Knowledge", "Lady", "Lama", "Lamido", "Law", "Lawyer", "Lcdr", "Lcpl", "Leader", "Lecturer", "Legal", "Librarian", "Lieutenant", "Linguist", "Literary", "Lord", "Lt", "Ltc", "Ltcol", "Ltg", "Ltgen", "Ltjg", "Lyricist", "Madam", "Madame", "Mademoiselle", "Mag", "Mag-judge", "Mag/judge", "Magistrate", "Magistratejudge", "Magnate", "Maharajah", "Maharani", "Mahdi", "Maid", "Maj", "Majesty", "Majgen", "Manager", "Marcher", "Marchess", "Marchioness", "Marketing", "Marquess", "Marquis", "Marquise",
"Master", "Mathematician", "Mathematics", "Matriarch", "Mayor", "Mcpo", "Mcpoc", "Mcpon", "Md", "Member", "Memoirist", "Merchant", "Met", "Metropolitan", "Mg", "Mgr", "Mgysgt", "Military", "Minister", "Miss", "Misses", "Missionary", "Mister", "Mlle", "Mme", "Mobster", "Model", "Monk", "Monsignor", "Most", "Mother", "Mountaineer", "Mpco-cg", "Mr", "Mrs", "Ms", "Msg", "Msgt", "Mufti", "Mullah", "Municipal", "Murshid", "Musician", "Musicologist", "Mx", "Mystery", "Nanny", "Narrator", "National", "Naturalist", "Navy", "Neuroscientist", "Novelist", "Nurse", "Obstetritian", "Officer", "Opera", "Operating", "Ornithologist", "Painter", "Paleontologist", "Pastor", "Patriarch", "Pediatrician", "Personality", "Petty", "Pfc", "Pharaoh", "Phd", "Philantropist", "Philosopher", "Photographer", "Physician", "Physicist", "Pianist", "Pilot", "Pioneer", "Pir", "Player", "Playwright", "Pol", "Po2", "Po3", "Poet", "Police", "Political", "Politician", "Pope", "Prefect", "Prelate", "Premier", "Pres", "Presbyter", "President", "Presiding", "Priest", "Priestess", "Primate", "Prime", "Prin", "Prince", "Princess", "Principal", "Printer", "Printmaker", "Prior", "Private", "Pro", "Producer", "Prof", "Professor", "Provost", "Pslc", "Psychiatrist", "Psychologist", "Publisher", "Pursuivant", "Pv2", "Pvt", "Queen", "Queen's", "Rabbi", "Radio", "Radm", "Rangatira", "Ranger", "Rdml", "Rear", "Rebbe", "Registrar", "Rep", "Representative", "Researcher", "Resident", "Rev", "Revenue", "Reverend", "Right", "Risk", "Rock", "Royal", "Rt", "Sa", "Sailor", "Saint", "Sainte", "Saoshyant", "Satirist", "Scholar", "Schoolmaster", "Scientist", "Scpo", "Screenwriter", "Se", "Secretary", "Security", "Seigneur", "Senator", "Senior", "Senior-judge", "Sergeant", "Servant", "Sfc", "Sgm", "Sgt", "Sgtmaj", "Sgtmajmc", "Shaik", "Shaikh", "Shayk", "Shaykh", "Shehu", "Sheik", "Sheikh", "Shekh", "Sheriff", "Siddha", "Singer", "Singersongwriter", "Sir", "Sister", "Sma", "Smsgt", "Sn", "Soccer", "Social", "Sociologist", "Software", "Soldier", "Solicitor", "Soprano", "Spc", "Speaker", "Special", "Sr", "Sra", "Srta", "Ssg", "Ssgt", "St", "Staff", "State", "States", "Strategy", "Subaltern", "Subedar", "Suffragist", "Sultan", "Sultana", "Superior", "Supreme", "Surgeon", "Swami", "Swordbearer", "Sysselmann", "Tax", "Teacher", "Technical", "Technologist", "Television ", "Tenor", "Theater", "Theatre", "Theologian", "Theorist", "Timi", "Tirthankar", "Translator", "Travel", "Treasurer", "Tsar", "Tsarina", "Tsgt", "Uk", "Uncle", "United", "Us", "Vadm", "Vardapet", "Vc", "Venerable", "Verderer", "Vicar", "Vice", "Viscount", "Vizier", "Vocalist", "Voice", "Warden", "Warrant", "Wing", "Wm", "Wo-1", "Wo1", "Wo2", "Wo3", "Wo4", "Wo5", "Woodman", "Writer", "Zoologist", "10th.", "11t.", "1sgt.", "1st.", "1stlt.", "1stsgt.", "2lt.", "2nd.", "2ndlt.", "3rd.", "4th.",
"5th.", "6th.", "7th.", "8th.", "9th.", "A1c.", "Ab.", "Abbess.", "Abbot.", "Abolitionist.", "Academic.", "Acolyte.", "Activist.", "Actor. ", "Actress.", "Adept.", "Adjutant.", "Adm." "Admiral.", "Advertising.", "Adviser.", "Advocate.", "Air.", "Akhoond.", "Alderman.", "Almoner.", "Ambassador.", "Amn.", "Analytics.", "Anarchist.", "Animator.", "Anthropologist." "Appellate.", "Apprentice.", "Arbitrator.", "Archbishop.", "Archdeacon.", "Archdruid." "Archduchess.", "Archduke.", "Archeologist.", "Architect.", "Arhat.", "Army.", "Arranger." "Assistant.", "Assoc.", "Associate.", "Asst.", "Astronomer.", "Attache.", "Attach.\u00e9", "Attorney.", "Aunt.", "Auntie.", "Author.", "Award.-winning.", "Ayatollah.", "Baba." "Bailiff.", "Ballet.", "Bandleader.", "Banker.", "Banner.", "Bard.", "Baron.", "Baroness." "Barrister.", "Baseball.", "Bearer.", "Behavioral.", "Bench.", "Bg.", "Bgen.", "Biblical." "Bibliographer.", "Biochemist.", "Biographer.", "Biologist.", "Bishop.", "Blessed." "Blogger.", "Blues.", "Bodhisattva.", "Bookseller.", "Botanist.", "Bp.", "Brigadier." "Briggen.", "British.", "Broadcaster.", "Brother.", "Buddha.", "Burgess.", "Burlesque." "Business.", "Businessman.", "Businesswoman.", "Bwana.", "Canon.", "Capt.", "Captain.", "Cardinal.", "Cartographer.", "Cartoonist.", "Catholicos.", "Ccmsgt.", "Cdr.", "Celebrity." "Ceo.", "Cfo.", "Chair.", "Chairs.", "Chancellor.", "Chaplain.", "Charg.\u00e9 d.'affaires." "Chef.", "Cheikh.", "Chemist.", "Chief.", "Chieftain.", "Choreographer.", "Civil." "Classical.", "Clergyman.", "Clerk.", "Cmsaf.", "Cmsgt.", "Co.-chair.", "Co.-chairs.", "Co.founder.", "Coach.", "Col.", "Collector.", "Colonel.", "Comedian.", "Comedienne.", "Comic.", "Commander.", "Commander.-in.-chief.", "Commodore.", "Composer.", "Compositeur." "Comptroller.", "Computer.", "Comtesse.", "Conductor.", "Consultant.", "Controller."', "Corporal.", "Corporate.", "Correspondent.", "Councillor.", "Counselor.", "Count.", "Countess.", "Courtier.", "Cpl.", "Cpo.", "Cpt.", "Credit.", "Criminal.", "Criminologist.", "Critic.", "Csm.", "Curator.", "Customs.", "Cwo.-2.", "Cwo.-3.", "Cwo.-4.", "Cwo.-5.", "Cwo2." "Cwo3.", "Cwo4.", "Cwo5.", "Cyclist.", "Dame.", "Dancer.", "Dcn.", "Deacon.", "Delegate." "Deputy.", "Designated.", "Designer.", "Detective.", "Developer.", "Diplomat.", "Dir." "Director.", "Discovery.", "Dissident.", "District.", "Division.", "Do.", "Docent.", "Docket.", "Doctor.", "Doyen.", "Dpty.", "Dr.", "Dra.", "Dramatist.", "Druid.", "Drummer.", "Duchesse.", "Dutchess.", "Ecologist.", "Economist.", "Editor.", "Edmi.", "Edohen.", "Educator.", "Effendi.", "Ekegbian.", "Elerunwon.", "Eminence.", "Emperor.", "Empress.", "Engineer.", "English.", "Ens. "Entertainer.", "Entrepreneur.", "Envoy.", "Essayist.", "Evangelist.", "Excellency. "Excellent.", "Exec.", "Executive.", "Expert.", "Fadm.", "Family.", "Father.", "Federal. "Field.", "Film.", "Financial.", "First.", "Flag.", "Flying.", "Foreign.", "Forester. "Founder.", "Fr.", "Friar.", "Gaf.", "Gen.", "General.", "Generalissimo.", "Gentiluomo. "Giani.", "Goodman.", "Goodwife.", "Governor.", "Graf.", "Grand.", "Group.", "Guitarist. "Guru.", "Gyani.", "Gysgt.", "Hajji.", "Headman.", "Heir.", "Heiress.", "Her.", "Hereditary." "High.", "Highness.", "His.", "Historian.", "Historicus.", "Historien.", "Holiness.", "Hon." "Honorable.", "Honourable.", "Host.", "Illustrator.", "Imam.", "Industrialist. "Information.", "Instructor.", "Intelligence.", "Intendant.", "Inventor.", "Investigator." "Investor.", "Journalist.", "Journeyman.", "Jr.", "Judge.", "Judicial.", "Junior.", "Jurist." "Keyboardist.", "King.", "King.'s.", "Kingdom.", "Knowledge.", "Lady.", "Lama.", "Lamido. "Law.", "Lawyer.", "Lcdr.", "Lcpl.", "Leader.", "Lecturer.", "Legal.", "Librarian." "Lieutenant.", "Linguist.", "Literary.", "Lord.", "Lt.", "Ltc.", "Ltcol.", "Ltg.", "Ltgen." "Ltjg.", "Lyricist.", "Madam.", "Madame.", "Mademoiselle.", "Mag.", "Mag.-judge." "Mag./judge.", "Magistrate.", "Magistrate.-judge.", "Magnate.", "Maharajah.", "Maharani. "Mahdi.", "Maid.", "Maj.", "Majesty.", "Majgen.", "Manager.", "Marcher.", "Marchess. "Marchioness.", "Marketing.", "Marquess.", "Marquis.", "Marquise.", "Master." "Mathematician.", "Mathematics.", "Matriarch.", "Mayor.", "Mcpo.", "Mcpoc.", "Mcpon.", "Md." "Member.", "Memoirist.", "Merchant.", "Met.", "Metropolitan.", "Mg.", "Mgr.", "Mgysgt." "Military.", "Minister.", "Miss.", "Misses.", "Missionary.", "Mister.", "Mlle.", "Mme." "Mobster.", "Model.", "Monk.", "Monsignor.", "Most.", "Mother.", "Mountaineer.", "Mpco.-cg. "Mr.", "Mrs.", "Ms.", "Msg.", "Msgt.", "Mufti.", "Mullah.", "Municipal.", "Murshid." "Musician.", "Musicologist.", "Mx.", "Mystery.", "Nanny.", "Narrator.", "National." "Naturalist.", "Navy.", "Neuroscientist.", "Novelist.", "Nurse.", "Obstetritian.", "Officer. "Opera.", "Operating.", "Ornithologist.", "Painter.", "Paleontologist.", "Pastor. "Patriarch.", "Pediatrician.", "Personality.", "Petty.", "Pfc.", "Pharaoh.", "Phd." "Philantropist.", "Philosopher.", "Photographer.", "Physician.", "Physicist.", "Pianist. "Pilot.", "Pioneer.", "Pir.", "Player.", "Playwright.", "Pol.", "Po2.", "Po3.", "Poet." "Police.", "Political.", "Politician.", "Pope.", "Prefect.", "Prelate.", "Premier.", "Pres. "Presbyter.", "President.", "Presiding.", "Priest.", "Priestess.", "Primate.", "Prime." "Prin.", "Prince.", "Princess.", "Principal.", "Printer.", "Printmaker.", "Prior.", "Private." "Pro.", "Producer.", "Prof.", "Professor.", "Provost.", "Pslc.", "Psychiatrist. "Psychologist.", "Publisher.", "Pursuivant.", "Pv2.", "Pvt.", "Queen.", "Queen.'s.", "Rabbi. "Radio.", "Radm.", "Rangatira.", "Ranger.", "Rdml.", "Rear.", "Rebbe.", "Registrar.", "Rep." "Representative.", "Researcher.", "Resident.", "Rev.", "Revenue.", "Reverend.", "Right. "Risk.", "Rock.", "Royal.", "Rt.", "Sa.", "Sailor.", "Saint.", "Sainte.", "Saoshyant." "Satirist.", "Scholar.", "Schoolmaster.", "Scientist.", "Scpo.", "Screenwriter.", "Se. "Secretary.", "Security.", "Seigneur.", "Senator.", "Senior.", "Senior.-judge.", "Sergeant. "Servant.", "Sfc.", "Sgm.", "Sgt.", "Sgtmaj.", "Sgtmajmc.", "Shaik.", "Shaikh.", "Shayk." "Shaykh.", "Shehu.", "Sheik.", "Sheikh.", "Shekh.", "Sheriff.", "Siddha.", "Singer.", "Singer. songwriter.", "Sir.", "Sister.", "Sma.", "Smsgt.", "Sn.", "Soccer.", "Social.", "Sociologist." "Software.", "Soldier.", "Solicitor.", "Soprano.", "Spc.", "Speaker.", "Special.", "Sr." "Sra.", "Srta.", "Ssg.", "Ssgt.", "St.", "Staff.", "State.", "States.", "Strategy. "Subaltern.", "Subedar.", "Suffragist.", "Sultan.", "Sultana.", "Superior.", "Supreme. "Surgeon.", "Swami.", "Swordbearer.", "Sysselmann.", "Tax.", "Teacher.", "Technical. "Technologist.", "Television. ", "Tenor.", "Theater.", "Theatre.", "Theologian.", "Theorist. "Timi.", "Tirthankar.", "Translator.", "Travel.", "Treasurer.", "Tsar.", "Tsarina.", "Tsgt."
"Uk.", "Uncle.", "United.", "Us.", "Vadm.", "Vardapet.", "Vc.", "Venerable.", "Verderer.", "Vicar.", "Vice.", "Viscount.", "Vizier.", "Vocalist.", "Voice.", "Warden.", "Warrant.", "Wing.", "Wm.", "Wo.-1.", "Wol.", "Wo2.", "Wo3.", "Wo4.", "Wo5.", "Woodman.", "Writer.", "Zoologist."]

## Appendix D: List of determiners

["a few", "few", "fewer", "fewest", "a little", "little", "another", "other", "a", "an", "all", "any", "both", "each", "either", "enough", "every", "half", "her", "his", "its", "least", "less", "many", "more", "most", "much", "my", "neither", "no", "our", "several", "some", "such", "that", "the", "their", "these", "this", "those", "what", "which", "whose", "your"]

Appendix E: List of male and female titles and honorifics
List of male titles and honorifics (male_titles_list)
['Archduke', 'Baron', 'Count', 'Emperor', 'King', 'Lord', 'Maharajah', 'Marquess', 'Marquis', 'Master', 'Mister', 'Mr', 'Mr.', 'Prince', 'Sheikh', 'Sir', 'Sultan', 'Tsar', 'Viscount',
'Brother', 'Father', 'Uncle']
List of female titles and honorifics (female_titles_list)

```
['Archduchess', 'Baroness', 'Countess', 'Dame', 'Empress', 'Lady', 'Maharani', 'Marchioness',
'Marquise', 'Miss', 'Mrs', 'Mrs.', 'Ms', 'Ms.', 'Princess', 'Queen', 'Tsarina', 'Auntie',
'Aunt', 'Mother', 'Sister']
```


## Appendix F: List of popular male and female names

## List of popular male names (male_names_list)




## List of popular female names (female_names_list)




Appendix G: Values of the eight network features for the shortened versions of novels

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 20 | 41 | 0.272 | 0.402 | 0.216 | 0.07 | 0.463 | 0.182 |
| text_2 | 19 | 42 | 0.174 | 0.441 | 0.246 | 0.055 | 0.537 | 0.191 |
| text_3 | 28 | 50 | 0.405 | 0.61 | 0.132 | 0.059 | 0.413 | 0.148 |
| text_4 | 28 | 39 | 0.366 | 0.395 | 0.103 | 0.044 | 0.48 | 0.154 |
| text_5 | 27 | 54 | 0.31 | 0.386 | 0.154 | 0.043 | 0.494 | 0.162 |
| text_6 | 20 | 38 | 0.252 | 0.527 | 0.2 | 0.057 | 0.512 | 0.185 |
| text_7 | 25 | 46 | 0.289 | 0.582 | 0.153 | 0.044 | 0.509 | 0.168 |
| text_8 | 32 | 83 | 0.286 | 0.553 | 0.167 | 0.032 | 0.525 | 0.151 |
| text_9 | 28 | 45 | 0.344 | 0.461 | 0.119 | 0.047 | 0.466 | 0.153 |
| text_10 | 30 | 78 | 0.247 | 0.516 | 0.179 | 0.038 | 0.5 | 0.149 |
| text_11 | 24 | 39 | 0.313 | 0.51 | 0.141 | 0.041 | 0.421 | 0.164 |
| text_12 | 26 | 60 | 0.264 | 0.481 | 0.185 | 0.043 | 0.506 | 0.166 |
| text_13 | 24 | 46 | 0.384 | 0.536 | 0.167 | 0.045 | 0.514 | 0.172 |
| text_14 | 30 | 67 | 0.367 | 0.573 | 0.154 | 0.047 | 0.447 | 0.142 |
| text_15 | 33 | 59 | 0.352 | 0.472 | 0.112 | 0.044 | 0.44 | 0.138 |

Selected network features extracted from the first 50,000 tokens of the 15 novels written by Author_1.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 39 | 111 | 0.315 | 0.503 | 0.15 | 0.03 | 0.387 | 0.121 |
| text_2 | 36 | 109 | 0.317 | 0.608 | 0.173 | 0.038 | 0.451 | 0.132 |
| text_3 | 36 | 127 | 0.251 | 0.516 | 0.202 | 0.022 | 0.419 | 0.132 |
| text_4 | 36 | 67 | 0.379 | 0.472 | 0.106 | 0.042 | 0.427 | 0.128 |
| text_5 | 52 | 208 | 0.26 | 0.554 | 0.157 | 0.023 | 0.43 | 0.105 |
| text_6 | 46 | 162 | 0.258 | 0.475 | 0.157 | 0.026 | 0.423 | 0.111 |
| text_7 | 40 | 126 | 0.301 | 0.641 | 0.162 | 0.03 | 0.479 | 0.125 |
| text_8 | 13 | 34 | 0.122 | 0.732 | 0.436 | 0.056 | 0.643 | 0.253 |
| text_9 | 44 | 125 | 0.351 | 0.556 | 0.132 | 0.032 | 0.445 | 0.113 |
| text_10 | 6 | 11 | 0 | 0.826 | 0.733 | 0.067 | 0.814 | 0.4 |
| text_11 | 35 | 125 | 0.275 | 0.715 | 0.21 | 0.032 | 0.506 | 0.138 |
| text_12 | 49 | 109 | 0.385 | 0.504 | 0.093 | 0.022 | 0.389 | 0.11 |
| text_13 | 12 | 31 | 0.108 | 0.783 | 0.47 | 0.061 | 0.653 | 0.26 |
| text_14 | 40 | 109 | 0.294 | 0.589 | 0.14 | 0.036 | 0.441 | 0.121 |
| text_15 | 40 | 107 | 0.358 | 0.6 | 0.137 | 0.037 | 0.437 | 0.123 |

Selected network features extracted from the first 50,000 tokens of the 15 novels written by Author_2.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 14 | 22 | 0.212 | 0.368 | 0.242 | 0.06 | 0.396 | 0.208 |
| text_2 | 23 | 49 | 0.322 | 0.508 | 0.194 | 0.054 | 0.484 | 0.18 |
| text_3 | 17 | 47 | 0.167 | 0.737 | 0.346 | 0.048 | 0.601 | 0.215 |
| text_4 | 14 | 25 | 0.338 | 0.566 | 0.275 | 0.095 | 0.489 | 0.224 |
| text_5 | 21 | 54 | 0.278 | 0.752 | 0.257 | 0.043 | 0.565 | 0.192 |
| text_6 | 9 | 16 | 0.072 | 0.403 | 0.444 | 0.091 | 0.635 | 0.305 |
| text_7 | 24 | 36 | 0.328 | 0.471 | 0.13 | 0.045 | 0.404 | 0.161 |
| text_8 | 28 | 103 | 0.293 | 0.675 | 0.272 | 0.038 | 0.52 | 0.156 |
| text_9 | 15 | 49 | 0.189 | 0.804 | 0.467 | 0.041 | 0.668 | 0.241 |
| text_10 | 20 | 46 | 0.228 | 0.677 | 0.242 | 0.049 | 0.544 | 0.199 |
| text_11 | 14 | 34 | 0.142 | 0.683 | 0.374 | 0.057 | 0.614 | 0.241 |
| text_12 | 10 | 19 | 0.18 | 0.671 | 0.422 | 0.086 | 0.612 | 0.292 |
| text_13 | 27 | 81 | 0.365 | 0.568 | 0.231 | 0.049 | 0.468 | 0.163 |
| text_14 | 24 | 93 | 0.167 | 0.739 | 0.337 | 0.035 | 0.585 | 0.178 |
| text_15 | 13 | 50 | 0.06 | 0.787 | 0.641 | 0.035 | 0.751 | 0.261 |

Selected network features extracted from the first 50,000 tokens of the 15 novels written by Author_3.

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 27 | 39 | 0.505 | 0.277 | 0.111 | 0.146 | 0.225 | 0.128 |
| text_2 | 33 | 84 | 0.373 | 0.589 | 0.159 | 0.036 | 0.37 | 0.13 |
| text_3 | 46 | 144 | 0.357 | 0.526 | 0.139 | 0.029 | 0.455 | 0.119 |
| text_4 | 23 | 34 | 0.469 | 0.287 | 0.134 | 0.073 | 0.41 | 0.161 |
| text_5 | 35 | 96 | 0.358 | 0.471 | 0.161 | 0.039 | 0.452 | 0.14 |
| text_6 | 20 | 49 | 0.259 | 0.629 | 0.258 | 0.056 | 0.518 | 0.191 |
| text_7 | 31 | 87 | 0.297 | 0.534 | 0.187 | 0.038 | 0.491 | 0.147 |
| text_8 | 47 | 141 | 0.43 | 0.518 | 0.13 | 0.029 | 0.446 | 0.122 |
| text_9 | 45 | 155 | 0.261 | 0.503 | 0.157 | 0.03 | 0.458 | 0.118 |
| text_10 | 22 | 36 | 0.432 | 0.517 | 0.156 | 0.073 | 0.425 | 0.172 |
| text_11 | 20 | 29 | 0.495 | 0.435 | 0.153 | 0.103 | 0.365 | 0.17 |
| text_12 | 36 | 123 | 0.288 | 0.578 | 0.195 | 0.033 | 0.484 | 0.138 |
| text_13 | 27 | 84 | 0.186 | 0.606 | 0.239 | 0.04 | 0.518 | 0.159 |
| text_14 | 31 | 59 | 0.405 | 0.491 | 0.127 | 0.06 | 0.383 | 0.136 |
| text_15 | 28 | 79 | 0.239 | 0.65 | 0.209 | 0.04 | 0.506 | 0.152 |

Selected network features extracted from the first 50,000 tokens of the 15 novels written by Author_ 4 .

|  | Nodes | Edges | Modularity | Cluster. Coeff. | Degree | Betweenness | Closeness | Eigenvector |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| text_1 | 22 | 56 | 0.204 | 0.602 | 0.242 | 0.047 | 0.533 | 0.178 |
| text_2 | 25 | 53 | 0.278 | 0.405 | 0.177 | 0.05 | 0.484 | 0.163 |
| text_3 | 26 | 53 | 0.367 | 0.465 | 0.163 | 0.054 | 0.451 | 0.166 |
| text_4 | 23 | 72 | 0.173 | 0.642 | 0.285 | 0.038 | 0.575 | 0.181 |
| text_5 | 37 | 109 | 0.35 | 0.622 | 0.164 | 0.035 | 0.467 | 0.134 |
| text_6 | 42 | 125 | 0.351 | 0.491 | 0.145 | 0.034 | 0.443 | 0.12 |
| text_7 | 29 | 65 | 0.305 | 0.634 | 0.16 | 0.045 | 0.47 | 0.151 |
| text_8 | 20 | 40 | 0.26 | 0.465 | 0.211 | 0.054 | 0.521 | 0.195 |
| text_9 | 38 | 98 | 0.286 | 0.542 | 0.139 | 0.028 | 0.404 | 0.122 |
| text_10 | 34 | 127 | 0.235 | 0.612 | 0.226 | 0.03 | 0.522 | 0.142 |
| text_11 | 15 | 29 | 0.282 | 0.631 | 0.276 | 0.062 | 0.573 | 0.227 |
| text_12 | 16 | 41 | 0.182 | 0.629 | 0.342 | 0.047 | 0.617 | 0.229 |
| text_13 | 37 | 114 | 0.279 | 0.577 | 0.171 | 0.032 | 0.487 | 0.132 |
| text_14 | 17 | 47 | 0.208 | 0.731 | 0.346 | 0.052 | 0.581 | 0.217 |
| text_15 | 32 | 76 | 0.277 | 0.429 | 0.153 | 0.039 | 0.476 | 0.14 |

Selected network features extracted from the first 50,000 tokens of the 15 novels written by Author_5.

Appendix H: Source code for the extraction of the correlation matrix in R

```
library(PerformanceAnalytics)
d <- read.table(path, row.names=1, header=T)
round( cor(d), 2)
plot(d)
png(path, units = "in", width = 11, height=11, res = 600)
chart.Correlation(d,method = "spearman")
dev.off()
```

Appendix I: Values of the three selected network features for the shortened versions of the novels before standardization

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| text_1 | 0.402 | 0.07 | 0.463 |
| text_2 | 0.441 | 0.055 | 0.537 |
| text_3 | 0.61 | 0.059 | 0.413 |
| text_4 | 0.395 | 0.044 | 0.48 |
| text_5 | 0.386 | 0.043 | 0.494 |
| text_6 | 0.527 | 0.057 | 0.512 |
| text_7 | 0.582 | 0.044 | 0.509 |
| text_8 | 0.553 | 0.032 | 0.525 |
| text_9 | 0.461 | 0.047 | 0.466 |
| text_10 | 0.516 | 0.038 | 0.5 |
| text_11 | 0.51 | 0.041 | 0.421 |
| text_12 | 0.481 | 0.043 | 0.506 |
| text_13 | 0.536 | 0.045 | 0.514 |
| text_14 | 0.573 | 0.047 | 0.447 |
| text_15 | 0.472 | 0.044 | 0.44 |

Values of selected independent variables for Author_1.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| text_1 | 0.503 | 0.03 | 0.387 |
| text_2 | 0.608 | 0.038 | 0.451 |
| text_3 | 0.516 | 0.022 | 0.419 |
| text_4 | 0.472 | 0.042 | 0.427 |
| text_5 | 0.554 | 0.023 | 0.43 |
| text_6 | 0.475 | 0.026 | 0.423 |
| text_7 | 0.641 | 0.03 | 0.479 |
| text_8 | 0.732 | 0.056 | 0.643 |
| text_9 | 0.556 | 0.032 | 0.445 |
| text_10 | 0.826 | 0.067 | 0.814 |
| text_11 | 0.715 | 0.032 | 0.506 |
| text_12 | 0.504 | 0.022 | 0.389 |
| text_13 | 0.783 | 0.061 | 0.653 |
| text_14 | 0.589 | 0.036 | 0.441 |
| text_15 | 0.6 | 0.037 | 0.437 |

Values of selected independent variables for Author_2.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| text_1 | 0.368 | 0.06 | 0.396 |
| text_2 | 0.508 | 0.054 | 0.484 |
| text_3 | 0.737 | 0.048 | 0.601 |
| text_4 | 0.566 | 0.095 | 0.489 |
| text_5 | 0.752 | 0.043 | 0.565 |
| text_6 | 0.403 | 0.091 | 0.635 |
| text_7 | 0.471 | 0.045 | 0.404 |
| text_8 | 0.675 | 0.038 | 0.52 |
| text_9 | 0.804 | 0.041 | 0.668 |
| text_10 | 0.677 | 0.049 | 0.544 |
| text_11 | 0.683 | 0.057 | 0.614 |
| text_12 | 0.671 | 0.086 | 0.612 |
| text_13 | 0.568 | 0.049 | 0.468 |
| text_14 | 0.739 | 0.035 | 0.585 |
| text_15 | 0.787 | 0.035 | 0.751 |

Values of selected independent variables for Author_3.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| text_1 | 0.277 | 0.146 | 0.225 |
| text_2 | 0.589 | 0.036 | 0.37 |
| text_3 | 0.526 | 0.029 | 0.455 |
| text_4 | 0.287 | 0.073 | 0.41 |
| text_5 | 0.471 | 0.039 | 0.452 |
| text_6 | 0.629 | 0.056 | 0.518 |
| text_7 | 0.534 | 0.038 | 0.491 |
| text_8 | 0.518 | 0.029 | 0.446 |
| text_9 | 0.503 | 0.03 | 0.458 |
| text_10 | 0.517 | 0.073 | 0.425 |
| text_11 | 0.435 | 0.103 | 0.365 |
| text_12 | 0.578 | 0.033 | 0.484 |
| text_13 | 0.606 | 0.04 | 0.518 |
| text_14 | 0.491 | 0.06 | 0.383 |
| text_15 | 0.65 | 0.04 | 0.506 |

Values of selected independent variables for Author_4.

|  | Avg. Clustering Coefficient | Avg. Betweenness Centrality | Avg. Closeness Centrality |
| :--- | ---: | ---: | ---: |
| text_1 | 0.602 | 0.047 | 0.533 |
| text_2 | 0.405 | 0.05 | 0.484 |
| text_3 | 0.465 | 0.054 | 0.451 |
| text_4 | 0.642 | 0.038 | 0.575 |
| text_5 | 0.622 | 0.035 | 0.467 |
| text_6 | 0.491 | 0.034 | 0.443 |
| text_7 | 0.634 | 0.045 | 0.47 |
| text_8 | 0.465 | 0.054 | 0.521 |
| text_9 | 0.542 | 0.028 | 0.404 |
| text_10 | 0.612 | 0.03 | 0.522 |
| text_11 | 0.631 | 0.062 | 0.573 |
| text_12 | 0.629 | 0.047 | 0.617 |
| text_13 | 0.577 | 0.032 | 0.487 |
| text_14 | 0.731 | 0.052 | 0.581 |
| text_15 | 0.429 | 0.039 | 0.476 |

Values of selected independent variables for Author_5.

## Appendix J: Source code for the binary logistic regression analysis in R

```
library("psych")
library("ggplot2")
data <- read.table(path, sep="\t", row.names=1, header=T)
print(
    corr.test(data[,1:3], method = "spearman"),
    short = F)
# View of the features via PCA:
xy <- princomp(data[,1:3])$scores
xy<- as.data.frame(xy)
xy <- cbind(xy, y=as.factor(data$y))
ggplot(xy, aes(x=Comp.1,y=Comp.2, col=y)) +
    geom point() +
    theme_bw()
data[,1:3] <- scale(data[,1:3])
fit <- glm(y ~ ., data, family="binomial"
fitNull <- glm(y ~ 1, data, family="binomial")
anova(fit, fitNull, test = "Chisq")
testModel <- car::Anova(fit, type="III", test.statistic = "LR")
print(testModel)
interceptDummy <- c(0, 0, 0)
koeficienty <- cbind( "Koef." = coefficients(fit) , confint(fit, level = 0.9833) )
expKoeficienty <- cbind( "Exp(Koef.)" = exp( coefficients(fit) ), exp( confint(fit, level =
0.9833) ) )
test <- rbind( interceptDummy, as.matrix( testModel ))
output <- round( cbind( koeficienty, test, expKoeficienty) [-1,], 3)
print(koeficienty)
summary(fit)
prediction <- predict(fit, type="response")
classes <- prediction > 0.50
numberT <- sum( clases == data$y )
accuracy <- round( numberT / nrow(data) * 100, 3 )
cat("Accuracy of prediction: ", accuracy, " %")
prediction
```
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