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Chapter 1

List of symbols and shortcuts

A#

Ade
ADMP
AM1
AM1/d
AM1/d-PhoT
AMBER
B3LYP
BLYP
BSSE
C#

CBS
CBS(T)

CCSD(T)
CHARMM

Cl
CNDO
Cyt

DFT
DFT-D
DNA
EE+vdW

EVB
FEP
FES
f#
G#

GIcN6P
glmS
Gua
HDV
HF

IAA
IMOMM
IN
INDO
MO06
MD
MINDO/3
MM
MNDO

adenine nucleotide labeled #, e.g., A38, amdlit-protonated form, i.e., A38H
N9-methyladenine nucleobase and its N1-proamhfitrm AdeH

atomic center density matrix propagator

Austin model 1

AML1 with explicit d orbital representation

combined AM1/d and MNDO/d model for réans with phosphates

assisted model building and energy refinement

scheme for hybrid HF/DFT by Becke

Becke-Lee-Yang-Parr gradient-corrected funwio

basis set superposition error

cytosine nucleotide labeled #, e.g., C75, asdN3-protonated form, i.e.,
C75H

complete basis set

MP2 calculations extrapolated for the CB® aorrected for higher-order
correlation effects by CCSD(T) in a smaller bas$ @ypically correlation-
consistent Dunning basis set cc-pVDZ)

coupled cluster with double and perturletiiple excitations

chemistry at Harvard molecular mechanicthvaubsequent force field versions,
e.g., CHARMM27

configuration integration

complete neglect of differential overlap

N4-methylcytosine nucleobase and its N3-pratethdorm CytH

density functional theory

DFT with empirical dispersion and its varigne.g., DFT-D3

deoxyribonucleic acid

PBE method including long-range van der M/gdispersion) interactions
modified by exact HF exchange

empirical valence bond

free energy perturbation

free energy (hyper)surface

force field (empirical potential) and its moddi@ns, e.g.ff94

guanine nucleotide labeled as #, e.g., G8,i@nN1-deprotonated form, i.e.,
G8

glucose-amin-6-phosphate cofactor

glucose-amin-6-phosphate synthase

N9-methylguanine nucleobase and its N1-depat¢éorform Gua

hepatitis delta virus

Hartree-Fock
in-line attack angle
integrated molecular-orbital molecular mecheamn

intermediate

intermediate neglect of differential overlap

meta-hybrid exchange functional and its vasaatg., MO6-L

molecular dynamics

modified INDO version 3

molecular mechanic

modified neglect of diatomic overlap
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MNDO/d
MP2
MPW1K
MUE

NDDO
ONIOM
optB88-vdW

P

PB

PBE

PES

PM3

PME

R

RNA
RNase
SCC-DFTB
SCF
SCS-MP2
QM
QM/MM
QM/MM-MD
TS

U#

VS

MNDO with explicit d orbital representation
Mgller-Plesset perturbation theory of the selcorder
modified Perdew-Wang 1-parameter model foetcs
mean unsigned error
neglect of diatomic differential overlap
our n-layered integrated molecular orbitatlanolecular mechanics
Becke88 exchange functional includingng-range van der
(dispersion) interactions
product
Poisson—Boltzmann
generalized gradient approximations by Peréeike-Ernzerhof
potential energy (hyper)surface
parameterization 3 of MNDO
particle-mesh Ewald
reactant (precursor)
ribonucleic acid
ribonuclease, e.g., RNase A
self-consistent charge density functidiggit-binding
self-consistent field
spin-component scaled MP2
guantum mechanics (quantum chemistry)
hybrid quantum mechanical/molecular mechahinethod
QM/MM approach combined with restrainedCMsimulations
transition state
uracil nucleotide labeled as #, e.g-1U
Varkud satellite

Waals



Chapter 2

Motivation

Many essential processes in living organisms aneaged by enzymes. The most important
role of enzymes is to accelerate chemical reactiowsrds biologically effective time scales.
Although the overall concept of enzyme catalysis saccessfully proposed more than hundred
years ago, the classification of the actual medmari.e. identification of catalytically active
groups) and the understanding of other catalytitofa (i.e. dynamical effects) is still limitéd.
Even more unanswered questions are related tolitbaucleic acid (RNA) enzymes because
they have not been studied as extensively ashetiein counterparts®

The chemical research of biomacromolecules requicesplete description of molecular
structure, function and dynamics. The initial imf@tion about sequences and active site
arrangements are provided by X-ray crystallograpiich is perhaps the leading experimental
method in this scheme. A wide range of other temims is available for understanding
questions concerning reaction thermodynamics, ikisiestructural dynamics and mechanisms
within biomacromolecules. Unfortunately, those dioes are generally more difficult to
answer experimentally and often only indirectly egsible. Significant contribution towards
structural insights can also provide theoreticathmds. Molecular dynamics simulations are
able to reveal some problematic structural aspeotgose the ionization states of residues and
describe the solvent behavior. Quantum mechanalallations provide information about the
reaction chemistry and in combination with simdas (as quantum mechanical/molecular
mechanical approach) help to investigate plausibiction pathways and identify reaction
mechanisms of enzymes. The overall applicability prediction power of theoretical methods
is still improving because they are under contirrualevelopment and rigorous testing
procedures. With the massive increase of computevep during the last two decades,
theoretical methods are becoming respectable addlyvused tool. It is worth noting that the
contribution of theoretical approaches in the comterary research of biomacromolecules has
not gone unnoticed by the Royal Swedish Academg@énces. Three theoretical chemists,
professors Martin Karplus, Michael Levitt and Arig¥arshel, were jointly awarded the 2013
Nobel Prize in Chemistry for their contribution development of theoretical methods for
modeling of large complex chemical systems andtieas: In overall, theoretical approaches
have a potential to shine as a tool for explanatiord interpretation of experimental
measurements and hypothesis. On the other handstttoelld be always interpreted with care,

considering their accuracy and limitations.



This thesis is focused on description of the stmattstability and the reaction mechanism of
RNA enzymes in order to understand the catalytichmrism by two small self-cleaving
ribozymes, i.e., hairpin and HDV ribozymes. A condiion of theoretical tools was used,
where the conformation behavior was studied by mudée dynamics simulations and several
reaction pathways were investigated systematicallpy combined quantum
mechanical/molecular mechanical calculations. Tmesthods seem to be useful tools in order
to investigate processes in biomacromolecules apteaular complexes. Our results are
discussed against available (both experimental @nadretical) observations and provide

complementary data towards deciphering the reaatechanisms of RNA catalysis.



Chapter 3

Introduction

31  The RNA world

Vast majority of chemical reactions in the biolajicystems are catalyzed by enzymes.
Each enzyme acts as a chemical catalyst by enlptiwrate of specific chemical reaction or a
set of closely related reactions. Enzymes are tstralty complex biomacromolecules, which
form multiprotein complexes with molecular weigtitem about 10,000 to over 1 millidn.
Until thirty years ago all enzymes were believedeéoproteins composed by amino acids. The
role of RNA seemed to be restricted as the cargkrthe genetic information from
deoxyribonucleic acid (DNA) to proteins as expressethe central dogma of the molecular
biology. However, a surprising discovery was mau¢he early 1980s by Cech and Altmann.
They isolated RNA molecules with enzyme activity, which represent counterparts of
enzymes from protein world because they also aehtatalysis. These molecules were later
termed as ribozymes and both researchers recdmeetiabel Prize of Chemistry in 1989 for
their breakthrough discovery. RNA emerged as tfst fhacromolecule with both informational
and catalytic functions. It was suggested that fiikdng organisms on this planet did not
possibly need proteins because ribozymes coulchédintst self-replicating systems, playing
key role in evolution (“‘RNA World Theory}* Ribozymes may be living relics from an ancient
ribonucleoprotein world as shown recently on thel@ion of ribosomé?

First known ribozymes carry out a rather limitechga of reactions, involving the
phosphoryl transfer, transesterification or hydsidyreactions® The initial set of reactions was
later extended by the most important reaction wittells, i.e., the condensation of an amine
with a sp-hybridized carbonyl by the rRNA component of thege ribosomal suburit™® The
ribosome active site is thereby composed entirglRNA and is in fact ribozym&:'’ Possible
repertoire of ribozyme catalyzed chemical reactisnsxtending by RNA species select in the
laboratory*?

Presently discovered ribozymes are divided into tmain groups. Larger ribozymes use
external nucleophiles (intermolecular nucleophdiitack) located remotely from introns (group
| and Il self-splicing introns)>*® Specific members are ribonuclease P (RNase P)cthides
out the processing of tRNA in all living organisnasd peptidyl transferase of the ribosome,

catalyzing the condensation of amino acids intoypeptides. Common catalytic strategy of



larger ribozymes involves two-metal-ion mechaniswhere one hydrated My ion is
coordinated to the attacking nucleophile and themto the leaving groujy:*®

Small self-cleaving ribozymes (also called nucl&o)yare required for the site-specific
cleavage of RNA and characterized by attack ofy2lrbxyl group on the adjacent phosphate
(intramolecular nucleophilic attack) or by 5’-hyaxb group in the reverse reaction. The group
of small self-cleaving ribozymes includes five RMNsfecies: hairpin, hammerhead, Varkud
satellite (VS), hepatitis delta virus (HDV), andugbsamine-6-phosphate synthaggmQ
ribozymes. Their minimum sequences essential feawege range typically from ~40 to 200
nucleotides (Figure 1). Hairpin, hammerhead andiWi&ymes are part of species belonging to
the circular, self-replicating RNAs and are essgmbmponents of the rolling circle replication
mechanism? The replication cycle involves the copying of theminant circular plus strand by
a host or viral-coded RNA polymerase to give a mistrand. The long minus strand can self-
cleave in vitro to give monomeric products that andsequently circularized and copied to
produce a linear plus strand. The plus strandcte#fives to monomers, which circularize to
produce the circular progeny of plant pathogeno{@#)®® The HDV self-cleaving RNA motif
was obtained from the HDV that infects hunfaiSand has also been detected in the human
genomé? VS andglmSmotifs are found within the bodies of larger trensts'® TheglmSalso
acts as a regulatory element (riboswitch) in Grasitive bacteria by controlling the

glucosamine-6-phosphate synthase 1&Vel.



VS ribozyme
(Varkud satellite RNA)
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Figure 1: Three-dimensional structures and appropriate segae of secondary structures for members of thepgod small self-cleaving ribozymes. The colors of
helical stems and loops matched between certaionsiecy and three-dimensional structure. Black asawdicate the cleavage sites. This figure was cmeg

from panels originally presented in Ref. 19.



3.1.1 RNA catalysis

The diversity of the side chains is the major dédfece between proteins and RNA, where
four purine and pyrimidine based heterocycles stgainst twenty chemically diverse amino
acids®® Fundamental suggestions how RNA catalyzes the pblowgl transfer reaction still
come from protein enzymés?® The pancreatic ribonuclease A (RNase A) achielessvage of
the RNA backbone via formation of a cyclic 2',.3'gg@phate equivalent to the nucleolytic
ribozymes with an impressive ftacceleratiort?® The catalytic power of RNase A originates
from combination of four sources: (i) alignment tbe nucleophile, scissile phosphate, and
leaving group, (ii) activation of the-®H nucleophile by a general base, (iii) increaatuhity
for the pentacoordinated phosphorane transitiote,séand (iv) activation of the’® leaving
group by a general acid® One of proposed and well-established mechanisRNzse A is a
general base/general acid catalysis, where onearuoid side chain of histidine 12 acts as
general base in deprotonation of the 2'-OH group @mother imidazole side chain of
histidine 119 serves as general acid in protonatioleaving 5’-O group. The transition state
(TS) with negatively charged phosphate is stalliby lysine 47° Imidazole heterocyclic
compounds havingl, close to neutrality are well suited for those sdfeUnlike amino acids,
the unmodified RNA nucleosides are typically nelusitebiological pH and theirk, values are
normally at least two units shifted from neutrafity®>?’ Those K. values help nucleic acids to
store genetic information, but may limit potentiaintributions to catalysis by an electrostatic
stabilization and possible proton transférsNevertheless, recent reviews conclude that
nucleobases are able to shift thelit,p towards neutrality, participate directly in theneral
base/general acid chemistry, or stabilize negatigbhrged TS states electrostatically (Table 1,

7,13,25

Figure 2)



Table 1: Suggested nucleobase and hydrated*Ntun participation in the active sites of small-
self-cleaving ribozymes.

ribozyme suggested catalytic participants AG' (kcal/mol)?
- canonical guanine, N1-deprotonated guanine b

hairpin canonical adenine, N1-protonated adenine 20.9
canonical guanine, N1-deprotonated guanine, [M@(kOH]", ¢

hammerhead + + + 19.9
[Mg(H0)5]*", [Mg(H,0)sOHI", [Mg(HO)e]*

HDV canonical cytosine, N3-protonated cytosine, [Mg3§OH]", 19.9¢
[Mg(Hz0)s]**, [Mg(H,0)sOH]", [Mg(H,0)el** '
canonical guanine, N1-deprotonated guanine, e

glms X 19.8
glucose-amin-6-phosphate cofactor

VS canonical guanine, N1-deprotonated guanine 20.1f

canonical adenine, N1-protonated adenine

# activation free energy barriers obtained from eixpentally measured rate constants (Equation 5.4).
® Younget al, Nucleic Acids Res1997, 25, 3766

° Hertelet al, Biochemistry 1994, 33, 3374°

4 Shih and BeerBiochemistry 2000, 39, 90558°

® McCartyet al, Chem. Biol. 2005, 12, 122#

"Wilsonet al, EMBO J, 2007, 26, 248&

Enzymes also use metal ions in order to catalypspitoryl transfer reactions. Polymerases,
nucleases, transposases and phospholipases wayestad) for a two metal ion mechanism,
where one ion activates the nucleophile and therathts as a Lewis acid in stabilization of the
oxyanion leaving group*® Initially, it appeared that all ribozymes are speexamples of
metalloenzymes, where metal ions played directsrole reaction mechanismb. That
assumption was overcame by more detailed studidsaopin and VS ribozymes, where the
catalytic activity was measured without any spedifietal ion in the active sifé>’ In general,
metal ions play crucial roles in the folding of RNolecules and, therefore, in formation of
specific active site conformations in ribozymés? Identified catalytic roles of metal ions
involve (i) metal-coordinated water acting in a g base/general acid catalysis, (ii) metal ion
forming an inner sphere complex with RNA and (imetal ion stabilizing charged TS

electrostatically:”*>383°



general base

general acid

N1-deprotonated N9-methylguanine

canonical N4-methylcytosine

hydrated Mg* ion
(inner-shell coordinated)
[Mg(H,0).0HJ*

hydrated Mg* ion
(outer-shell coordinated)

< 6

N1-protonated N9-methyladenine

N3-protonated N4-methylcytosine

hydrated Mg* ion

(inner-shell coordinated)
& [Mg(H.0),J2*

<&

P ©
&

hydrated Mg* ion

(outer-shell coordinated)
[Mg(H,0).OHI* @ Mg(H,0)J2*

a\y
S 0 ©
P = Z’QF

Figure 2: Models of nucleobases and hydrated’Migns in protonation states suggested for
participation in reaction mechanisms of small si¢favage ribozymes.

3.1.2 Suggested mechanism of small self-cleaving ribozymes

Although small self-cleaving ribozymes possessowarisecondary structures (Figure 1),
they catalyze the cleavage of the RNA phosphodidsaekbone through the same reaction
called internal transesterification. Thg23ype reaction starts with the 2'-hydroxyl nucleitip
attack on the adjacent scissile phosphate, prodeeals the pentacoordinated phosphorous TS
and generate products with 2',3'-cyclic phosphatd &'-hydroxyl termini (Figure 3)"*°
General catalytic strategies appear to be sindlénase identified for RNase A. While the other
contributions to the catalysis could not be exctydthe maximal rate enhancements are
generally achieved by combination of (i) activee sibnformation suitably organized for the in-
line attack of nucleophile toward the scissile gitage (i.e. angle between O2', P, and O5’
close to 180°), (ii) activated 2’-OH nucleophile bygeneral base, (iii) TS stabilization (i.e.
neutralization of a negative charge located on ridglmg oxygens), and (iv) protonation of O5’
by a general acit!******The RNA catalytic reactions are in principle wetiderstood due to
similarities with their protein counterparts. Stsleveral open questions concern the complete
description of catalytic mechanisms in ribozymethvaidditional unknown factors like the pre-
organization of the active sites for catalysis.
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5'RNA 5' RNA 5" RNA
Base o Base, (o) Base (o)
. —H- [o] —H-- (o]
B\f H02| O3 B—H O\ / B—H O\P/
o=p—o  Cleavage _P—o0 o Y,
~ 0" \’) T
A—H -0 GO ligation
5' A—H * A:- HO
o) Base o Base
(o) Base
OH o OH
(o) OH o
3'RNA 3'RNA 3'RNA

Figure 3: The mechanism of the internal transesterificatieaction catalyzed by small self-
cleaving ribozymes. The 2'-OH hydroxyl is actingnagleophile and attacks the neighboring
scissile phosphate with the possible assistancgeokral base labeled as B. The reaction
proceeds through the phosphorane TS and geneta¢e®'43'-cyclic phosphate with the 5-OH
hydroxyl termini (potentially catalyzed by genesald labeled as A).

3.2 Reference reactions

The model of an uncatalyzed reaction is consideed reference reaction and enables to
understand the catalytic effect of enzymes andzyimes (Figure 4). The catalytic effect is
generally defined as the difference in reactiviggvieen the enzyme catalyzed reaction and the
corresponding uncatalyzed reaction in wéteAccording to Warshel and co-workers, the
catalytic effect involves two components: (i) chargf the reaction mechanism (with respect to
the reference reaction in water) and (ii) the effecenzyme environmert' The chemical
effects seem to be well understood because appteprhemical models help to distinguish
between alternative mechanisms of ribozyme reasfidhi Several experimental observations
support protonation of the phosphodiester as aleviahechanism for RNA cleavage.
Lonnenberg and co-workers demonstrated the protonat the phosphoryl oxygen of a neutral
phosphodiester followed by the nucleophilic attatkhe adjacent 2’-OH groufy:*® The first
step of transesterification can be both generat/gaseral acid catalyzed and the rate limiting
transition state corresponds to the exocyclic @dgawf phosphorane concerted with the proton
transfer to the departing alcoxitfe’> Perreault and Anslyn concluded, that two reaction
mechanisms (called dianionic and monoanionic) aterchangeable scenarios for RNA

cleavagé® Both mechanisms differ in protonation state of ggiwrane intermediate and are
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depended upon the leaving group ability, the pH #rel availability of general bases and
general acid$®

The effects of altering environment (called theetmatalytic effectf reproduce the free
energy AG) difference between the enzymatic and uncatalyeéerence reaction in water
involving the same mechanism as in the enzyfhémong those, the most important catalytic
effect is associated with the electrostatic contrdn, resulting in TS stabilization (or the

ground state destabilization) by the surroundirtiyacite®*%*+*’

initial model extended model
HaoN(_ 1104, CH3 HaoN_1:,0.4',CH3
general acid
2' 3' 2’ 3'
HO 0., HO,, /0.

/05, /05,
c|.|3 general base CH3

(Gua~)

Figure 4: The scheme of sugar-phosphate backbone modelrusee reference reaction. The
initial  model represents the cleavage of the 34Miino-4'-methylribose)-5'-

methylphosphodiester (27 atoms). Extended modelsiconucleobases and hydrated g

ions (Figure 2), e.g., N1-deprotonated N9-methyfgone (Gua) and N1-protonated NO9-
methyladenine (AdeBiin the position of general base and general agdpectively.

3.3  Small Self-Cleaving ribozymes

3.3.1 Hairpin ribozyme

The hairpin ribozyme adopts naturally a four-waydiion secondary structuf®,but a
minimal two-way junction and a junction-less forwiscatalytically active ribozyme has also
been derived®® In the minimal, junction-less form, the 61-nucidetiong ribozyme is
composed of two double helical A-RNA stems, whiateractions form the catalytic core of the
ribozyme (Figure 1%°°°! The scissile phosphate is located between adefifd-1) and
guanine +1 (G+1). Biochemical and structural steidiglentified two another purine
nucleobases, i.e., guanine 8 (G8) and adenine 38)(/As main players in the cleavage and
ligation*"**4°*2The active site is very similar to the catalytire of RNase A because G8 and
A38 are positioned in similar manner to histidiireghe active site of RNase A.

The precleavage (containing 2’-O-methyl substitutiohibiting the reaction), product (P)

and TS analog crystal structures revealed thats@G&ated close to the 2’-OH nucleophile, and
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potentially donates a hydrogen bond from N1 nitrogethe 2’-oxygen of Al.*8°°**%3These
observations, together with exogenous nucleobasrieeexperiments, led to proposals that G8
electrostatically stabilizes the TS and/or actisatithe A-1(2-OH) nucleophile (being
deprotonated before the reaction), i.e., acting general base’*>’ The experimental data are
mostly consistent with the general base mechanisaeprotonated form of G8 (G8and the
recently estimatediy of G8 (9.5%° in the active site of the hairpin ribozyme fits lleith
kinetic profiles showing rate constants as a fmctif pH (Figure 5§>°*®°The hybrid quantum
mechanical/molecular mechanical (QM/MM) calculag@roposed another mechanism, where
the A-1(2’-OH) group is deprotonated by the non-bridgixggen of the scissile phosphate and
canonical G8 participates indirectly in the reactiny providing electrostatic stabilizati6h.
That proton-shuttling mechanism would likely noadeto any experimentally measurable pH
dependence of the rate constant, thus excluditoghie the only catalytic strategy of the hairpin
ribozyme.

N1 nitrogen of A38 is placed near the leaving Gt J®@xygen in crystal structures of TS

analogs?®

6264 Exogenous nucleobase rescue experiments suggésaed38(N1) is involved
directly in the cleavage reacti6h®® Raman crystallography showed elevatéd @f A38 (5.5°’

up from 4.3%), further indicating that A38 is protonated (A38Hinder physiological pH ~7
prior to cleavagé’ The proposed roles of protonated A38idclude direct involvement (as
general acid) in the reaction mechanism (Figuranglfor indirect participation by structural and
electrostatic stabilization. Notably, the canonié88 was also suggested for electrostatic

stabilization of the negatively charged phosphor@ifieand alignment of reactive groups.
67,69,70
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Figure 5: Calculated pH dependence of the rate of cleavagkthe experimentally measured
pH dependence of reaction rates of the hairpin zibpe. The protonated acida (fvith
pK, = 6.0) and unprotonated base;s (vith pK, = 10.0) were calculated as functions of pH
(plotted on a logarithmic scale, upper left parf8iThose simulated pH profiles fordnd § are

in excellent agreement with estimated, pK G8 (9.5)° and A38 (5.5 in the active site of the
hairpin ribozyme. The gray areas at the sides areatcessible to experimental investigations.
The product (f- fg) shows the dependence of cleavage rate with pbit¢ol on a linear scale,
lower left panefi’ and corresponds with experimental pH dependentkeotleavage reaction
for the hairpin ribozyme in its full junction forrgpanel on the right)? This figure was
composed from panels originally presented in R&f. 6

3.3.2 HDV ribozyme

The HDV ribozyme is a self-cleaving RNA motif emided in genomic and antigenomic
RNA strands of HDV. Both genomic and antigenomipety are generated during virus
replication and required for self-cleavage of patyim RNA transcript$:?? Additionally, two
slightly different self-catalytic sequences hasrbsgnthesized, i.e., the naturally occurroig
acting form, and it¢rans-acting derivate with incorporated external sulistanalog inhibitor
strands’>"? All those molecules typically contain from 85 t6 Bucleotides, depending on the
sequence variant and the polarity. First crystaicstire of the postcleavage state revealed that
the genomic HDV ribozyme adopts a highly orderedicstire composed by one stem, one
pseudoknot, two stem-loops and three single-stngtections (Figure 15 The cleavage site
is located between uraeil (U-1) and guanine 1 (G1). The side chain cytosine@BJ) has
been identified to be functionally essential fo tratalysis:>"* HDV ribozyme was thereby the
first catalytic RNA motif, where the specific nuclease has been proposed for participation in
the reaction chemistry. Kinetic studies indicated that hydrated ¥ipn in the active site is
directly involved in the cleavage reacti@r>

Two kinetically equivalent reaction mechanisms afitig in the role played by C75 have

been proposed. The first reaction model was basedystal structures of the precleavage state
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inhibited by a C75/uracil mutation or chelation\§®*.”® C75 was identified as a general base
using its N3 nitrogen to activate (deprotonate) thecleophilic U-1(2'-OH) group. The
hydrated M§" ion was suggested to act as a general acid tonat the G1(05’) leaving
group in the corresponding manr&f’ The subsequent molecular dynamics (MD) simulations
starting from these structures together with comtbinquantum mechanical/molecular
mechanical (QM/MM) calculations showed that this chenism is both chemically and
structurally feasiblé®*”""® The C75 general base mechanism does not howexptaire
biochemical® and more recent crystal structure ddta.

In the second model, the roles (and the protonagiates prior to the cleavage) of C75 and
the hydrated Mg ion are switched, i.e., the protonated N3 nitroge@75H acts as a general
acid to protonate the leaving group and one of atepated water molecules of coordinated
Mg?* ion activates the L1(2’-OH) group. The C75Hgeneral acid mechanism was proposed by
Bevilacqua and co-workéfson the basis of crystal structure of the postagavstaté and
provides better agreement with biochemical anddtest structural datd?*° The recent high-
resolution (1.9 A) crystal structure of thans-acting HDV ribozyme in the precleavage state
was solved by molecular replacement from the prevjmostcleavage structufeThe active site
was however, crystallographically disordered (esgcthe U-1 nucleotide) and required
additional modeling and superposition with the eiege site of hammerhead ribozyfierhe
resulting structural model differs significantly important elements from the prior precleavage
structure’’ e.g., C75 is bound more tightly to the G1 scisghiesphate, suggesting that it may
be protonated prior to cleava§é' MD simulations are consistent with the role oftprated
C75H" as a general acid because C73Hpears to assist in the local organization ofattteve
site®” Subsequent QM/MM calculations by Hammes-Schiffed ao-workers revealed a
concerted reaction mechanism in the presence aictie site M§" ion, where combined
nucleophilic attack (from U1(02’) to G1(P)) and proton transfer step (from B7% G1(05’)
leaving group) resulted in a single phosphorane-likS®* The monovalent metal ion

substitution of the catalytic Mgfavored a sequential mechani¥.

3.3.3 Hammerhead ribozyme

The hammerhead ribozyme was the first nucleolyittoayme discoveréd and the first
catalytc RNA with determined crystal structdfeThe first crystal structures however,
contained only a “minimal” three-junction core gobvided only negligible information of the
hammerhead cleavage site (Figure®’LAn innovative crystal structure of a “full-length”
hammerhead ribozyme &chistosoma mansoshowed potentially important (and previously
neglected) tertiary contact between helices | an¥®l Subsequent crystal structures of

precleavage and postcleavage states with thesaactemevealed an active site, which is similar
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to the active site of the hairpin ribozyM&” The scissile phosphate is located between two
cytosines, numbered 1.1 (C1.1) and 17.1 (C17.1).

Initial cleavage models based on minimal hammerhstuctures proposed direct
involvement of one or two hydrated Rgions in the reaction mechani$it® In contrary,
recent structural and biochemical data based orexbended full-length version revealed that
divalent metal ions are not essential for the gtitahctivity.”>* Possible roles of Mg ions in
the hammerhead ribozyme were suggested to be naiher, i.e., participation during folding
and charge (electrostatic) stabilizatid? Structural data instead identified two guanine
nucleobases (G8 and G12) in the active site, wizdr2 was localized within hydrogen bond
distance of nucleophilic C17.1(2'-OH) group andhgdroxyl of G8 having hydrogen bond
contact to the C1.1(05") leaving group. The combimgeneral base/general acid mechanism
involving both G12 and G8 nucleobases is the mossistent model with kinetic profil&sand
mechanistic experiment$® That mechanism may still be accompanied with ativeic
participation of hydrated Mg ion forming innershell or outershell coordinatiomith
nonbridging oxygen of the scissile phospHatRecent semiempirical QM/MM calculations
showed that the presence of ¥dn the active site affects geometries, providestedstatic

stabilization, and decreases energy barriers dlmgeaction pathway.

3.3.4 gimSribozyme

TheglmSribozyme was identified as an catalytically actpagt of the 5’-untranslated region
of mRNA using a small-molecule metabolite cofadiglucose-amin-6-phosphate, GICN6P) as
an allosteric activator or an coenzyfi@he overall structure contains ~120 nucleotides ian
composed of eight small stems (Figure®f). The scissile phosphate is located between
adenine-1 (A-1) and guanine 1 (G1). Another guanine nucleobabeléd as G40 (or G33
depending on the obtained crystal structlifé)s located within hydrogen bond distance from
the A-1(2’-OH) group. Structural and biochemical datavebo that the presence of both G40
and GIcN6P cofactor simultaneously is critical floe catalytic activity:>* Mutation of G40 to
any other nucleobase in the presence of GIcN6Ptedsin a significant decrease of the
cleavage rat&”*® The presence of GICNGP in the active site direatijvates the self-cleavage
of gmS ribozyme® although it does not lead to any detectable comdtional
rearrangements>* Specific interactions between the phosphate moitGIcN6P and G1
nucleobase appears to be crucial for proper cafacisitioning in the binding sit&.

A number of reaction mechanisms were suggestedlfioBself-cleavage. The first scenario
is similar to other small self-cleaving ribozymeslanvolves the N1-deprotonated form of G40
(G40). G40 was proposed to act as general base acceptingrdben from the A1(2-OH)
nucleophile. Subsequent protonation of G1(05’) ilegvgroup would be facilitated by the

ammonium form of GIcN6P (acting as general atifi)n the second mechanism suggested by
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Ferré-D’Amaré and co-workefsproton donors and acceptors are GIcN6P cofactdraater
molecules. The amino form of GIcN6P accepts théoprérom the A-1(2-OH) nucleophile via
two tightly bound water molecules and consequeuttyprotonated ammonium form, transfers
the proton to the leaving G1(Q%xygen?® Recent MD simulations proposed an alternative
mechanism, where the-A(2’-OH) group is deprotonated by one of nonbridgirxygens of the
scissile phosphat&® The canonical G40 (N1-protonated) participates electrostatic
stabilization of the negatively charged phosphorai$ state and the ammonium form of
GIcN6P donates the proton to the G1(05’) gr&lipSimilar results were observed by
fluorescence measurements using nucleobase mutdtitie active site guanine (G33), where
the canonical form of guanine appears to be theompjotonation stat®" Latest kinetic
experiments are consistent with the model, whereNG&IP directly participates in proton

transfers during the self-cleavage reactf8n.

3.3.5 VS ribozyme

The complete crystal structure of the VS ribozynmes mot been published yet. The
secondary structure and initial information aboeheral fold were obtained from biophysical
and small-angle X-ray scattering studi&s*The VS ribozyme is the largest known small self-
cleaving ribozyme with ~140 nucleotides forming esevhelical segments connected by three
three-way helical junctions (Figure f)The cleavage site is located between guanine (G620
and adenine (A621) in the internal loop and dispkamypologically similar arrangement with the
active site of the hairpin ribozyni& Furthermore, two other critical purines (guanim@6388)
and adenine (A756)) were identified by nucleotidbstitution and implicated for the chemical
reaction®'%*191%gimilar to the hairpin ribozyme, both G638 and B7Bucleobases are
considered as the key players in the catafisis.

Possible roles of G638 and A756 may lie in elettos stabilization, but experimental data
are mostly consistent with combined general basefgd acid mechanism. The measured pH
dependence of the rate of substrate cleavage iprdsence of Mg ions revealed bell-shaped
profile, which corresponded to a double ionizatiadef® with pK, values of ~5.2 and ~8%.
Nucleotide substitution experiments combined witprosphorothiolate analog data identified
a correlation between theKp of the nucleobase at position 638 and the obsepigdf the
cleavage reactio:*®” Thus, the available experimental data are mosilysistent with the
mechanism, where deprotonated form of G638 actbeageneral base to activate the 2'-OH
nucleophile and protonated form of A756 plays tbke rof general acid by transferring its

proton to the O5’-leaving grouf.
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Chapter 4

Theory

In this chapter, a brief theoretical backgroundubguantum mechanical and molecular
mechanical approaches is presented. Consideratdatiah is given to those theoretical
methods, which were further used for computatiohsroall model systems as well as for
investigations in ribozymes. At the last part, éhreomputational techniques, i.e. quantum
mechanical calculations, classical MD simulatioasd combined QM/MM calculations, are

described with the emphasis on basic principlesngths and potential limitations.

4.1 Quantum mechanical approach

4.1.1 Ab initio methods

The high-level quantum mechanical (QM) methods Iveosolving of the Schrddinger
equation by using various physically evincible apimations. Their accuracy can be assessed
at a certain level of quality without performingghéest level calculations because their results
converge systematically towards the correct sallffbThis behavior contrasts with molecular
mechanics (empirical force fields) calculations,ichhcan fail in an unpredictable manner by
moving away from systems that were used for paraizetion:°®'* The starting point of
guantum chemistry is the Schrédinger equation, vhioe-independent form is:

{—h—zmz +u}w(f): EW(F), (4.1)

2m
whereE is energy of single particle of mass which is moving through space (given by a

position vectorr = Xi + y] + ﬂ?) and under the influence of an external figlgvhich might be

the electrostatic potential due to the nuclei ofleoole)™® ¥ is the wavefunction that

characterizes the particle’s motion aindis a vector differential operator defined by:

?i+ii+ﬁi (4.2)

0= :
ox "0y 0z

where (f,],R) are unit vectors. The left side of Equation 4ah be abbreviated ¥, where

H is the Hamiltonian operator, reducing the formald?¥ = E¥. The Schrédinger equation is
thereby a partial differential eigenvalue equatiovhere the operator acts on a function
(eigenfunction) and returns the function multipltega scalar (eigenvalu&y. Precise solutions

are however, possible for only a few systems (ehgdrogen atom). Any solution for
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polyelectronic atoms or molecules, i.e., systemsliring three and more particles, can only be
approximations (“three-body problem. Another complication for polyelectronic atomshe t
electron spin, which is also incorporated into #ohs of the Schrodinger equation via spin
orbitals. The wavefunction is required to eithemain unchanged, when two electrons are
exchanged, or it must change sign (“the antisymynptinciple”). The initial approximation
assumes that the motion of the electrons is deedupbm the motion of the nuclei (“the Born-
Oppenheimer approximation”). The electrons havess Isignificant mass than nuclei (proton is
1836 times heavier than electron) can adjust almtgtntaneously to any changes in the
position of the nuclei, which allows to concentrate the electronic motions under the fixed
nuclei position(s}*

All QM methods that solve Schrddinger equation @aedab initio (from first principles)
QM methods. The most completb initio QM method is full configuration interaction (full¥)
that represents exact solution of non-relativiSihrodinger equation within a finite basis set of
atomic orbitals. It is however, so demanding thatainnot be used for chemically interesting
systems™ A number of ab initio QM methods are based on the Hartree—Fock (HF)
approximation, which considers correlated motiohglectrons. The initial set of electronic
solutions is gradually refined (self-consistenidjeSCF) and corresponds to lower energies
until the point (unchanged results for all elecsois reached™® The missing term, i.e. electron
correlation energy, creates the attractive parthef van der Waals interactions (dispersion
term)°® Fortunately, there are various affordable techesqto include large amounts of the
correlation energy at a reasonable computationstl @st-HF methods}® The most widely
used are Mgller—Pleset second-order perturbatioR2)Mtheory and coupled-clusters with
single, double and perturbative triple excitatiq@CSD(T)). MP2 is not fully balanced for
intermolecular forces, but that problem can beialfrteliminated by spin-component scaled
MP2 method (SCS-MP2J? CCSD(T) is the reference method, when applied Vaithe basis
set of atomic orbitals (“the golden standard ofrquen chemistry”). However, CCSD(T) is still
applicable only to the smallest systems (~40 atotus) to huge computer demands. Other
methods that aim to provide an exact solution ef $ithrédinger equation, e.g., variation and

diffusion Monte Carlo, have still enormous compiaiaal demand&®®**

4.1.2 Density functional theory

Theab initio QM methods are presently often replaced by varimrssity functional theory
(DFT) approaches relying on the electron densitigerathan on wave function. DFT offers a
wide spectrum of methods of diverse quality, amtlitity, and computer efficiency?® The
major DFT benefit is that it is offering significinfaster results thaab initio methods having
comparable accuracy**** Commonly used DFT functionals (e.g., BLYP, B3LYFBE)-!"*?°

provide decent estimations of molecular geometaied chemical reactions, but they fail in
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description of non-covalent interactions due to ithability to include the London dispersion
energy'®®** Another DFT functionals, e.g., M06-2X, M06-L, M®&,"** optB88-vdW?* and
EE+vdW?® were optimized or at least improved for non-cewmélinteractions and provide
promising result$**'*° Recently developed functionals can also contaipigcal dispersion
terms (marked by suffix -D, i.e., DFT-Bf™% DFT-D methods are parameterized against
benchmarkab initio QM data and practical results indicate that tleskimproved variants
(such as DFT-D3§° seem to be the best option for QM studies on bieoutar systems:!
Despite all the efforts, there is no single DFTdtimnal accurate for all applications comparable
to the besab initio QM methods. Various DFT functionals still achieiéferent accuracy for

various classes of systems and chemical probt€ms.

4.1.3 Semiempirical methods

Approximate molecular orbital theories (semiempgiriecnethods) have been developed
becauseab initio (or even DFT) QM approaches are expensive in tefne®mputer resources.
Semiempirical methods have affordable computatiooast and are thereby useful for
investigation of large systems (e.g., biomacromdks) and/or complicated reaction schemes
(e.g., construction of complete free energy sugaC&'°However, semiempirical methods are
heavily dependent on parameterization. Semiempisitaemes explicitly consider only valence
electrons of the system and the core electronsuysumed into the nuclear cdtéThe most
demanding part in comparison with thé initio HF SCF calculation, i.e., calculation and
manipulation with integrals, is neglected or apjpr@ted™'® The most known semiempirical
methods are those developed in groups of PopleDawvdr. The initial methods developed in
Pople’s group (i.e., the complete neglect of ddfeial overlap model (CNDO), the intermediate
neglect of differential overlap model (INDO), arftetneglect of diatomic differential overlap
model (NDDOQ)) in 1970s were further modified in Davs group (the modified INDO method
(MINDO/3), the modified neglect of diatomic overlapethod (MNDO), the Austin model 1
(AM1), and the Parameterization 3 of MNDO methot@) in 1980s and 19903’ The later
are still being reparameterized for a given (ct#fyseactions and used in various computational
studies, e.g., the combined AM1/d (AM1 method véthexplicit d orbital representation) and
MNDO/d model with new parameters for H, O and Rvet¢AM1/d-PhoT)*’ parameterized for
reactions with phosphates. Another frequently ssdiempirical method is based on a second-
order expansion of the Kohn-Sham total energy im Dhown as the Self-Consistent Charge
version of Tight Binding Hamiltonian (SCC-DFTB¥'?°The SCC-DFTB method incorporates
only two-center Hamiltonian integrals in the cad#tidns, whereas the usual short-range
repulsive interaction appearing in tight bindingdals is fitted to self-consistent data derived in

the local density approximatidf’
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4.2 Molecular mechanical approach

Molecular mechanics (MM, also called empirical poi@ or force field) is the most
approximate computational method introduced in tthissis. MM is based on classical
Newtonian physics which deals with molecules assital object$®® MM force fields are
basically interpreted in a terms of relatively sienfour-component picture. Molecular potential
energy contains bonded terms (typically bond dtiet; angle bending, torsions and out-of-
plane deformations or improper torsions) and imtivas between non-bonded parts of the
systent:'® The non-bonded term is usually modeled using ad@at potential for electrostatic
interactions and a Lennard-Jones potential for danWaals interactions. The example of a

functional form for such force field is:

Evv = D kg(d=do)? + D ky(0-6,) + D k,[1+codng+3)]

bonds angles dihedrals
12 6 , (4.3)
Op | _|9a8 1 gn0s
+ Z Eng +
nonbonde: rAB rAB 47E0 rAB
pairs

where the symbold, 8, and¢ indicate bond lengths, angles, and torsions, otisiedy (d, and
6 are the corresponding equilibrium values)ando are the torsion multiplicity and phase,
respectively. The bonded force constants larek,, andk,, rag is the nonbonded distance
between atoms A and B, angk andoas are the Lennard—-Jones parametggsgs are atomic
partial charges; ang is the vacuum permittivity (dielectric constaHf) The force field is pair-
additive, i.e., it neglects polarization of atomsrg-additive effects) in the electric field frometh
surroundings® More physically accurate polarization force fieldse possible and under
development, e.g., polarized CHARMM (the ChemisityHarvard Molecular Mechanics}
force field based on the classical Drude oscillatodel******but no such advanced force field

has been successfully parameterized for nucleicdsd®i*™*

Despite sophisticated
parameterization, force fields remain approximate ¢tb fundamental limitation using those
simple analytic atomistic functions (Equation 4.8) relating structure and potential
energy->****In addition, force fields are primarily parameted and tested for description of
canonical structures and they may be less accimat®n-canonical elements (e.g., for residues

within RNA catalytic centersy®

4.2.1 Force Fields

The transferability of parameters from one molec¢alanother is a key characteristic of any

force field. There are two force fields that hawe extensively tested on RNA and DNA

21



systems; AMBER (the Assisted Model Building and igyeRefinement}’ and CHARMM*,
which share similar functional form but differ inagameterization. Both  AMBER and
CHARMM offer high-quality protein force fields forconsistent description of nucleic
acid/protein complexe$® The AMBER force field family includes the innowati Cornellet al.
parm94 {f94), a second-generation force field containingtigiarmesh Ewald (PME)
treatment’® of long-range electrostatics developed in the $390Kollman and co-workers;
and its subsequent modifications, eff§9"*°, ff99bscd™®, ff99bscQo. s *:. The actual success of
force fields starting fronff94 is closely related to the compensation of efrerns., the atomic
point charges off94 force field were calculated by the HF methodha 6-31G* basis set
(taken from the electrostatic potential), wherentmecular dipole moments are overestimated.
On the other hand, the overestimation in molecdi@ole moments is able to indirectly
compensate the missing polarization in condensetemsimulations® The ff99 differs from
the original ff94 only marginally, butff99bscO contains first of significant (and necessary
improvements. MD simulations of B-DNA on time saleaching ~10 ns with thi#4-99
variants revealed irreversible/y backbone substates that resulted in a severetwstlic
deformation in B-DNA simulation¥®**? Even longer (>100 ns) MD simulations revealed
formation of spurious ladder-like RNA structureshwa shift of the glycosidic torsigntoward
the region typical for B form (high-anti, ~270%:**3*'**Such a behavior was eliminated by an
inclusion ofyoLs parameterlél and theff99bscQo 3 version of AMBER Cornelét al. force field
(internally abbreviated &§10 orff12 in the recent AMBER code versions) is presethymost
widely tested RNA force field. The latest reparagniged ffO9bscQo.selo: version® was
suggested primarily for B-DNA, where the updatég,; torsion parameters improve BI/BII
populations and helical twist®

CHARMM27 is another type of force field successfullesigned for nucleic acid®*’
Longer MD simulations (~100 ns) showed that CHARMMZescribes the canonical B-DNA
structure relatively well with only certain problemwith groove widths and helical twisfs.
First systematic tests of CHARMMZ27 on RNA predictemvever, very fast base pair breathing
of A-RNA, where the strength of base pair intex@usi appeared to be underestimaféd?®
Reparameterized 2’-OH dihedrals in CHARMM36 fordeld™" revealed similar problems
(albeit less frequent) with base pairs breaking@nfibrmation of noncanonical Watson-Crick

pairs during A-RNA simulations, resulting in low&ructural stability of A-RNA duplex€s?

4.3 Computational Techniques

4.3.1 QM calculations

The bestab initio QM calculations cannot directly be used to studgyene reactions

because they are computationally demanding. Theyraostly applied on complete isolated
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systems consisting ~30-50 atoms in the gas phaseaguum) and serve as benchmarks
(reference reactions) in a similar manner as emperal datd>'°®***The high-levelab initio

QM calculations in vacuum (e.g. MP2, CCSD(T)) o tieference reaction enable to assess the
performance of less accurate QM method (typicalyTPused in subsequent investigations of
reactions in biomacromolecules. The presence afenblis significant especially for charged
systems, e.g., nucleic acid models with negativgrged phosphates, and the inclusion of
solvent screening effects enables to perform the énergy calculations. The energy difference
between QM calculations in the gas phase and QMulkzdions in the solvent could be used for
extrapolation of the free energy corrections, whodhirespond to reactant (R), intermediate
(IN), TS, and P states along identified reactioordmate in the enzym@é.

The easiest way is to perform approximate QM caontin solvent model calculations that
are analogous to classical Poisson—-Boltzmann (BByry used in molecular modelifyg.
However, the continuum solvent QM computations rase as accurate as parameter-free QM
gas phase calculations. Continuum solvent methadgeat explicit water interactions and
calculated hydration energies are dependent omadeaization. The key parameters appear to
be the atomic radii, which are parameterized fdefinition of the molecular cavity. Molecular
cavities separate molecular interior and the swmdog dielectric continuum, which is
mimicking the solvent respon$€.The inclusion of (unphysical) atomic radii indieatthat
continuum solvent models may require various ogtiparameters for different types of
systemg® ! Calculated free energies using continuum solverdets tends to be unrealistic in

absolute values, but the relative trends are sguptusbe correct:

4.3.2 Classical MD simulations

Molecular dynamics (MD) calculates the real dynamod the system, from which time
averages of properties are calculdf€d® State of the system at any future time can be
predicted from its current state (MD is determigishethod). The studied molecule initially
assumes certaiRyz geometry (starting structure), which has generaiBjor impact on the
subsequent simulation. Thus, high-resolution expental crystal structures are required for
reliable characterization of biomacromolecular eyt **Sets of atomic positions are solved
numerically using differential equations emergingr Newton’s second law of motion:

dzxi - FXi
a2 m

, (4.4)

where a particle of massy moves along one coordinatg)(under the forceF)q in that

direction*® The modified Verlet algorithm (“Velocity-Verlets applied in order to propagate
the position ), velocity vectors ¥, the first derivative of the positions in time)dan

accelerations, the second derivative) in a coupled mdtfe:
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X(t + &) )”((t)+\7(t)5t+%é(t)5t2 (4.5)

\7(t+&)=V(t)+%[é(t)+é(t+&)]5t (4.6)

The equations of motion are integrated by breaktegcalculation into a series of very short
time steps (typically 1.0 fs). The forces on thematare computed at each step and combined
with the current positions and velocities to geteer@ew positions and velocities in the next
step. The atoms are then moved to new positionsupddted set of forces is computed. MD
trajectory is generated describing changes of ynamlics variables during tint€’ Typical MD
simulations are presently run on hundreds of naywrgts or even microsecond time scales for
systems containing ~{@toms (the Lis simulation using a 1 fs time step required st@ps).
Although the overall simulation length is constgnthproving, accessible time scales are still
inadequate for the majority of biological processeg., protein folding, which occurs in the
real world on time scales of seconds. Another &tion is the sampling of conformational
space. Standard unrestrained simulations reveahndiys that a real single molecule may
undergo from the starting structure in the finitmwdation timescale (i.e., the problem of local
conformational traps). There are other techniquesrthance sampling, e.g., metadynamics,
replica exchange MD, steered MD, but all of themlude additional approximations and

biaslll,135

4.3.3 Combined QM /MM calculations

The combined QM/MM methods are using a concepbéhtced by Warshel and Levitt in
1976** The studied system is divided typically into twars, which are calculated by different
methodological approaches and both parts are alldwecommunicate with each other. The
first part of the system, the QM core, describes riggion where the chemical reaction takes
place. It is calculated at the QM (e.gh initio, DFT, semiempirical) level, which is able to
perform SCF treatment in the presence of exteroalt gharge field. The second (surrounding)
part that generates steric and polarization conssran the core, is calculated at a less rigorous
level (typically an empirical force fieldf®'*> Any system can be, in principle, divided into
more than two parts, where the largest part iddtehy the computationally cheapest method
(i.e., the most approximate) and the smallest Ipaidn accurate and expensive high-level QM
method:®

There are two QM/MM schemes (additive and subtvagtiwhich are equivalent and differ
in some technical detait$**>*The total energy of the system in the additiveesod (Equation
4.7) is represented as a sum of the QM energyso@Qi core Eqyv, the MM energy of the MM
region (without the QM corefuu, and the coupling term representing the interadbietween

both regionsEqwmv. The subtractive scheme (Equation 4.8) dividessyistem into layers and
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MM

subtracts double counted energies of the smalar.le&E

denotes the whole real system
energy with both the QM and MM regions, which idcatated by the lower level (MM)

method. En?g’l,e, represents energy of the QM core calculated agleehlevel QM method and

E,':f(')\f,a is the energy of the same part computed by theddevel (MM) method (Equation

4.8)!%® The subtractive scheme was introduced as intefratelecular-orbital molecular
mechanics (IMOMMY® but is rather termed as ONIOM scheme (our n-layergegrated

molecular orbital and molecular mechanits).

Etot = Eom + Ewm *+ Eommm (4.7)
— MM M MM
Etot - Ereal + Egodel_ Emodel (4.8)

The key factors, which significantly affect accwyraof the QM/MM calculation, are
boundaries and couplings between the QM and MMoregf®!**The number of atoms in the
QM core and its boundaries has to be chosen chrefiile most challenging cases are found in
studies of biomacromolecules, where the border dtwegions is situated between covalently
bounded atoms. The cutting of covalent bounds usiliystreated by: (i) a link atom saturating
the cut bond (mostly hydrogen atom), or (ii) a laead orbital at the boundary between the
regions:°®***Both strategies significantly perturb the studigdtem and affect the convergence
of the calculation. QM/MM boundary should be plaeadfar from the chemically active region
as is feasible in terms of computational effort (adst three bonds away from the
boundary)1.°8’155'158

The QM/MM coupling describes the non-bonded intéoas between the QM and MM
regions, where the crucial component is the desonpf the electrostatic paft The non-
bonded interactions can be treated at differen¢lley mutual polarization, classified as (i)
mechanical embedding, (i) electronic embedding &ind polarized embedding. Mechanical
embedding is the simplest and the most approxiQdévIM coupling, where the electrostatic
interactions between the QM and MM regions areutated at the MM level. The polarization
of the QM wavefunction is completely neglected huseathe QM calculation of the inner part is
executed without MM the surroundind:**®Electronic embedding performs QM calculation in
the presence of MM charged model by incorporatirig pbint charges as one-electron terms in
the QM Hamiltoniart’®**° The electronic structure of the QM region can adapmodified
charged environment and is automatically polarizgd it. The polarization of the QM
wavefunction represents a crucial improvement, thiet simplified MM charges placed in
proximity to the QM electron density can resulbiverpolarization. This bias can cause serious
inaccuracies and possible extension of the QM reglmuld be considered in such c#&&>
Another way to avoid the inadequate polarizatiorthef QM wavefunction is the three-layer
ONIOM scheme developed by Morokuma and co-work&nshere the middle layer (described

at a medium level of theory) keeps the problem@i/MM boundary far from any bond
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involved in the reaction. The polarized embeddingolves flexible MM charge models
polarized by the QM charge distribution. Since tlevelopment of polarizable protein force
fields is still in progress, polarizable QM/MM calations were essentially restricted to explicit
solvation’> The robust tests of polarized QM/MM schemes aile latking because such
implementations appear to be less critical for l@ioromolecules and at the same time

significantly increase computational co¥ts:>

Apart from boundaries and couplings, another litiotaof a typical QM/MM scheme arises
from conformational sampling. The most accurate KIM/ calculations (high-levehb initio
QM method, large QM core, presence of explicit eotvand ions) are only possible with a very
limited sampling mostly at the level of simple egyeminimization. Those studies are generally
combined with other method, for example, classM@), which enables to achieve at least
limiting sampling by generating a set of differestarting geometrie$®*** The QM/MM
schemes with semiempirical methods provide a teuspting (combined with restrained MD
simulations as QM/MM-MD approach) involving dynasiien a hundred of picoseconds time
scales. Empirical valence bond (EVB) methods atde &b provide a robust sampling on a
nanosecond timescales. The QM/MM-MD schemes haam iniially developed for high-level
QM methods but still remain computationally demagdiith DFT andab initio approaches.
The QM/MM-MD schemes are generally divided into tgmups according to the MD
protocol. Firstly, QM energy and forces come froonwerged SCF calculations, known as
Born-Oppenheimer MD, and such schemes are freques#d with semiempirical methods.
The alternative protocol involves on-the-fly dynamjiwhere the wavefunction is propagated in
the each step directly by extended Lagrangian @quif The example of such model is the
Atom-centered Density Matrix Propagation (ADMP)veleped by Schlegel and lyendat.
Additional techniques, e.g., free energy pertudma{FEP) schemes, provide alternative ways to
increase the conformational sampling. The free gesrare calculated along predefined
reaction coordinate, where the MM degrees of freedoe sampled for the specific (fixed)

position of QM atom$>®
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Chapter 5

Results

This chapter of the Ph.D. thesis is divided intee¢ghparts. Firstly, essential corrections for
comparison of reaction barriers with experimené&raentioned. The second part describes QM
calculations of the uncatalyzed reaction in watewjling (i) comparison of the performance of
QM methods used in our QM/MM calculations and €s}jimation of the free energy corrections
corresponding to the states along the reactiondowate of the specific reaction mechanism in
ribozymes. The main results are presented in ting plart and reveal our studies of RNA self-
cleavage reactions within the hairpin and HDV rjpoes using classical MD simulations and

combined QM/MM calculations.

5.1  Comparison of calculated barriers with experiments

5.1.1 Free energy corrections

Typical QM/MM schemes evaluate the potential enetgyace (PES) and provide electronic
energy changes. The energies are determined &tharset of fixed geometries or with the use
of gradient geometry optimization (energy minimianj. Energy barriers located on the PES
are not directly comparable to experimental dam@réctions for free energies, which contain
zero point vibration energyZPVE), enthalpy correction for finite temperaturd{o) and
entropy contributionsTAS), need to be included.

AG = AE + AZPVE+ Hy_o ~TAS (5.1)

There are at least three ways to estimate thedneegies and each approach has certain
benefits and drawbacks. The first (and probablysingplest) option involves an extrapolation
of free energy corrections from the model of refierereaction, which shares the same reaction
mechanism as the corresponding QM/MM pathway, bygushe harmonic approximation
(ideal gas, rigid rotor, and harmonic oscillater}he canonic ensembi&This approach usually
requires QM calculations within implicit solventhigh affects the accuracy of typically precise
gas phase QM calculation (see Methods). The ses@ydinvolves a direct estimation of free
energies by either the construction of an entiee fenergy surface (FES) of the enzymatic
reaction or by the sampling of the FES along thectien pathway. FES computations are
however, still too expensive for high quality (DFah initio)) QM methods®®° The third

possibility is to calculate the minimum free enepgthway (FEP) along the predefined reaction
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coordinate, where the MM degrees of freedom aregpkaihfor the specific (fixed) position of
QM atoms. Those calculations would however, eitieglect the explicit polarization of QM
region by MM point charges, which is assumed to dvacial for polyanionic RNA

f-l08,111
b

environmen or require recalculations of the QM part evernegration step resulting in

similar computational demands as the second option.

5.1.2 Corrections for rare protonation states

The ribozyme active sites include titrable residuescleobases and/or specific water
molecules coordinated to divalent Mdons. The major protonation states under physiotig
conditions (pH ~7) are expected be the canonicalit(al) forms of nucleobases (e.g. G8 and
A38) and the doubly positively charged, hexa-watsedinated Mg ion ([Mg(H.0)s]*"). The
calculated free energy (and thus all energies ket along the QM/MM pathway) of the
precleavage ribozyme with different protonatiortegeor these residues must be corrected for
the presence of only a minor equilibrium populatioh these catalytically competent
protonation states. TheKp corrections, e.g., for N1-protonated form of AZ8B8H") and N1-
deprotonated form of G8 (Ggare calculated &8:

AGST . = RTInL0[pH - pK23%) (5.2)
AGE" = RTIn10[pK & - pH) (5.3)

yielding 2.1 and 3.4 kcal/mol (at 300 K and pHrégpectively. Note that the total correction is

independent of pH and the terms involving pH muyuedncels each other.

5.1.3 Relation between free energy and rate constant

The uncatalyzed reaction in water (reference reagis characterized by the reference rate
constant. The reaction rates are also being compar¢he terms of free energies, since the
activation free energy barriet@) and rate constark)(are related via Eyring equation:

K ZK(kBTTje—AG*/RT , (5.4)

where x is the transmission coefficienkg and h are Boltzmann and Planck constants,
respectively;T is temperature ang universal gas constant. The transmission coefficieis
considered to be equal to 1 in most cases with Empxclusion of tunneling effects. Possible
tunneling throw potential energy barriers with irgtbn of computed transmission coefficients
is determined, e.g., by Skodje and Truhlar formtfa:

K:( ,877'/0’ j_( B je[(ﬁ‘a)(vo‘vz)] , (5.5)
sin(Brrla)) \a-p
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assuming thapy< a, and wheref =1/kgT, a =2x / hw, V, is the zero-point-including
potential energy difference between TS and R st&tes O for an exoergonic reaction and the
(positive) zero-point-including potential energyffeiience between R and P states for an
endoergonic reactiofi* In our case, the calculated transmission coefftsidor the reference
reaction did not differ significantly from 1 witthé¢ maximal values of reaching ~1.3, which

resulted in negligible decrease (by ~0.3 kcal/rb)G'sox.

5.2 QM calculations of uncatalyzed reaction in water

The uncatalyzed (reference) reaction enables tex@mine the performance of DFT and
semiempirical approaches against higher lakelinitio methods on the small model and (i)
estimate the free energy corrections on the extenuwlels corresponding to the specific state
along the reaction pathway for different reactiomchmnism in ribozymes. QM calculations on
extended model systems were also analyzed in daodenvestigate potential inaccuracies
emerging from the small basis sets.

The complete scheme of intramolecular phosphodiet¢éavage displays that seven main
reaction pathways are plausible at physiological pH (Figure 6). Four pathways (I-1V)
represent the dianionic reaction mechanisms, wtiexereactions proceed via (at least) one
dianionic phosphorane TS state. Three other p&h4l} correspond to monoanionic reaction
mechanisms, where reactions provide monoanioniaritll TS states. The reaction paths on the
grey background in Figure 6 involve rare protonatitates of R and IN states at pH ~7, i.e.,

neutral or positively charged phosphates and pluraples.

5.2.1 The minimal model and the accuracy of various QM methods

The cleavage of the minimal (uncatalyzed) 3'-(1'iaord’-methylribose)-5'-
methylphosphodiester model (Figure 4, Paths | and ¥igure 6) was used for assessing the
performance of DFT functionals (mainly MPW1K, Taldeand semiempirical Hamiltonians.
Initial geometries were taken from Ref. 73 and timoged (at MPW1K/6-31+G(d,p) level) in
the polarizable conductor calculation model (CPCiMs 78.4). Subsequently, single point
calculations in gas phase were compared againggieady CBS(T) method calculated on the
same geometries. CBS(T) indicates MglRlesset (MP2) calculations extrapolated for the
complete basis set (CB&)'® further corrected for higher-order correlatiorfeefs by
CCSD(T) in a small basis set (cc-pVDZ§!®® The mean unsigned errors (MUE) of the
MPW1K/6-31+G(d,p) method with respect to CBS(T) &irstates along the reaction pathway
are 0.7 and 2.2 kcal/mol for the monoanionic arahidinic reaction mechanism, respectively
(Table 2). The MUE value for TS states from botlchamisms is 0.6 kcal/mol (Table 2). Thus,

the gas-phase energies show that the hybrid DFT WWinctional optimized for reaction
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kinetics®®**"provides reasonably accurate energies in compaviiih post Hartree=ock wave
function theory methods and can be recommende@##MM calculations on corresponding

reactions in ribozymes.

Table 2: The MPWI1K functional errors obtained as a diffeebetween MPW1K/6-31+G(d,p)
and CBS(T) gas phase energies of the 3'-(1’-amirmethylribose)-5"-methylphosphodiester
self-cleavage reaction for both dianionic and marioaic reaction mechanisni.

monoanionic (endpfo-Rp) ° R TS IN; TS, N, TS P P
MPW1K/6-31+G(d,p) 00 294 26.7 36.2 301 36.4 2.317.2
CBS(T)¢ 00 289 271 36.8 30.0 37.4 4.1 19.0
MPW!I1K error 0.0 -0.5 0.4 0.5 0.0 1.0 1.8 1.8
monoanionic (ex@ro-Sp)

MPW1K/6-31+G(d,p) 00 274 212 323 261 36.8 2.317.2
CBS(T) 00 271 217 324 266 37.9 4.1 19.0
MPWI1K error 0.0 -0.4 0.4 0.1 0.5 1.1 1.8 1.8
dianionic

MPW1K/6-31+G(d,pf 0.0 20.7 239 35%5 -49.1

CBS(T) 00 219 256 36.6 -44.0

MPWI1K error 0.0 1.1 1.7 1.0 5.1

& all geometries were optimized at CPCiM= 78.4)/MPW1K/6-31+G(d,p) level.

® monoanionic scenario can be realized via two (emdd exo) microscopic pathways involving
pro-Rp (endo) angro-Sp (exo) nonbridging oxygens of the scissile phosphat

¢ MP2/CBS energies corrected to higher-order catim effects using CCSD(T) energies (see Methods
section).

4 CPCM ¢, = 78.4)/MPW1K/6-31+G(d,p) calculations revealed-giaally stable IN state.

¢ second TS in the dianionic path is topologicallyser to TS rather than TSfrom the monoanionic
pathway (involving the departure of the alcoholate)
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Figure 6: Schematic diagram of all possible reaction pathf the intramolecular
phosphodiester cleavage. Reaction paths (I, llaid 1V) on yellow background belong to the
dianionic reaction mechanism (considering dianiopitosphorane); whereas paths on white
background (V, VI and VII) involve monoanionic phlosrane (the monoanionic reaction
mechanism). Remaining pathways on grey backgroumdiie rare protonation states of
phosphates and phosphoranes at pH ~7.

5.2.2 Extended models and the estimation of free energy corrections

The reaction paths I, I, IV, VI and VIl in Figar6 represent cleavage of extended models.

The initial 3'-(1'-amino-4’-methylribose)-5’-methghosphodiester model was surrounded by

nucleobases and hydrated ¥gpns (Figure 4) in protonation states that werggssted for

participation in the reaction mechanisms of smalll-gleaving ribozymes (Table 1, Figure 2).

Nucleobases and Mgcan in principle act (i) directly as general bégeseral acids in the
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cleavage and/or (ii) provide only the electrostatiabilization in general base/general acid
positions (Figure 6). The calculated overall basri®r each pathway would (in principle) allow
evaluate the effects of external species on thanmdlecular phosphodiester cleavage. Such
comparison however, could not be done in gas pbasause the solvation term is critical,
especially for charged systems (see Methods).vbigh noting that the estimation of solvation
energies for conformationally variable phosphoranen and its interaction with other charged
centers is not trivial. Calculated solvation tenwvere found to be significantly different, when
the reaction mechanism is changed even with the saternal nucleobase/hydrated ¥ipn
presented in position of general base/general €Gadle 3). As a result, thAG' barriers
between different reaction pathways could not baditforwardly compared. Nevertheless, the
relative trends along each specific reaction payhava believed to be correct and the calculated
free energy barriers could be used for extrapatatibthe free energy correctioh3.Still, the
present estimation of solvation energies repreflemtweakest point in estimation of free
energies of the reference reaction in water. Taldbows the example of calculated free energy
corrections for the extended model system with o (or N1-deprotonated) NO9-
methylguanine (Gua or Guarespectively) and N1-protonated N9-methyladenjadeH").
Those corrections were further added to QM/MM epengfiles of the hairpin ribozyme self-
cleavage in order to estimate the free energy dwnihe obtained free energy corrections have
only minor contribution to overall barriers, and mmamportantly, their absolute values are
comparable between different reaction mechanisnabl€T3). Typical values of free energy
corrections were around 1 kcal/mol, which is agresinwith previous studies on small model

Systemg?,89,168,169

Table 3: The MPW1K/6-31+G(d,p) gas phase energies, solnd&ans, free energy corrections
(calculated at CPCM{=78.4)/MPW1K/6-31+G(d,p) level), and total free emeprofiles of the
extended self-cleavage reactién.

monoanionic (endpfo-Rp) ° R TS IN; TS, IN, TS P
MPW1K/6-31+G(d,p) 00 256 144 26.8 194 243 -9.1
solvation energy 00 -22 21 -12 06 50 5.6
free energy correctioh 00 00 -08 -15 -0.7 -1.9 -4.2

MPW!1K free energy in watér 0.0 234 157 241 193 273 -7.7
monoanionic (ex@ro-Sp)

MPW1K/6-31+G(d,p) 0.0 237 34 135 105 164 -9.1
solvation energy 00 -38 66 32 18 6.7 3.7
free energy correction 00 -08 12 00 05 -24 .0-3
MPW!I1K free energy in water 0.0 19.1 11.2 16.7 122.7 -8.4
dianionic’

MPW1K/6-31+G(d,p) 00 0.2 -41.4
solvation energy 0.0 135 33.8
free energy correction 0.0 -01 -4.0
MPW!I1K free energy in water 0.0 13.6 -11.6

2 all geometries were optimized at CPCM= 78.4)/MPW1K/6-31+G(d,p) level. All energies amgergy
corrections are in kcal/mol and are related toa®est

® endo/exo-3'-(1-amino-4'-methylribose)-5"-methylpsphodiester sugar-phosphate backbone model
was extended by Gua and AdeHhe proton of 2’-OH hydroxyl was shuttled \peo-R, (endo path) or
pro-Se (exo path) non-bridging oxygen.
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¢ solvation term was calculated as the differendevben CPCM{=78.4)/MPW1K/6-31+G(d,p) and gas
phase MPW1K/6-31+G(d,p) SCF energies.

d free energy corrections were calculated at the MRE78.4)/MPW1K/6-31+G(d,p) level.

no K, corrections were included in total free energies.

" endo/exo-3'-(1’-amino-4’-methylribose)-5'-methylpsphodiester sugar-phosphate backbone model
extended by Guaand AdeH. The Guaacts as a general base, while the Ataets as a general acid.

5.2.3 Molecular complexes and the basis set superposition error

The overall free energy barriers for extended medEigure 4) calculated by hybrid DFT
MPW1K functional in medium basis set, i.e., 6-31a@{, are also influenced by inaccuracies
from the basis set superposition error (BSSE). BBSE results in the overstabilization of
molecular complexes, where the interacting monomseseach other orbitals to compensate for
their own incomplete basis sets and the electromiergies are thereby artificially
improved'®®!' The BSSE artifact could be eliminated entirelg, for gas phase calculations,
by extrapolation to the CBS of atomic orbitals,abrleast reduced by applying local electron
correlation methods. In our case, three differeattion pathways (with Gua, AdgHand both
Gua and AdeH Table 4) revealed that intramolecular BSSE aéfébe overall free energy
barriers of all states (R, TS, IN, and P) alongrésction pathway with both Gua and Adesy
~3 kcal/mol. The relative differences between eafctwo states are however, minimal (up to
0.6 kcal/mol, Table 4) indicating that the relativee energies (even for the largest models) are

not influenced significantly by the BSSE artifact.

Table 4: Summary of calculated intramolecular BSSE contitiins.®

extended modefs R TS IN;, TS IN, TS P

Gua -13 -16 -15 -15 -16 -1.3 -1.2
AdeH" -14 -14 -16 -16 -1.7 -18 -1.3
Gua and AdeH 24 -28 28 -3.0 -29 -29 25

%intramolecular BSSE contribution (kcal/mol) cakteld as the difference between MPW1K/6-31+G(d,p)
gas phase SCF energies, where (i) all nucleobasesaivere marked as dummy (not counted), and (ii)
respective nucleobase was not presented (in iddigggometry of sugar-phosphate backbone model).

® all structures were optimized by CPCM £ 78.4)/MPW1K/6-31+G(d,p)), where Gua and Adetdted
indirectly in reaction mechanism (for electrostattabilization in position of general base and gane
acid).
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5.3 Investigations of reaction mechanisms in ribozymes

The identification of reactive conformations is essary for evaluation of catalytic
mechanisms. MD simulations are able to model ndtieactive) conformations of active sites
on the basis of available crystallographic dataictvlare often limited in predicting power due
to the necessity of using inhibited and/or mutatiedctures?*>*"**"MD simulations generate
catalytically interesting snapshots that were frthsed as suitable starting points for the
systematic identification of plausible reactiontpedys in the hairpin and HDV ribozyme by
hybrid QM/MM calculations.

5.3.1 The reactive conformation and overall stability of various protonation states

of key residues within the active site of the hairpin ribozyme

MD simulations of the hairpin ribozyme showed diffiet conformation of Al ribose ring
capped with inactivating -AL(2'-methoxy) modification (used in starting X-raructure to
prevent self-cleavage) and with the nativelf&’-OH) group. MD simulation with A1(2’-
methoxy) group contained the lowest root mean sjdawiation values (RMSD), suggesting
that this simulation is in best agreement with ¢hgstallographic geometry. On the other hand,
simulations with native AL(2'-OH) group revealed rapid changes oflAsugar pucker. Such
reconformation indicates that the methoxy groupodis the active site. This observation agrees
with previous MD simulations, where C2’-endo/C3derrepuckering of Al and repositioning
of its 2'-OH were observed.

MD simulations also identified a potential artifaftthe AMBERf99 andff99bscO force
fields leading to the generation of ‘ladder-lik¢’ustures in one stem of the hairpin ribozyme.
This ‘ladder-like’ distortion appeared on a tensiahoseconds timescale and was observed to
be irreversible on the accessible (~500 ns) tinlescd he artifact affected only considerable
part of the H4 helix and fortunately did not progteginto the catalytically relevant components
of the simulated structures. The ‘ladder-like’ keldeformation was characterized by
a significant shift of glycosidig torsion angles, loss of helical twist, a changehaf sugar-
pucker, and by an increase in slide and P-P distarfeurther tests revealed that the ‘ladder-
like' distortions could be attributed to thetorsion parameterization and an inclusion of new
yoLs parameters eliminated that behavitr.

Simulations with the canonical G8 form in the aetisite indicate that G8 is structurally
consistent with crystallographic data. The G8(Nhjnb group of the canonical G8 formed
stable hydrogen bonds with the Gpi-Ss) or G+1fro-Rp) nonbridging oxygens of the
scissile phosphate and/or a hydrogen bond with(@2'). On the other hand, the deprotonated
G8 form quickly left the active site, which causedgi structural distortions of the active site
likely due to electrostatic repulsion with the sdis phosphate (Figure 7). This observation is

not consistent with a catalytic role of G8 as tleneyal base. The G8 enol tautomer (G8t)
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remained in contact with the active site and migkb be considered for a potential structural
role in catalysis (Figure 7). However, the role @8t in catalysis is questionable because
guanine tautomers are highly unfavorable in wit&f Thus, within the limits of classical MD

simulations the canonical G8 is structurally andrgatically feasible for the mechanism of self-

cleavage (Figure 7).

Figure 7: Active site structures from MD simulations showting behavior of different G8 and
A38 protonation states. The structures shown okstare averaged over the last nanosecond of
MD simulation and superimposed with the startingstal structure (green lines).

In contrary to G8, the protonated (noncanonicainfé38 (A38H) is most consistent with
the available crystal structures. Three types tfabmr were observed for the (unprotonated)
canonical A38 during MD simulations: (i) A38 depattfrom the scissile phosphate, which led
to large structural changes in the S-turn beafegA38 base; (ii) A38 shifted from the scissile
phosphate but remained at an ~7-A distance afsémddts base pairing with A24; and (iii) A38
established a hydrogen bonding contact witHL®'-OH) and remained close to the scissile
phosphate. Once established, the contact betweeh-ti{2’-OH) nucleophile and the A38 base
remained stable until the end of the MD simulatibhis contact might be catalytically relevant
because A38 was suggested as a potential shufilbleaof accepting a proton from the
nucleophile and transferring it to the G+1(O5) gep of the leaving alcoholat®.All
simulations with the protonated A38Hjenerally agree well with the crystal structur¢ada
(Figure 7).

All together, MD simulations of the hairpin ribozgnrevealed that canonical G8 and
protonated A38H are the most consistent protonation states wihathailable structural data.
In case of deprotonated Giorm, its departure from the active site did nfé¢et the global fold

of the hairpin ribozyme. Thus, it remains questiaawhether the empirical force field could

35



sufficiently describe the repulsion between twoategly charged centers (deprotonated,G8
the scissile phosphate). Additional classical MDnwdations revealed only metastable
interaction between G&nd the scissile phosphate tolerated on time sadl&undreds of ps.
While MD simulations can reveal the structural giigtof catalytically relevant conformations,
they cannot address their reactivity. As a resuaith canonical G8 and protonated A38t not
have to be reactive states if other forms, e.g, &® sufficiently reactive. Liu and co-workers
used recently the 8-azaguanosine/G8 substitutidheractive site and observed th&t, pf the
substituted nucleobase is not perturbed by theasite>® Thus, only a negligible fraction of
G8 will be deprotonated at a physiological pH ~derlining that general base role of G8
requires inherent sufficient reactivity.

The results of this study were published in thedaluof Physical Chemistry B in 2010. The

manuscript is available in the Appendix A.

The structural dynamics of the hairpin ribozyme tadring canonical G8 and protonated
A38H" forms in the active site (the most stable protiomastates) was further investigated by
three 500-ns-long MD simulations with different derfields and simulation settings; i.e., (i)
unrestrained simulation with tH&9bscQo, 5 force field based on AMBER99 Cornellet al.

10 and Olomoucyos™** reparameterizations, (ii)

force field®***° corrected by Barcelonaly
restrained simulation in the same force field witkorsion of A-1 ribose ring restraint keeping
its C2’-endo pucker, and (iii) the unrestrained detion with ff99bsc@o 3elo1; force field,
which is corrected by the most recent Olome(is;, reparameterizatioff. Consistently with
older simulations usinff99bscO0 force field;® the A-1 ribose changed (within first few ns of
MD simulation) its sugar-pucker from C2’-endo to’'@©8do conformation also with the
ff99bscQo 5 force field, leading to loss of the G8(N1H).=KO2’) hydrogen bond. The C3'-
endo state was characterized by fast fluctuaticrtevden two conformations of the scissile
phosphate (Figure 8, top) with only marginal popataof conformations suitable for the self-
cleavage reaction, i.e. those having high valubev@ ~140°) of the in-line attack angle (IAA,
A-1(02)-G+1(P)-G+1(05")) accompanied with A38M1H)...G+1(05") and
G8(N1H)...A-1(02") hydrogen bonds. In contrast, the subsedfi@dbsco s simulation with
restrained C2'-endo pucker of-A ribose flipped (after few tens of ns) the scesgihosphate
into a conformation that is well suited for theadgsis. Such active site geometry revealed firm
hydrogen bonds between the scissile phosphatehancatalytically important nucleobases G8
and A38H, namely G8(N1H)...A1(02"), G8(N2H)...G+1pro-Sp), A38H (N1H)...G+1(05),
and A38H(N6H)...G+1{ro-Rp). The simulation also populated high values of I@&Ath mean
value of ~140° with fluctuations up to 170°). Ndmagless, the simulation maintained this
geometry only for ~150 ns. Then the scissile phaspHost the reactive conformation and
adopted another fluctuating (bistable) state (Faddrmiddle) characterized ygauche and

trans conformation of Al of thee and{ torsions, respectivelyf® This is rare non-canonical
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conformation of RNA sugar-phosphate backbone. détsdaot correspond to any annotated suite
in database of RNA backbone conformatidfis/ however, some occurrences of this sugar-
phosphate backbone were found in the structurabdae (Figure 3B in Ref. 174).

Within third simulation, the effect of th&,; correction on the simulation behavior was
tested. The structural dynamics of the hairpin zyme active site irff99bscQo ze{oL1 force
field was changed significantly. The hairpin ribo®y maintained the reactive active site
conformation (the same as described above for #strained simulation) including the
population of high values of IAA on the whole si@bn time scale, i.e., 0i5 (Figure 8,
bottom). It is worth noting that in this simulatidhe A-1 pucker dominantly populates C2’-
endo conformation even without the necessity oftamihl restrain to the Al ribose pucket*®
Thus it seems that the preference of the C3'-emtdocmation inffo9bsc@o 3 and in preceding
ff99bsc0 andf99 simulation®*is dictated by the local conformation of the sésghosphate.
Once thee/{ torsions adopted thegauche/transconformation with the aid of thelo:
correction, the Al ribose stably fluctuated in the C2’-endo regditn.

The RNA self-cleavage reaction requires a rare aooical conformation of the scissile
sugar-phosphate backbone segment. As the empfdozd fields are primarily designed to
describe the canonical regioH§, descriptions of non-canonical RNA conformation® ar
challenging. In case of the conformational behawabthe scissile phosphate, key parameters

seem to be dihedrals affecting the ribose puckeektorsions:*
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Figure 8: Structural dynamics of the active site using Mbwdations with (i) ffO9bsgf 3
AMBER RNA force field (top), (ii) the same foragdiwith restrained Al C2’-endo ribose
pucker (middle), and (iii) ff99bsgd (o1 force field, i.e., including the latest/{
reparameterizatiori** The time courses of puckerand( of A-1 determining conformation of
the scissile phosphate are shown in lines, white dbhcurrence of G8(N1H)...A-1(02’) and
A38H'(N1H)...G+1(05) hydrogen bonds (with heavy atom atise below 3.5A) and
favorable IAA (above 140°) are shown in stripeshwi of population indicated. The
histograms of IAA (AL(O2)-G+1(P)-G+1(05") in ff99bscr s and ffo9bsch lor1
simulations are shown in bottom-right grajgh.

5.3.2 QM/MM calculations of the hairpin ribozyme suggest the feasibility of

multiple competing reaction mechanisms

The representative snapshots (containing canoGi8and protonated A38Hwere selected
as starting structures for QM/MM calculations oa basis of structural criteria for the reactive
conformation, namely a high value for the IAA ofK02")...G+1(P)...G+1(05’), typically
above 150°, with the presence of both A3@H)...G+1(05’) and G8(N1H)...A1(02")
hydrogen bonds. Combined QM/MM calculations usingTDfunctionals (BLYP for initial
geometry optimizations and MPW1K for subsequenglsipoint recalculations) show that the
self-cleavage pathway of the hairpin ribozyme maljolv several competing microscopic
reaction mechanisms, which provide activation leasrin good agreement with experimental
data (20-21 kcal/mol). The initial nucleophilicatk of the A1(2’-OH) group on the scissile
phosphate is predicted to be rate-limiting in hide mechanisms. Most importantly, identified
pathways involve both main reaction scenarios sstgge for phosphodiester cleavage:
dianionic and monoanionic mechanisthdhe main reaction pathway (the active site costain
canonical G8 and protonated A38His the monoanionic (proton-shuttling) mechanism,
characterized by proton transfers via the @#d{Rp) nonbridging oxygen of the scissile

phosphate and overall barrier of 21.0 kcal/mol (Fég). Three TS states were identified along
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the reaction coordinate, where two IN states cpoeded to the single protonated phosphorane
form. Both canonical G8 and protonated A38Hd not participate in any proton transfer and
served predominantly for alignment of reactive g®wand electrostatic stabilization of the
negatively charged phosphorane. The A38Hs also identified as possible general acid én th
second part of the reaction (the exocyclic cleavstge, TS state), which resulted in P state
significantly less stable (by 9.5 kcal/mol) due pootonation of the cyclic phosphate.
Subsequent deprotonation of the cyclic phosphaggnie accompanied by protonation of A38,
which should lead to energy relaxation of the potd@hus, both scenarios with A38tdre
chemically equivalent, highlighting the versatility the hairpin ribozyme. The canonical A38
also provided a feasible activation barrier butuiesf a properly structured active site derived
from simulations with a protonated A38brm. The protonation state of A38 does not pértur

or switch the rate-limiting step, which is the reaphilic attack of the 2’-OH on the scissile
phosphate.

monoanionic mechanism
G8/A38H* proton-shuttling
scenario

dianionic mechanism
G87/A38H* general base/

general acid scenario
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Figure 9: Schematic diagrams for the relative free energgfifgs along monoanionic and
dianionic reaction pathways obtained by QM/MM cédtions of the hairpin ribozyme.
Structures in boxes show details of the active(gitéh the QM core highlighted as sticks) in the
R, the rate limiting TS, and P states, respectively

The dianionic mechanism was realized via generaefganeral acid reaction, where
deprotonated G8and protonated A38Hact as a general base and a general acid, respgcti
The single TS involved deprotonated (double negdtivcharged) phosphorane and
corresponded with the overall barrier of 20.4 koal/ (Figure 9). The combined general

base/general acid mechanism is in excellent agn#envéh experimentally measured pH
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profiles. Estimated lg.’s of G8 (9.5} and A38 (5.5 within the active site of the hairpin
ribozyme fits well with experimental profiles shaowi reaction rates as functions of pH
(Figure 5). However, the initial snapshot was takem MD simulation with canonical G8
form because the deprotonated &8m quickly (after initial minimizations) left thactive site
during MD simulations. The R state conformationhw@8 form in the active site was further
investigated by preliminary ADMP simulationgb( initio QM/MM-MD). The interaction
between G8 and the scissile phosphate remained stable ortinescale of several ps.
Unfortunately, longer time-scales are still outredch due to enormous computational costs for
systems containing ~50,000 atoms.

The experimentally observed pH-rate profiles carb@straightforwardly explained by the
proton shuttling (monoanionic) mechanism as it #honmot lead to any detectable pH
dependence. One proposal might be, that at leasbthier mechanism competes with the proton
shuttling mechanism to produce the experimentaligeoved pH-rate profile. The dianionic
G8/A38H" general base/general acid mechanism is a plausibldidate since it may compete
effectively. The main obstacle for this mechanismhie observation that so far classical MD
simulations do not reveal a tendency of @Beasily establish a catalytically relevant getrypne
Therefore, it appears that either the” @8 considerably more reactive (in consistency with
calculated data) or that G8 has a high propendityamsiently forming the proper hydrogen
bond with A-1(2’-OH) immediately after deprotonation.

QM/MM calculations of the hairpin ribozyme were fisbed in the Journal of Physical

Chemistry B in 2011 and are given in the Appendix B

5.3.3 Comparison of various QM methods for description of catalytic mechanism
in the hairpin ribozyme

In order to further differentiate between the mamoaic (proton shuttling mechanism) and
the dianionic (combined general base/general aeichamism) reaction scenarios, the QM DFT
(BLYP, MPW1K) approach was compared with additiopainiempirical (AM1/d-PhoT, SCC-
DFTB) andab initio (SCS-MP2) QM methods. We constructed the pote(®BIS) and, when
available, free energy (FES) surfaces of the delvage reaction, where we focused mainly on
the first reaction step, i.e., the nucleophili@ekt of the A-1(2’-OH) group to the G+1 scissile
phosphate with simultaneous proton transfer frori(&-OH) to either one of nonbridging
oxygens of the scissile phosphate (monoanionit) @8 (N1) nitrogen (dianionic mechanism).

All tested QM/MM methods provided activation barsievith acceptable agreement with the
experimental data for both monoanionic and diamianechanisms. On the other hand, we
identified large differences in the nature of tlaation scenario predicted by the different
methods. Semiempirical methods suggested sequéstealwise) reaction pathways, where the

first proton transfer from AL(2-OH) to either the G+pfo-Rp) nonbridging oxygen or
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G8(N1) nitrogen was separated from the subsequemeopiailic attack of A1(02’) to G+1(P)
(Figure 10). This is in a sharp contrast with tlemaerted pathway (proton transfer from the
A-1(2’-OH) to either the G+Ppfo-Re) nonbridging oxygen or GEN1) nitrogen occurred
simultaneously with nucleophilic attack of-&0O2’) to G+1(P)) favored by thab initio SCS-
MP2 calculations (our reference method) and bothT CiEinctionals (BLYP, MPW1K)

(Figure 10).
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Figure 10: Two-dimensional QM/MM maps of the PES (calculdigd5CS-MP2 and AM1/d-
PhoT) and FES (AM1/d-PhoT) for the monoanionic raaidm. Red and white lines indicate
the reaction paths with R, TS, and IN states.

As the approximate semiempirical methods suppattiedsequential pathway at both the
PES and FES levels of description, the prefereaceéhe sequential scenario can be primarily
attributed to the semiempirical potential rathemtlapplication of the free energy MD approach.
In addition, gas phase QM calculations ruled opbssibility that the above-noted discrepancy
reflected some QM/MM specific settings, e.g., QM/Miduplings. The inconsistent estimation
of PES shapes originated in semiempirical Hami#ngi Since the results obtained by robust
ab initio and DFT methods were mutually consistent, it appdaat semiempirical methods,
although clearly superior in terms of sampling, miajbly distort the calculated PES and FES
of ribozyme reactions. Semiempirical methods atevgtiely used for investigation of reaction
mechanism catalyzed by biomacromolecules. Sigmifiga different cleavage pathways
predicted for the hairpin ribozyme indicates thatechmnistic predictions based on
semiempirical methods should be interpreted widagcare.

Comparison of QM methods for the investigationta# teaction mechanism in the hairpin
ribozyme was published in the Journal of Chemida¢dry and Computation in 2014 and is
given in the Appendix C.
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5.3.4 MD simulations of the HDYV ribozyme reveal several positions of the

catalytically active Mg®" ion

Explicit solvent 80-ns long MD simulations were ds#r inspection of position and
bounding patterns of the active site ion in the HBbozyme. MD simulations contain (i)
monovalent ions only, (ii) one divalent Kigon in the active site, and (iii) four divalent fig
ions in positions with presumed important strudtarad/or functional roles. All those positions
were taken from the latest crystal structuretraihs-acting HDV ribozyme with 2’-deoxy-
mutation of U-1.2° The simulations with Mg in the active site revealed high tendency to form
triple-innershell coordination to41(02"), G1fro-Rr), and U23pro-Sp), populating 99.3% and
30.1% of all states in simulation with one and fadivalent ions, respectively. Such
coordination of the Mg ion corresponds to the active site arrangemerthefstarting X-ray
structure®® and was used in recent QM/MM calculations by Hasw®ehiffer groug>'’’ The
triple-innershell coordination shifts to the doubleershell coordination to [Gafo-Rr),
U23(pro-Sr)] nonbridging oxygens in the MD simulation with reodivalent ions (populating
remaining 69.9% of the simulation). It should beedbthat divalent ions are poorly described
by the approximate, non-polarizable force field andceptible to accumulation of simulation
artifacts during MD simulation¥? In addition, the first-shell ligands of the Rgon have life-
time on microsecond time-scale and thus the predeviD simulations with Mg ion were not
able to sufficiently sample its position in theiaetsite. In most cases, it is better to avoid the
usage of divalent ions in classical MD simulatiospecifically when they do not play any
significant structural role and can be replacednoyovalent iong?®%

MD simulations with the active site Ndon revealed significantly different and more
dynamic behavior, where the most populated st&&l¥3) was the outershell coordination with
six water molecules in the first coordination si{&lrming a canonical hexacoordination). In
addition, we observed 4 different triple-innerstmbrdinations, 10 distinct double-innershell
coordinations, and 6 other single-innershell camtibns with the population of each state at
least 0.1% during respective MD simulation. In itoi® different positions and coordinations of
the Md" ion in the active site were considered for QM/MMlaulations. Starting snapshots
were subsequently selected from geometries aclgjdw@st orientation of key residues in the
active site, where catalytically important hydrodeamd distances (1(2’-OH)...WAT(O) and
C75H(N3H)...G1(05’)) were below 2.8 A with the highestadlable value (typically greater
than 160°) of the IAA (U1(02’)...G1(P)...G1(05").

5.3.5 The activation barrier of the HDV ribozyme is affected by the specific

position and coordination of the Mg”* ion

QM/MM calculations were used to localize the sé#fawage reaction path of the HDV

ribozyme, where C75Hacts as the general acid and hydroxide ion isdinated to active site
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Mg?* ion. 16 different positions and coordinations loé tMd* ion were considered and free
energies along these reaction pathways were estinihe QM/MM minimizations and scans
revealed 8 complete reaction pathways (Table Shéninitial part of the reaction, the-I\2'-
OH) nucleophile was deprotonated/activated by ardwide ion coordinated to the Nfgion,
which abstracted the proton from thely2’-OH) group, i.e., acted as the general or gpeci
base. The deprotonation of the1J2’-OH) nucleophile and nucleophile attack areszautive
so that the deprotonation of the-1{2’-OH) precedes the nucleophile attack in alleistigated
reaction pathways with different coordination oé thlgf* ion. The nucleophile attack is then
concurrent with the second proton transfer fromghetonated C75Hto the leaving G1(05’)
group. In contrast, an equivalent combined gerteaiab/general acid mechanism of the hairpin
ribozyme shown that the initial activation of theGH nucleophile via deprotonation by the
G8 and nucleophilic attack are simultaneous everntsiesponding to the TS of the rate-
limiting step.

The calculated overall free energy barriers ramgef14.2 to 28.8 kcal/mol and are to some
extent influenced by the specific coordination ofiae site Mg* ion during the reaction. The
snapshot with double-innershell coordination to-I(0D2), U-1(02’)], used for detail
exploration of the potential energy surface, digpth the lowest activation barrier of
14.2 kcal/mol. Four other coordinations, i.e., detibnershell coordinations to [Gi0-Rp),
U23(pro-S)], [Gl(pro-Rp), U20(02)], and [G25(06), G25(N7)], and the trijph@ershell
coordination to [U1(02’), G1pro-Rp), U23(pro-Sy)] revealed comparable and slightly higher
activation barriers of 15.6, 17.6, 18.2, and 1%cal/mol, respectively. The remaining three
reaction pathways, where the fMgon has single-innershell coordination to-fLY02)], triple-
innershell coordination to [Gfifo-Rp), U20(02), G25(06)], and double-innershell
coordination to [U1(02), G25(N7)], showed significantly higher fremeegy barriers of 21.9,
28.0, and 28.8 kcal/mol, respectively (Table 5).

The experimentally measured rate constants indematactivation barrier of 19-20 kcal/mol
for the trans-acting HDV ribozyme under physiological conditiof298 K, pH 7)**!"° The
activation barriers estimated here, i.e., betwegkmrid 29 kcal/mol, cover the typical range of
many enzymatic reactions (10-20 kcal/ma$ well as the experimental measurements for the
HDV ribozyme and other small self-cleaving ribozya(@9-21 kcal/mol§®?3320n the other
hand, the wide range of estimated barrier heightggests sensitivity of the reaction to the
specific arrangement of the active site, partidylés the position and the coordination of the
active site M§' ion. Beside that, the variation in the calculdiee energy profiles may be also
caused by: (i) limited accuracy of the QM/MM apmmbal(ii) indirect estimation of the free
energy corrections, which were extrapolated from dincatalyzed reaction of a small model
system; and/or (iii) by an uncertainty in the aiddial correction corresponding to
deprotonation of the partially hydrated fgon, which relies on a roughly estimateld,@nd

the specific localization within the active sitetbé HDV ribozyme.
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Table 5: Free energy barriers (in kcal/mol) of reaction paiys representing the combined
general base/general acid reaction mechanism irHb¥ ribozyme?

coordination of Mg ° R R° TS P
double-innershell to [U1(02), G25(N7)] 83 6.1 288 11.1
triple-innershell to [G1gro-Rp), U20(02), G25(06)] 8.3 115 28.0 1.1
single-innershell to [U1(02)] 83 87 219 4.4
double-innershell to [G25(06), G25(N7)] 83 4.1 28. 2.2
double-innershell to [Gpfo-Rp), U20(02)] 83 44 176 9.4
triple-innershell to [U1(02"), G1fro-Rp), U23@pro-Sp)] 8.3 3.7 15.7 -4.8
double-innershell to [Gpfo-Rp), U23(ro-Sp)] 83 50 156 -21.2
double-innershell to [UL(02), U-1(02")] 83 7.0 14.2 1.1

# energies are calculated at the MPW1K/6-31+G(cgpll and includes all corrections, i.eK dor the
rare protonation states of the active site (8.3/keal) with the free energy corrections taken friime
model of reference reaction (-0.7 and -5.0 kcal/foblTS and P state, respectively).

P active site groups participating in the coordioati

° R’ state contains the deprotonated U-1(2)-@roup.

5.3.6 QM/MM calculations of the HDV ribozyme predict significant pK, shift of
the U-1(2’-OH) group

Two titrable groups in rare protonation statesiavelved in the reaction mechanism of the
HDV ribozyme. The first group is the protonatedasyhe C75H, for which the K, constant
(within the environment of the active site) was mead by Raman crystallograph¥.The
second group is either a hydroxide anion coordihétethe catalytic Mg ion or the already
deprotonated UL(2’-O") nucleophile. The experimental values of tikg ponstant of the ribose
2’-hydroxyl are ambiguous, ranging from 12 up to*2%"*®In addition, the direct, first-shell
coordination of the 2-OH group to the active Silg** ion most likely significantly shifts the
pK, of this hydroxyl within the HDV ribozyme activetsito lower values, as suggested by
proton inventory experimerffsand NMR spectroscopic measuremént®8y contrast, the I,
value of a hydrated Mgion is unambiguously measuredgof 11.4f%" and is expected to be
less affected by the active site environment. Tioeee the correction terms for the rare
protonation states used in this study were estunfitem the K, of C75 (already shifted in the
HDV ribozyme active site environment) and thé,pf a hydrated Mg ion. The X, shift of
the hydrated Mg ion within the HDV ribozyme active site is, howeyenknown, and thereby
figures as a limiting factor in any prediction.

The calculated reaction profiles suggest that Hwdhprecleavage state R (its rare protonation
form) and the intermediate state R’, i.e., theestaith native U1(2'-OH) and a hydroxide
coordinated to the Mg ion and the state with already deprotonated (-O") and a water
molecule coordinated to Mg respectively, are typically close in free ene(@gble 5). The
estimated K, values of the U1(2'-OH) group range from 8.8 up to 14.5 by usineefenergy
differences between two precursors (R and R’) fiable 5. If we do not take into account the
reaction profiles with highest activation barrié?4.9, 28.0, and 28.8 kcal/mol) that most likely
correspond to the unfeasible reaction paths, theimterval for estimatedqy’s is reduced from

8.8 up to 11.2. This finding implies that thi€ of the 2’-OH group in the environment of HDV
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ribozyme active site is comparable to and mostylikealler than the g, of the solvated active
site M¢f* ion. Considering the experimental predicté'p of the ribose 2’-hydroxyl (from 12
up to 15818 with probably the most relevant value of 12.8 f&G monophosphate
dinucleotide from NMR spectroscopic measurem&fitthe K, of the U-1(2’-OH) group is
possibly lowered by ~1.6 — 4.0 units (close to werebelow a K, of ~11.4% for the solvated
Mg?* ion).

Results from MD simulations and QM/MM calculatiom$ the HDV ribozyme were
submitted to the Physical Chemistry Chemical Ptsygarnal. The manuscript with Supporting

Information is available in the Appendix D.
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Chapter 6

Summary

The presented thesis describes the structural dgeaamd reaction mechanisms of RNA
self-cleavage reactions catalyzed by two smalldeHving ribozymes, i.e., hairpin and HDV
ribozymes. The classical MD simulations in explsulvent were used to study conformational
variability and to identify protonation states dfetactive site nucleobases under crystalline
conditions. The MD simulations were also used tdaiob suitable starting structures for
subsequent multiscale QM/MM methods in order tdtine reaction mechanisms.

In the hairpin ribozyme, canonical and protonataunt of the key active site nucleobases
G8 and A38H, respectively, were most consistent with availakleay structures. The
investigated system with G8 and A38l the active site remains stable and compact ih M
simulations on the microsecond time scale. QM/MMcwations of the hairpin ribozyme
suggested two reaction mechanisms, i.e., combireatbrgl base/general acid and proton-
shuttling mechanisms, with overall barriers (2004l 21.0 kcal/mol, respectively) in excellent
agreement with the activation barrier derived foemperimentally measured rate constants
(20-21 kcal/mol)?®'® Wwhile the combined general base/general acid nmésmacorresponds
with experimentally measured pH profiles the prosbnttling mechanism can not be explained
by experimental observations as it would not leadny apparent pH dependence of the rate
constant. Both mechanisms are energetically clodaraght be in competition.

In the HDV ribozyme, MD simulations suggested plolesiactive site arrangements with
specific position and coordination of the catalgliz essential Mg ion, which were used as
suitable starting points in subsequent QM/MM caltiohs. QM/MM calculations of the HDV
ribozyme showed that specific coordination of thg”Mion in the active site significantly
affects the activation barrier of the self-cleavagaction. The QM/MM energies indicate
significant p<, shift of U-1(2’-OH) group in the active site of HDV ribozymbat would
contribute to catalysis by activating the12’-OH) nucleophile.

We also identified an artifact inherent to AMBER9/f99bscO force fields that affected
RNA helical structures with the potential to acclste on longer (tens-of-nanoseconds) time
scales. This finding ignited additional parametitms leading to introduction of currently
well performingff99bsc@o. s versiort** of AMBER Cornellet al force field®* that became
standard AMBER force field since 2010 (it corresf®rio RNA part of standarfi10, ff12
and/orff14 force field in AMBER).
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It should be noted that each utilized computatiomathod has its merit but also its
limitations. While MD simulations can reveal theustural stability of catalytically relevant
conformation they cannot address their reactity a result, the most stable protonation states
do not have to be reactive states if the othee)narotonation forms are sufficiently reactive. In
addition, force fields are still under developmemd fine tuning of the parameters could
possibly affect reactive conformations as well tzes $tability of specific protonation states of
residues. The description of divalent ions durinD Bimulations also remains problematic and
would preferably require introduction of a well te polarizable force field for RNA systems
that is however missing in contemporary force eld

Utilized QM/MM scheme reveal just energy profile tfie reactions, so it requires
corrections for free energies in order to compheedctivation barriers with experiments. Free
energy corrections were derived from QM calculaiai the uncatalyzed reaction in water
rather than ribozyme environment using continuurivesd model. The continuum solvent
models are however, parameter-dependent and imeodioicertainties in the estimation of free
energy corrections. Another possible way how t@uate free energies in the context of full
ribozyme is to construct the entire FES and obfede energies directly. Computationally
affordable semiempirical methods favored howevepiaal and most likely incorrect reaction
pathways, namely in the hairpin ribozyme the sempieical methods predict the sequential
mechanisms, where the initial proton transfer wegsarated from the nucleophilic attack step,
while the DFT and ab initio methods uniformly releshconcerted scenarios. Unfortunately, the
complete construction of FES by DFT or ab initiopagaches is still computationally
demanding.

Altogether, the source of RNA catalytic power il sbt widely understood and theoretical
approaches (especially MD simulations combined wWtM/MM calculations) are able to
provide valuable structural insight and descriptminreaction mechanisms. The presented
computational results provide complementary dat@nsg both experimental and theoretical
observations. We also encountered certain limiatiof utilized approaches, which indicated

potential directions of further improvement.
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