
T 
BRNO UNIVERSITY OF TECHNOLOGY 
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 

F A C U L T Y OF M E C H A N I C A L ENGINEERING 
FAKULTA STROJNÍHO INŽENÝRSTVÍ 

INSTITUTE OF SOLID M E C H A N I C S , M E C H A T R O N I C S A N D B I O M E C H A N I C S 
ÚSTAV MECHANIKY TELES, MECHATRONIKY A BIOMECHANIKY 

D E S I G N A N D I M P L E M E N T A T I O N O F A L G O R I T H M S F O R C O M P E N S A ­
T I N G T H E E F F E C T O F L I N E A R A C C E L E R A T I O N O N A N G U L A R V E ­
L O C I T Y M E A S U R E M E N T S B Y M E M S G Y R O S C O P E S 
NÁVRH A IMPLEMENTACE ALGORITMŮ PRO KOMPENZACI VLIVU LINEÁRNÍHO ZRYCHLENÍ 
NA MĚŘENÍ ÚHLOVÉ RYCHLOSTI MEMS GYROSKOPY 

D O C T O R A L THESIS 
DIZERTAČNÍ PRÁCE 

A U T H O R Ing. T o m á š S p á č i l 
AUTOR PRÁCE 

S U P E R V I S O R doc . Ing. Rober t Grepl , Ph.D. 
ŠKOLITEĽ 

B R N O 2 0 2 3 



Abstrakt 

Tato Disertační práce se zabývá vývojem nového typu dopředného kompenzátoru, 
speciálně určeného k potlačení vlivu lineárního zrychlení a ryvu působícího na M E M S 
gyroskopické senzory. Z principu funkce inerciálního snímače, dochází při umístění 
gyroskopického senzoru mimo osu rotace k vzniku dalších nežádoucích sil (normálové 
a tečné), které negativně ovlivňují měření žádané úhlové rychlosti. Přítomnost 
těchto sil je však možno měřit nezávislým senzorem, akcelerometrem, a vhodným 
způsobem kompenzovat výstupní hodnotu gyroskopického senzoru a tím zpřesnit 
nepřímo měřenou hodnotu úhlové rychlosti. V první části práce identifikujeme vliv 
zmíněných zrychlení na M E M S gyroskopy, v druhé části práce pak navrhneme a 
otestujeme různé kompenzátory, vyhodnotíme jejich efektivitu a v třetí části vhodný 
algoritmus implementujeme na RT HW. 

Abstract 

This Dissertation deals with the development of a new type of forward compensator, 
specifically designed to counteract the effect of linear acceleration and jerk acting 
on M E M S gyro sensors. From the principle of inertial sensor function, additional 
undesirable forces (normal and tangential) occur when the gyro sensor is placed off 
the axis of rotation, which negatively affect the measurement of the desired angular 
velocity. However, the presence of these forces can be measured by an independent 
sensor, the accelerometer, and the output value of the gyro sensor can be compen­
sated for in a suitable way, thus refining the indirectly measured value of the angular 
velocity. In the first part of the paper we identify the effect of the mentioned ac­
celerations on M E M S gyroscopes, in the second part of the paper we design and 
test different compensators, evaluate their effectiveness and in the third part we 
implement a suitable algorithm on RT HW. 
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1 Introduction 

Gyroscopes constitute a specialized class of devices designed to measure the angular 
velocity of a target object relative to a fixed reference frame. These instruments find 
applications across a diverse spectrum of human endeavors, ranging from underwa­
ter exploration to aerospace systems, and are integral not only to crewed missions 
but also to autonomous navigation and guidance systems. Essentially, gyroscopic 
sensors furnish critical data regarding an object's orientation or its rate of change in 
orientation, referred to as angular velocity. M E M S (Micro-Electro-Mechanical Sys­
tems) gyroscopes operate on the principle of angular velocity measurement, from 
which orientation can be inferred by integration in time relative to an initial known 
state. Unique to this MEMS-based approach is its reliance on the Coriolis force, 
equation 2.7, which arises when there is a simultaneous presence of rotational and 
linear velocities along orthogonal axes. This force serves as the basis for deriving 
angular velocity measurements in M E M S gyroscopes. 

The Coriolis force itself is an extraordinary physical phenomenon that is observ­
able in everyday life because of Earth's rotation. It dictates the deflection of moving 
objects in the atmosphere and oceans, veering them to the right in the Northern 
Hemisphere and the left in the Southern Hemisphere. One of the most striking em­
pirical validations of the Earth's rotation via the Coriolis effect is showcased by the 
Foucault pendulum experiment, artistically portrayed in Figure 1.1. Initiated by 
French physicist Leon Foucault in 1851, the experiment employs a large pendulum 
that swings freely, and its plane of oscillation rotates with time, thereby providing 
visual, empirical evidence for Earth's axial rotation. 

Emerging in the late 20th century, M E M S technology represents an innova­
tive fusion of mechanical engineering, electronics, material science, and computa­
tional methodologies. Pioneered by advancements in silicon-based fabrication tech­
niques, originally cultivated within the semiconductor industry, M E M S facilitated 
the miniaturization of an array of sensors and actuators into integrated systems-on-
chip (SOC). This miniaturization has yielded unprecedented gains in performance, 
reliability, and cost-effectiveness, revolutionizing diverse fields from healthcare and 
automotive systems to consumer electronics and environmental monitoring. 

Finally, gyroscopes are commonly grouped under the category of Inertial Mea­
surement Units (IMUs), which capture multiple forms of spatial data. While tra­
ditional gyroscopic systems depend on mass properties to measure forces and, by 
extension, angular velocity, contemporary designs have evolved to exploit alterna­
tive phenomena, like light interference, still yielding the same essential metric: the 
movement of a body. 
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2 Theoretical Survey 

In the Mechatronics Laboratory (MechLab) at Brno University of Technology the 
development of an unstable single-axis two-wheel self-balancing personal transporter 
[2] was initiated, representing an excellent educational exemplar of a mechatronic 
system. This system is an example of synergic integration of signal processing, 
control, and mechanics, resulting in a precise mechatronic system with complex 
engineering methodologies. Several rigorous redesigns were realized, each aimed at 
enhancing its operational capabilities and accuracy. However, this project was not 
without its unique set of unforeseen challenges that required extensive exploration 
and detailed analysis. 

Figure 2.1: Hummer 2011. [3] 

During one of our investigative pursuits, a significant observation was made re­
garding the pronounced impact of the gyroscopic sensor's positioning on its measure­
ment accuracy when it is misaligned with the rotation axis. This misalignment ex­
posed a sensitivity to tangential acceleration, leading to alterations in sensor outputs 
and compromising the integrity of the data obtained. Empirical insights gained from 
studying the system's operational behavior led to concentrated efforts to mitigate 
such anomalies in our research. Given the inherent real-time nature of the personal 
transporter, special emphasis was placed on implementing algorithms specifically 
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tailored for the real-time controller. 
In the context of M E M S gyroscopes, which are mass-based sensors, various com­

plexities arise that can compromise the fidelity of measurements. These complexities 
are not confined solely to mechanical issues but extend to electrical considerations 
as well, as the inherent nature of M E M S fabrication is introduced. Within the scope 
of this research, our primary emphasis is placed on mechanical, respectively dynam­
ical errors attributable to the fundamental force-mass interactions that govern the 
sensor's operation. This focus allows us to investigate the nontrivial relationship 
between dynamic forces and the resulting errors, providing an understanding that 
is crucial for developing effective compensatory algorithms. 

2.1 Inertia sensors 

Figure 2.2: Accelerometer schematic. [4] 

Figure 2.3: Gyroscope 3D model. [5] 

Inertial sensors are key components in a broad range of systems, from consumer 
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electronics and robotics to aerospace and automotive applications. These sensors 
provide critical information about an object's movement and orientation within a 
physical space. Various types of inertial sensors exist, but we would point out two, 
elemental types, of them: 

• Accelerometers: These sensors measure linear acceleration along one axis and 
potentially combine up to 3. They are extensively used in mobile devices 
for orientation detection, in automotive safety systems for airbag deployment, 
and robotics for motion control. Their principle is based on the deflection of 
a spring and measurement of such a deflection, as can be seen in Figure 2.2. 

• Gyroscopes: Gyroscopes measure the angular velocity, essentially the speed 
at which an object rotates around its axis. They find applications in various 
fields including aerospace for attitude control, automotive systems for stability, 
and in consumer electronics like smartphones for orientation and navigation. 
Their principle is not as straightforward as in the case of accelerometers, so 
we describe them further. 

2.1.1 Design of gyroscopic sensors 

Numerous designs of gyroscopic sensors exist, tailored for various key properties like 
precision, stability, price, or robustness. From a rich history, we point out a few 
successful designs. 

Mechanical gyroscopes 

Given that aerospace was the primary field demanding gyroscopic technology to 
furnish essential orientation data during flight—addressing a notable limitation in 
human spatial orientation skills—the earliest gyroscopes were developed as mechan­
ical systems, illustration of such in Figure 2.4. Mechanical aviation gyroscopes 
operate on the principles of angular momentum and gyroscopic inertia, featuring a 
high-speed spinning rotor mounted on a gimbal system for multi-axis freedom. The 
rotor resists changes in its orientation, and when an external force is applied, it ex­
hibits gyroscopic precession, a movement perpendicular to the force. This precession 
is measured to determine the angular velocity and, consequently, the orientation of 
the aircraft. The data is then integrated into the aircraft's navigational and control 
systems. 

M E M S gyroscopes 

To describe the mechanical part of the structure, we chose a simple gyroscopic sensor 
with a single oscillating mass (Proof Mass) in Figure 2.3. The mechanical part of 
the M E M S gyro sensor consists of: 

• Substrate. It can be directly a silicon wafer. 

• Suspension beams. They are used for flexible attachment of the oscillating 
mass. 
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Figure 2.4: Mechanical gyroscope MiG21, 458MKC-15-32. 

Figure 2.5: Draper lab, first commercial design of MEMS gyroscope [6] 

• Oscillating Mass (Proof Mass). A mass that is used to measure the applied 
forces. 

• Sense electrodes. Usually implemented as a capacitive distance sensor. The 
orientation of the capacitor surfaces corresponds to the sensing direction on 
the y-axis (Sense direction), into which the Coriolis acceleration is projected. 

• Drive electrodes. They are usually implemented as an electrostatic actuator 
that generates the force necessary to move the oscillating mass in the controlled 
direction on the x-axis (drive direction). 

• Anchor. Fix the moving mechanism to the substrate. 

In addition to the mechanical part, the M E M S gyroscope includes electronic 
elements such as voltage regulators, amplifiers, or filters. The complete M E M S 
gyroscopic sensor is schematically shown in Figure 2.3. Note: The sensor in Figure 
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2.5 contains two oscillating masses. The principle of the function of the gyroscopic 
sensor is to transfer mechanical energy from one actively oscillating axis through the 
Coriolis force to the other, measuring axis. In the most common form, the active 
element consists of only one oscillating mass, but there are also gyroscopic sensors 
that have more oscillating masses (typically 2) and these oscillate with different 
phase shifts, which favorably affects typically improving the resistance to disturbing 
accelerations. 

Ring Laser Gyroscope 

Ring Laser Gyroscopes (RLG) utilize the Sagnac effect to measure angular velocity. 
In an R L G , a laser beam is split into two counter-propagating beams that traverse a 
closed-loop optical path. When the gyroscope rotates, the beams experience a phase 
difference due to the varying path lengths, which is detected as an interference 
pattern when the beams recombine. This phase difference is proportional to the 
angular velocity of the system, and by integrating this data over time, the angular 
orientation can be determined. R L G offers high sensitivity and accuracy, making 
them ideal for applications like inertial navigation systems in aerospace and maritime 
contexts. Schematically visualized in Figure 2.6. 

Detector 

Figure 2.6: Schematic of optical gyroscope. [7] 

Atom interferometry based inertia sensor 

In 1924, Louis de Broglie introduced the concept that matter, like light, exhibits 
wave-like properties, a theory with implications for atom interferometry. Atom 
interferometers typically operate in high-vacuum environments, using a magneto-
optical trap to cool and tie rubidium atoms. Utilizing intersecting laser beams and 
anti-Helmholtz coils, the trap creates a magnetic field gradient that keeps atoms 
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at its center, where they reach microkelvin temperatures. Upon trap deactivation, 
specialized laser pulses induce a quantum superposition of states in the atoms, al­
tering their momentum and causing self-interference. A low-power laser collapses 
this superposition, generating an interference pattern captured by a C C D camera. 
A n illustration of such a principle is in Figure 2.7. This pattern facilitates highly 
precise measurements of angular velocity and acceleration, simultaneously. [8] 

Figure 2.7: Atom intereferometry. [9] 

2.1.2 I M U , A H R S 

A n Inertial Measurement Unit (IMU) primarily consists of accelerometers and gy­
roscopes, to measure linear accelerations and angular velocities. It outputs raw, 
high-frequency data ideal for short-term applications but is susceptible to drift er­
rors over time. On the other hand, an Attitude and Heading Reference System 
(AHRS) incorporates data from an I M U and additional sources like magnetometers 
or GPS. Using complex algorithms such as sensor fusion techniques [10], AHRS pro­
vides a stable and corrected orientation output, making it suitable for long-term, 
accurate applications. 

The key differences between the two lie in the complexity and type of data out­
put, error correction mechanisms, and computational load. While IMUs provide raw 
sensor data without corrections, AHRS offers refined, filtered, and corrected data. 
AHRS systems usually include additional data sources and require more computa­
tional resources for data fusion and error correction, distinguishing them from IMUs 
in both functionality and application. Schematically we can discretize the concepts 
as in Figure 2.8 
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(7? 

G y r o s c o p e A c c e l e r o m e t e r 

I M U 

D a t a 

p r o c e s s i n g 

A H R S 

Figure 2.8: Classification of inertial units. 

2.2 Model of MEMS gyroscopic sensor 

Oscillatory M E M S gyroscopic sensors operate based on a vibrating structure, usu­
ally a micro-scale mechanical resonator, as opposed to the spinning rotor found in 
traditional mechanical gyroscopes. The resonator is set into oscillation along a par­
ticular " drive" axis. When the sensor experiences an angular rotation about an axis 
orthogonal to the drive axis, the Coriolis effect comes into play, giving rise to the 
Coriolis force. The relation of coordinate systems in the scope of the problem and 
the origin of Coriolis force can be seen in Figure 2.9. 

r \ x 

Figure 2.9: Substrate "A" vs. proof mass " B " . [11] 

rB = rA + r B A (2.1) 

rB = rA + r B A + cp x r B A (2.2) 
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rB = rA + r B A + cp x r B A + cp x (cp x r
B j 4

) + x r
B A

 + cp x r (2.3) 

••A •• R A / 
r _l_ r

D A + w x (w x r 

B A ) + a x r
B j 4

 + 2 ( w x r b a 
) (2.4) 

Fi,x + Fr,x + mu2x + muzy + 2muzy (2.5) 

my + cyy + kyy Fi>y + Frjy + mu)2

zy — muzx — 2muzx (2.6) 

where m is the weight of the seismic mass, c is the damping constant, k is 
the spring constant, is the force acting on the seismic mass resulting from the 
movement of the rotating frame in the inertia frame, Fr is the force resulting from 
the electrostatic actuator, mu2x (mu2y) is the term representing the centrifugal 
force, mux (mouy) is the term representing the Euler force, and 2mux ( 2muiy) 
is the term representing the Coriolis force. These equations were derived in our 
previous work [11]. 

The Coriolis force is a direct consequence of the sensor's rotation within its 
frame of reference. This force arises as a secondary oscillation orthogonal to the 
original drive oscillation, typically referred to as the sense axis. Essentially, when 
the gyroscope experiences an angular velocity u about an axis perpendicular to the 
drive axis, the Coriolis force Fc is generated, which is proportional to u and the 
velocity v of the vibrating structure. The formula for the Coriolis force is derived 
in 2.4 as the following term 2.7. 

This force is then detected as a change in the amplitude or frequency of the 
oscillation along the sense axis. By measuring this change, the gyroscope can accu­
rately determine the rate of angular rotation u that caused the Coriolis force to be 
generated in the first place. 

2.2.1 Sense electrodes 

The sensor electrodes are typically made as a transducer-such as capacitive, piezo­
electric, or piezoresistive elements-specifically aligned along the sense axis to convert 
this mechanical motion into an electrical signal. In a capacitive M E M S gyroscope, 
for example, the oscillation along the sense axis changes the distance between the 
capacitive plates, thereby altering the capacitance, 2.8 which is subsequently mea­
sured. This change in capacitance is directly proportional to the rate of angular 
rotation experienced by the sensor. Similarly, piezoelectric or piezoresistive mecha-

Fc = 2m(wx rBA) (2.7) 
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nisms might convert the mechanical stress or strain caused by the Coriolis-induced 
oscillation into a measurable electrical signal. 

C = * £ (2.8) 

, where C is the resulting capacity, eo is the dielectric constant. According to 
the Figure 2.10 the capacitance may be converted to voltage as equation 2.9. 

Q f i(t)dt , s 

u = ( 5 = ~ c ( 2 - 9 ) 

2.2.2 Drive actuator 

The driving actuator (drive mode) is often accomplished through a microscale me­
chanical resonator or oscillating structure, typically fabricated using silicon-based 
microfabrication techniques. The resonator is set to forced oscillation through elec­
trostatic, piezoelectric, or other actuation mechanisms. The primary oscillation 
along the drive axis establishes the baseline condition for the gyroscope. This con­
stant vibration serves as the reference motion against which changes induced by 
external angular velocities are measured. Essentially, the drive axis acts as the in-
ertial frame in the context of the gyroscopic sensor. In the case of an electrostatic 
actuator, the force produced can be in such a way that: 

U =^CV2,C = e0^-,V = Ed (2.10) 

F = - % = - s i i { w ' d { y ) E 2 ) = - > ' E 2 ( 2 ' n ) 

, where U is the potential energy, E is the intensity of the electric field, and w, 
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I, d are the dimensions according to the previous picture. 
In M E M S gyroscopes, the stability of drive-mode oscillation is crucial as it di­

rectly influences the Coriolis force, thereby affecting the sense-mode response. To 
ensure stable amplitude, phase, and frequency in drive mode, gyroscopes commonly 
operate at their resonant frequency. This is facilitated by a self-resonance mecha­
nism, employing an amplitude-regulated positive feedback loop. This loop stabilizes 
the oscillation by locking it to the resonant frequency and employs an Automatic 
Gain Control (AGC) loop to maintain a constant amplitude, optimizing perfor­
mance, and minimizing excitation voltages in steady-state operation. The schematic 
of such a control loop is in Figure 2.11. 

S43 If .Resonance Loop 

i 

Uri vy-5.clla.-or 

variBhl̂ Galfl Afnplifrti 

Drive Feedback Elsctrodr* 

Amplitude Demodulation 

Ffeleren ce 
Amplitude 

Amplitude 
Centreing 

Amplitude Control Loop 

Figure 2.11: Drive mode control schematic. [5] 

2.3 Sources of error 

Potential sources of error affecting the angular velocity measurement of M E M S gy­
roscopes generally include geometric inaccuracies in manufacturing, vacuum leakage 
(gyroscope oscillations are damped by the environment), natural frequencies of the 
oscillating mass relative to the operating conditions, thermal instability, direct cou­
pling between driving and sensing electrodes, known as quadrature error [12], or 
immunity to unwanted accelerations from the outside [13]. 

Due to the indirect measurement of the angular velocity through the Coriolis 
force, the application of any additional force to the oscillating sensor mass affects 
the measurement. Forces in scope typically result from vibrations [14] or the oper­
ation frequency that can be close to the resonant frequency of the gyroscope or its 
fraction. In subsequent chapters, we will explore various filtering principles com­
monly employed in both software and hardware contexts. 
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2.4 Methods of HW compensation 

In the initial design phase of a M E M S gyroscope, establishing key performance in­
dicators (KPIs) is paramount [15]. These KPIs not only influence the mechanical 
aspects but also determine the operational mode of the gyroscope. Fundamen­
tal parameters, such as measurement range, actuation and sensing electrode types, 
resonator feedback control circuit design, and sensor measurement bandwidth, are 
pivotal. Additionally, gyroscope-specific attributes, such as the choice between sin­
gle or dual mass, mode-matching techniques, and the inclusion of active cancellation 
electrodes, require thorough consideration. These factors play a vital role in ensur­
ing accurate and stable measurements across various operational conditions. In the 
subsequent chapter, we will delve deeper into these gyroscope-specific properties, 
emphasizing their contribution to enhancing measurement robustness and mitigat­
ing the impact of dynamic disturbances, thereby underscoring their importance in 
optimizing the reliability and precision of M E M S gyroscopes in diverse applications. 

Mode matching and acceleration cancellation electrodes 

When the sensor is subjected to constant angular rotation, the proof mass demon­
strates oscillatory deflection along the sense axis not a constant state, attributed to 
the oscillatory movement in the drive direction. Consequently, a discrepancy could 
arise between the frequencies of the input drive force and the output sensing signal. 
This discrepancy is susceptible to alterations in the mechanical properties of the 
sensor, potentially deviating from the resonant frequency at which the sensor is cal­
ibrated. To mitigate the impacts of such discrepancies, mode-matching techniques 
are methodically incorporated directly into the chip, serving to align the resonant 
frequencies of the drive and sense modes more closely [16]. Referring to Figure 
2.12, these implementations are depicted as frequency-tuning electrodes, strategi­
cally placed to fine-tune the resonant frequencies and thereby enhance the sensor's 
reliability and accuracy in detecting angular velocities. These improvements not 
only optimize the sensor's performance under constant angular rotations but also 
fortify its resilience against environmental and operational variances, ensuring the 
performance of precise and consistent readings across diverse applications and con­
ditions. In addition, the referenced image reveals a proposal for a novel implemen­
tation of acceleration cancellation sensors and actuators [17], marked in Figure 2.12 
as "Quad. Electrodes" and "Acce. Can. Elect." respectively. When a deflection, 
which is out of resonant frequency, is detected at the "Quadratic Electrodes", an 
opposite phase signal is applied to the 'Acce. Can. Elect.". This application ef­
fectively mitigates dynamic disturbances, enhancing the robustness and precision of 
the sensor's readings under varying conditions. 

Dual mass gyroscopes 

A dual mass gyroscope, visualized in Figure 2.13 features two proof masses designed 
to oscillate in opposing directions along the drive axis, producing an anti-phase 
motion. Such a design inherently ensures system balance and supports the gyro-
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DRIVE AXIS* 

Drive Frame Freq. Tun. Elect. 
Sense Frame Proof Mass Quad. Electrodes 

Figure 2.12: Gyroscope with mode-matching and acceleration cancellation electrodes. [18] 

scope's stability, making it resilient against external disturbances, which is pivotal 
for accurate angular velocity measurement. The differential measurement between 
the masses delivers better sensitivity, effectively negating common-mode noise and 
linear acceleration, thus improving the linearity and stability of the response. As a 
result, dual-mass gyroscopes demonstrate remarkable stability for quadrature errors, 
amplifying their measurement accuracy and reliability. Their enhanced precision 
makes them a choice for high-end applications such as inertial navigation systems 
in vehicles and aircraft. However, the complexity of their design can lead to in­
creased manufacturing costs, and potential synchronization challenges between the 
two masses, and might require sophisticated feedback control algorithms. Still, in 
the grand scheme of M E M S gyroscopic technology, dual mass gyroscopes emerge as 
a standout, especially in contexts that prioritize precision and resistance to environ­
mental perturbations. 

2.5 Methods of SW compensation 

2.5.1 Complementary filter 

The complementary filter is a commonly used technique in the field of inertial mea­
surement units (IMUs) to combine the outputs of different sensors and obtain an 
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Figure 2.13: Schematic drawing of dual mass MEMS gyroscope. [5] 

accurate estimation of an object's orientation [19]. The complementary filter uti­
lizes a combination of low-pass and high-pass filters. The functional principle of the 
complementary filter lies in the inherent strengths of the accelerometer and gyro­
scope sensors. Accelerometers measure linear acceleration, in this case especially the 
gravitational as a reference orientation, while gyroscopes measure angular velocity. 
By fusing the outputs of these two sensors, the complementary filter compensates 
for the limitations of each individual sensor. 

The complementary filter implementation involves a two-step process as seen in 
Figure 2.14. First, the accelerometer data is passed through a low-pass filter to 
attenuate high-frequency noise and extract the gravity component [20]. This low-
pass filter is designed as an infinite impulse response (IIR) filter, which allows it 
to achieve a balance between smoothness and responsiveness. By emphasizing the 
gravity component, the filter effectively estimates the orientation of the object in 
relation to the Earth's gravitational field. 

Simultaneously, the gyroscope data is processed through a high-pass filter, also 
implemented as an IIR filter. This high-pass filter suppresses low-frequency drift, 
which is inherent in gyroscope measurements due to sensor design and manufacturing 
errors. The resulting output represents the short-term changes in angular velocity, 
eliminating the long-term drift component. 

In the second step, the filtered accelerometer and gyroscope outputs are com­
bined. The complementary filter applies a weighted fusion of these two signals, 
where the gyroscope's output contributes to short-term changes in orientation, and 
the accelerometer's output provides an estimate of the overall tilt angle. The weights 
assigned to each sensor's output can be adjusted based on the specific application 
requirements and sensor characteristics. 

The ease of implementation is one of the key advantages of the complementary 
filter. It requires minimal computational resources and can be efficiently imple­
mented on microcontrollers or embedded systems. The filter's simplicity allows for 
real-time estimation of orientation without significant delays or complex algorithms, 
making it suitable for applications with limited processing capabilities. 

The filter's adaptability is another valuable aspect. The fusion weights assigned 
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to the accelerometer and gyroscope can be adjusted based on the specific application 
requirements. These weights determine the trade-off between responsiveness and 
stability. For instance, in applications where rapid changes in orientation are crucial, 
a higher weight can be assigned to the gyroscope, prioritizing its responsiveness, 
however, this might introduce undesired accelerometer characteristics, such as noise, 
into the filtered signal. Conversely, in scenarios where stability is paramount, a 
higher weight can be allocated to the accelerometer. 

In discrete form, the complementary filter should be described as 

ifn = a 0 „ _ i +u)nAt) + (1 - a)gn (2.12) 

Al 
1 + 

(2.13) 
At 

,where ip is the angle, u is the rotational rate, g is the tilt defined by the ac­
celerometer, a is the weighting parameter between the measured values, r is the 
cut-off frequency of the IIR filter, and St is the time step. 

^Paccelerometer 

-CO gyroscope 

Low pass IIR 

High pass IIR 
MPour 

Figure 2.14: Schematical implementation of complementary filter. 

In one of our previous studies [11] we have explored the possibilities of this 
approach for the compensation of linear dynamic disturbances of the gyroscope 
with unsatisfactory results. As can be seen from the Figure 2.15. 

Summary 

The complementary filter is a powerful technique for combining accelerometer and 
gyroscope data from an IMU. By utilizing IIR filters and fusing the filtered outputs, 
it provides an accurate estimation of an object's orientation, effectively compen­
sating for the limitations of each sensor. The filter's ease of implementation and 
long-term stability, robustness to noise, and adaptability make it a popular choice 
in a wide range of applications, including robotics, navigation systems, virtual real­
ity, and motion tracking. Nonetheless, this particular filter does not align with our 
objective of compensating for the linear acceleration impacting M E M S gyroscopic 
sensors as visible in Figure 2.15. 
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Figure 2.15: Complementary filter as a linear dynamic compensator. [11] 

2.5.2 Kalman filter 

In general, the most versatile tool for a wide range of engineering applications, the 
Kalman filter, can be used to correct and fuse measurements from various sensors, 
including accelerometers and gyroscopes. Having a dynamical model and measure­
ment, i.e. signal consisting of the actual value, the real state, corrupted by normally 
distributed noise, we can leverage all that information by implementing the Kalman 
filter into signal processing and potentially reveal the states that are not even mea­
surable. A l l of these assume that the noise in the model and measurements are 
quantified, experimentally or analytically. Kalman filter working principle can be 
categorized into 4 working steps described in the following text. 

Initialization 

• State estimate XQ: Initial state estimation of the system. 

• Error covariance matrix P0: initialize the error covariance matrix, representing 
the estimated accuracy of the state estimate. 

Prediction 

• State prediction xT: predict the next state using the defined dynamical model 

xk = Axk-i + Buk 
(2.14) 

• Error covariance prediction Pk : Predict the error covariance. 

Pr = APk_xAT + Q (2.15) 

, where A is the state transition matrix, B is the control-input model matrix 
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related to the control input u, and Q is the process noise covariance matrix, repre­
senting the uncertainty in the model. 

Update 

• Kalman gain Kk: Compute the Kalman Gain, which determines how much 
the prediction should be corrected based on the new measurement. 

Kk = Pk-HT(HPk~HT + R)-1 (2.16) 

• State update xk: Correct the state prediction using the Kalman Gain and the 
measurement residual. 

xk = %l + Kk(zk - Hxk) (2.17) 

• Error covariance update Pk: update the error covariance matrix 

Pk = (I-KkH)P~ (2.18) 

, where H is the measurement model matrix, mapping the state to the measurement 
domain, R is the measurement noise covariance matrix, representing the uncertainty 
in the measurements, zk is the actual measurement, and I is the identity matrix. 

Loop 

• Repeat steps of prediction and update for each time step as new measurements 
become available, continually updating the state estimate and error covariance. 

Summary 

The Kalman Filter operates recursively through prediction and update cycles, using 
a series of noisy measurements to produce optimal state estimates for linear dynamic 
systems. By iteratively predicting and correcting, it minimizes the estimation error 
covariance and efficiently tracks the true state of the system, even in the presence 
of process and measurement noise. Alternatives for nonlinear systems and compu­
tationally efficient algorithms exist like Extended Kalman Filter, which still has its 
limitations with highly nonlinear dynamics and scenarios lacking robust priori state 
estimates. [21] 

2.5.3 Linear compensation 

According to the paper [22], it is proposed to compensate for linear acceleration 
using 3-axis acceleration sensing and a linear mapping compensation algorithm. The 
authors implement both the accelerometer and the compensation algorithm directly 

33 



2 T H E O R E T I C A L S U R V E Y 

into the gyroscopic sensor as an analog controller. They formulate the gyroscope 
sensitivity as a multiplicative error, which can be interpreted in the following matrix 
format. 

5ujx " Px" 
8Uly = Py + 

Pz 

A v.x 4" Gr 

Pyx 
Pzx 

xx&y Pxy 
Pyy ~t~ Gj. 

" A 
yyO-z 

Pz 

Pxz 
Pyz 

4~ GzzOjX 

Uy (2.19) 
_ uz _ 

where 8u}XjyjZ is the angular velocity error, fix,y,z is the bias error, fiXx,yy,zz is the 
multiplicative factor error, Gxxm^zz is the sensitivity to linear acceleration, aXjVjZ is 
the acceleration in the corresponding axes, ux is the actual angular velocity. 

Summary 

In the proposed algorithm no dynamic effects are taken into account, what we con­
sider fundamental. The approach provides an enhanced method for decoupling each 
gyroscope axis from each other and naturally present gravitational acceleration. 

2.5.4 (Non)linear Least Squares methods 

Linear Least Squares Method 

This method endeavors to find the linear equation that minimally sums the squared 
errors between the observed values and those predicted by the model [23]. The 
notion of linearity in this context primarily refers to the parameters (or coefficients) 
of the model [24], signifying that each term is either a constant or the product of 
a parameter and an independent variable. Thus, this method is particularly useful 
when the parameters are linear, optimizing the fit of the model to the data points 
by minimizing the sum of the squared residuals. Given a set of n data points (xj, jji), 
the linear model can be represented as: 

Vi = Po + PlXi + €i (2.20) 

where y$ is the dependent variable, Xj is the independent variable, A) a n d A 
are the parameters to be estimated, and 6j is the error term. The objective is to 
minimize the sum of squared residuals (SSR): 

n 

SSR = Y J ^ - ( P * + PiXi)f (2-21) 
i=l 

The Normal Equations are derived by taking the derivative of SSR with respect 
to the parameters and setting them to zero. For linear least squares, the Normal 
Equations follows: 

XTX(5 = XTY (2.22) 
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Where X is the design matrix containing a column of ones and the observed 
values for the independent variable, (3 is the vector of coefficients, and Y is the 
vector of observed values for the dependent variable. The solution for ft is given by: 

P = {XTX)~1XTY (2.23) 

Non-Linear Least Squares Method 

When the relationship between the dependent and independent variables is non­
linear, the "Non-linear Least Squares method" is used. The model can be repre­
sented as: 

V i = f(xi,9) + ei (2.24) 

here, / is a non-linear function, and 9 is the vector of parameters to be estimated. 
The Non-linear Least Squares objective is to minimize the sum of squared residuals: 

n 

SSR{e) = YJ{yi-f{^0)? (2-25) 
i=l 

Solving non-linear least squares problems is generally more complex than linear 
ones and usually requires iterative numerical methods, such as the Gauss-Newton 
or Levenberg-Marquardt algorithms. 

Gauss-Newton Algorithm 

For the Gauss-Newton algorithm, visualized in Figure 2.16, the iterative process can 
be outlined as follows: 

1. Initialize the parameter vector, 8Q. 

2. Compute the Jacobian matrix, J , of partial derivatives of the model function 
with respect to the parameters at the current iteration, t: 

df(Xi,0)  
i j ~ 89, '3 

(2.26) 

3. Update the parameter vector, 9t+i, by solving the linear system: 

JTJA9 = -JTr (2.27) 

, where r is the residual vector, r\ = yi — f(xi, 9t), and A9 is the change in the 
parameter vector. 
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4. Update the parameter vector: 

9t+1 = 9t + A6 (2.28) 

5. Repeat steps 2-4 until convergence. 

Figure 2.16: Visualization of Newtons method. [25] 

Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt algorithm [26] is a modification of the Gauss-Newton 
method, introducing a damping factor to improve convergence in the presence of 
high curvatures: 

(JTJ + \I)A6 = -JTr (2.29) 

, where, A is the damping factor, and I is the identity matrix. 

NLS for harmonic signals 

To quantitatively determine the amplitude, frequency, and phase shift of a harmonic 
signal via the non-linear least squares (NLS) method, one would typically model the 
signal using a harmonic equation of the form: 

y(t) = A sin(27r/t + ip) + e (2.30) 
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, where A represents the amplitude, / denotes the frequency, ip is the phase shift, 
t is time, and e is a random error term that follows a normal distribution with zero 
means. Such a definition generally fits the problem defined in Section 5.1 between 
acceleration and gyroscope error. 

The procedure for estimating these steps is taken: 
Data Collection: Collect a time series data set 
(h,yAccXl, VGyroZl), (*2, VAccX2, VGyroZi), • • • , (tn, 1/AccXn, VGyroZn) that represents 

the signal over a defined time interval. 
Initial Guess: The process of parameter identification to fit data to a sinusoidal 

function is highly susceptible to the choice of initial guess parameters. The complex 
topography of the sine function contains a multitude of local minima, which poses 
challenges for optimization algorithms that may become trapped in these local so­
lutions. One can think of a particularly illustrative example of this issue when the 
initial guess for frequency is set to zero. Provide an initial guess for the parameters 
A, f, and ip. This could be achieved via a Fourier transform method, or by using 
simpler techniques like identifying the peak-to-peak amplitude. 

Cost Function: Define an objective function J (A, u, <p) to quantify the difference 
between the observed data y(t) and the model y(t; A,u,<p): 

n 

j(a, u,v) = J2 [y - v fa; A f, v)}2 (2.3i) 
i=l 

Optimization: Minimize J(A, f, ip) using a nonlinear optimization algorithm such 
as the Levenberg-Marquardt method, which is commonly used for nonlinear least 
squares problems. [27] [28] 

Parameter Estimation: Extract the optimized values of A, f, ip that minimize J 
as the estimates for amplitude, frequency, and phase shift, respectively. 

Model Validation: Validate the model by comparing the estimated signal with 
the observed data and compute relevant goodness-of-fit metrics like R2 or the root-
mean-square error (RMSE). 

Residual Analysis: Examine the residuals y(t) — y(t; A, f, ip) to ensure that they 
satisfy the assumptions of normality and constant variance, which validates the 
applicability of the NLLS method. 

Summary 

The choice between linear and non-linear least squares methods depends on the 
underlying relationship between the dependent and independent variables, and while 
linear least squares have an analytical solution, non-linear least squares typically 
require numerical methods to find the optimal parameters. 
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2.5.5 Artificial Neural Network 

Elements of Artificial Neural Networks (ANN) 

A n Artificial Neural Network (ANN) is a computational model inspired by the way 
biological neural networks in the human brain work. A basic A N N model 2.18 is 
composed of three types of layers: 

• Input Layer: It represents the input features. 

• Hidden Layers: They perform computations and transformations of the inputs. 

• Output Layer: It produces the final output. 

Each layer is made up of nodes, visualized in Figure 2.17, or neurons, with each 
neuron in one layer connected to every neuron in the next layer. The connections 
between neurons are associated with weights, which are optimized during training. 
Such networks we call Feedforward Neural Networks (FNN). 

The mathematical representation of a neuron is given by: 

°r=f(£,«>>r'+b?) (2.32) 

where a f . Activation of the jth neuron in the Ith layer, wj\: Weight connecting 
the ith neuron in the (/ — l)th layer to the jth neuron in the Ith layer, b®: Bias term 
for the jth neuron in the Ith layer, / : Activation function 

The primary goal is to approximate some function [29]. The network is trained 
using an optimization algorithm, typically stochastic gradient descent (SGD) to min­
imize a loss function, which measures the difference between the network's prediction 
and the true target values. 

Input Simple Neuron 

1 
_J 

a = fiwp+b) 

Figure 2.17: Schematic of artificial neuron. [30] 

Such a network is just a static mapping input to output with no time dynamics, 
as we expect to be present in our system, due to phase delay shifting and inertias 
acting in our system. Such that this concept needs to be further extended. 
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Incorporation of Memory 

A crucial limitation of F N N is their lack of memory or state, i.e., their inability 
to incorporate past information or sequence data, which is important for dynamic 
systems modeling. This restriction naturally leads to the exploration of models 
that can handle sequential data like time series, leading to the concept of Recurrent 
Neural Networks (RNN). R N N possess connections that form directed cycles, mean­
ing information can be recycled in the network, which acts as a sort of memory. 
This enables R N N to maintain information about previous inputs in the sequence, 
addressing the limitations of F N N in handling sequential data. 

Time Series Modeling 

The inherent ability of RNNs to handle sequence data makes them suitable for 
time series modeling. However, in many real-world problems, time series data often 
depends not only on internal dynamics but also on external or exogenous inputs. 
This understanding leads to the development of models that can incorporate both 
types of inputs, setting the stage for models like N A R X . 

Nonlinear Autoregressive Exogenous Neural Network (NARX) 

A N A R X neural network is designed to make predictions based on the current and 
past values of the target variable (autoregressive inputs) and the current and past 
values of other external variables (exogenous inputs). Training a N A R X network in­
volves learning the parameters 9 that minimize the difference between the predicted 
output and the true output for a given sequence of inputs and outputs. 

Neural network training 

In the context of neural networks, we talk about backpropagation. Backpropagation 
is realized in the following manner in the types of discussed A A N . 

Backpropagation in Elementary Neural Networks 

In elementary neural networks, backpropagation is employed to optimize the weights 
of the network. It works by calculating the gradient of the loss function with respect 
to each weight by applying the chain rule and propagating the gradient backward 
from the output layer to the input layer. The weights are then updated in the 
direction that minimally increases the loss function. In mathematical terms, for 
each weight w, the update rule is: 

dL 
w = w — 77—— (2.33) 

aw 

, where r] is the learning rate, and | ^ is the partial derivative of the loss function 
L with respect to the weight w. 
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Backpropagation in Recurrent Neural Networks 

For Recurrent Neural Networks, backpropagation through time (BPTT) is used, 
which is an extension of the standard backpropagation algorithm. B P T T works by 
unfolding the R N N through time and then applying the standard backpropagation 
algorithm on the unfolded network. 

Backpropagation in N A R X Neural Networks 

Backpropagation is also pivotal in training N A R X networks. Like RNNs, N A R X 
models are trained using a variant of backpropagation through time since they also 
have a kind of recurrent connection due to the inclusion of previous time step inputs 
and outputs. The error gradients are propagated back in time to update the weights 
and biases to minimize the prediction error at each time step in the sequence. The 
optimization in N A R X using backpropagation ensures that the model learns the 
underlying patterns and dependencies in the input sequences and the relationship 
between past inputs, past outputs, and current outputs. 
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Figure 2.18: Schematic of artificial neuron network. [31] 

Defining the neural network 

The computational complexity inherent to any neural network architecture is a 
critical factor that directly impacts its feasibility for real-time microcontroller im­
plementation. 

It's worth emphasizing that the computational overhead associated with neural 
networks, particularly those of a nonlinear autoregressive nature, must be judiciously 
assessed in the context of resource-constrained embedded systems. Our ongoing ef-
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forts are geared towards optimizing the network architecture and training algorithms 
to minimize computational requirements while preserving model accuracy and re­
sponsiveness. This approach aims to render the compensatory framework not only 
theoretically robust but also practically implementable in real-time microcontroller 
environments. It is imperative to emphasize that the complexity of a neural network 
ought to be precisely characterized and rigorously assessed in the context of the spe­
cific problem it is designed to address. Prior to the development or deployment of 
the network, several critical factors warrant preemptive consideration. 

Number of Layers and Nodes 

• Input Layer: The number of nodes in the input layer is generally determined 
by the dimensionality of the data. For example, if you're working with 28x28 
pixel grayscale images, you'd typically have 28 * 28 = 784 input nodes. 

• Output Layer: The number of nodes in the output layer is determined by 
the number of classes for classification problems or the dimensionality of the 
output for regression problems. 

• Hidden Layers: The number of hidden layers and nodes is highly problem-
specific. A good starting point might be one hidden layer with several nodes 
that is a mean of the input and output layer sizes, but this is a very rough 
heuristic. Generally, more layers and nodes allow the network to learn more 
complex representations but also make it prone to overfitting. 

Factors to Consider 

• Overfitting and Underfitting: A small network might not capture the com­
plexity of the data (underfitting), while a very large network might learn the 
training data too well, including its noise (overfitting). 

• Computational Constraints: Larger networks require more computational re­
sources both for training and inference. 

• Data Availability: A larger dataset can justify a larger network. However, if 
you're limited by data, it might be more effective to use a smaller network or 
data augmentation techniques. 

• Problem Complexity: More complex problems may require larger networks. 
Sometimes domain knowledge can be useful in determining an appropriate 
network size. 

Methods to Find the Right Size 

• Grid Search: This involves training multiple networks with different architec­
tures and selecting the one that performs the best on a validation set. 

• Random Search: Randomly select architectures within specified limits and 
train each, selecting the best-performing one. 
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• Early Stopping: Start with a smaller network and gradually make it larger 
until the performance on a validation set starts to decrease. 

• Pruning: Start with a larger network and remove nodes or layers whose removal 
does not significantly impact performance. 

• Automated Methods: There are automated methods like neural architecture 
search (NAS) that automatically search for the best-performing architecture, 
although these are often computationally expensive. 

• Expert Advice: Sometimes consulting the scientific literature or experts in 
your specific application domain can provide valuable insights. 

2.6 High-Level code synthesis 

High-level code synthesis, or automatic code generation, is an emerging field aimed 
at the automated generation of source code from a higher-level specification, be it 
natural language, formal logic, or a graphical representation. As software systems 
grow increasingly complex, the potential for automation in code generation becomes 
an invaluable asset. This chapter describes the various paradigms, technologies, and 
applications that utilize high-level code synthesis. 

In the landscape of software engineering and computer science, few ideas have 
been as transformative as automation. Automation in code development can dra­
matically reduce the time-to-develop and improve software quality by minimizing 
human errors. High-level code synthesis offers a path towards this automation, pro­
viding methods and tools for generating optimized, production-quality code from 
high-level specifications. The notion of automating code generation isn't new, but 
also isn't generally applied in the industry. Early work in compilers, interpreters, 
and domain-specific languages (DSLs) presented the possibility of translating high-
level syntax to machine code. However, high-level code synthesis differs in its aim 
to generate human-readable, maintainable code that is often indistinguishable from 
that written by expert programmers. 

High-Level Synthesis (HLS) for Field-Programmable Gate Arrays (FPGA) has 
emerged as a pivotal approach that significantly streamlines the hardware design 
cycle, removes specific syntax barriers, and optimizes resource utilization. In the 
traditional design flow for FPGAs , engineers would manually design hardware at 
the Register-Transfer Level (RTL) using Hardware Description Languages (HDL) 
like V H D L or Verilog, which requires a deep understanding of both the architec­
ture of the F P G A and the intricacies of parallel computation. However, HLS tools 
allow for the abstraction of these complex processes by enabling programmers to 
write algorithms in high-level programming languages like C, C++, or theoretically 
any other proprietary language. These high-level representations are then automati­
cally synthesized into optimized RTL descriptions that can be directly mapped onto 
F P G A hardware. In effect, HLS enables software engineers to engage in F P G A de­
sign without having to delve into the low-level hardware details, thus blurring the 

42 



2 T H E O R E T I C A L S U R V E Y 

boundaries between software and hardware engineering. 
The technology leverages advanced techniques such as loop unrolling, pipelining, 

and dataflow optimization to automatically generate code that is highly optimized 
for latency, throughput, and power consumption. Moreover, HLS tools often come 
with integrated simulation and verification functionalities, thus aiding in the rapid 
prototyping and iterative development of complex systems. While the benefits are 
numerous, there are also challenges like the difficulty in estimating performance 
without full hardware emulation. Nevertheless, HLS is increasingly being adopted in 
various applications ranging from embedded systems and digital signal processing to 
high-performance computing, making it a key technology in the evolving landscape 
of hardware-accelerated computing. 

2.6.1 Mathworks Matlab & Simulink 

Matlab, a versatile engineering tool, offers a comprehensive suite of toolboxes de­
signed to address a wide array of technical challenges. One of its key capabilities 
is the streamlined generation of code suitable for execution on embedded devices 
like microcontrollers (//C) Field-Programmable Gate Arrays (FPGAs). Through 
the use of various specialized toolboxes—such as Simulink Coder, Matlab Coder, 
Embedded Coder, or HDL Coder—users are afforded the flexibility to generate ei­
ther C or HDL code compatible with a range of platforms, without being restricted 
to a particular vendor. However, leveraging this flexibility does require a founda­
tional understanding of each level of code processing involved. Typical workflow 
visualized in Figure 2.19. One of the major advantages of utilizing Matlab for code 
generation lies in its vast repository of predefined functions. These functions can 
be directly exported from Matlab to various embedded devices, making the creation 
of technically advanced systems significantly more straightforward. Companies af­
filiated with Matlab, such as dSpace and SpeedGoat, offer optimized solutions for 
hardware-level code generation. These solutions are tailored to meet the specific 
needs of various industrial segments, thereby catering to a diverse customer base. 

Algorithm Generated Compilation through Run on Target Hardware 
Code 3 r d party toolchain 

Deploy to Haidivare \ 

Figure 2.19: Matlab, Simulink workflow. [32] 
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In the context of our research, we focused on the application of high-level code 
synthesis using Matlab for the generation of code intended for PIC microcontrollers, 
an example of Simulink content for such a project is in Figure 2.20. In this scenario, 
the intermediate code was written in C, and the final assembly code was synthesized 
through A P I calls to Microchip's MPLab environment. This approach demonstrates 
Matlab's versatility and efficacy in generating optimized, platform-independent code 
for embedded systems. In our scope, we use Matlab for data processing, algorithm 
development, and deployment to our own custom HW. 
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Figure 2.20: Matlab, Simulink example of code for embedded application. 

2.6.2 Lab V I E W 

Lab V I E W offers an integrated ecosystem of hardware and software tools, creating 
a seamless user experience that enables users to concentrate on the core problem at 
hand without unnecessary subsystem knowledge. While this integration promotes 
ease of use, it imposes limitations on the range of applications and locks users to a 
proprietary technology stack, restricting the ability to integrate these solutions into 
diverse systems. 
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Lab V I E W employs its specialized G programming language, visualized in Fig­
ure 2.21, a graphical language founded on a dataflow paradigm, contrasting it with 
traditional text-based languages such as C and Python. The G language embod­
ies the dataflow mechanism by executing nodes as soon as all requisite input data 
are available and subsequently generating output data for downstream nodes. This 
architecture not only facilitates inherent parallelism but also endorses modular de­
sign through Virtual Instruments (Vis). Vis act as modular building blocks within 
Lab V I E W applications and can encapsulate other Vis , thereby offering multiple lay­
ers of abstraction and reusability. Every VI comes with a user-friendly front panel 
that serves as the Graphical User Interface (GUI), as well as a block diagram that 
houses the G code logic. Designed to interoperate easily with a diverse array of 
hardware from different vendors—including data acquisition devices, sensors, and 
actuators—Lab V I E W and its G programming language are explicitly crafted for en­
gineering tasks such as data acquisition, control systems, and automation. Regard­
ing its application in Field Programmable Gate Array (FPGA) programming, the 
G language's dataflow paradigm mirrors the hardware description language (HDL) 
code, making it exceptionally well-suited for this purpose. However, Lab V I E W typ­
ically outputs bitfiles that are exclusively compatible with National Instruments 
(NI) hardware. Consequently, the platform's closed architecture limits portability 
and restricts users from exporting the generated HDL code to hardware from dif­
ferent vendors. This limitation also constrains the ability to reconfigure the pin 
assignments for specific FPGAs . In our research endeavors, we leverage NI's hard­
ware infrastructure for real-time data acquisition and processing, benefitting from 
the cohesiveness and specialized features of the Lab V I E W environment, while ac­
knowledging its inherent limitations in terms of hardware portability and application 
scope. 
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Figure 2.21: LabView example of code for embedded application. 
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3 Formulation of the thesis goals 

Currently, there are many fusion algorithms for estimating I M U rotation in space, 
but very little attention has been paid to parasitic effects acting on M E M S gyro­
scopes, which are an elementary part of the IMU. According to our study so far, 
we conclude that the linear acceleration, whose compensation is not entirely trivial 
and is often neglected, has a major influence on the measurements. This thesis will 
deal with the development of a new compensation algorithm that will be able to re­
duce the influence of linear acceleration on a M E M S gyroscopic sensor in real-time. 
We assume that this will subsequently lead to a more accurate fusion algorithm for 
estimating the rotation of the I M U unit in space. The individual objectives can be 
characterized as follows: 

3.1 Theoretical objective 1: Analysis of the effect 
of linear acceleration and jerk on MEMS gy­
roscopic sensors and their quantification 

The effect of linear acceleration and jerk on M E M S gyroscopic sensors is a marginally 
investigated topic, but one that significantly affects sensor performance. Sensor 
manufacturers typically report sensitivity to constant linear acceleration, such as 
gravitational acceleration, in the form of a constant, which does not adequately 
capture the problem due to the complexity of the problem. Manufacturers very 
rarely report sensitivity to dynamic disturbance. The first objective of this disser­
tation will result in the definition of a unified procedure for quantifying the effect of 
linear acceleration and jerk on M E M S gyroscopic sensors. We will experimentally 
quantify the effect of linear acceleration and jerk on real sensors of different price 
categories. 

3.2 Theoretical objective 2: Design of new models 
for linear acceleration compensation 

A method will be proposed to compensate for linear acceleration using acceleration 
measurements and further processing. We assume that the compensation method 
will be generally nonlinear and the models used will be based on A N N , local linear 
models, or polynomial models. 

If we compensate for the effect of linear acceleration before entering the fusion 
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algorithm to estimate the rotation of the I M U unit in space, we will be able to 
estimate the rotation angle more accurately, or cheaper sensors can be used while 
maintaining the performance. Graphically, the resulting structure of the compensa­
tion algorithm can be defined as shown in Figure 3.1. The results from published 
papers [33] or [11] propose that the sensitivity to linear acceleration can be reduced 
considerably. 

The output will be a mutual comparison of the robustness of several variants of 
our proposed approximators through simulations and experiments. We anticipate 
that the R C P approach on the dSPace H W platform or NI P X I will be used for 
experimental testing of the algorithms. 

G y r o s c o p e 
Z axis 

Acce le romete r 
X axis 

Acce le romete r 
Y axis 

G y r o s c o p e 
compensa to r 

S e n s o r fusion 

Figure 3.1: Compensator principle. 

3.3 Practical goal: Implementation of the proposed 
method on RT-HW and experimental mea­
surement 

Based on the comparison of different algorithms in the previous objective, we will 
select a suitable compensation algorithm and implement it on a prototype Real-
Time HW. It is suggested to use a microcontroller or an F P G A . We will evaluate 
the practicality of implementing the solution and determine the required HW. Ac­
cording to the resulting behavior in a real laboratory model, the contribution of the 
implemented compensator model will be quantified. A prototype control unit will 
be used, containing M E M S gyroscopes, accelerometers (IMUs), and a suitable pro­
cessor, enabling signal processing by the newly proposed methods in real-time. In 
addition, a mechatronics measurement system will be constructed for measurement 
purposes and experiments will be performed on it. This system can then be used as 
a laboratory model for teaching intelligent machine control. 
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4 Analysis of gyroscope measure­

ment errors 

A n introduction to the relevant physical environment is provided in this chapter 
followed by the measurements and observations realized to support our further work. 

Motivated by our initial system of interest described in the Chapter 2 we con­
strained the frequency range under examination to a maximum of 10 Hz, a decision 
based on our observations that this range was most frequently relevant to the sys­
tem's performance. The subsequent chapters provide a standardized template for 
determining sensor sensitivity to linear acceleration, in support of theoretical objec­
tive 1. 

4.1 Physical setup of the system 

Since our work involves dealing with actual hardware, it was crucial to develop an 
appropriate testing environment and choose the right sensors for evaluation, with 
further details provided in this section. 

4.1.1 Sensors selection and relative environment 

To rigorously ascertain the influential parameters within our domain of study, it is 
necessary to design the experimental framework. This ensures the minimization or 
elimination of confounding variables, such as parasitic properties that are susceptible 
to environmental conditions and can unintentionally skew gyroscope measurements. 
Notably, one such parasitic property is temperature drift [34], characterized by a 
relatively long thermal time constant. We have mitigated this by taking short mea­
surements in constant environmental conditions. Also to ensure the stable supply 
voltage the sensor modules were powered by a lithium-ion battery, which was regu­
lated with a low drop-out (LDO) voltage regulator. This architecture was designed 
to provide a long-term, stable power supply, thereby minimizing fluctuations that 
could adversely affect sensor readings. 

In the interest of enhancing measurement accuracy, our experimental design in­
corporated a dual-measurement approach, wherein each test case was simultaneously 
run with its inverted, complementary sensor. The inherent advantage of this paired-
measurement methodology lies in its potential for nullifying random measurement 
errors. Under the assumption that the sum of the signal values read out from the 
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paired measurements should ideally result in a zero mean, the data would display 
minimized variance. Moreover, this technique has the added benefit of mitigating 
false negative errors, thereby reinforcing the deterministic attributes of the system's 
behavior. By employing this multifaceted, yet rigorously controlled experimental 
approach, we aimed to establish a methodological framework that balances both 
the operational robustness and the statistical validity of our findings. 

The subsequent sensors were chosen for evaluation. 

InvenSense MPU-6050 

The InvenSense MPU-6050 sensor [35], in Figure 4.1 is a distinguished M E M S sen­
sor, integrating a 3-axis gyroscope and a 3-axis accelerometer. The gyroscope in 
the sensor has selectable range of ±250, ±500, ±1000, and ±2000 deg/s, and the 
accelerometer offers selectable scales of ±2 , ±4 , ±8 , and ±16 g. Moreover, the 
sensor can deliver output data at a high rate, up to 8 kHz, ensuring that users 
can access real-time motion data. It also houses an embedded Digital Motion Pro­
cessor (DMP), providing an additional layer of flexibility and capability for users. 
With these advanced features, the sensor maintains low noise levels, with the gy­
roscope and accelerometer having the noise of 0.05 deg/s/\/Hz and 400 \xgj\jHz, 
respectively. A l l these capabilities are balanced with efficient power management, 
operating normally at 3.9 m i . Specific gyroscope setting in table 4.1. 

parameter Gyroscope range Acceleration range Read-out frequency 
value ±250 deg/s ±2g 800 Hz 

Table 4.1: InvenSense MPU-6050 custom settings. 

Figure 4.1: InvenSense MPU-6050. [35] 

ST L3G4200D 

The STMicroelectronics L3G4200D sensor [36], in Figure 4.2 is a high-precision 
M E M S 3-axis gyroscopic device. It offers selectable full scales of ±250, ±500, and 
±2000 deg/s and can output data at rates of 100 or 800 Hz. The sensor boasts 
a low noise level, with a rate noise density of 0.03 deg/s/V'Hz, ensuring accurate 
angular rate measurements. It operates within a supply voltage range of 2.4 V to 
3.6 V and exhibits energy-efficient properties, with a typical operating current of 
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6.1 m i . Additionally, the incorporation of both I2C and SPI interfaces facilitates 
versatile connections and integrations with a wide range of devices and platforms. 
Specific gyroscope setting in table 4.2. 

parameter Gyroscope range Read-out frequency 
value ±250 deg/s 800 Hz 

Table 4.2: ST L3G4200D custom settings. 

Figure 4.2: STMicroelectronics L3G4200D. [36] 

Murata SCC2000 

The Murata SCC2000 series sensor [37], in Figure 4.3 is a high-performing and robust 
device that combines gyroscope and accelerometer functionalities, operating within 
gyroscopic measurement ranges of ±75, ±150, and ±300 deg/s and accelerometer 
ranges of ±2 and ± 6 g. It is distinguished by its exceptionally low noise, at 0.006 
degj'sJVH' z for the gyroscope and 37 \xgj\jHz for the accelerometer, and its re­
markable shock tolerance of 10, 000 g, making it particularly suitable for demanding 
automotive and industrial applications. It provides reliable performance over a wide 
operating temperature range of 233 K to 400 K and offers ease of integration with 
various systems through its digital SPI interface output, all while operating at a 
single supply voltage ranging from 4.75 V to 5.25 V. Specific gyroscope setting in 
table 4.3. 

parameter Gyroscope range Acceleration range Read-out frequency 
value ±75deg/s ±2g 800Hz 

Table 4.3: Murata SCC2000 custom settings. [37] 

4.1.2 Design of the test bench 

As we research motion sensing devices, we need to consider the right design of test 
bench capable of a high level of fidelity in dynamic aspects and reproducible results 

51 

file:///xgj/jHz


4 ANALYSIS OF G Y R O S C O P E M E A S U R E M E N T ERRORS 

Figure 4.3: Murata SCC2000. [37] 

without many uncontrolled variables. What properties it should reflect and which 
not was solely based on our expert knowledge of electromechanical systems. Another 
critical determinant that influenced the mechanical design of our measurement setup 
was the jerk, the rate of acceleration change. Our objective was to achieve a jerk 
waveform that was continuous and devoid of any saturation effects, as observed from 
the sensor's output data. 

To systematically mitigate the undesirable impulsive mechanical behavior, we 
considered the motor, a key component in the whole design. We consider the fol­
lowing aspects in the design of test bench: 

• Enhancement of Mechanical Inertia 

A n approach is to increase the mechanical inertia or weight of the moving com­
ponents within the system. While this strategy preserves the system's original 
dynamic characteristics, it introduces new complexities. Specifically, increas­
ing mechanical inertia imposes higher requirements on the structural rigidity 
of the test bench, as well as necessitating more robust mounting solutions to 
ensure stability during operation. 

• Type of motor 

Usage of electrically commutated motors with sinusoidal commutation: brush-
less D C (BLDC) motors or permanent magnet synchronous motors (PMSM) 
motors with sinusoidal commutation. This alternative offers advantages in 
terms of a potentially smoother torque profile. However, it may necessitate 
complex electronic control schemes, and often, the motor drivers come at a 
higher initial cost. DC Motors on the other hand can feature an increased num­
ber of commutation segments, coupled with a current feedback control mech­
anism that provides a robust stable system. By maximizing the commutation 
points, the motor can achieve finer torque generation and distribution. The 
feedback loop, often implemented via PID (Proportional-Integral-Derivative) 
controllers, allows for real-time adjustments to the motor current. 

The employment of the Maxon RE35 DC Motor, featuring 13 commutation seg­
ments, was a strategic decision aimed at reducing the confounding effects of non­
uniform torque distribution during a turn, as visible in Figure 4.4. This selection 
not only improved torque consistency but also upheld the merits of a simplistic yet 
robust system architecture. 
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Figure 4.4: Current ripple for different numbers of DC motor commutator contacts. [38] 

In scenarios requiring only smooth motion, we employed a straight linear guid­
ance system to facilitate the movement. The cart is outfitted with sensor arrays. 
This approach proved to be highly effective; it allowed for the rapid execution of 
a broad spectrum of experiments, while simultaneously ensuring a smooth motion 
profile. Moreover, the system provided a frequency range adequately reflecting the 
conditions relevant to the target application. 

Figure 4.5: Linear movement test-bench. 

To guarantee experimental robustness, particularly concerning the fidelity of ex­
citation frequencies and acceleration amplitudes, we custom-engineered a dedicated 
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test bench. This was pivotal for the introduction of precise linear acceleration stimuli 
to the gyroscopic sensors under scrutiny. To this end, we employed industrial-grade 
linear guides furnished with 12mm-diameter guide rods and linear ball bearings. 
These components were affixed to a robust aluminum industrial modular profile, 
ensuring both mechanical integrity and mitigation of undesired structural deforma­
tions or spurious accelerations along unintended axes. For actuation, we opted for 
a Maxon RE35 motor in tandem with the Maxon E S C O N 70/20 industrial module 
serving as the motor control unit. 

In addressing the need for deterministic measurements, we incorporated a Na­
tional Instruments sbRIO-9632 development card equipped with a Xilinx Spartan 
3 F P G A . This configuration was selected based on its capacity for high-frequency 
analog current readings (up to 50 kHz) and minimal temporal jitter. Programming 
for this hardware was exclusively conducted via the Lab View environment, utilizing 
both the real-time and F P G A toolbox modules. The real-time toolbox facilitated 
data acquisition directly onto the F L A S H disk of the development kit, while the 
F P G A toolbox was employed for programming critical functionalities, which in­
clude: 

• Real-time analog current monitoring for the motor. 

• Encoder enumeration for positional feedback interlocks. 

• Implementation of a feedback loop for sinusoidal current control, enabling 
variable frequency and amplitude modulation per experimental needs. 

• SPI (Serial Peripheral Interface) communication. 

• I2C (Inter-Integrated Circuit) communication. 

• In-FPGA R A M data storage. 

• D M A (Direct Memory Access) to the coprocessor located on the sbRIO board, 
facilitating data offloading into F L A S H memory for subsequent analytical pro­
cessing. 

Importantly, both the motor control and gyroscopic sensor readout tasks were 
executed in a synchronized and deterministic manner. This was made possible by 
consolidating these tasks on the Xilinx Spartan 3 F P G A that is integral to the NI 
sbRIO-9632 unit. 

Regarding the motor control strategy, we implemented direct position control 
with a sinusoidal waveform, predicated on the simple following assumptions: 

This experimental methodology was designed to control key variables, thereby 
substantively fortifying both the reproducibility and reliability of the collected data. 
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However, real-world complexities such as substantial frictional forces within the me­
chanical setup introduced perturbations. These perturbations led to an inherently 
non-sinusoidal and smooth force distribution exerted on the gyroscopic sensors un­
der evaluation and so the current and related acceleration. Consequently, our con­
trol strategy pivoted from a comprehensive position-based loop to only a sinusoidal 
current regulation. While this modified control paradigm rendered an exemplary 
force waveform, it concurrently relinquished positional control, resulting in an op­
erationally ambiguous range. Subsequent iterative empirical adjustments facilitated 
a mechanical configuration that precluded any mechanical collisions throughout the 
data acquisition phase. Lastly, we were able to maintain a stable position-bounded 
behavior with smooth sinusoidal moment generation as can be seen in Figure 4.6 on 
the measured position and actual motor current. 

-3 1 1 1 1 -7000 
0 500 1000 1500 

Time [ms] 

Figure 4.6: Motor current and position. 

To assess the sensitivity of the gyroscopic sensor to linear accelerations across a 
frequency spectrum ranging from single to ten of Hz, we employed a dedicated mea­
surement approach, potentially extendable to user-defined boundaries and frequency 
resolution. Acceleration metrics were directly gauged using a triaxial accelerometer, 
which was synchronized with the gyroscopic output data. To mitigate off-axis accel­
erations that could compromise measurement fidelity, all sensors were rigidly affixed 
to the linear motion carriage utilizing both adhesive and mechanical fasteners. Prior 
experiments have indicated that mechanical compliance can introduce considerable 
bias into sensor readings, and thus, this approach was instrumental in circumventing 
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such confounders. Moreover, the substantial mass of the base ensured the overall 
mechanical stability of the linear guide system. 

To further reinforce the robustness of our measurements, gyroscopic sensors were 
always engaged such that their axes were intentionally aligned in the same direction. 
Drawing from previous research insights, we expected a one-to-one correspondence 
in the readings from these sensors. This dual-sensor strategy allowed for rigorous 
verification of the determinism underlying the observed phenomena, effectively miti­
gating concerns that the recorded data might be corrupted by stochastic interference 
or random noise in individual gyroscopes. 

4.2 Observation A: cross-correlation between same 
gyroscopic sensors, random excitation 

4.2.1 Hypothesis 

In formal terms, the hypothesis posits that variations in linear acceleration and jerk 
exert a direct and quantifiable impact on gyroscopic sensor readings. Furthermore, 
these influences manifest in a deterministic manner, meaning that under identical 
experimental conditions, the effects on the gyro measurements will consistently re­
produce the same outcomes across different temporal instances. 

• Objective 

Quantify the extent to which linear acceleration and jerk impact gyroscopic 
measurements. 

• Significance 

Understanding this feature will help us to determine the applicable area for 
the potential compensators and define the scope of further research. 

• Methodology 

The hypothesis will be tested through a series of controlled experiments de­
signed to isolate and manipulate linear acceleration and angular velocity pa­
rameters. Data will be collected over multiple runs to assess both the deter­
ministic behavior and repeatability of the observed effects. 

4.2.2 Experiment 

By mounting two discrete InvenSense MPU-6050 gyroscopic sensors on a single linear 
guide, we ensured unidirectional rigid motion along a single axis, thereby effectively 
mitigating the risk of unintended rotational artifacts and auxiliary motions along the 
perpendicular axis during the experiment. In our examination of the test sample, 
we pinpointed linear dynamic acceleration and jerk excitations as the predominant 
error inducers in the gyroscope's sensing axis—the axis designated for Coriolis force 
measurements. In this chapter, we focus on the influence of acceleration solely on 
the sense axis. 
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Regarding the excitation mechanism for the linear guidance system and the gy­
roscopic sensor pair, a stochastic random approach was adopted in this particular 
set of experiments. Specifically, manual hand movements were employed to induce 
motion in the carriage system. Within this context, the gyroscopic sensors were 
meticulously positioned such that the positive axes corresponding to sensing elec­
trodes were inverted to each other, see Figure 4.7. 

This experiment's design was purposefully tailored to facilitate a granular under­
standing of the variables contributing to measurement errors, and in doing so, it has 
revealed potential direction for future investigations aimed at sensor optimization 
and error minimization. 

Figure 4.7: Schema of experiment. 

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 
time [s] 

Figure 4.8: Acceleration, jerk, and gyroscope output in the time domain. [11] 

The presence of measurement error under conditions of a pseudo constant distur­
bance frequency is observed to propagate with a phase shift that is directly relative 
to the correspondingly applied acceleration, as visible in Figure 4.8. This implies 
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that the resultant error can be characterized as a function of both the applied ac­
celeration and its rate of change - formally jerk, its derivative. In the context of a 
gyroscope, these effects are particularly salient on the oscillating mass within the 
sensor. The ratio of these influencing factors provides a quantifiable metric that can 
define the extent of the phase shift. Comparing the two inverted sensors demon­
strates a deterministic effect of dynamic acceleration disturbances on the gyroscope's 
sensing axis. Refer to Figure 4.9 for a time-domain interpretation and Figure 4.10 
for signal cross-correlation. 

1 i i i i i i i i 
gyroscope z + 

1.2 1.22 1.24 1.26 1.28 1.3 1.32 1.34 1.36 1.38 1.4 
time [s] 

Figure 4.9: Measurement of mechanically coupled gyroscopes. [11] 

4 1 — — 

-4 -2 0 2 4 
gyroscope z + [rad s"1] 

Figure 4.10: Cross-correlation of two identical gyroscopes at zero rotation under dynamic 
disturbances. [11] 
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4.2.3 Summary 

The observed linear correlation between two gyroscopes that are identical in specifi­
cation but opposite in orientation lends strong empirical support for the determinis­
tic nature of the phenomenon under investigation. Drawing from the data presented 
in Figures 4.9 and 4.10, we can robustly validate our initial hypothesis: namely, that 
mechanical acceleration and corresponding jerk exert a direct, quantifiable impact 
on the measurements obtained from the gyroscopes sense axis. 

This empirical evidence not only corroborates the deterministic characteristics 
of the sensor behavior under varying mechanical conditions but also underscores 
the reliability and repeatability of these measurements. Consequently, this finding 
represents a significant advancement in our understanding of gyroscope sensor dy­
namics and offers a validated framework for future research aimed at minimizing 
sensor errors or optimizing performance metrics. 

4.3 Observation B: cross-correlation between dif­
ferent gyroscopic sensors, random excitation 

The aim is to investigate the effect of linear acceleration and jerk on M E M S gyro­
scopic sensors and their effect on the drive and sense axis. Multiple manufacturers 
are selected to mitigate the risk of specimen-specific behavior. 

4.3.1 Hypothesis 

The influence of linear acceleration and jerk on measurement outcome is an intrinsic 
characteristic unique to M E M S gyroscopic sensors. 

• Objective 

Empirically analyze how linear acceleration in each orthogonal direction affects 
the measured output of various M E M S gyroscopic sensors. 

• Significance 

Understanding this feature could lead to improvements in M E M S gyroscopic 
sensor accuracy which could lead to more robust error-correction algorithms 
for these sensors. 

• Methodology 

Collect data using multiple M E M S gyroscopic sensors under varying conditions 
of linear acceleration and jerk. 

4.3.2 Experiment 

In the forthcoming experimental investigation, our primary objective is to mitigate 
the confounding influence attributed to the structural design of specific gyroscopic 
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sensors or manufacturing batch. To address this concern, we have selected an al­
ternative sensor from a different manufacturer based on the same measurement 
principle of angular rotation. 

Specifically, the gyroscopic sensors examined in this section encompass: 

• InvenSense MPU-6050 

• ST L3G4200D 

• Murata SCC2000 

During the experimental phase, a nuanced observation was made. Accelerations 
in orthogonal axes, that are the drive axis and the sense axis, exert divergent influ­
ences on the gyroscopic measurements. Consequently, our initial task was to address 
the spatial orientations of these sensor axes of selected gyroscopes. The primary 
metric for evaluation in this context was variance in axis-specific sensitivities. 

This experimental protocol builds upon previous research findings [11], which 
have demonstrated that dynamic excitation along the sensing axis contributes to 
gyroscopic measurements at a magnitude approximately five times greater than that 
along the drive axis. 

For the two selected sensors, we notice that the propagation of dynamic distur­
bances in the sensing direction of the gyroscope to its output is almost identical, 
based on the evaluation of linear fit R2 between both gyroscopes. Comparing the 
Zero Rate Outputs (ZRO) of both gyroscopes in a single graph, we can get meaning­
ful insights into the similarities in the performance of both sensors under identical 
conditions, see Figure 4.11. The closer the value of R2 is to 1, the more deterministic 
the response of the gyroscopes to identical input. It is evident that, in the first case 
as referenced in Figure 4.12, the linear fit R2 is 0.95, revealing the same behavior 
of both sensors. 

When dynamic disturbance was introduced in the orthogonal direction, specif­
ically the drive axis, in Figure 4.13, the response of both sensors did not align as 
well, showing a R2 value of 0.34, as in Figure 4.14. This behavior might be at­
tributed to the active mode-matching technique employed in the M E M S gyroscope 
design, implying that the gyroscope is modulating the resonant frequency to offset 
the induced disturbance. However, such design specifics are not disclosed in the 
datasheet. Consequently, the deterministic behavior is not as strong as it is in the 
sense axis. 

Comparison with dual-mass M E M S gyroscope 
To screen the performance of gyroscopes, we modified the previous testing proto­

col, to a single dual-mass M E M S gyroscope from Murata, specifically the SCC2000 
model. Although the amplitude and frequency spectrum of the test conditions are 
aligned with our region of interest, it is important to clarify that our preliminary 
screening tests were not explicitly tailored to match the identical excitation profile 
between the tests. 

Upon analyzing time-domain graphical data, in the following Figures 4.15 and 
4.16, it was evident that the gyroscope's output remained largely unaltered in re­
sponse to external force applications. Owing to the fact that we opted for data 
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Single mass gyroscope comparison, dynamic excitation in X axis 
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Figure 4.11: Single mass gyroscopes comparison, X axis dynamics. 
Gyroscopes error corelation, dynamic excitation in X axis 

0.2 0.3 
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Figure 4.12: Correlation of two single mass gyroscopes, X axis dynamics. 
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Single mass gyroscope comparison, dynamic excitation in Y axis 
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Figure 4.13: Single mass gyroscopes comparison, Y axis dynamics. 

Gyroscopes error corelation, dynamic excitation in Y axis 
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Figure 4.14: Correlation of two single mass gyroscopes, Y axis dynamics. 
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acquisition at the maximum allowable frequency, no filtering mechanisms were im­
plemented, consequently, periodic noise is visible in the output graphs. Even when 
subject to external dynamic perturbations, the gyroscope's measurement demon­
strated remarkable stability, deviating minimally from baseline levels, direct com­
parison in Figure 4.17. 

In the realm of dual-mass M E M S gyroscopes, the device's unique mechanical 
architecture significantly mitigates the adverse impact of linear acceleration and 
so the jerk on sensor output. This stability is substantiated by the counter-phase 
oscillations of the paired masses, which produce a measured angular velocity derived 
from the differential forces exerted on them. Thus, we posit that these gyroscopes are 
inherently less vulnerable to disruptions caused by linear acceleration on the sensing 
axis, a claim that is supported by comparative data visualized in subsequent Figures 
4.15 and 4.16. 

time [s] 

Figure 4.15: Murata SCC2000 IMU performance. X axis disturbance 

4.3.3 Summary 

Visualized measurements were repeatedly conducted with the results written in Ta­
ble 4.4. Considering the comprehensive dataset acquired through our experiments, 
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Dual-mass gyroscope measurement robustness 
0.5 I 1 1 

time [s] 

Figure 4.16: Murata SCC2000 IMU performance. Y axis disturbance 

we can assertively conclude that the dynamical effects exert a pronounced influence 
on gyroscope measurements, particularly along the sensing axis. Specifically, when 
subject to dynamic excitations in the ' X ' axis—which we have identified as the sens­
ing axis—the error propagation into the measurement output is markedly present. 
Moreover, our data elucidates that the error propagation along the sensing axis is 
approximately five times more potent than when the same dynamic influences are 
applied along the drive axis. 

R2 of ujz 1 2 3 4 5 6 
X axis disturbance 0.9477 0.9612 0.9388 0.9547 0.9496 0.9569 
Y axis disturbance 0.3433 0.2863 0.4201 0.3755 0.3311 0.4187 

Table 4.4: R2 values for different sets of data and single mass MEMS gyroscopes. 

This significant differential in error susceptibility between the two axes under­
scores the necessity for targeted error correction algorithms that give preferential 
attention to the sensing axis. The findings not only corroborate our initial hypothe­
ses but also pave the way for advancements in M E M S gyroscope sensor accuracy, 
particularly in real-world applications where dynamic excitations are inevitable. 
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Therefore, future work should focus on the development of more robust axis-specific 
error correction mechanisms to further mitigate these observed disparities in error 
propagation. 

4000 

2000 
time [ms] 

3000 3500 4000 

Figure 4.17: Direct comparison of gyroscope sensors affected in sense axis measured under 
dynamic load. 

The antiparallel movement of dual mass M E M S gyroscope and differential signal 
processing effectively acts as a compensatory mechanism, mitigating distortions that 
would otherwise introduce significant biases as in single-mass systems. As a result, 
the dual-mass M E M S gyroscope exhibits a remarkable capacity for maintaining rigid 
and stable measurements, thereby substantively diminishing the susceptibility to 
external parasitic influences that frequently plague its single-mass counterparts. 

4.4 Observation C: different gyroscopic sensors, 
wide range of excitations 

Contrary to the observations previously described, we have evaluated the gyroscopic 
sensors in the presence of a discrete harmonic disturbance, maintaining a constant 
amplitude while varying the frequency of motion. The datasets gathered serve as 
a foundational basis for the advancement of compensation algorithms, pivotal for 
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the subsequent design and verification of compensators. Figures 4.18, 4.19, and 4.20 
depict the captured data. A comparison of individual test runs and the quantitative 
assessment of the gyroscope's performance through standard deviation is illustrated 
in Figure 5.6, showcasing the raw gyroscope readings. 

Gyrosope output at frequency: 3.5156 [Hz]. 

Corresponding acceleration in all axes. 

Figure 4.18: Sinusoidal harmonic excitation 3.5 Hz. 

4.4.1 Summary 

Our empirical data unambiguously reveal a highly consistent pattern of error across 
single-mass gyroscopic sensors. Specifically, when these sensors are subjected to 
harmonic translational motions with a sinusoidal profile, they provide a non-zero 
angular velocity. This behavior not only shares the frequency of the original si­
nusoidal excitation but also manifests with a distinct amplitude and a predictable 
phase shift relative to the excitation itself. 

Upon evaluation of the single-mass M E M S gyroscope, it becomes evident that 
both acceleration and jerk have a direct and deterministic influence on the sensor's 
measurements. This was examined by applying targeted linear accelerations along 
the sensing axis of the gyroscopic sensor. In these controlled experiments, we ob­
served a systematic bias in the sensor's output, affirming that the distortions were 
not stochastic but followed a well-defined pattern. 
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Gyrosope output at frequency: 5.8594 [Hz]. 

0.05 

•0.05 

Corresponding acceleration in all axes. 

Figure 4.19: Sinusoidal harmonic excitation 5.9 Hz. 

0.06 
Gyroscope output at frequency: 10.1562 [Hz]. 

Corresponding acceleration in all axes. 

3 4 
time [s] 

Figure 4.20: Sinusoidal harmonic excitation 10.1 Hz. 
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5 Compensational models 

Based on comprehensive empirical analysis, we've conclusively determined that the 
specified boundary conditions exert a deterministic influence on the gyroscope's 
operational behavior. This understanding opens up the possibility of developing 
specialized compensation algorithms that, when provided with information about 
the inertial properties at play, can effectively mitigate unwanted behaviors. 

In our experimental evaluation, we examined two distinct types of compensation 
algorithms: 

• A nonlinear model parameterized via the nonlinear least squares method, 
which allows for precise tailoring of the model to fit observed system behavior. 

• A n artificial neural network-based model, which leverages machine learning 
techniques to adaptively correct for undesired gyroscope responses. 

To ensure the integrity and reliability of our experiments, we implemented a set 
of following initial conditions: 

• Absence of rotation around all axes of the measured system to avoid any 
external disturbances. 

• Measurement of acceleration specific to the axes aligned with the gyroscope's 
excitation and measurement axes. 

• Capture of gyroscope sensor output related to rotation about the axis that is 
orthogonal to both the excitation and measurement axes. 

• Maintenance of stable ambient conditions, encompassing parameters such as 
temperature, pressure, and humidity, with a restricted measurement duration 
capped at five minutes to preclude long-term environmental drifts. 

By establishing these initial conditions, we were able to isolate the variables under 
investigation and therefore ensure a more focused and accurate evaluation of the 
compensation algorithms. This meticulous approach strengthens the generalizability 
and applicability of our findings, providing a robust foundation for future endeavors 
aimed at gyroscope performance optimization. 

5.1 Non-Linear Least Squares 

Utilizing the nonlinear least squares methodology, we estimated the model parame­
ters by invoking a specific harmonic equation of motion as our foundational analyt­
ical framework in Chapter 4. This approach allows for an optimal parameterization 
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that maximizes the fidelity between the empirical observations and the theoretical 
constructs. The harmonic equation serves as a critical mathematical representa­
tion that encapsulates the system's dynamic behavior, providing a robust basis for 
subsequent analyses and predictions. This optimized modeling technique not only 
enhances the accuracy of our simulation but also offers significant insights into the 
inherent nonlinearities affecting the system. Having a harmonic acceleration distur­
bance yacc: 

yacc{t) = Aa sin (2%ft) (5.1) 

We observe the gyroscope signal ygyrozRO'-

ygyroZRo(t) = Ag SU1 (27r/£ + ipg) (5.2) 

, where Aa stands for the acceleration amplitude of excitation, Ag stands for the 
amplitude of the ZRO gyroscope, / for the frequency of the harmonic signal and (pg 

the ZRO phase change. In such a situation we can consider the jerk also smooth 
and harmonic. 

Through empirical analysis, we observed a direct correlative relationship between 
the amplitude of the excitation oscillations and the amplitude of the error in gyro­
scope measurements. While the frequency of these oscillations remained invariant, 
a nuanced interplay was observed: namely, a phase shift existed between the exci­
tation and the resulting error. This observation leads us to the necessity of finding 
the transfer function between dynamical disturbance measured by the accelerometer 
and the gyroscope's zero rate output, such that: 

ygyroZRo(s) = F(s)yacc(s) (5.3) 

, where F(s) can be considered as a feedforward compensator model in the s-
domain. 

In the scope of our work, we could think about the gyroscope measurement such 
that: 

^yyro ^real VgyroZRO Verrors (^-Z^) 

, where ugyro is M E M S gyroscope measurement, ureai is real angular rotation, 
ygyrozRO is the error caused by dynamic disturbance, and yerrors are other error 
terms out of the scope of this work. 

In the discrete form, we propose to derive the ygyrozRO a s i n equation 5.5. 

ygyroZRo[n] = A(f)yacc[n - </?(/)] (5.5) 
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, where n is the sample number in a discrete system, A(f) is the compensation 
parameter of the amplitude as a function of the frequency of the harmonic distur­
bance, and </?(/) is t n e phase shift as a function of the frequency of the harmonic 
disturbance. 

As the phase shift is a parameter of a non-linear function, sinus, the NLS algo­
rithm has to be involved in the evaluation of the error model. Besides the phase 
shift, the error was accompanied by fluctuating amplification levels contingent upon 
the frequency of the oscillations, such a dependency is clearly linear. This reveals a 
complex, multi-dimensional dynamic between the input excitation and the resultant 
error, underscoring the necessity for intricate models to comprehensively capture 
and potentially mitigate these dependencies. 

Building upon the methodological framework from our research section 2.5.4, we 
applied the nonlinear least squares estimation technique to a distinct set of obser­
vations, captured across two different gyroscopic systems. The meticulous applica­
tion of this computational approach facilitated a multi-faceted analysis, unveiling 
nuanced behaviors and correlations within each individual data set, thereby signifi­
cantly enhancing the granular understanding of the gyroscopes under investigation. 
As a testament to the efficiency and precision of this optimization-based method­
ology, some of the findings, notably capturing trends in amplitude, frequency, and 
phase shift, have been described through graphical visualizations presented in the 
Figures 5.1, 5.2, and 5.3. Such dataset and accompanying analysis serve as a com­
prehensive empirical foundation. 

Upon analysis of the error distribution from our gyroscope error compensated 
measurements, we have ascertained that our model's capability to account for dy­
namic disturbances is empirically substantiated, provided certain conditions are 
met. Specifically, the post-compensation error distribution ought to exhibit Gaus­
sian characteristics for the model to be deemed valid, in Figure 5.4. Gaussian-like 
behavior in the error distribution becomes markedly consistent for frequencies ex­
ceeding 3.5 Hz. 

By leveraging statistical measures such as skewness and kurtosis, in table 5.5, 
we have quantitatively confirmed the normality of the error distribution in the fre­
quency range of interest. This validation not only lends credence to the model 
but also delineates the specific frequency range where it can be reliably deployed. 
Consequently, the model holds significant utility in scenarios with high-frequency 
gyroscope measurements, where dynamic disturbances are notably influential. 

Conducting a comparative analysis, it becomes evident that the compensatory 
mechanism exerts a significant suppression of error, respectively the standard de­
viation of the Zero Rate Output (ZRO) under dynamic disturbances beyond the 
frequency of 3.5 Hz, see Figure 5.6. This suggests that the compensator is par­
ticularly effective in mitigating dynamic disturbances in frequencies between 3 to 
12 Hz and potentially beyond, thereby stabilizing the ZRO's variability. This ob­
servation is pivotal, not only for substantiating the compensator's utility but also 
for delineating the frequency-dependent operational boundaries where the system 
exhibits optimal performance. Consequently, these findings provide invaluable in­
sights for algorithmic refinement and set the stage for further research into adaptive 
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Time domain data of f=2.7344 [Hz]. 

Error after compesation. A 25.7165 [-], <ft 1.4 [rad] 

1000 

= 500 

Distribution of error 

-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25 
-i u [rad s ] 

Figure 5.1: Sine harmonic excitation 2.7 Hz. 

compensatory mechanisms in mechatronic systems. 
Based on our data assessment, we would propose the storage of compensator pa­

rameters in a look-up table (LUT) equipped with linear interpolation functionalities 
for in-between data points. This structure offers an optimized solution for potential 
embedded systems by enabling rapid parameter retrieval and computational effi­
ciency—a crucial requirement given the resource limitations typical in embedded 
environments. For future investigations, we have identified an intriguing pattern in 
the behavior of the gain parameter, which serves as the direct conduit for the prop­
agation of acceleration signals to the gyroscope output. Specifically, the gain pa­
rameter manifests a quadratic growth trajectory, with the quadratic minima located 
around a frequency of 3.5 Hz. Bellow frequency of 3.5 Hz, i.e. quadratic minima, 
we have applied constant parameter A. In the context of phase shift parameters, our 
preliminary analysis reveals a linearly ascending trend across the measured dataset. 
The evolution of both parameters on frequency is in Figure 5.7. 

5.2 Artificial Neural Network - A N N 

As a complementary method for addressing zero-rate output gyroscope error com­
pensation, more sophisticated methodologies, such as artificial neural networks, were 
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Time domain data of f=6.6406 [Hz], 

Error after compesation. A 58.4831 [-], (A 1.7 [rad] 

600 

:n4oo 
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Distribution of error 
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I I Not c o m p e n s a t e d 

I I C o m p e n s a t e d 

0.05 0.1 

Figure 5.2: Sine harmonic excitation 6 Hz. 

explored. In our prior research [11], we have achieved a promising compensatory 
framework by employing a nonlinear autoregressive neural network with feedback 
loops. 

As of the present moment, there exists no universally accepted methodology for 
definitively determining the optimal complexity of an artificial neural network, as 
we have discussed in Section 2.5.5. The effectiveness of any chosen architecture 
must undergo empirical validation—initially on a dedicated validation dataset and 
subsequently in real-world applications. Given the diverse and unconstrained land­
scape of available methods, it is essential to establish a foundational framework from 
which we can iteratively approach an optimal architectural configuration. 

In the context of our specific problem, we are working with a single-input, single-
output topology where the input represents acceleration along a specific axis, and 
the output models the error associated with a gyroscope. The primary question 
revolves around the architecture of the hidden layers and the potential necessity for 
feedback mechanisms within the network. 

One critical constraint to consider is the real-time hardware implementation, par­
ticularly with a focus on Field-Programmable Gate Arrays. Specifically, we intend 
to utilize the Xilinx Z Y N Q 7000 series, which is readily accessible in our laboratory 
setup. This F P G A family offers a resource range consisting of several hundred to 
upwards of 2000 Digital Signal Processing (DSP) slices. This information is instru­
mental in defining not only the dimensions of the hidden layers but also the degree 
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Time domain data of f=12.1094 [Hz]. 

o S 

Error after compesation. A 287.9222 [-], <j> 2.0 [rad] 

Distribution of error 
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Figure 5.3: Sine harmonic excitation 12 Hz. 

of interconnectivity within the network. 
It is essential to note that each connection between neurons usually entails a 

multiplication of the input by a corresponding weight, followed by an addition oper­
ation to aggregate these weighted inputs. Such fundamental arithmetic operations 
will invariably consume the available F P G A resources, particularly the DSP slices 
in the case of the Xilinx Z Y N Q 7000. Therefore, a keen understanding of these 
hardware constraints is vital in effectively determining the optimal complexity and 
size of the artificial neural network we seek to develop. 

Multiplication: DSP slices that are optimized for multiplication operations. A 
single multiplication can be done in one DSP slice. 

Addition: Adders are usually simpler and can be implemented in the F P G A ' s 
general logic slices. A single adder might consume a few LUTs (Look-Up 
Tables) and Flip-Flops (FF) within a slice. 

Wires and Routing: Interconnections also consume routing resources, although 
these are generally harder to quantify than logic or DSP slices. 
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Figure 5.4: Histograms of error across multiple frequencies. 

u[Hz] 3,13 3,52 3,91 4,30 4,69 5,86 6,64 7,03 7,81 8,98 10,16 11,33 12,11 
Skewness 0,13 0,11 -0,02 -0,18 -0,03 0,24 0,24 0,48 0,28 0,38 0,44 0,42 -0,25 
Kurtosis 1,83 2,27 2,36 2,48 3,44 3,36 3,53 3,92 3,71 3,82 4,16 3,83 2,70 

Figure 5.5: Characteristics of compensated error. 

Considering these points, one interconnection might consume the following: 

• 1 DSP slice for multiplication. 

• A few LUTs and FFs for the addition. 

This is a simplified estimate and assumes fixed-point arithmetic and general 
availability of LUTs and FFs. Floating-point operations would consume consider­
ably more resources. Also, the actual resource utilization can vary based on opti­
mization techniques, pipelining, and other architecture-specific details. We can get 
the exact amount of resources necessary by the compilation of actual code, but for 
the selection of baseline, this would require an inadequate amount of time. 

Layer A consisting of Na neurons interfacing the layer B consisting of iVj, neurons 
combinatorically result into nab interconnection such that: 

nab = NaNb (5.6) 
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Gyroscope output standard deviation at zero rate output 
0.1 5 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 r 

Frequency of harmonic disturbance [Hz] 

Figure 5.6: Comparison of ZRO output. With and without compensator. 

Having more than two layers: 

n 
na...i = ^2 NmNm+1 (5.7) 

i=m 

As we have available 2000 DSP slices, we selected the 4-layer structure with 
30, 30, 20, and 10 neurons in each layer as the most complex, resulting in 1700 
interconnections inside the hidden layer and so the adequate amount of DSPs. 

5.2.1 N N definition and training 

In the development of our artificial neural network architecture, we leveraged the 
capabilities of M A T L A B ' s Deep Learning Toolbox as it is in Figure 5.8. This tool­
box offers an intuitive user interface that streamlines various essential tasks, such 
as specifying the number of neurons in each layer and configuring the feedback 
connections between layers, among other architecture-related parameters. 

To systematically explore the architecture space for an optimal neural network 
configuration tailored to our specific task, we devised an automated grid search 
algorithm. This algorithm programmatically iterates through a predefined set of 
neural network structures, as outlined below: 
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Compensation coeficients for gain & phase delay. 
400 I 1 1 1 1 
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Frequency [Hz] 
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Frequency [Hz] 

Figure 5.7: Evolution of compensator parameters for 5 ms 2 acceleration amplitude. 

1. Initiate the search with a single-hidden-layer neural network containing 10 
neurons. 

2. Incrementally increase the neuron count in that layer by 10, up to a maximum 
of 30 neurons. 

3. Introduce feedback connections from the last layer back to the first layer and 
evaluate the performance of these recurrent architectures. 

4. Add an additional hidden layer and execute a combinatorial search across var­
ious neuron counts in each layer, both with and without feedback connections. 

5. Continue this iterative process until the architecture reaches a complexity of 
four hidden layers, each containing up to 30 neurons, complete with feedback 
loops where specified. 

Each candidate architecture generated by this automated grid search was sub­
jected to a rigorous training process as in Figure 5.9, followed by validation using 
a separate dataset. This comprehensive approach ensures that the most effective 
neural network structure can be revealed. As an evaluation criterion for selecting 
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Figure 5.8: Initial definition of the ANN structure. 

the best-behaving artificial neural site we have selected the standard deviation of 
compensated measurement. 

The implementation of our automated grid search algorithm yielded a plethora of 
artificial neural network configurations. However, many of these generated architec­
tures exhibited suboptimal performance when assessed against our predefined con­
straints, which chiefly pertained to the maximal number of interconnections—that 
is, the number of DSP slices utilized. To elucidate the performance landscape of 
the architectures generated, we focused our analytical attention on evaluating the 
standard deviation, like in the previous chapter, of key performance metrics at the 
extremities of our search space. 

A n analysis of the standard deviation of the compensated signal, when compared 
to the reference signal in the context of a single-layer artificial neural network (ANN), 
reveals no marked improvement over the baseline, unprocessed signal, in Figure 5.10. 
Additionally, the single-layer A N N introduces further complications. Specifically, it 
may inject a time delay into the output signal, an effect that becomes progressively 
pronounced with longer feedback delays. 

This finding has critical implications for real-time systems that require imme­
diate or near-instantaneous response, as any introduced time delay may negatively 
impact the system's performance. Moreover, it calls into question the viability of 
utilizing a simplistic, single-layer A N N for this particular application, thereby war­
ranting an exploration into more complex, multi-layered architectures or alternative 
computational strategies that can accomplish effective signal compensation without 
the accompanying drawbacks. 

At the end of our exploratory grid search spectrum, we encounter artificial neural 
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Figure 5.10: Performance of single layer compensator. 

I raw gyro. 
110 neurons 

20 neurons 
30 neurons 

Hidden 1 Hidden 2 Hidden 3 Hidden 4 Output 

Figure 5.11: Illustrative neural network model without feedback. 

The histogram of standard deviations serves as an empirical validation of the 
model's capability to suppress zero rate output, thereby underscoring the network's 
partial success in refining the gyroscope's Zero Rate Output within specific frequency 
ranges. While this doesn't negate the challenges we've outlined with respect to 
broader frequency ranges, it does suggest that the A N N approach holds promise 
and merits further investigation for targeted frequency suppression. 

However, as illustrated in Figure 5.13, even the most intricate artificial neural 
network architecture within our search purview failed to comprehensively compen­
sate for the zero rate output of the gyroscope across the entire spectrum of dynamic 
disturbances. Intriguingly, at certain frequencies, the standard deviation of the com­
pensated signal deteriorated, performing worse than the original, uncompensated 
signal. 
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Figure 5.12: Exemplary data of 4-layer, 120 neuron mesh. 

This counterintuitive behavior can be attributed to a multitude of potential fac­
tors. One possibility is that the neural network's architecture is suboptimal for this 
particular task, perhaps due to an insufficient number of neurons or layers, leading 
to an underrated model that is incapable of capturing the underlying complexities 
of the system. Alternatively, issues such as underfitting could be at play, where the 
model fails to generalize well to new or unseen data. Another plausible explana­
tion lies in the inadequacy of the training dataset, especially if it lacks sufficient 
representation in the problematic frequency regions. 

These observations underscore the need for a more nuanced approach to A N N 
design and training, specifically tailored to tackle the challenges presented by the 
dynamic disturbances affecting gyroscope measurements. 

5.3 Summary 

In this part, we have introduced two distinct methodologies aimed at mitigating the 
dynamic disturbances affecting gyroscope measurements, i.e. zero rate output. The 
empirical data underpinning our analyses were collected from actual hardware and 
not through simulations. 

Two specific single-mass M E M S gyroscopes, namely the M P U 6050 and the 
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Figure 5.13: Comparative performance of 4 layers meshes, without feedback. 

ST L3G4, emerged as the most viable candidates for further investigation based 
on their comparable response characteristics under perturbation conditions. Each 
method was rigorously developed and validated using independent datasets, which 
were procured from real-world measurements and subsequently post-processed on a 
personal computer. 

For the purpose of this study, we focused on periodic signals with acceleration 
amplitudes up to 5 ms~2 and within a frequency range spanning from 2 Hz to 12 
Hz. We employed standard deviation as our principal metric to assess the efficacy 
of the compensatory algorithms, as in an ideal state of no rotation, the standard 
deviation of the compensated gyroscope under dynamic disturbance should stay 0 
rads~l. 

While neither compensatory algorithm could comprehensively address distur­
bances across the entire frequency spectrum, they did exhibit complementary strengths 
on opposite sides of the frequency region of interest. Potential synergic interplay 
suggests the utility of integrating both methods into a single, robust compensatory 
framework. However, it's worth noting that the ANN-based approach poses signif­
icant computational challenges, especially when considering its implementation on 
conventional F P G A platforms, where resource constraints might limit the complex­
ity of the neural network that can be deployed. 
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In our research setup, we employed an automated code generation process through 
a cohesive toolchain that integrates several software and hardware components. On 
the software end, the toolchain encompasses the MathWorks suite, including Mat-
lab, Simulink, Matlab Coder, Simulink Coder, and Embedded Coder. Additionally, 
we utilized M P L A B Device Blocks for Simulink, to facilitate code generation com­
patible with Microchip hardware. From the Microchip set of tools we used the 
compiler M P L A B X C , M P L A B X IDE, microcontroller programmer PicKit and mi­
crocontroller itself. The microcontroller applied is a dsPIC33FJ128MC804, part of 
Mechatronic laboratory education kits for students. These kits offer a range of basic 
peripherals aimed at enhancing the hands-on learning experience. It consists of sev­
eral basic peripherals for interactive user experience, like L E D , potentiometers, and 
buttons, but also auxiliary inputs, outputs, and busses. Such a bus, I2C, was used 
to read out values from the measurement device. Protocol needed to be specifically 
implemented as it is dependent on specific vendor and usage. 

Given that I2C protocol implementation is often vendor-specific and tailored to 
particular use cases, we implemented a protocol, thereby ensuring seamless commu­
nication with our specific measurement apparatus. This intricate blend of software 
and hardware tools and custom implementations forms the cornerstone of our ex­
perimental infrastructure. 
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Figure 6.1: Prepared support tools in M P L A B Simulink toolbox. 

In addition to the measurement subsystem of our experiment, it was essential 
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to develop a mechanical excitation subsystem responsible for actuating the device 
under test (DUT), specifically the gyroscope. This was achieved by employing a DC 
motor mechanically coupled to a trolley that carries the DUT. Control signals for 
the motor's excitation were generated through a low-level driver governed by Pulse 
Width Modulation (PWM), Enable, and Direction (DIR) signals. 

These actuation commands were synthesized using an MF624 card and were inte­
grated into a closed-loop control scheme. This scheme featured a current controller 
and firmware-based interlocks to limit the mechanical travel distance of the test 
apparatus. To facilitate real-time control at a 1 kHz frequency, we incorporated 
Matlab's Simulink Real-Time Toolbox. This toolbox ran on a Windows P C and 
interfaced with the MF624 card, thereby ensuring seamless and robust control of 
the mechanical excitation subsystem within predetermined operational boundaries. 

IMU dsPIC 
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Microchip PiCKit 

-PC -

USB 

r \ 

MPLAB X IDE 

J 

3 m r . Matlab Coder Embedded Coder MFLAE X C 
compiler 
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MPLAB Device 
Blocks For Simulink 

Simulink Coder 

P C 

Figure 6.2: Schematic of the system used for prototyping and research. 

6.1 Data handling implementation 

The core of the auto-generated code is illustrated in Figure 6.4. This schematic 
representation provides a comprehensive view of the underlying logic and sequence of 
operations. It serves as a blueprint for understanding the algorithm's inner workings. 

In our research setup, we employ a gyroscope for measurements that communi­
cates via an I2C bus. The establishment of an effective communication protocol is 
crucial for ensuring reliable data transfer in such configurations, especially with the 
aim for 800 Hz sampling frequency. We leveraged the M P L A B Block for Simulink 
for the implementation of this protocol, owing to its ease of use and adaptability. 
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Figure 6.3: Experimental measurement HW. 
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Figure 6.4: Example of Simulink Implementation. 

This choice aligns well with rapid prototyping methodologies, facilitating quick it­
erations and modifications to the communication layer. To elucidate the practical 
implementation of this I2C-based communication scheme, Figure 6.5 offers a detailed 
depiction of the actual application. This visual aid serves not only to demonstrate 
the architecture but also to underscore the efficiencies and capabilities brought forth 
through the use of M P L A B Block in a Simulink environment. To extract the pro­
cessed values from the microcontroller, we utilized a U A R T readout service. To 
ensure reliable data transfer at high frequencies, it implements a buffering mecha­
nism on the microcontroller that organizes the data into throughput-efficient blocks 
before transmission. It is important to note that this approach inherently intro­
duces some delay in the real-time data readout. However, given the focus of our 
investigation, which is the verification of system performance rather than real-time 
monitoring and operation, this is not a concern. The principal control actions are 
executed directly on the microcontroller, negating the need for flawless real-time 
data transfer for the objectives of this study. 
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Figure 6.5: Setting of I2C bus protocol. 

6.2 Artificial neural network algorithm 

In the case of the compensational algorithm based on an artificial neural network, 
we can evaluate the potential for embedded systems and potentially microcontrollers 
by following assumption. In the case of the linear weight of neurons, we can assume 
that the whole network can be converged to the set of multiple matrix operations 
such for the forward propagation we follow: 

• Input Layer: If the network input is a vector x of size TV x 1, it can be treated 
as a matrix where TV is the number of input features. In our case 1 

• Hidden Layers: The neurons in the hidden layers can be grouped into a matrix 
H. The weighted sum of inputs to each neuron in the hidden layers can be 
calculated as Z = W x X + b, where W is the weight matrix, X is the input 
matrix, and b is the bias vector. The activation function (e.g., ReLU, Sigmoid, 
etc.) is then applied element-wise to Z to obtain the output H of the hidden 
layer. 

• Output Layer: Similarly, the output O can be calculated as O = WoutxH+bout 

followed by the application of an activation function if necessary. 

In the proposed design, we consider implementing an artificial neural network 
comprising four layers with respective neuron counts of 30, 30, 20, and 10. The 
weight matrices W are dimensioned as 30x30, 30x20, and 20x10, necessitating 
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the storage of 1700 weight parameters. The target operational frequency for this 
network is 800 Hz. 

A computationally demanding aspect of this network is the matrix-vector multi­
plication. To elaborate, a single dot product operation for one row in a 30x30 matrix 
requires 30 multiplications and 29 additions, summing up to 59 computational op­
erations. When this is scaled for the entire matrix, we arrive at 1770 operations. 
On the dsPIC33FJ128MC804 microcontroller, each of these operations involves 2 
instructions for loading the numbers, 1 for multiplication, and 1 for storing the 
result—a total of 4 instructions per operation. 

Extrapolating these requirements to an 800 Hz operational frequency, the compu­
tational load for just the first layer alone reaches approximately 5.6 Million Instruc­
tions Per Second (MIPS), which already exceeds the microcontroller's processing 
capabilities, which is 3.6 MIPS in standard. Additionally, the 16KB of S R A M on 
this microcontroller is insufficient to store the requisite amount of data, given that 
the weight parameters alone would consume a substantial portion of this memory. 

Consequently, the implementation of such an A N N architecture on this specific 
microcontroller is infeasible. Notably, any reduction in the network size to fit the 
computational and memory constraints would compromise the ANN's performance 
to a point where it would no longer offer significant improvements in compensating 
for the gyroscope errors. 

6.3 NLS-based compensator implementation and 
performance 

For the successful real-time deployment of our proposed algorithm on hardware, it 
is imperative to carefully consider the computational constraints intrinsic to embed­
ded systems. These constraints predominantly encompass memory capacity and the 
computational latency associated with the execution of complex, non-linear func­
tions. To circumvent these limitations, we advocate for the adoption of a compen­
sation algorithm founded on a look-up table (LUT) infrastructure. This L U T will 
house precomputed values that have been empirically determined through system 
identification techniques, as delineated in the section 5.1. The integration of phase 
shift calculations into our compensatory algorithm presents a particularly intricate 
challenge, especially when computational efficiency is paramount. As a part of an 
innovative solution to this complex issue, we suggest implementing the phase shift 
using a linear combination of weighted sine and cosine functions. A general sinu­
soidal function-in our case phase shifted response of the gyroscope: 

can be rewritten using trigonometric identities into the form, which is a sum of 
weighted sine and cosine terms: 

A sm(2n ft + <£>) = ygVroZRo{t) 
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A(sm(2irfi) cos(ip) + cos(27rft) sm(ip)) (6.2) 

where, A cos((p) and A sm(ip) are the weights for the sin(27r/t) being measure and 
cos(27rft) numerically derived. By adjusting the weights Acos(ip) and Asm((p), you 
can effectively implement a phase shift ip in the original sinusoidal function. This 
form is particularly useful in signal processing and control systems, as it enables 
easier analysis and manipulation of sinusoidal signals. 

In the section 5.1, we identified harmonic acceleration signals as a significant 
source of disturbance that necessitates robust calculation or measurement of the 
corresponding jerk signal. This involves applying an appropriate handling of the 
source signal and integrating it into the gyroscope compensatory mechanism. 

dFFT 

criaracr.erisr.ic w 

l - D T(u) 

A g a i n look_u& 

l - D T(u) 
P"' embK1K2 K 

phase Gain 
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Figure 6.6: Basis of embedded Simulink model. 

According to our previous work [33] we have extended the proposed algorithm 
to facilitate our latest findings, summarized in Figure 5.7 regarding the dependency 
of amplitude gain and phase shift to the dynamic disturbances to the model as 
described on the illustration 6.6. 

To obtain the desired compensator functionality following pseudocode can be 
applied: 

1. Determine the gain and phase shift from a look-up table, to apply. 

2. Multiply original sin (2ttft) from accelerometer by A and cos (if). 

3. Numerically derive the original acceleration signal, preferably applying Savitzky-
Golay filter [39]. 

4. Multiply the result of point 3. by A and sin(ip). 

5. Sum the results of steps 2 and 4, to get phase shifted signal as stated in 
Equation 6.2. 

This way allows us to define a phase shift and amplitude by the sum of two 
complementary functions. 
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Figure 6.7: Measured and modelled gyroscope error. 

Modeled ZRO could be used to compensate for the actual raw measurement of 
the gyroscope as defined: 

^compensa ted 

(t) — a; g y r o(t) — ygyroZRo(t) 
(6.3) 

The compensated measurement was read out from the microcontroller after pro­
cessing with the following result. Illustrative performance can be seen in Figure 6.7 
with compensator performance visible in Figure 6.8. Read-out values were processed 
by the microcontroller onboard in real-time. 

Error of gyroscope after compensation 

Figure 6.8: Time domain variation of gyroscope error. 

Post-processing the data has identified the following performance of the algo­
rithm summarized in Table 6.1. 
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gyro ^compensated 

mean [rad/s] 1.4056e - 16 1.566e - 14 
standard deviation [rad/s] 0.1328 0.0151 

Table 6.1: Compensator error comparison. 

Upon analysis, we can ascertain that the mean value of the output remains zero 
so during the measurement no gyroscope drift was present. The computed values 
of the mean are markedly below the threshold of significance and can primarily be 
attributed to numerical errors stemming from post-processing, data handling, or 
acquisition methods. Of greater consequence is the performance of our algorithm 
in relation to the standard deviation of error, particularly under harmonic distur­
bances. Our observations demonstrate that the algorithm has achieved a substantial 
reduction in standard deviation—on the order of one decade. This result is indica­
tive of the algorithm's efficacy in mitigating noise and enhancing the precision of the 
system when subjected to harmonic perturbations. These findings offer compelling 
evidence of the algorithm's robustness and constitute a significant advancement. 
The application of this type of compensator for non-harmonical movements shall be 
further evaluated. 

6.4 Summary 

The algorithms we have developed underwent an evaluation to assess their feasibil­
ity for real-time hardware implementation. Specifically, the non-linear least squares 
based algorithm was optimized to reduce computational load. By replacing non­
linear functions with precomputed values stored in look-up tables, we significantly 
reduced the computational power required. This optimization enables the algorithm 
to be effectively deployed on low-cost, real-time hardware without compromising 
precision. On the other hand, the deployment of an efficient artificial neural net­
work based compensator presents substantial resource demands. Consequently, its 
implementation on either a microcontroller or an F P G A is economically infeasible 
when contrasted with the cost of low-cost M E M S gyroscopes. To practically assess 
the performance of these compensators, we utilized a dsPIC microcontroller as our 
target hardware in Figure 6.3. The microcontroller was programmed using code au­
tomatically generated from the Matlab/Simulink toolchain. A detailed evaluation 
of the compensator's performance has been discussed in the preceding chapter. 
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7 Conclusion 

The following objectives were set for this work: 

1. Analysis of the effect of linear accelerations and jerks on M E M S gyroscopic 
sensors and their quantification. 

2. Design of new models for linear acceleration compensation. 

3. Implementation of the proposed method on real-time H W and experimental 
measurements. 

The objectives have been met, i.e., to analyze the effect of acceleration and jerk, 
to design compensation models, and to implement the selected model on RT HW. 
Despite the specific functionality of the compensator, the work has many indirect 
results that have been achieved contextually, which is evident from the range of 
published papers. 

Objectives 1 and 2 are very closely related in terms of application. The moti­
vation for their solution was both engineering and pedagogical practice, which was 
independently initiated by the development of an unstable education model in the 
Mechatronics laboratory at the Brno University of Technology and from the perspec­
tive of the development of unstable electromechanical, dynamic systems requiring 
inertial sensors in cooperation with Hochschule Esslingen. The actual work carried 
out is described in Chapters 4, 5, and 6, while an introduction to the subject can 
be found in the research section 2. The first two objectives were met, but the appli­
cability in practice is limited to the disturbance coming from harmonic signals and 
the delay associated with the dominant frequency extraction from discrete-time fast 
Fourier transformation. Still, this method can be considered as a founding stone and 
can be extended further or optimized. Objective 3 (Implementation of the proposed 
method on real-time H W and experimental measurements) proved to be more pow­
erful than originally intended and with the potential for wider application beyond 
the field of gyroscopic sensors. Automatic code generation during the time of real­
ization of this work has significantly advanced and proved to be a reliable workflow 
suitable not only for research purposes but also as a reliable industrial tool. 

7.1 Thesis achievements 

1. Based on the dynamic analysis, experimental methods were developed to eval­
uate the effect of linear accelerations and jerks on M E M S gyroscopic sensors. 
The evaluation includes an algorithm based on non-linear least squares, which 
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makes it possible to quantify the aforementioned influence in an exact way. 
Using the data thus obtained, it is possible to unambiguously compare all 
types of M E M S gyroscopic sensors based on the criterion of sensitivity to ac­
celeration and jerk disturbances. The results are described in Chapter 4. The 
initial part of this method was published at [11]. 

2. The algorithm derived from the non-linear least square method has been sim­
plified to create a parametric compensation model of a single-mass M E M S 
gyroscopic sensor with an emphasis on low computational requirements. This 
model can be applied on a microcontroller. As a result, it is possible to cost-
optimize the computational H W and achieve a reduction of error in standard 
deviation by 10 times relative to the measurement without a compensator. 
This model is described in Section 6.3. This result was presented at the 
Mechatronics 2019, an international conference held in Warsaw, Poland [33], 
and cited in [40]. 

3. Development and validation of a non-linear compensation model based on an 
artificial neural network. Compared to the previous parametric model, this is 
a more computationally demanding model. Based on the results from our work 
[11], this type of compensator achieved a reduction of error standard deviation 
by 4 times relative to the measurement without a compensator. This model 
is described in section 5.2. The result was published at [11]. 

7.2 Further research possibilities 

The method presented here to quantify the effect of linear acceleration on a gyro­
scopic sensor was defined with the intention of using it in the widest possible range 
of applications. However, its functionality was tested on sets of harmonic signals 
and an extension to more general random noise would be beneficial. In the liter­
ature [41], [42], or [43] we often come across the issue of the influence of constant 
normal and tangential acceleration. We consider it beneficial to develop and test 
the methodology and compensation algorithms for the case of varying rotational 
accelerations (or non-constant normal and tangential acceleration). 

The proposed compensation algorithms have rather specific functionality directly 
aimed at application in the single-axis two-wheel self-balancing personal transporter. 
It would be advisable to focus on the generalization of each method in more detail. 
In the analysis of the individual gyroscopic sensors, we observed frequencies where 
the sensitivity to external excitation deviated significantly from the general trend, 
explicitly around 3.5 Hz. We suspect that these may be harmonics of the resonant 
frequency associated with the internal mechanical structures of the M E M S gyro­
scope. We recommend further investigation of this occurrence, incorporating the 
insights into an enhanced compensator. 
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