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Abstract 

Epilepsy affects about 50 million people wor ldwide, with one-third of patients being drug-

resistant and therefore candidates for an invasive brain resection surgery. Brain resection 

surgery candidates undergo invasive intracranial encephalography (iEEG) monitoring to de­

termine the seizure onset zone (SOZ). Recorded data can span over weeks and need to be 

manually reviewed by a physician to assess SOZ. This process can be t ime-consuming and 

burdensome due to the vast amount of col lected data. This work investigates utilisation of an 

deep autoencoder for unsupervised data exploration and specifically its ability to discriminate 

between SOZ and non-SOZ (NSOZ) iEEG channels. The data used in this thesis consists of 

iEEG col lected from 33 patients in two institutes (Mayo Clinic, Rochester, Minnesota, USA and 

St. A n n e ' s University Hospital, Brno, Czech Republic - FNUSA) who underwent invasive pre-

surgical monitor ing. The autoencoder's capabil ity to discriminate between SOZ and NSOZ 

was evaluated using a self- learned embedded feature space representation of the autoen­

coder network. Autoencoder features were compared to previously establ ished biomarkers for 

SOZ determinat ion. Discrimination capabil i ty was evaluated for both autoencoder features and 

biomarkers using a Naive Bayes classifier and leave-one-out cross-val idat ion. The achieved 

area under receiver operating characterist ic curve (AUROC) was 0.68 for the FNUSA and 0.56 

for the Mayo dataset. Performance in discriminating between SOZ and NSOZ electrodes was 

not significantly different between the investigated autoencoder features and previously estab­

lished biomarkers. Selecting the better performing classifier for each patient increased the 

AUROC to 0.75 and 0.64 for the FNUSA and Mayo dataset, respectively. The results suggest 

that future approaches combining biomarkers and self- learning methods have a potential to im­

prove the SOZ vs NSOZ discrimination capabil ity of unsupervised iEEG exploration systems, 

and thus to enhance the surgical management of epilepsy. 

K e y w o r d s : epilepsy, seizure onset zone, deep learning, autoencoder, iEEG 
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1 Introduction 

The recent trends in neurology and the ongoing development of state-of-the-art technologies 

result in collecting of an enormous amount of neurophysiological data spanning over days and 

even years [1]. Long neurophysiological data needs to be manually reviewed and analysed in 

the research and clinical practice. However, manual analysis of the increasing amount of data 

is becoming lengthy and burdensome. Deep learning (DL) is a powerful artificial intell igence 

(Al) tool which can computat ional ly solve complex mult idimensional tasks associated with the 

enormous data inflow [2]. It has been successful ly used in various areas, including biomedical 

applications such as clinical image segmentat ion, genomics, or seizure prediction [3 -5 ] . This 

thesis aims to investigate the feasibility of utilising DL models for unsupervised exploration of 

iEEG data in epilepsy, more specifically, the capabil i ty to dist inguish between iEEG signals 

recorded from the seizure onset brain structures and brain regions otherwise healthy in terms 

of epilepsy. 

1.1 Epilepsy 

Epilepsy is a neurological disease affecting around 50 million people wor ldwide, character ised 

by abnormal electrical brain activity resulting in epileptic seizures [6]. The first notes of the 

disease date back to ancient Greece. At that t ime, people suffering from epilepsy were con­

sidered to be possessed by supernatural forces and were therefore ostracised [7]. Nowadays, 

the true c i rcumstances of epilepsy are well known, nevertheless, people with epilepsy carry the 

burden of short- term motor and perceptual dysfunct ions that can cause social d isadvantage 

and decrease the quality of daily life [7]. 

Seizures 

An epileptic seizure is descr ibed as a sudden, excessive electrical discharge that can have a 

variety of aetiologies. The genesis of seizures is attr ibuted to genetic mutat ions, t rauma, neu­

rochemical mechanisms, inf lammation or as a side-effect of other d iseases [7]. Factors that 

influence seizure occurrence might be brain maturity, onset location, s leep-wake cycle, med­

ication use and many others. The body funct ions that seizures can impact include memory 

cognit ion, emotional state, consciousness, sensory, motor or autonomic system [8]. Seizures 

are classif ied according to their onset. Onset can be focal, general ized, unknown, or unclas­

sif ied. Focal seizures have a single focus, whereas general ized seizures can originate in both 
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hemispheres. Unknown seizures express the uncertainty of the onset zone, but known mani­

festations [9]. Focal features are further categor ized according to the state of consciousness 

as " impaired awareness" or "aware". The next classif ication level for both focal and general ized 

seizures is defining their "motor" or "non-motor" characterist ics [10]. 

Treatment 

The typical t reatment option is antiepileptic drugs, which successful ly suppress seizure occur­

rence in about 60-70 % of people with epilepsy. However, the remaining 20-30 % of patients 

who fail to achieve seizure f reedom over a t ime scale of one year are considered to be drug-

resistant [11]. Alternative treatment options for people with refractory epilepsy can involve diet 

therapies, electrical nerve st imulat ion, or a brain resection surgery [12]. Candidates for brain 

resection surgery undergo several procedures, including a thorough medical anamnesis, scalp 

electroencephalography (EEG) with v ideo-monitor ing, magnet ic resonance imaging (MRI), and 

neuropsychological testing [13]. If brain resection surgery is endorsed, patients need inva­

sive intracranial electroencephalography ( iEEG) monitoring to more accurately dist inguish the 

nature of the electric field potentials to determine the seizure onset zone (SOZ) [14]. 

Seizure Onset Zone (SOZ) 

The epileptic brain consists of several cortical regions related to seizure initiation and propaga­

t ion. The seizure onset zone corresponds to one or more brain locations responsible for seizure 

generat ion. However, the precise definition of SOZ remains chal lenging. The epi leptogenic 

zone covers the brain area manifesting abnormal electrical activity. The epi leptogenic zone is 

usually more extensive than the SOZ and often overlaps with the SOZ, making the del ineation 

of the boundaries between the two areas ambiguous. Patients with multiple epi leptogenic foci 

with different thresholds may continue to have seizures after brain resection surgery because 

they will manifest another SOZ with a higher threshold. Due to these practical barriers, current 

workf lows do not allow definite SOZ localization [15]. 

1.2 Electroencephalography (EEG) in Epilepsy 

The EEG signal is generated by summing the excitatory and inhibitory postsynaptic potentials 

of simultaneously activated neurons located near the recording electrode. The EEG acquisit ion 

measures differences in electrical potentials between two electrodes. The maximal electrical 

activity is sensed when the electrode is placed perpendicular ly to active neurons [16]. However, 

scalp EEG may not represent the neural activity precisely. Before a neuronal signal is detected 

at the electrode, it needs to pass through multiple t issues, decreasing its ampli tude and spatial 

resolution. In addit ion, the recording may be distorted by unrelated activity of other biological 
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systems or electrical devices in the recording room. These effects can significantly reduce the 

ability to correctly interpret the EEG recording and assess the epi leptogenic focus [16]. 

Invasive iEEG recording is an option to surpass the scalp EEG insufficiency. It can more 

accurately define the epi leptogenic zone, and its connect ion to eloquent brain regions [13]. 

The most common techniques for iEEG monitoring involve electrocort icography (ECoG) and 

stereoelectroencephalography (SEEG). ECoG uses subdural electrodes, which are grid or strip 

arrays of d isc-shaped contacts embedded in the sil icon surface. The contact size is about 4-5 

mm and the spacing between individual contacts ranges between 5mm and 1 cm. Implanta­

tion of subdural electrodes is usually performed by craniotomy [17]. SEEG recording utilises 

depth electrodes anchored on a hollow plastic tube. One tube usually contains 4-18 contacts 

spaced 2-10 mm apart. Depth electrodes are implanted during stereotactic surgery through 

burr holes [18]. The advantage of grid electrodes is their high density in cont inuous cerebrum 

areas allowing for good spatial resolution and tracing of seizure expansion. However, subdural 

electrodes cannot be inserted into deeper brain structures without a high risk of t issue dam­

age [17]. In contrast, implantation of SEEG electrodes is safer than craniotomy and is feasible 

for recording from deep brain structures [19]. 

Figure 1: Electrodes used for iEEG recording. Left: Subdural electrodes (grids and strips). Right: Depth 
electrodes. (Source: [20,21]). 

Brain Electro-physiology Manifestation 

Brain neural activity is descr ibed by ampl i tude, frequency, morphology, continuity, localisa­

tion and synchronisat ion. Specif ic EEG patterns relate to the manifestation of physiological 

or pathological condit ions [22]. 

Frequency is the most common characterist ic for dist inguishing individual EEG waveforms. 

The physiological scalp EEG primarily include four frequency bands: alpha, beta, theta, and 

delta. Delta (0.5 - 4 Hz) and theta (4 - 7 Hz) bands physiologically represent deep and early 

sleep stages. Alpha rhythm ( 8 - 1 2 Hz) characterises the background EEG, best acquired in 
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a relaxed mental state with eyes c losed. Beta rhythm ( 1 3 - 3 0 Hz) represents normal wake 

EEG [22]. High frequency oscil lations (HFO) indicate activity faster than 30 Hz. HFO are 

further divided into gamma (30 to 80 Hz), ripples (80 to 200 Hz), and fast ripples (200 to 500 

Hz). G a m m a waves are associated with sensory percept ion. Ripples and fast ripples can be 

physiologically observed in iEEG during cognit ive tasks, or somatosensory st imulation [22]. 

HFO activity was also observed in relation to the epileptic brain in ictal and interictal states. 

However, various studies reported that ictal HFO frequency ranges overlap with physiological 

HFO, making them difficult to use as a single biomarker to identify epi leptogenic t issue [23]. 

Other epi lepsy-specif ic patterns involve interictal spikes, sharp waves, spike-wave complexes, 

seizure patterns, and status patterns [24]. Interictal spikes (IS) are def ined as fast high-

ampli tude transients fol lowed by a slow wave with a tendency to occur periodically. Al though IS 

are establ ished indicators of epilepsy, they do not necessari ly associate with seizure generat ion, 

as their occurrence is suppor ted by different neuronal mechanisms [25]. 

1.3 SOZ Localization 

This section presents current approaches to determining SOZ. Conventional techniques usually 

involve the calculation of a part icular biomarker on iEEG data. The latest research showed that 

HFO is an important indicator of epileptic brain t issue [26]. However, dist inguishing between 

physiological and pathological HFO remains chal lenging. Therefore, the employment of HFO 

as the only biomarker seems to be insufficient [27]. 

A previous study showed that the multi-feature approach improves the SOZ localisation com­

pared to classif iers utilising a single feature [28]. Moreover, another study suggests that SOZ 

localisation using iEEG signals recorded during non-rapid-eye-movement s leep improves SOZ 

classification performance compared to the awake state [29]. It was also shown that cognit ive 

tasks alter HFO propert ies in the epileptic and non-epileptic h ippocampus [26,30] . 

Another study suggests using Bayesian fi ltering of power in band features to cluster iEEG 

channels exhibiting similar activity as an alternative method for SOZ localisation [31]. Relative 

entropy (REN), which attributes to the measurement of functional connectivity of the epileptic 

brain, was used as another biomarker for SOZ differentiability [32]. 

1.4 Machine Learning 

Machine learning is a set of techniques including regression, classif ication, dimensional i ty re­

duct ion, and others that are widely used for data mining, object recognit ion, and other tasks 

requiring automation [33]. Dimensionali ty reduction techniques involve transformations from a 

high-dimensional space to a low-dimensional space while preserving relevant information from 

the original data. Dimensionality reduction techniques are widely util ised with emerging big 

data acquisit ion to explore huge datasets [34] 
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In this sect ion, the dimensional i ty reduction methods and the classif ication model used in this 

work are introduced. 

Principal component Analysis (PCA) 

Principal component analysis (PCA) is a widely used linear technique to reduce dimensional­

ity. The goal of implementing this method is to f ind new features transformed from the original 

data whi le maintaining maximum variance. The new features, cal led principal components, 

are uncorrelated with each other. The PCA transformation is based on the mathematical con­

cept of eigenvalue decomposi t ion [35]. A covariance matrix is est imated from the original n-

dimensional data to identify the variance of each feature and the internal correlat ions. The 

eigenvectors of the covariance matrix represent the directions of the axes with the largest vari­

ance, numerically explained by the eigenvalues. The sorted eigenvalues determine the order 

of the principal components based on the variance. The corresponding eigenvectors multi­

plied with the t ransposed original dataset then transform the original features into PCA compo­

nents [36]. 

Uniform Manifold Approximation and Projection (UMAP) 

UMAP is a manifold learning method for dimensional i ty reduct ion. The theoretical background 

of UMAP involves manifold theory and topological data analysis. Briefly, the UMAP reduction 

technique keeps the local distances and still preserves the global structure. It can scale large 

dataset volumes without computat ional constraints on embedding dimensions. The purpose of 

UMAP is to create a topological representation of high-dimensional data. That consists of two 

steps: 1) approximation of manifold on which the data is est imated to lie, 2) creating a fuzzy s im­

plified set representation of the approximated manifold. Next, the layout of data representation 

in low dimensions is opt imised to achieve the best fit for high-dimensional representation [37]. 

Naive Bayes Classifier 

The Naive Bayes classifier is built upon a Bayes' Theorem (Equation 1) predicting a condit ional 

probability P{C\X) of the class C given the feature vector X. Class-condit ional probability 

distribution P{X\C) is obtained as a probabil ity density function of the given feature vector 

X for each class C [38]. A probability density function for individual c lasses is est imated by 

employing kernel density estimation (KDE) technique [39]. 
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1.5 Deep Learning 
Deep learning (DL) is a set of machine learning techniques character ised by multi-layer trans­

formations that nowadays supports various machine tasks in our daily routines. Its main benefit 

is the ability to process a vast amount of data within a relatively short per iod. Unlike machine 

learning techniques, most DL algori thms can work directly with raw data without the need for 

predefined features. Typical problems solved by DL include face recognit ion, object detect ion, 

image segmentat ion, speech recognit ion, language processing, and many others. Such tasks 

would be impossible to handle in a reasonable t ime frame solely by a human [40]. 

In deep learning applications, there are usually two basic approaches: supervised and unsu­

pervised. Superv ised learning requires labels assigning the training data into specific groups. 

The algori thms then learn to discriminate a pattern in the features based on the label. Typical 

tasks for superv ised learning are classif ication and regression. Examples of superv ised mod­

els are convolutional neural networks (CNN) or recurrent neural networks (RNN). On the other 

hand, unsupervised learning methods do not need labels and learn a pattern directly from 

the provided data. Common unsupervised learning algori thms involve autoencoder or deep 

Boltzmann machines models. Depending on the task, both approaches can be combined as 

so-cal led hybrid or semi-superv ised approaches [41]. 

Convolutional Neural Network (CNN) 

A convolutional neural network (CNN) forwards the input training sample through multiple hid­

den layers applying convolution and usually non-l inear functions to create feature representa­

tions. The feature representat ions are then commonly used for various regression or classifi­

cation tasks. CNN can process one-dimensional , or image data [42]. The convolutional layer 

convolves the input with a chosen kernel. The mathematical formula of discrete 2D convolution 

is shown in Equation 2, where h represents the kernel matrix, and x represents the input image. 

The asterisk denotes convolut ion operat ion. The indices m,n relate to the kernel matrix, and 

the indices i, j denote the image pixels. 

oo oo 

y{hJ)= ^2 Kmin) *x(i-m,j-n) (2) 
m=—oo n=—oo 

The result of convolving the input image is a feature map that keeps the information extracted 

from the previous layers. The advantage of a convolutional feature map is that it can reduce 

the size of the original image and store the information locally as the kernel moves along the 

image [43]. A schemat ic illustration of the 2D convolution is shown in Figure 2. 
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Recurrent Neural Network (RNN) 

RNN is another type of neural network architecture. RNN contains a recurrent branch that al­

lows the network to store and retain information over t ime. This makes the RNNs more suitable 

for processing t ime-series data such as speech, text, or videos [41]. The Gated Recurrent Units 

(GRU) network is a type of RNN proposed by Cho et al. [44] upon the previously establ ished 

long short- term memory network [45]. An illustration of a hidden GRU unit is depicted in Figure 

3. 

Figure 3: Structure of a hidden GRU unit. The new input sample x is passed to the unit and contributes 
to the new hidden state. The update gate z controls if the previous hidden state is replaced 
with the current hidden state. The reset gate r determines if it drops the last hidden state. 
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Attention Mechanism 

An attention mechanism was introduced to capture contextual information from the long se­

quence data by modell ing interdependence between all input samples [46]. Later it was also 

appl ied in the image domain for segmentat ion [47]. The attention mechanism is inspired by 

cognitive processes in the human brain that select only a particular piece of information from 

the surroundings to focus on [48]. 

Autoencoder 

Autoencoder (AE) models belong to unsupervised deep learning methods. Training an autoen­

coder model involves learning a characterist ic pattern from the data itself rather than from the 

labels. The autoencoder consists of an encoding and a decoding part. The encoding part trans­

forms the input into low-dimensional embedded features, which are then forwarded through the 

decoding part to reconstruct the original input [49]. The following section descr ibes the archi­

tecture of the in-house developed Conv-GRU autoencoder used in this work. 

The in-house unsupervised temporal Conv-GRU autoencoder was originally designed to ex­

tract features from sequential iEEG data and cluster them into categories according to signal 

type. The autoencoder architecture can be seen in Figure 4. The input data is represented by a 

spectrogram generated from the iEEG signals. The encoding part contains convolut ional, batch 

normalisat ion, GRU, and linear attention layer. The decoding part consists of GRU and convo­

lutional layers. The reconstructed and original spectrogram difference is evaluated by the mean 

absolute error (MAE). The error is minimised using the ADAM optimiser [50]. The self- learned 

embedded features produced by the encoding part are evaluated within this thesis. 

Input 
Spectrogram 

Optimizer: ADAM 
Loss: MAE 

Reconstructed 
Spectrogram 

Convolutional 
Layer 

Batch 
Normalization 

GRU 
Encoder 

Linear 
Attention 

GRU 
Encoder 

Linear 
Attention 

Convolutional 
Layer 

A 

GRU 
Decoder 

Self-learned 
Features 

Figure 4: Architecture of Conv-GRU autoencoder network for unsupervised iEEG feature extraction. 
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1.6 Problem Statement 
SOZ localisation is a necessary task prior to a surgical procedure for invasive seizure manage­

ment. The area of the brain to be surgically removed is routinely determined by a physician 

consort ium using iEEG recordings. Even though the clinical practice might differ across coun­

tries, the trend of increasing data volume is common. The massively increasing amount of 

col lected iEEG data makes manual analysis by clinical staff unbearable [51]. The big amount 

of acquired iEEG signals presents an opportunity to investigate algori thms for unsupervised 

exploration of iEEG data in epilepsy [52]. Even though multiple algori thms for SOZ detection 

have been developed in the past years [26,28,32] , their use in clinical practice has not yet been 

establ ished. Similarly, many machine learning algori thms focused on iEEG data mining [53], 

seizure detection [54], or prediction [55,56] were introduced. However, these algori thms were 

not designed to identify brain regions initiating seizures. To the best of my knowledge, unsu­

pervised iEEG analysis algori thms and their ability to extract features capable of dist inguishing 

SOZ brain t issue from NSOZ brain t issue have not been investigated so far. 

The ult imate vision to be achieved in enhancing the clinical data review in epilepsy is il­

lustrated in Figure 5. A candidate for epilepsy surgery undergoes invasive iEEG monitor ing, 

resulting in a large amount of recorded data. The vision is to dispone a system that will auto­

matically analyse the recorded data in an unsupervised manner and sort the iEEG signals into 

the categories of interest. This work investigates the feasibility of employing an unsupervised 

DL model that would encode the iEEG signals into embedded feature representation (EFR) 

based on the characterist ic of recorded data. The EFR would be clustered using unsupervised 

approaches providing information about the iEEG signals and presented to the physician. This 

would allow focusing the human expert's attention only on the regions of interest and, therefore, 

enhance the whole data review. 
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Thesis contribution 

Patient 

Recorded iEEG 

200 uV 

200 uV 

200 uV 
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Physic ian 
Clustered iEEG 
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Unsupervised 
autoencoder 
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Figure 5: Unsupervised intracranial EEG (iEEG) clustering paradigm for aiding clinical staff in intracra­
nial EEG assessment prior to epilepsy surgery. Long-term pre-surgical iEEG is reduced into 
embedded feature representation (EFR) using unsupervised autoencoder and processed us­
ing unsupervised clustering algorithms. The clustering results are presented to clinical staff 
emphasizing prominent iEEG segments. This thesis aims to explore the feasibility of autoen­
coder utilization to discriminate the SOZ channels from NSOZ channels and to compare the 
approach with established biomarkers. 
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1.7 Aims & Contributions 
This work lays the first foundations for the vision descr ibed above by investigating the feasibil­

ity of an unsupervised DL autoencoder to discriminate between SOZ and NSOZ channels as 

shown in Figure 5. Specifically, the thesis explores whether a previously in-house developed 

unsupervised Conv-GRU autoencoder can differentiate among signals of various nature and 

compares the autoencoder to establ ished biomarkers. Four specif ic quest ions were stated to 

address this scientific problem. 

The specif ic quest ions 1 was def ined to validate the capabil i ty of the Conv-GRU autoencoder 

to dist inguish among different iEEG categories including short iEEG segments of physiological, 

pathological, noise, and powerl ine interference signals. Within the specific question 2, the thesis 

explored potential use of the Conv-GRU autoencoder to differentiate between short segments 

of SOZ and NSOZ iEEG. Specif ic question 3 was addressed to closely analyse features derived 

from establ ished biomarkers (HFO, IS, and REN) and their ability to discriminate between SOZ 

and NSOZ iEEG channels on full-length clinical recordings. The purpose of Specif ic quest ion 

3 was to extend the knowledge on the discriminative potential of individual features as a follow-

up on previously publ ished studies and to determine the baseline for performance compar ison 

with autoencoder-extracted features. Finally, Specif ic quest ion 4 was aimed at compar ing the 

performance of features extracted by the unsupervised autoencoder against the features de­

rived from establ ished biomarkers to assess whether unsupervised AE can be employed in the 

data review process for SOZ localisation, and therefore become a potential subject of future 

research. 

Spec i f i c q u e s t i o n 1 : "Are self- learned embedded features extracted by AE trained using 

1-second iEEG segments capable of dist inguishing between physiological, pathological, 

noise and powerl ine interference segments?" 

Spec i f i c q u e s t i o n 2: "Are self- learned embedded features extracted by AE trained using 

1 -second iEEG segments capable of dist inguishing between SOZ and NSOZ segments?" 

Spec i f i c q u e s t i o n 3: "What is the performance of establ ished biomarker-derived features 

for SOZ vs NSOZ iEEG discrimination in full-length clinical data (30-120 min) on a) a group 

level; b) a subject-level?" 

Spec i f i c q u e s t i o n 4 : "Do self- learned embedded features extracted by AE outperform 

conventional biomarker-derived features in discriminating SOZ and NSOZ channels?" 
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2 Methods 

The methods chapter is organised in the following way. The first part introduces a validation of 

the in-house developed unsupervised autoencoder for iEEG classif ication. The second part is 

focused on investigating the autoencoder feasibility for SOZ channels distinction on full- length 

clinical data and its compar ison with establ ished biomarkers. All data were processed and 

analysed in a Python programming language. 

2.1 Data 

a) Full-length clinical iEEG data 

Full-length iEEG data were recorded during pre-surgical monitoring for SOZ localisation at 

St Anne's University Hospital (Brno, Czech Republic) and at the Mayo Clinic (Rochester, 

Minnesota, United States of America) in patients d iagnosed with drug-resistant epilepsy 

(DRE). FNUSA data were col lected in 18 patients implanted with intracranial depth elec­

trodes using the BrainScope acquisit ion system. The recording t ime was 30 minutes with 

a sampl ing frequency of 25 kHz. The Mayo Clinic dataset contains 2 hours long iEEG from 

15 patients with implanted subdural or intracranial depth electrodes or a combinat ion of 

both. For the purposes of this thesis, only signals recorded from the depth electrodes 

were included. The used recording device was the Neuralynx Cheetah system with a 

25 kHz sampl ing frequency. All data were resampled a sampl ing rate of 5000 Hz. The 

recorded channels were manually labelled as SOZ, NSOZ, or irritative zone (IZ), reflect­

ing area generat ing IS, whose classif ication as SOZ or NSOZ is ambiguous. Channels 

assigned as IZ were excluded from the analysis. The overview of the information on iEEG 

recordings from both institutes is available in Appendix in Tables 16 and 17. 

b) Derived iEEG-segments dataset 

The publicly available dataset [57] was derived from iEEG recordings presented before­

hand. The dataset consists of 3-second iEEG signal segments col lected from St. Anne's 

University Hospital (FNUSA) and the Mayo Clinic. The FNUSA dataset and the Mayo 

Clinic dataset compr ise 193,118 and 155,182 signal f ragments, respectively. The sam­

pling frequency was 5000 Hz. The iEEG segments contain four groups of signals: physio­

logical activity, pathological activity, powerl ine interference, and noise. Examples of each 

signal type can be seen in Figure 6. All data is annotated for its respective signal group 

and SOZ information. 
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Figure 6: Illustrative examples of signals from the used datasets. Top row: long-term iEEG signals from 
two channels employed in Experiment 3 and Experiment 4 to explore the potential of iEEG-
extracted features to discriminate the SOZ. Bottom row: dataset containing 3-second segments 
derived from the long-term data. The dataset includes physiological, pathological, powerline 
interference, and noise segments used in Experiment 1 and Experiment 2 to train and validate 
the Conv-GRU autoencoder. 

2.2 Pre-processing 
Data pre-processing differed depending on the form of feature extraction. The autoencoder-

based feature extractor obtained already fi l tered data, whereas algori thms for establ ished 

biomarkers had filtering implemented internally and therefore received raw data. The follow­

ing section descr ibes pre-processing techniques used before passing to the autoencoder. The 

iEEG signals were passed through a third-order Butterworth filter [58] with cut-off f requencies of 

0.5 and 200 Hz. They were further f i l tered by a median filter with a window size of 5. Finally, the 

signals were normal ised by subtracting the mean and divided by the standard deviat ion. Two 

spectrograms computed from the iEEG signals were used as input for the autoencoder feature 

extractor. The spectrograms were est imated by short- t ime Fourier transform in one-second 

segments with a window size of 299 samples and an overlap of 199 samples. The maximal 

f requency was cut down to 400 Hz. One spectrogram was subsequent ly t ransformed into a 

decadic logarithmic scale. The second spectrogram was z-score normal ized along the t ime 

axis, highlighting the events in t ime rather than in frequency content. An example of a signal 

segment and der ived spectrograms is depicted in Figure 7. 
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1 second 

Figure 7: Example of an iEEG signal segment (top row) and its corresponding spectrograms. The middle 
row shows spectrogram in decadic logarithm scale. The bottom row displays the normalized 
spectrogram. 

2.3 SOZ Biomarkers 

Conventional biomarkers were used as a reference for the performance of autoencoder-based 

features. The algori thms appl ied for feature extraction are implemented in the EPYCOM library 

available at https:/ /gi t lab.com/icrc-bme/epycom. Specifically, the biomarkers include HFO, IS, 

and REN. HFO were detected in a 10-second statistical w indow using the CS detector [59]. The 

HFO detector produces ampli tude, frequency dominance, f requency and ampli tude dot product, 

and durat ion. The ampli tude and duration features were used for the analysis. The IS features 

were also calculated in a 10-second moving window using the Barkmeier detector [60]. The IS 

features are descr ibed by ampli tude (event, left, right) and duration (left, right). The mean rate 

of events per 10 minutes and the mean ampli tude per 10 minutes were calculated for both HFO 

and IS features according to previously publ ished studies [30,61]. REN was est imated in a one-

second window between all channel pairs in each patient as REN(X, Y) = ^ P ( X ) l o g - ^ j , 

where P{X), P{Y) represent the probability distributions of the two channels. REN was com­

puted only for electrodes that had adjacent contacts. For the purpose of dist inguishing between 

the SOZ and NSOZ channels, the mean value from the adjacent electrodes was associated 

with a single channel . 

2.4 Unsupervised iEEG Exploration 
The ability of the Conv-GRU autoencoder descr ibed in section 1.5 to separate iEEG segments 

into categories was examined on the publicly available dataset. 

Two autoencoders were trained separately on one-second iEEG segments from the FNUSA 
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dataset (AE-FNUSA model) and from the Mayo dataset (AE-Mayo model) . The AE models re­

ceived input in the form of two spectrograms which represent the f luctuating frequency content 

of the signal over t ime. The autoencoder training consisted of extracting features characteris­

ing the input spectrograms and then using the features for reconstruct ion. An example of the 

original and reconstructed spectrograms during training is shown in Figure 8. Convolutional 

and training parameters were set empirically (Table 1). Both models were trained for 10 epochs 

while minimising MAE by Adam optimiser. The outcome of the trained autoencoder was 128 

self- learned encoding features for each second of input data. 

Input signal 

Original spectrograms 

1 second 

Autoencoder 

° o o ° 
O o ° o ° 

° 0 ° 0 0 

Self-learned 
features 
• <* 

o 
o 
o 
o 
o 

Encoding Decoding 

Reconstructed spectrograms 

I 4 
1 second 

Figure 8: A schematic example of an autoencoder. Input data passes through the encoding layers, and 
the autoencoder extracts the self-learned features. In the reconstruction process, the features 
are propagated through decoding layers to produce an output. 

Input kernel size 24 x 1 

Stride 1 

Padding 0 

Batch size 128 

Epochs 10 

Learning rate 0.003 

Iterations per epoch - FN USA 1213 

Iterations per epoch - Mayo 1509 

Loss function MAE 

Optimizer Adam 

Gradient cl ipping 0.1 

Table 1: Training parameters for Conv-GRU autoencoder training and optimization. 
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2.5 Dataflow & Visualisation 
When processing the full-length data, the features were obtained within a non-overlapping mov­

ing window that split the iEEG signals into shorter segments. The particular extractor (autoen-

coder, HFO detector, IS detector) processed the input signal within the window along the whole 

signal in all channels per patient. The moving window length was 1 second for autoencoder-

extracted and relative entropy features and 10 seconds for HFO and IS features. The scheme 

of feature extraction workf low is shown in Figure 9. Due to a high number of AE self- learned 

features, methods for dimensional i ty reduction were employed. For visualisation purposes of 

mult idimensional data, the UMAP technique was appl ied to reduce the dimensional i ty down to 

2 embedded features. For evaluation, the features were transformed into a lower number of 

components using PCA or UMAP. 

Channel j 

Channel j + 1 

Channel N 

1-sec 
window 

Xi(j) 

Yi( j) 

30 minutes iEEG 

1-sec 
window 

1-sec 
window 

X2Ö) XN(j) 

Feature extractor 

Y2(j) YNQ) 

Figure 9: Data workflow during feature extraction. All channels for individual patients are consecutively 
divided into shorter segments Xi,.. N . The feature extractor produces the corresponding out­
puts Y i . . . at. The length of a moving window relies on the type of computed feature. 

2.6 Statistical Evaluation 
In order to evaluate the performance of analysed features and answer the quest ions stated in 

section 1.7, statistical testing and classif ication scores were used as metrics. 

The separat ion ability of AE embedded features to dist inguish different signal segments was 

assessed based on their performance in the naive Bayes classifier using F1 score [62]. Statisti­

cal difference of biomarkers distributions between SOZ and NSOZ channels was examined us­

ing the non-parametr ic Mann-Whitney test [63]. The capabil ity of individual biomarker features 

to discriminate between SOZ and NSOZ was evaluated by area under the receiver operating 

curve (AUROC) [64]. The performance of biomarkers was analysed for the aggregated group 
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of patients as well as for all patients separately. To compare performances of AE self- learned 

embedded features against biomarker features, AUROC, average precision (AP) [65], and F1 

scores were evaluated on separate classif iers. The statistical difference between the scores 

obtained by each classifier was tested with the paired Wilcoxon signed-rank test [66]. 

2.7 Experimental Framework 

This section introduces specif ic workf lows that were fol lowed in order to investigate the ques­

tions stated in section 1.7. Experiment 1 and Experiment 2 fol lowed the same workf low except 

for the last part, which differed in the types of categories analysed. The graphical explanation 

of the f ramework of Experiment 1 and Experiment 2 can be seen in Figure 10. 

AE-FNUSA and AE-Mayo models were trained on the second- long iEEG segments contain­

ing physiological, pathological, noise, and powerl ine interference fragments. Training of each 

model was performed on segments corresponding to the institution in which they were recorded. 

After training, the one-second iEEG segments were passed to their institution-respective model, 

and 128 self- learned features were extracted for each sample. In the next step, the self- learned 

features were transformed using PCA or UMAP into low-dimensional embedded components. 

The min imum 8 5 % of explained variance determined the selected number of embedded com­

ponents for PCA transformation. For the UMAP transformation, several numbers of embedded 

components were investigated in terms of classif ication score and overall durat ion. 8 5 % of the 

embedded features was used to train the Naive Bayes classifier utilising the KDE probability 

density funct ion. The remaining 1 5 % of embedded features was employed as a test subset for 

the classifier to assess the index of separability. 

2.7.1 Experiment 1 

Experiment 1 was focused on exploring the potential of the unsupervised autoencoder to extract 

features capable of discriminating signals of different nature. The total number of samples in 

each category in both institutions is summar ized in Table 2. Following the workf low outl ined 

in the previous section 2.7, embedded self- learned features were extracted by AE models, 

reduced into lower dimensionality, and evaluated by a Naive Bayes classifier. The classifier 

was used in a manner of scoring metric to assess the separabil i ty index determined by the F1 

score. The separabil i ty index was obtained for all pairwise combinat ions between categories. 

The whole experiment was repeated ten t imes for PCA-transformed features and five t imes 

for UMAP-transformed features. The mean F1 score and standard deviation were calculated. 

Based on the F1 score and processing t ime, only one method for dimensional i ty reduction was 

selected and employed in the subsequent experiments. 

The aim of Experiment 1 was to obtain four non-overlapping clusters, each represented ex­

clusively by features of physiological, pathological, noise, or powerl ine interference categories. 
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Figure 10: The general framework for determining the index of separability in Experiment 1 and Experi­
ment 2. 

The resulting clusters were plotted as two embedded UMAP components coloured according 

to their respective segment labels. 

2.7.2 Experiment 2 

Experiment 2 encompassed a slight modif ication of the first experiment. The investigated task 

was to assess the capabil ity of the unsupervised autoencoder to differentiate iEEG data ac­

cording to whether the segment originated from the SOZ or NSOZ. Since noise-corrupted iEEG 

signals are not considered in the visual assessment of the SOZ, only physiological and patho­

logical segments were included in the analysis. The number of iEEG segments related to SOZ 

or NSOZ in each dataset is shown in Table 3. The same techniques as in the previous exper­

iment were appl ied. The experiment was replicated ten t imes with the selected dimensional i ty 

reduction technique, and the mean F1 score and standard deviation were calculated. In Ex­

periment 2, the target outcome was to retrieve two non-overlapping clusters, one representing 

the segments from SOZ and the other representing the segments from NSOZ.To visualise the 
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resulting clusters, the two UMAP transformed self- learned embedded features were displayed 

by a scatter plot and a contour plot expressing the density of cluster data distributions. The 

concept of Experiment 1 and Experiment 2 is i l lustrated in Figure 11. 

Category Number of samples in 

FNUSA dataset 

Number of samples in 

Mayo dataset 

Noise 32,599 41,303 

Pathology 52,470 15,227 

Physiology 94,560 56,730 

Powerline interference 13,489 41,922 

Table 2: Total number of iEEG segments in each category in FNUSA and Mayo datasets. 

Category Number of samples in 

FNUSA dataset 

Number of samples in 

Mayo dataset 

SOZ 60,844 25,006 

NSOZ 86,186 46,951 

Table 3: Number of SOZ and NSOZ samples in FNUSA and Mayo datasets, including only iEEG seg­
ments from physiological and pathological category. 

2.7.3 Experiment 3 

Experiment 3 involved statistical testing of the establ ished biomarkers to assess their ability to 

discriminate the SOZ. All iEEG channels of full-length clinical data were processed by HFO 

and IS detector, and the related features were computed in 10-second statistical window. Rel­

ative entropy was est imated in every second only in channels with adjacent contact. The mean 

values per channel were used for statistical testing of all b iomarkers. Experiment 3 involved 

analysing the potential of each feature to discriminate between SOZ and NSOZ from two per­

spectives. One approach evaluated feature statistics for all patients combined. The second 

approach statistically tested the feature dist inguishing capabil ity for each individual patient. 

The specif ic statistical tests used for evaluation are descr ibed in section 2.6. The evaluation 

scheme is shown in Figure 12. The AE embedded features do not have a clear physical inter­

pretation. Therefore, they need to be evaluated as a whole set and were not statistically tested 

as individual features. 
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Figure 11: Graphical illustration of Experiment 1 and Experiment 2. Autoencoder model processes the 
input iEEG segments extracting self-learned embedded features and visualising them with 
corresponding labels. 
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Figure 12: Schematic illustration of two perspectives in Experiment 3. The top scheme depicts a sta­
tistical analysis of each biomarker feature of all patients combined. The bottom scheme 
represents each biomarker feature statistically evaluated for every patient separately. 
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2.7.4 Experiment 4 

Experiment 4 focused on compar ing the set of AE embedded features against the establ ished 

biomarkers to differentiate between SOZ and NSOZ channels on full- length iEEG data. For 

compar ison purposes, three separate Naive Bayes classif ication models were trained with ei­

ther AE embedded features, biomarkers, or a combinat ion of both. The pipeline of Experiment 

4 is shown in Figure 13. All signals from the full- length iEEG dataset were subjected to feature 

extraction by the autoencoder and biomarker detector. Since some of the extracted features 

were computed within different window sizes, all features were averaged to correspond to a 10-

minute segment to ensure shape uniformity for all analysed channels. Extracted features were 

transformed into PCA components explaining at least 8 5 % of variance to reduce dimensional­

ity. Each Naive Bayes classifier was trained with segments from all but one patient, and the 

segments for the remaining patient were used as a test set. Remaining cognizant of the imbal-

anced dataset, the train and test sets were separately balanced to compensate for the unequal 

representation of SOZ and NSOZ channels. The performance of each model was evaluated 

with F 1 , AUROC, and AP scores. The Wilcoxon paired signed-rank test was used to determine 

whether models ' performances were statistically different from each other. 
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3 Results 

The following section presents the results of the experiments conducted in this thesis. The 

f indings on each specif ic question are stated in separate subsect ions and further descr ibed in 

the Discussion. 

3.1 Experiment 1 

Spec i f i c q u e s t i o n 1 : " A r e se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E t ra ined u s i n g 

1-second iEEG s e g m e n t s capab le of d i s t i n g u i s h i n g be tween p h y s i o l o g i c a l , pa tho log i ca l , 

no i se a n d p o w e r l i n e in te r fe rence s e g m e n t s ? " 

Experiment 1 investigated the capabil ity of AE embedded features to separate iEEG segments 

with different characterist ics. 

The experiment was conducted separately for the AE-Mayo and AE-FNUSA models. Two di­

mensionality reduction techniques (PCA and UMAP) were implemented within the experiment. 

The F1 scores of the naive Bayes classifier and the total processing t ime using both techniques 

were evaluated. The trade-off between classifier performance and processing t ime was evalu­

ated for multiple testing setups, and only one dimensional i ty reduction method was selected for 

the following experiments. Each experiment applying UMAP and PCA techniques was repeated 

five t imes and ten t imes, respectively. The mean F1 score and duration from all trials averaged 

across the category pairs are presented in Table 4 and Table 5. 

Model N comp. PCA Dur. mean ± std [s] F1 mean ± std 

AE-FNUSA 17 298.5 ± 15.6 0.952 ± 0.001 

AE-Mayo 16 171.5 ± 2 . 6 0.940 ± 0.003 

Table 4: Index of separability among different iEEG signal categories determined by mean F1 score from 
ten trials using PCA method for dimensionality reduction. The mean duration of computational 
processes is shown in the third column. 

Table 4 shows the results of the AE-FNUSA and AE-Mayo models employing the PCA method 

for dimensional i ty reduct ion. The cri ter ium of 8 5 % of explained variance determined the optimal 

number of PCA components to be 17 for the AE-FNUSA model and 16 for the AE-Mayo model. 

The processing t ime varied based on the different number of samples in each dataset. Both 

models achieved a separabil i ty index of more than 90%. 
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A E - F N U S A 

N comp. UMAP Dur. mean ± std [s] F1 mean ± std 

100 4824.7 ± 32.7 0.862 ± 0.019 

50 2853.5 ± 76.5 0.832 ± 0.069 

20 1285.9 ± 2 6 . 6 0.755 ± 0.124 

10 843.2 ± 2.8 0.884 ± 0.013 

5 651.8 ± 5 . 1 0.884 ± 0.011 

2 513.4 ± 1 . 1 0.881 ± 0.011 

AE-Mayo 

N comp. UMAP Dur. mean ± std [s] F1 mean ± std 

100 3486.4 ± 14.3 0.899 ± 0.006 

50 1838.3 ± 17.9 0.855 ± 0.046 

20 960.4 ± 76.9 0.775 ± 0.033 

10 615.0 ± 2 0 . 0 0.861 ± 0.163 

5 462.8 ± 2 0 . 1 0.914 ± 0.001 

2 360.5 ± 13.1 0.910 ± 0.002 

Table 5: Index of separability among different iEEG signal categories determined by mean F1 score 
from five trials implementing UMAP method to reduce dimensionality with different number of 
embedded components. 

Table 5 presents the results of both AE-FNUSA and AE-Mayo models from five trials using 

the UMAP technique. The features extracted from the autoencoder were transformed into the 

various numbers of embedded components, which are listed in the left co lumn. The middle 

column indicates the mean processing t ime of a single trial corresponding to the number of 

embedded components. The mean index of separabil i ty averaged across all category pairs can 

be seen in the third co lumn. 

Overal l , applying the PCA method for dimensional i ty reduction resulted in a higher mean F1 

score and significantly shorter processing t ime compared to the UMAP technique. Therefore, 

only the PCA method was used in the subsequent experiments. 

The ability of AE features to differentiate iEEG segments into separate clusters was visually 

inspected by plotting two UMAP-transformed embedded components. The colours of the indi­

vidual data points corresponded to the original labels. An example of the visualisation of the 

embedded components from features extracted by the AE-FNUSA model is shown in Figure 14. 
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Figure 14: Visualisation of AE embedded features extracted by AE-FNUSA model reduced by UMAP 
into two dimensions. The embedded features representing physiological (green), patholog­
ical (yellow), noise (red), and powerline interference (violet) iEEG segments are coloured 
according to their original labels. 

3.2 Experiment 2 
Spec i f i c q u e s t i o n 2: " A r e se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E t ra ined u s i n g 

1-second iEEG s e g m e n t s capab le of d i s t i n g u i s h i n g be tween SOZ a n d NSOZ s e g m e n t s ? " 

Experiment 2 a imed to explore whether the AE embedded features can represent characteris­

tics of iEEG segments arising from SOZ and if they can differentiate them from NSOZ segments. 

Only pathological and physiological segments were used to ensure consistency with the real 

scenario, excluding noise. The analysis fol lowed the f ramework presented in Section 2.7. The 

PCA method was chosen to reduce dimensional i ty with the number of components correspond­

ing to 8 5 % of the explained variance. A scree plot exhibit ing the cumulat ive explained variance 

ratio respective to the number of PCA components is shown in Figure 15. 

The experiment was run ten t imes for both AE-FNUSA and AE-Mayo models. The F1 results 

of the Naive Bayes classifier obtained as the average of all experiments are shown in Table 6. 

Additionally, the interdependence between SOZ and pathology labels was evaluated using 

F1 and Cohen's kappa scores. For the Mayo dataset, the achieved F1 and Cohen's kappa 

score for the SOZ-pathology pairs was 0.45 and 0.26, respectively. For the FNUSA dataset, 
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Figure 15: The scree plot visualising the contribution of individual PCA components to the cumulative 
explained variance using the FNUSA dataset. The selected number of components for the 
following analysis equalled 17, which corresponded to 85% of the cumulative explained vari­
ance ratio. 

the F1 and Cohen's kappa scores were 0.68 and 0.48, respectively. These results indicate 

that pathological segments did not directly relate to SOZ labeling. Thus, the demonstrated 

pathological patterns do not necessari ly denote seizure-init iating brain t issue. 

Model N comp. PCA Dur. mean ± std [s] F1 mean ± std 

AE-FNUSA 17 608.7 ± 3.6 0.710 ± 0.004 

AE-Mayo 16 141.6 ± 1.3 0.720 ± 0.007 

Table 6: Index of separability between SOZ and NSOZ segments of physiological and pathological iEEG 
signals (noise not included). The mean F1 score was acquired from ten trials using PCA method 
for dimensionality reduction. 

Table 6 summar ises the averaged results of the individual trials of Experiment 2. Each row 

corresponds to the model being evaluated. The second column contains the number of embed­

ded components used for the classifier. The third column displays the mean processing t ime of 

each trial. The mean index of separabil i ty between SOZ and NSOZ segments is shown in the 

last co lumn. It can be seen that both models reached similar F1 scores; 0.71 for the AE-FNUSA 

model and 0.72 for the AE-Mayo model . 

The distribution approximated by the AE embedded features visual ised by the first two PCA 

components, and UMAP embedded components can be seen in Figure 16. 
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Figure 16: Visualisation of AE embedded components extracted by AE-FNUSA model (top four figures) 
and AE-Mayo model (bottom four figures). The distributions of SOZ and NSOZ segments 
(top row) and distributions of physiological and pathological segments (bottom row) are dis­
played as merged scatter and density plot. The AE embedded components are visualised 
using UMAP-transformed embedded components (left column) and using the first two PCA 
embedded components (right column). 
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3.3 Experiment 3 
Spec i f i c Q u e s t i o n 3: " W h a t is t he p e r f o r m a n c e of es tab l i shed b i o m a r k e r - d e r i v e d fea­

t u r e s for SOZ v s NSOZ iEEG d i s c r i m i n a t i o n in f u l l - l eng th c l i n i ca l da ta (30-120 min ) o n a) 

a g r o u p leve l ; b) a s u b j e c t - l e v e l ? " 

Experiment 3 analysed how conventional biomarkers (HFO, IS, REN) can differentiate between 

SOZ and NSOZ channels. Individual features were derived from the detection of HFO and IS 

and statistically tested. In the following sect ion, summary statistics for all tested features de­

scr ibed by the AUROC value and the p-value of the Mann-Whitney test are presented. The 

p-value is del ineated in asterisk representat ion as fol lows: one asterisk corresponds to a p-

value < 0.05; two asterisks: p < 0 .01 , three asterisks: p < 0 .001 , four asterisks: p < 0 .0001. 

Non-asterisk value in a result table means the feature showed no statistical difference. The 

a) section presents the results of testing data from all the patients combined. The b) section 

shows the feature performance evaluated in each patient separately. 

a) G r o u p level eva lua t i on 

In this sect ion, the potential of each feature to discriminate between SOZ and NSOZ chan­

nels is evaluated using AUROC and p-value. The features were tested for both institutional 

datasets together as well as separately. 

The summary of SOZ vs NSOZ testing for HFO-der ived features on a group level is pre­

sented in Tables 7 for ripples and Table 8 for fast ripples. Figure 17 visualises standardised 

boxplots of feature distr ibutions for SOZ and NSOZ channels in both HFO bands. 

• HFO - R ipp les (80-200 Hz) 

HFO - Ripples (80-200 Hz) 

Institution Count/1 Omin Mean ampli tude 

/ 1 0 min 

Event 

ampli tude 

Duration 

Combined 0.64**** 0.66**** 0.64**** 0.6**** 

FNUSA 0.67**** 0.69**** 0.69**** 0.62**** 

Mayo 0.55 0.56 0.56 0.55 

Table 7: The AUROC values and p-values (asterisk representation) of HFO features detected in ripple 
band for differentiation between SOZ and NSOZ channels. Statistical testing was performed for 
all patients together (Combined), for patients only from St. Anne's Hospital (FNUSA) and for 
patients only from Mayo Clinic (Mayo). 
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• HFO - Fast r i pp les (200-500 Hz) 

HFO - Fast ripples (200-500 Hz) 

Institution Count/1 Omin Mean ampli tude 

/ 1 0 min 

Event 

ampli tude 

Duration 

Combined 0.58**** 0 .61* * * * 0.58**** 0.6**** 

FNUSA 0.57** 0.62**** 0.59*** 0.59**** 

Mayo 0.65** 0 .61* 0.53 0.66** 

Table 8: The AUROC values and p-values (asterisk representation) of HFO features detected in fast rip­
ple band for differentiation between SOZ and NSOZ channels. Statistical testing was performed 
for all patients together (Combined), for patients only from St. Anne's Hospital (FNUSA) and for 
patients only from Mayo Clinic (Mayo). 

HFO Patients combined 

rip n/10 rip amp rip amp rip dur frip n/10 tr ip amp frip amp frip dur 
min avg/10 min min avg/10 min 

Figure 17: HFO features distributions and statistical differences between SOZ channels (orange) and 
NSOZ channels (blue) of all patients combined. The meaning of displayed features shortcuts 
is as follows; rip n/10 min: ripple count/1 Omin, rip amp avg/10 min: ripple mean amplitude 
/10 min, rip amp: ripple event amplitude, rip dur: ripple duration, frip n/10 min: fast ripple 
count/10 min, frip amp avg/10min: fast ripple mean amplitude / 10 minutes, frip amp: fast 
ripple event amplitude, frip dur: fast ripple duration. 

All individual features in the ripple and fast ripple band exceeded the AUROC value 

of 0.5. Table 7 shows that all features evaluated only for FNUSA patients reached 

higher values than Mayo patients and all patients combined. The highest AUROC 

score and statistical signif icance were observed for ripple event ampli tude and mean 

ripple ampli tude per 10/minutes. The results of the fast ripple band analysis are 

equivocal. The fast ripple ampli tude performed better on the FNUSA data, whereas 

fast ripple rate and duration dist inguished better on the Mayo dataset. The highest 

AUROC score was obtained for fast ripple duration in the Mayo dataset, which con­

versely reached the lowest score in the ripple band. Overal l , AUROC values were 
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higher evaluating patients from a single institution compared to a combinat ion of 

patients from both institutions. 

Looking at Figure 17, it can be concluded that higher values and min-max range were 

observed in SOZ channels for rate, event ampli tude, and mean ampli tude features in 

both HFO bands. On the other hand, HFO duration in both bands was slightly longer 

in NSOZ channels, and the min-max range was similar to SOZ channels. 

• In ter ic ta l s p i k e s 

Table 9 shows the group differentiation performance of the SOZ vs NSOZ channels 

of each feature related to interictal spikes. Standardised boxplots of the features' 

statistical characterist ics for the SOZ and NSOZ channels are shown in Figure 18. 

Interictal spikes 

Institution C o u n t / 

10min 

Mean 

ampli tude 

/ 1 0 min 

Event 

ampli tude 

Left 

ampl i tude 

Right 

ampli tude 

Left 

duration 

Right 

duration 

Combined 0.64**** 0.62**** 0.6**** 0.66**** 0.55* 0.5 

FNUSA 0.63**** 0.6**** 0.59*** 0.58*** 0.66**** 0.52 0.52 

Mayo 0.67*** 0.68*** 0.68*** 0 .71* * * * 0.68*** 0.58 

Table 9: The AUROC values and p-values (asterisk representation) of IS features for differentiation be­
tween SOZ and NSOZ channels. Statistical testing was performed for all patients together 
(Combined), for patients only from St. Anne's Hospital (FNUSA) and for patients only from 
Mayo Clinic (Mayo). 
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spikes spike amp event amp amp left amp right 
n/10 mln avg/10 min 

dur left dur right 

Figure 18: IS features distributions and statistical differences between SOZ channels (orange) and 
NSOZ channels (blue) of all patients combined. The meaning of displayed features short­
cuts is as follows; spikes n/10 min: spike count /10 min, spike amp avg/10 min: spike mean 
amplitude/10 min, event amp: event amplitude, amp left: left amplitude, amp right: right am­
plitude, dur left: left duration, dur right: right duration. 
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In view of institutional compar ison, all IS features achieved higher AUROC values 

on the Mayo dataset than on the FNUSA dataset and a combinat ion of both. The 

right ampli tude function achieved the highest AUROC values at both institutions. The 

right duration was the lowest performing feature in both datasets. Similar to the HFO 

features, the rate and ampli tude features corresponding to the SOZ channels exhib­

ited larger values and a broader min-max range than the NSOZ channels. Contrarily, 

duration features were nearly equivalent in both channel types. 

Relat ive e n t r o p y 

The REN values of SOZ and NSOZ channels are depicted in Figure 19. The SOZ 

channels manifested higher values and more extensive min-max range, whereas 

NSOZ REN values appeared lower and more compact . The ability to dist inguish 

between the two types of channels is shown in Table 10. It can be seen that the 

REN feature performed better on the FNUSA dataset compared to the Mayo and 

combined datasets. 

REN - Patients combined 

0.8 

0.6 

0.4 

0.2 

0.0 

- 0 . 2 

NSOZ SOZ 

Figure 19: REN statistical distribution of NSOZ 
channels (left) and SOZ channels (right). 

Institution Relative 

entropy 

Combined 0.67**** 

FNUSA 0.75**** 

Mayo 0.57 

Table 10: The AUROC values and statistical sig­
nificance of REN for discrimination 
between SOZ and NSOZ channels. 

b) Sub jec t level eva lua t i on 

This section focuses on evaluating the features of each patient separately to assess the 

potential influence of individuals on the overall statistics. In the same way as in the pre­

vious sect ion, individual feature performance was evaluated using AUROC and p-value. 

Due to the extensive content, detai led tables with results are available in the Appendix 

(Tables 18, 19,20, 21). The following part summar ises the proport ion of patients exceed­

ing AUROC of 0.7 and 0.8 for each feature in all datasets (FNUSA - 18 patients, Mayo -

15 patients). Results for the HFO features are shown in Table 11 (ripples) and Table 12 

(fast ripples). 

• HFO - R ipp les (80-200 Hz) 

The largest proport ion of patients achieving AUROC of 0.7 or higher can be ob­

served for the ripple mean ampli tude per 10 minutes (76% of all patients, 8 3 % -
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FNUSA, 6 6 % - Mayo). Consider ing an AUROC threshold of 0.8, the best-performing 

feature was the ripple rate per 10 minutes (55% of all patients, 5 6 % - FNUSA, 5 3 % 

- Mayo). The fewest patients exceeding both AUROC thresholds was observed for 

ripple duration across all datasets. 

HFO - Ripples (80-200 Hz) 

Institution Count / 10min Mean ampli tude 

/ 1 0 min 

Event 

ampli tude 

Duration 

Combined (23; 1 8 ) / 3 3 (25; 1 7 ) / 3 3 (24; 1 3 ) / 3 3 (15; 11) / 33 

FNUSA (12; 1 0 ) / 1 8 (15; 8 ) / 1 8 (13; 7 ) / 1 8 (8; 5 ) / 1 8 

Mayo ( 1 1 ; 8) / 1 5 (10; 9 ) / 1 5 ( 1 1 ; 6 ) / 1 5 (7; 6 ) / 1 5 

Table 11: Evaluation of the HFO features in the ripple band for SOZ-NSOZ discrimination task for each 
patient individually. The table represents the number of patients exceeding the AUROC value 
of 0.7 (first number in the bracket) and 0.8 (second number in the bracket); a) from all patients 
(combined), b) from St. Anne's Hospital dataset (FNUSA), and c) from Mayo Clinic dataset 
(Mayo). 

• HFO - Fast r i pp les (200-500 Hz) 

HFO - Fast ripples (200-500 Hz) 

Institution Count / 10min Mean ampli tude 

/ 1 0 min 

Event 

ampli tude 

Duration 

Combined ( 2 1 ; 1 2 ) / 3 3 (22; 1 2 ) / 3 3 (20; 1 0 ) / 3 3 (24; 1 1 ) / 3 3 

FNUSA (12; 4 ) / 1 8 (12; 4 ) / 1 8 ( 1 1 ; 4 ) / 1 8 (12; 3 ) / 1 8 

Mayo (9; 8 ) / 1 5 (10; 8 ) / 1 5 (9; 6 ) / 1 5 (12; 8 ) / 1 5 

Table 12: Evaluation of the HFO features in the fast ripple band for SOZ-NSOZ discrimination task for 
each patient individually. The table represents the number of patients exceeding the AUROC 
value of 0.7 (first number in the bracket) and 0.8 (second number in the bracket); a) from all 
patients (combined), b) from St. Anne's Hospital dataset (FNUSA), and c) from Mayo Clinic 
dataset (Mayo). 

The fast ripple duration reached AUROC value above 0.7 in the highest number of 

patients ( 72% of all patients, 6 6 % - FNUSA, 8 0 % - Mayo). However, raising the 

threshold to 0.8 significantly decreased the proport ion of patients exceeding this 

threshold to 3 3 % of all patients (17% - FNUSA, 5 3 % - Mayo). A similar trend can 

be seen for the fast ripple mean ampli tude per 10 minutes. AUROC of 0.7 was 

exceeded by 6 7 % of patients in all datasets, whi le the proport ion decreased to 3 6 % 

of all patients at the 0.8 threshold (22% - FNUSA, 5 3 % - Mayo). In both cases, a 

larger decl ine was observed in the FNUSA dataset. 
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In general , except for the HFO durat ion, the ripple features overreached the set 

threshold in more patients than the fast ripple features. 

• In ter ic ta l s p i k e s 

Table 13 summar ises the results of individual IS-related features for each patient. 

The best discriminating feature derived from IS detect ions was the right ampli tude 

overreaching AUROC of 0.7 in 6 1 % of all patients (50% FNUSA, 7 3 % - Mayo). Like­

wise, the spike rate per 10 minutes achieved over 0.7 in 6 1 % of all patients ( 72% -

FNUSA, 4 7 % Mayo). 

Interictal spikes 

Institution C o u n t / 

10min 

Mean 

ampl i­

t u d e / 1 0 

min 

Event 

ampl i ­

tude 

Left am­

plitude 

Right 

ampl i ­

tude 

Left 

duration 

Right 

duration 

Combined (20; 16) 

/ 3 3 

(16; 1 4 ) / 

33 

(16; 1 2 ) / 

33 

(16; 1 2 ) / 

33 

(20; 17) 

/ 3 3 

(15; 12) 

/ 3 3 

(19; 13) 

/ 3 3 

FNUSA (13; 9 ) / 

18 

(6; 4 ) / 

18 

(6; 3) / 

18 

(8; 6 ) / 

18 

(9; 7 ) / 

18 

(7; 5 ) / 

18 

(9; 5) / 

18 

Mayo (7; 7 ) / 

15 

(10; 1 0 ) / 

15 

(10; 9 ) / 

15 

(8; 6 ) / 

15 
( 1 1 ; 10) 

/ 1 5 

(8; 7 ) / 

15 

(10; 8 ) / 

15 

Table 13: Evaluation of the IS features for SOZ-NSOZ differentiation for each patient separately. The 
table represents the number of patients exceeding the AUROC value of 0.7 (first number in the 
bracket) and 0.8 (second number in the bracket); a) from all patients (combined), b) from St. 
Anne's Hospital dataset (FNUSA), and c) from Mayo Clinic dataset (Mayo). 

Increasing the AUROC up to 0.8 did not result in a signif icant decl ine of patients 

exceeding the threshold in any of the two features: right ampli tude ( 52% of all pa­

tients, 3 9 % - FNUSA, 6 7 % Mayo), spike rate per 10 minutes (48% of all patients, 

5 0 % - FNUSA, 4 7 % Mayo). The worst performance with a 0.7 threshold can be seen 

for the left duration feature reaching 4 5 % proport ion of all patients (39% - FNUSA, 

5 3 % - Mayo). The lowest performing features with AUROC set to 0.8 included event 

ampli tude, left ampl i tude and left durat ion, all with a proport ion of 3 6 % of all patients. 

• Re la t ive e n t r o p y 

A summary of the numbers of patients exceeding 0.7 and 0.8 AUROC values for 

relative entropy is shown in Table 14. The overall number of patients achieving above 

the 0.7 threshold was 7 3 % (83% - FNUSA, 6 0 % Mayo). For AUROC threshold of 0.8 

the proport ions reached 6 1 % for all patients ( 72% - FNUSA, 4 7 % Mayo). 
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Institution Relative entropy 

Combined (24; 20) / 3 3 

FNUSA (15; 13) / 1 8 

Mayo (9; 7 ) / 1 5 

Table 14: Summary of REN evaluation for SOZ-NSOZ discrimination for each patient separately. The 
table represents the number of patients exceeding the AUROC value of 0.7 (first number in the 
bracket) and 0.8 (second number in the bracket); a) from all patients (combined), b) from St. 
Anne's Hospital dataset (FNUSA), and c) from Mayo Clinic dataset (Mayo). 

Considering all presented biomarkers, the best overall performance for the 0.7 threshold 

was achieved for the ripple mean ampli tude per 10 minutes. For the threshold of 0.8, the 

relative entropy showed better performance compared to the rest of the biomarkers. 

3.4 Experiment 4 

Spec i f i c Q u e s t i o n 4 : " D o se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E o u t p e r f o r m 

c o n v e n t i o n a l b i o m a r k e r - d e r i v e d fea tu res in d i s c r i m i n a t i n g SOZ a n d NSOZ c h a n n e l s ? " 

The aim of Experiment 4 was to assess whether AE features can better differentiate between 

SOZ and NSOZ channels than biomarkers. Compar ison were made using classif ication perfor­

mances (F1 , AUROC, AP) between naive Bayes classifiers trained on a specif ic set of features 

(Biomarker-trained, AE-trained, AE+Biomarker- t ra ined). Classif ication was performed sepa­

rately on the FNUSA and Mayo datasets. A detai led overview of the performances of each test 

patient can be seen in Appendix (Tables 22, 23, 24). For the Biomarker-trained classifier, the 

lowest F1 score was 0 .11 , and the highest F1 score was 0.84. The min imum and max imum for 

AUROC were 0.35 and 0.85. The minimal AP was 0.44, and the maximal AP equal led 0.82. 

Similar f luctuations were also observed for the AE-trained classifier. The min-max range for F1 

score was 0-0.86, for AUROC 0.33-0.83 and for AP 0.44- 0.78. 

Table 15 shows the mean classif ication scores of leave-one-patient-out cross-val idation. For 

the FNUSA dataset, the highest mean F1 score was reached for the AE-trained classifier. 

The highest mean AUROC and AP scores were achieved with the Biomarker-trained classi­

fier. Looking at the Mayo dataset, the highest mean F1 and AUROC scores were reached using 

the merged AE+Biomarker- t ra ined classifier. The mean AP was the same for the AE-trained 

and AE+Biomarker- t ra ined classifier. 

The leave-one-out performances of AE-trained, Biomarker-trained, and merged classifiers 

were tested for statistical differences using the Wilcoxon paired test with a signif icance level of 

a = 0.05. No statistical difference was observed between any pair of classifiers in F1 score, 

AUROC or AP metric. 
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Instit. 

Biomarker-trained 

classifier 
AE-trained classifier 

AE+Biomarker- t ra ined 

classifier Instit. 

F1 

mean 

AUROC 

mean 

AP 

mean 

F1 

mean 

AUROC 

mean 

AP 

mean 

F1 

mean 

AUROC 

mean 

AP 

mean 

FNUSA 0.60 0.70 0.67 0.66 0.68 0.63 0.54 0.67 0.64 

Mayo 0.54 0.54 0.53 0.44 0.56 0.55 0.55 0.57 0.55 

Table 15: The mean F1, AUROC, and AP scores of leave-one-patient-out cross-validation. The first 
three columns show the results of the classifier trained only on Biomarkers. The middle three 
columns demonstrate the results of the classifier trained only with AE features. The last three 
columns present results of the merged classifier incorporating both AE and Biomarkers fea­
tures. The first row represents the mean scores on the FNUSA dataset. The second row 
represents mean scores on the Mayo dataset. 

The maximal performances of the three classif iers (AE-trained, Biomarker-trained, 

AE+Biomarker- trained) for each patient were aggregated to determine the SOZ vs NSOZ dis­

crimination potential in the case of selecting an optimal feature set and classifier. The average 

F 1 , AUROC, and AP scores for the best-performing classifiers achieved an increased classi­

fication score of 0.66, 0.64, and 0.60 for the Mayo dataset and 0.74, 0.75, and 0.71 for the 

FNUSA dataset. Further details are provided in the Appendix (Table 25). 
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4 Discussion and Conclusions 

Accurate localisation of brain seizure onset zone is a critical task for successful epilepsy 

surgery. However, the vast amount of data col lected within pre-operative monitor ing, which 

is manually checked by physicians, is t ime-consuming and may lead to a human error. Imple­

mentation of automated algori thms could aid the data review process. The main objective of 

this thesis was to explore the feasibility of the in-house unsupervised Conv-GRU autoencoder 

to dist inguish between SOZ and NSOZ channels in pre-surgical iEEG recordings. Four exper­

iments were conducted to answer the research quest ions stated in section 1.7. The f indings 

achieved during the experiments, the contr ibutions and limitations of this thesis are discussed 

in this sect ion. 

Spec i f i c Q u e s t i o n 1 : " A r e se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E t ra i ned u s i n g 

1-second iEEG s e g m e n t s capab le of d i s t i n g u i s h i n g be tween p h y s i o l o g i c a l , pa tho log i ca l , 

no i se a n d p o w e r l i n e in te r fe rence s e g m e n t s ? " 

The Experiment 1 examined two separate AE models for two datasets (one for each) and their 

capabil ity to differentiate one-second iEEG segments of various categories. The embedded 

features produced by the autoencoders were transformed into lower d imensions using either 

UMAP or PCA technique. The performance of the embedded features was evaluated using the 

F1 score of the Naive Bayes classifier. 

Classif ication using the UMAP method with different numbers of embedded components 

showed that a higher number of embedded components did not lead to better classif ication 

performance (Table 5). A similar t rend was observed in both models. The highest F1 score 

was achieved when reducing AE features to five embedded components (AE-FNUSA - 0.884, 

AE-Mayo - 0.914). The lowest F1 score was seen when the AE features were transformed to 

20 embedded components. Better performance was achieved when using a smaller number 

of embedded components (5 or 2) than when using a higher number of components. These 

results lead to the conclusion that a lower-dimensional feature space, which is computat ional ly 

less demanding, can be used for classif ication without signif icant performance loss. 

Figure 14 shows, the powerl ine interference was the most dist inguishable category. That 

corresponds to the uniform appearance of spectrograms derived from the iEEG segments con­

taining principally a single line emphasiz ing the dominant f requency of the interference. It is also 

in agreement with the observed F1 score, which was higher when powerl ine interference was 

present in the classif ication pair. The remaining categories exhibited certain overlaps; however, 

the overall separabil i ty appeared visually satisfactory. 
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The mean achieved F1 scores was 0.952 for the AE-FNUSA model and 0.940 for the AE-

Mayo model (Table 4) This conf i rms that in-house Conv-GRU autoencoder architecture was 

efficiently designed to separate different types of iEEG signals. 

Spec i f i c Q u e s t i o n 2 : " A r e se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E t ra i ned u s i n g 

1-second iEEG s e g m e n t s capab le of d i s t i n g u i s h i n g be tween SOZ a n d NSOZ s e g m e n t s ? " 

The AE models were investigated in terms of SOZ vs NSOZ differentiation task on one-second 

iEEG segments. As aforement ioned, only the PCA method was used for dimensional i ty reduc­

tion. 

The visualisation of the first two PCA components and UMAP components (only for visual­

isation purposes) (Fig. 16) shows lower separabil i ty between segments than in Experiment 1 

(Fig. 14). However, the two-dimensional visualisations do not account for all PCA components 

used to assess separabil i ty and are therefore only for approximate illustrative purposes. It can 

be seen that some embedded components representing SOZ segments were separable from 

embedded components belonging to the NSOZ. Compar ison of the top and bottom rows in the 

figure shows that some pathological segments corresponded to SOZ segments. Based on the 

visual assessment, the Cohen's kappa score was calculated between the SOZ and pathological 

labels to determine the label agreement. The resulting score showed differences between the 

labels, conf i rming the SOZ labels were not directly assigned to all pathological segments. 

Both models reached similar F1 scores; AE-FNUSA achieved 0.710 and AE-Mayo achieved 

0.720. These results suggest that unsupervised Conv-GRU AE has the potential to capture 

SOZ-related characterist ics from the iEEG signal. Al though the obtained results reached a 

lower F1 score than in Experiment 1, it can be assumed that a second- long t ime frame is not 

sufficiently representative for a complete characterisat ion of the SOZ. 

Spec i f i c q u e s t i o n 3: " W h a t is t he p e r f o r m a n c e of e s t a b l i s h e d b i omarke r -de r i ved fea­

t u r e s for SOZ v s NSOZ iEEG d i s c r i m i n a t i o n in f u l l - l eng th c l i n i ca l da ta (30-120 min ) o n a) 

a g r o u p leve l ; b) a s u b j e c t - l e v e l ? " 

Statistical analysis of the full- length clinical recordings was performed within Experiment 3. 

The capabil i ty to differentiate between SOZ and NSOZ was evaluated using the AUROC score 

for each biomarker (HFO, IS, REN). The evaluation was performed on the subject and group 

level. 

a) G r o u p level eva lua t i on 

All HFO-der ived features in the combined dataset (FNUSA and Mayo) showed a statistical 

difference between SOZ and NSOZ channels (Tables 7, 8). This conf i rms that HFO is a 

biomarker that can help in discriminating SOZ. The features representing the SOZ chan­

nels reached higher values compared to NSOZ channels (except for the duration feature) 

(see Fig 17). Nevertheless, the corresponding AUROC values ranging between 0.58 and 
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0.66 indicate that distinction between SOZ and NSOZ channels based on HFO feature 

values alone is insufficient. 

Moreover, variable performance was observed between the FN USA and Mayo datasets. 

For example, all r ipple-derived features achieved higher AUROC in the FNUSA dataset 

compared to the Mayo dataset. None of the features in the Mayo dataset showed sta­

tistical signif icance (Table 7). However, the relatively low number of samples (channels) 

available for statistical evaluation in the Mayo dataset could be a biasing factor (see Ap­

pendix, Table 17). 

The performance of the IS-derived features showed some similarit ies to the HFO perfor­

mance. All features, except for the right durat ion, were statistically different in SOZ and 

NSOZ channels. The higher feature values were observed in the SOZ channels (Table 9). 

With respect to statistically signif icant features, AUROC ranged from 0.55 to 0.66. Thus, 

IS features alone cannot clearly separate SOZ from NSOZ channels despite the statistical 

difference. All IS features reached a higher AUROC in the Mayo dataset when compar ing 

performance between institutions. 

A possible reason why HFO features performed better in the FNUSA dataset and IS fea­

tures in the Mayo dataset can be a different patient aetiology. Another reason might be 

a variability in the medical procedures preceding the iEEG acquisit ion between the in­

stitutes. Different electrode dimensions and brain onset locations may also be factors 

influencing this difference. Since different acquisit ion systems were used for recording in 

each institution, the col lected iEEG signals might vary in some attributes. Therefore, a 

particular detector could work better on one type of signals than on another and affect 

the features derived from the detect ions. Different recording t imes and behavioural states 

can also play a role in event detect ions. A further reason could simply be that patients in 

one institution had more events present than patients from the other institution. 

Relative entropy was the only feature est imated directly from the iEEG signal. Observed 

REN values were higher in the SOZ channels and statistically different from NSOZ chan­

nels (see Fig. 19 and Table 10). The achieved AUROC was 0.67, 0.75 and 0.57 for the 

combined, FNUSA and Mayo datasets, respectively. Looking at the performance within 

the FNUSA dataset, REN seems to be the most dist inguishing biomarker feature. How­

ever, the same cannot be concluded about the Mayo dataset with a relatively low AUROC 

and no statistical difference between SOZ and NSOZ. 

An advantage of REN is its direct calculation from the iEEG signal, so the outcome is 

independent of the event detect ions. A drawback of this feature might be its bivariate 

nature. The values est imated between two channels could be affected by the size and 

the distance of the recording electrodes. Furthermore, the values for each channel were 

calculated as an average of the adjacent electrodes and thus did not correspond exactly 

to the individual channels. 

Even though differences between SOZ and NSOZ channels were observed, the discr im-
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ination capabil i ty of the individual biomarkers did not appear to be sufficient for clinical 

use. However, it can be hypothesized that optimal utilisation of multiple biomarkers could 

result in better performance than using each biomarker-derived feature individually. 

The different performance of the features on both datasets leads to assumpt ions that 

the feature performance is rather patient-specif ic. Therefore, the biomarkers were also 

evaluated in individual patients. 

b) Sub jec t level eva lua t i on 

The AUROC score and the statistical difference for SOZ vs NSOZ discrimination were 

evaluated for each patient separately based on assumpt ions about inter-patient variability 

in feature performance (see Appendix Tables 18,19, 20, 21). 

In this sect ion, the subject-specif ic performance of individual features derived from HFO 

and IS were averaged to a single AUROC value, further referred to as mean HFO and 

mean IS. 

The individual-based approach conf i rmed differences in feature performance between all 

patients and all b iomarkers. For example, patient 6 underperformed in all biomarkers 

(mean HFO = 0.65, mean IS = 0.59, REN = 0.47). In contrast, patient 453 showed excel­

lent performance for all b iomarkers (mean HFO = 0.96, mean IS = 0.99, REN = 1). Mixed 

performance of individual biomarkers was observed in most of the patients, for instance 

in patient 40 (mean HFO = 0.64, mean IS = 0.58, REN = 0.9). 

Overal l , better performance of individual biomarkers was observed at the subject level com­

pared to the group level assessment. Therefore, a more patient-specif ic approach based on 

biomarker-derived features might be beneficial to dist inguish between SOZ and NSOZ chan­

nels. 

Spec i f i c Q u e s t i o n 4 : " D o se l f - l ea rned e m b e d d e d fea tu res ex t rac ted by A E o u t p e r f o r m 

c o n v e n t i o n a l b i o m a r k e r - d e r i v e d fea tu res in d i s c r i m i n a t i n g SOZ a n d NSOZ c h a n n e l s ? " 

AE embedded features were compared against establ ished biomarker-derived features on full-

length clinical data. Leave-one-out cross-validation was used to compare the performance of 

Naive Bayes classif iers ( F 1 , AUROC, AP) trained on a part icular set of features. The result­

ing scores for each patient were tested using paired Wilcoxon rank-sum test to evaluate the 

statistical difference between the classifier performance. 

The average score for all patients achieved better than chance classif ication performance 

(see Table 22). However, the overall ability to discriminate between SOZ and NSOZ segments 

was not ideal. To be noted, the classif ication was used for the purpose of compar ing the sets of 

features. Therefore, no optimisation was carr ied out to improve the classif ication performance. 

Large f luctuations were observed between classifier performances. In some cases, one clas­

sifier performed poorly, whi le the other classifier achieved good performance within the same 
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patient. For example, patient 60 reached an F1 score of 0.28 in the Biomarker-trained classifi­

cat ion, whereas in the AE-trained classif ication, the achieved F1 score was 0.82. Merged clas­

sifier (AE+Biomarker-trained classifier) was introduced to investigate whether a combinat ion of 

the two feature sets improves the SOZ vs NSOZ discriminability. However, simply combining of 

the features within the merged classifier did not lead to better SOZ vs NSOZ differentiation. 

The Wilcoxon rank-sum test showed no statistical difference between the performances of 

the individual classif iers. Given the performance of biomarkers that are a currently the base­

line, no statistical difference between the classif iers indicates that AE embedded features might 

have equal potential for SOZ discrimination in clinical practice. Moreover, selecting the best 

performance among the three classif iers for each patient (see Table 25 in Appendix) resulted in 

average higher scores. Therefore, it can be assumed that further optimisation of a method com­

bining unsupervised techniques and engineered biomarkers can enhance the current process 

of SOZ determinat ion. 

Several factors could affect the resulting scores in the analysis. The recorded iEEG signals 

are patient-specif ic (location of SOZ, electrode placement, type of epi lepsy), which may cause 

diverse distribution of SOZ and NSOZ data in the feature space for each patient. Therefore, 

merging data from multiple patients may lead to overlapping features representing the SOZ and 

NSOZ segments. In addit ion, the relatively low number of patients only al lowed for a small train­

ing sample size, which could cause classifier underfitt ing. The difference between the number 

of implanted electrodes in the SOZ and NSOZ channels could also play a role in the classif ica­

tion performance. 

L im i t a t i ons 

The relatively low number of subject samples is a general limitation of studies dealing with iEEG 

analysis due to the invasiveness, cost and time consumpt ion of the data acquisit ion method. 

Another problematic issue is obtaining the gold-standard labels for the SOZ and NSOZ chan­

nels. As already ment ioned, the iEEG channel designation may be biased by the subjective 

decision of a reviewer. Furthermore, it is impossible to cover the entire target brain t issue 

with the electrodes. Therefore the labelled location of the SOZ electrodes may not completely 

correspond to the anatomical region of the SOZ. 

The disadvantage of using embedded features extracted by an unsupervised autoencoder 

can be seen in the lack of physical interpretat ion. The techniques appl ied for dimensional i ty 

reduction might reduce the information carr ied in the originally extracted features. Al though en­

gineered biomarkers (HFO, IS) are interpretable in terms of electrophysiology, their successful 

utilisation depends on the designed detectors and the presence of the events during recording. 

C o n t r i b u t i o n s & Ou t l i ne 

Majority of the publ ished studies related to deep learning methods in epilepsy used scalp EEG 

datasets which do not carry information about deeper brain structures. Most authors who did 

analyse intracranial data focused on iEEG processing or seizure classif ication but did not re-
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search the differentiation of the SOZ. This thesis contr ibutes to existing knowledge by investigat­

ing the feasibility of an unsupervised deep autoencoder-based method to distinguish between 

iEEG signals recorded from the SOZ and NSOZ brain regions. 

The advantage of unsupervised methods is extracting the information from the data itself. 

Therefore, applying such methods might gain addit ional aspects of SOZ characterist ics that 

are not covered by engineered biomarkers. Even though the classif ication performance of 

AE embedded features did not reach excellent results, the est imated potential to enhance the 

clinical process of SOZ assessment was comparable to the currently establ ished methods. 

Further research is needed to develop an optimal strategy for selecting the most discriminating 

features characterising SOZ in individual patients. 

More specifically, the following points will be pursued in the fol low-up research. The algorithm 

optimally combining AE embedded features and biomarkers for separabil i ty of SOZ vs NSOZ 

will be investigated in the fol low-up work. Further endeavours will be made to deploy the algo­

rithm within a prospective study. Moreover, the algori thm will be examined on long-term iEEG 

data to explore long-term trends and their relation to the performance of the unsupervised al­

gor i thm. 

This thesis val idated that an unsupervised Conv-GRU autoencoder can be appl ied as a tool 

for sort ing iEEG segments into different categories. Furthermore, this thesis unravels the feasi­

bility of using the unsupervised Conv-GRU autoencoder for SOZ vs NSOZ iEEG discrimination 

and shows that deep autoencoder achieves similar performance as establ ished biomarkers. 

The results presented in this thesis suggest that the combinat ion of biomarker-der ived fea­

tures with AE-based features may further increase the differentiation capabil i ty for determining 

SOZ. Moreover, the f indings of this thesis indicate that a combinat ion of AE-based features and 

engineered biomarkers could lead to the development of systems for unsupervised iEEG anal­

ysis. Addit ional studies will be needed to explore the possibil it ies of using unsupervised deep-

learning-based methods together with engineered biomarkers to reinforce the clinical support 

during the SOZ evaluation process. 
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A Appendix 

Detailed information about used datasets and results of individual patients' analysis from Ex­

periment 3 and Experiment 4 are shown in this sect ion. 

Dataset FNUSA 

Patient 
ID 

Institution 

Number 
of 

recorded 
iEEG 

channels 

Number 
of SOZ 

channels 

Number 
of NSOZ 
channels 

Number 
of IZ 

channels 

Sampling 
frequency 

Signal 
duration 

[h] 

3 FNUSA 74 4 66 4 5000 0,5 
4 FNUSA 67 4 55 8 5000 
6 FNUSA 111 37 40 34 5000 0,32 
13 FNUSA 105 6 87 12 5000 0,64 
15 FNUSA 110 8 102 0 5000 0,59 
21 FNUSA 100 10 76 14 5000 0,52 
31 FNUSA 130 14 56 60 5000 0,5S 
33 FNUSA 134 8 111 15 5000 0,53 
40 FNUSA 95 12 83 0 5000 0,54 
42 FNUSA 106 13 93 0 5000 0,52 
43 FNUSA 100 7 94 0 5000 0,54 
45 FNUSA 175 13 163 0 5000 0,67 
47 FNUSA 156 6 150 0 5000 0,52 
50 FNUSA 173 2 171 0 5000 0,56 
60 FNUSA 153 2 151 0 5000 0,51 
63 FNUSA 120 3 117 0 5000 0,67 
71 FNUSA 169 9 160 0 5000 0,53 
72 FNUSA 161 4 157 0 5000 0,52 

Table 16: Overview of recorded iEEG channels collected from St Anne's University Hospital (Brno, Czech 
Republic) in patients diagnosed with drug-resistant epilepsy (DRE). All channels were manu­
ally reviewed and assessed as SOZ = seizure onset zone, NSOZ = non-seizure onset zone, 
IZ = irritative zone. 
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Dataset Mayo 

Patient 
ID 

Institution 

Number 
of 

recorded 
iEEG 

channels 

Number 
of SOZ 

channels 

Number 
of NSOZ 
channels 

Number 
of IZ 

channels 

Sampling 
frequency 

Signal 
duration 

[h] 

36 Mayo 8 4 4 0 5000 2 
69 Mayo 8 6 2 0 5000 2 

201 Mayo 6 2 4 0 5000 2 
344 Mayo 8 2 6 0 5000 1,25 
387 Mayo 12 4 8 0 5000 2 
406 Mayo 16 3 13 0 5000 2 
419 Mayo 8 4 4 0 5000 2 
421 Mayo 12 2 10 0 5000 2 
443 Mayo 8 6 2 0 5000 2 
449 Mayo 24 2 22 0 5000 2 
451 Mayo 16 4 12 0 5000 2 
453 Mayo 16 2 14 0 5000 2 
552 Mayo 12 8 4 0 5000 2 
569 Mayo 8 3 5 0 5000 2 
573 Mayo 4 3 1 0 5000 2 

Table 17: Overview of recorded iEEG channels collected from Mayo Clinic (Rochester, USA) in patients 
diagnosed with drug-resistant epilepsy (DRE). All channels were manually reviewed and as­
sessed as SOZ = seizure onset zone, NSOZ = non-seizure onset zone, IZ = irritative zone. 
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HFO - Ripples {80-200 Hz) 

ID Institution 
Ripples 

count/1 Om in 

Ripples mean 

amplitude /10 min 

Ripples 

amplitude 

Ripples 

duration 

3 fnusa 0.81* 0 . 9 2 " 0 . 9 6 " 0.7 

4 tnusa 0.81* 0.73 0.7 0.77 

6 tnusa 0.57 0 . 7 " 0 . 6 8 " 0.63 

13 tnusa 0.73 0.77* 0.74* 0.69 

15 tnusa 0.61 0.72* 0.73* 0 . 8 3 " 

21 tnusa 0.58 0.63 0.63 0.94**** 

31 tnusa 0 .88* * " 0.54 0.57 0.51 

33 fnusa 0.8** 0.74* 0.69 0 . 9 " * 

40 fnusa 0.57 0.61 0.63 0.6 

42 fnusa 0 . 9 5 " " 0 . 9 5 " " 0 . 9 5 " " 0 . 8 4 " " 

43 fnusa 0 . 9 7 " " 0 . 8 5 " 0 . 8 4 " 0.58 

45 fnusa 0.67* 0 . 7 9 " * 0 . 7 7 " 0.5 

47 fnusa 0 . 8 7 " 0.74* 0.73 0.5 

50 fnusa 0.75 0 .91 K 0.9 0.5 

60 fnusa 1* 0.86 0.74 0.76 

63 fnusa 0.66 0.91* 0.87* 0.59 

71 fnusa 0 .84 " * 0 . 8 7 " 0 .87 " * 0 . 9 2 " " 

72 fnusa 0.82* 0 . 9 4 " 0 . 9 1 " 0.59 

36 mayo 1* 0.94 0.94 0.75 

69 mayo 0.6 0.8 0.8 0.8 

201 mayo 0.75 0.88 1 0.62 

344 mayo 0.5 0.5 0.5 0.6 

387 mayo 0.93 0.93 0.79 1 

406 mayo 0.69 0.61 0.58 0.47 

419 mayo 0.88 0.62 0.75 0.69 

421 mayo 0.83 1 1 0.58 

448 mayo 0.75 0.75 0.75 0.83 

449 mayo 0.78 0.97* 1* 0.62 

451 mayo 0.64 0.48 0.73 1* 

453 mayo 1* 1* 0.96 1* 

552 mayo r<| ** 0.88 0.78 0.66 

569 mayo 1* 0.6 0.53 0.53 

573 mayo 1 1 0.67 1 

Table 18: The AUROC and p-values (asterisk representation) for SOZ-NSOZ channel differentiation of 

HFO features detected in ripple band (80-200 Hz), evaluated within Experiment 3 for each 

patient separately. 
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HFO - Fast r ipples (200-500 Hz) 
ID Institution Fast ripples Fast ripples mean Fast ripples Fast ripples 

count'10min amplitude /10 min amplitude duration 

3 fnusa 0.7 0.61 0.52 0.76 
4 fnusa 0.76 0 . 9 1 " 0.74 
6 fnusa 0.58 0.64* 0 . 7 1 " 0 . 7 1 " 
13 fnusa 0 .93"* 0.87** 0.8* 0.77* 
15 fnusa 0.74* 0.64 0.65 0 . 3 1 " 
21 fnusa 0.71* 0 . 7 9 " 0.73* 0 . 7 9 " 
31 fnusa 0.33* 0.67* 0.69* 0 .79*" 

33 fnusa 0.71 0.75* 0.68 0.68 
40 fnusa 0.67 0 .75 " 0 . 7 4 " 0.56 
42 fnusa 0.55 0.93**** 0.92"** 0 . 8 4 " " 
43 fnusa 0.72 0.57 0.6 0.64 

45 fnusa 0.5 0.44 0.56 0.55 
47 fnusa 0.71 0.74* 0.74* 0 . 8 3 " 
50 fnusa 0.63 0.72 0.75 0.71 
60 fnusa 0.95* 0.87 0.65 0.75 

63 fnusa 0.73 0.79 0.77 0.69 
71 fnusa 0.99**** 0.95**** 0 .95*"* 0.75* 
72 fnusa 0.78 0.72 0.74 0.63 
36 mayo 1* 0.81 0.75 1* 
69 mayo 0.9 1 1 0.6 
201 mayo 0.62 1 1 0.88 
344 mayo 0.6 0.6 0.6 0.8 
387 mayo 0.79 1 0.36 0.79 
406 mayo 0.61 0.78 0.72 0.5 

419 mayo 0.56 0.56 0.62 0.75 
421 mayo 0.92 0.83 0.83 1 
448 mayo 0.83 0.67 0.5 1 
449 mayo 0.94 0.75 0.84 0.94 
451 mayo 0.85 0.61 0.76 0.91* 
453 mayo 0.85 1* 0.96 0.88 
552 mayo 0.69 0.91* 0.53 0.72 
569 mayo 0.6 0.53 0.6 0.73 

573 mayo 1 1 1 0.67 

Table 19: The AUROC and p-values (asterisk representation) for SOZ-NSOZ channel differentiation of 
HFO features detected in fast ripple band (200-500 Hz), evaluated within Experiment 3 for 
each patient separately. 
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Interictal spikes 

ID Institution Spikes 

count / 

10 min 

Spike 

mean 

ampli tude 

/ 1 0 min 

Event 

ampli tude 

Left 

ampli tude 

Right 

ampli tude 

Left 

duration 

Right 

duration 

3 fnusa 0.73 0.54 0.54 0.74 0.55 0.63 0.71 

4 fnusa 0.78 0.84* 0.84* 0.67 0 9 " 0.52 0.5 

6 fnusa 0.48 0 . 6 6 " 0.62* 0 . 6 6 " 0.53 0.65* 0.51 

13 fnusa 0 . 9 " 0.56 0.67 0 . 8 6 " 0 6 4 0 . 8 8 " 0.92*** 

15 fnusa 0 . 9 7 " " 0.74* 0.72* 0 . 8 8 " * 0 . 9 6 * * " 0.95**** 0.85*** 

21 fnusa 0 . 8 4 " * 0 . 9 2 * * " 0 . 9 1 * * " 0.86*** 0.85*** 0.65 0.54 

31 fnusa 0 . 9 4 " " 0.59 0.49 0.63 0 . 8 3 " " 0.67* 0.63 

33 fnusa 0.57 0.64 0.58 0.52 0.5 0.57 0.55 

40 fnusa 0.59 0.6 0.6 0.7* 0 5 4 0.48 0.58 

42 fnusa 0 . 8 1 " * 0.83*** 0.83*** 0 9 9 * * " 0 . 7 2 " 0 . 7 3 " 0.99**** 

43 fnusa 0 . 9 " * 0 . 8 " 0.76* 0 . 8 3 " 0 . 8 6 " 0.43 0.79* 

45 fnusa 0.6 0 .65 0.66 0.6 0.65 0.56 0.47 

47 fnusa 0 . 9 7 " * * 0.66 0.63 0.66 0 . 8 4 " 0 . 8 7 " 0.73 

50 fnusa 0.78 0.73 0.75 0.65 0.58 0.67 0.47 

60 fnusa 0.59 0.5 0.51 0.94* 0.51 0.89 0.82 

63 fnusa 0.71 0.58 0.58 0.4 0.62 0.7 0.66 

71 fnusa 0 . 9 6 " " 0.63 0.67 0.59 0 . 8 1 " 0.64 0.73* 

72 fnusa 0 . 9 3 " 0 .66 0.63 0.66 0 7 4 0 . 9 1 " 0 . 9 3 " 

36 mayo 0.62 0.56 0.56 0.62 1* 1* 0.81 

69 mayo 1 0.83 0.83 0.5 0.92 0.58 0.58 

201 mayo 0.62 1 1 0.75 0.88 0.75 0.75 

344 mayo 0.8 0.9 0.7 1 1 1 1 

387 mayo 0.59 0.59 0.66 0.59 0.53 0.5 0.62 

406 mayo 0.97* 1 * 1* 1* 0 9 4 * 0.86 0.86 

419 mayo 0.69 0.62 0.69 0.69 0.81 0.88 0.69 

421 mayo 1 0.92 1 1 0.67 1 1 

448 mayo 0.96 1 1 0.5 1 0.58 0.5 

449 mayo 0.57 0.91 0.89 0.52 0.45 0.64 0.84 

451 mayo 0.58 0.52 0.48 0.7 0.7 0.88 0.55 

453 mayo 0.96 1* 1* 1* 1* 0.96 1* 

552 mayo 0.97* 0.97* 0.84 0 .91 * 0.59 0.72 

569 mayo 0.6 0.47 0.47 0.67 0.67 0.6 0.87 

573 mayo 0 .67 1 1 1 1 0 .67 1 

Table 20 : The AUROC and p-values (asterisk representation) for SOZ-NSOZ channel differentiation of 
IS features evaluated within Experiment 3 for each patient separately. 

57 



Re la t i ve E n t r o p y 

ID Insti tut ion REN 

3 fnusa 0 .83 s 

4 fnusa 0 . 9 3 " 

6 fnusa 0.47 

13 fnusa 0 . 8 7 " 

15 fnusa 0 . 9 9 " * * 

21 fnusa 0 . 8 9 " * * 

31 fnusa 0 . 8 6 " * * 

33 fnusa 0 . 9 4 " * * 

40 fnusa 0 . 9 " * * 

42 fnusa 0.56 

43 fnusa 0.76* 

45 fnusa 0 . 7 9 " * 

47 fnusa 0 . 9 9 " * * 

50 fnusa 0.84 

60 fnusa r 

63 fnusa 0 . 9 9 " 

71 fnusa 0 . 9 5 " * * 

72 fnusa 0.69 

36 mayo 1 * 

69 mayo 0.67 

201 mayo 0.75 

344 mayo 0.6 

387 mayo 0.75 

406 mayo 0.82 

4 1 9 mayo 0.81 

421 mayo 0.67 

4 4 8 mayo 0.33 

4 4 9 mayo 0.82 

451 mayo 0.52 

4 5 3 mayo 1 * 

552 mayo 0.5 

569 mayo 0.87 

573 mayo 1 

Table 2 1 : The AUROC and p-values (asterisk representation) for SOZ-NSOZ channel differentiation of 
relative entropy evaluated within Experiment 3 for each patient separately. 
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AE scores - FN USA 
Left-out 

patient ID 
F1 AUROC AP 

3 0.63 0.61 0.56 
4 0.72 0.62 0.57 
6 0.58 0.52 0.51 
13 0.47 0.57 0.54 
15 0.68 0.7 0.65 
21 0.83 0.8 0.72 
31 0.37 0.6 0.58 
33 0.39 0.55 0.53 
40 0.54 0.64 0 6 
42 0.75 0.73 0.66 
43 0.75 0.79 0.78 
45 0.68 0.66 0 6 
47 0.78 0.71 0.63 
50 0.65 0.73 0.71 
60 0.82 0.82 0.75 
63 0.66 0.66 0.61 
71 0.71 0.69 0.62 
72 0.82 0.78 0.69 

Mean 0.66 0.68 0.63 

AE scores - Mayo 
Left-out 

patient ID 
F1 AUROC AP 

36 0.76 0.78 0.74 
69 07 0.72 0.66 
201 0.7 0.65 0.59 
344 0 0.47 05 
387 0.24 0.57 0.57 
406 0.33 0.33 0.44 
419 0.6 0.48 0.49 
421 0.86 0.83 0.75 
448 0 0.5 05 
449 0.51 0 44 0.47 
451 0 0.5 05 
453 0.72 0.64 0.58 
552 0.67 0.51 05 
569 0 0.49 05 
573 0.52 0.44 0.47 

Mean 0.44 0.56 0.55 

Table 22: The F1, AUROC, and AP performances from leave-one-patient-out cross-validation performed 
within Experiment 4 on the FNUSA dataset (left tale) and on the Mayo dataset (right table) of 
the AE-trained classifier. 
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Biomarkers scores - FN USA 
Left-out 

patient ID 
F1 AUROC AP 

3 0.69 073 0.69 
4 0.79 0.8 0.75 
6 0.24 0.54 0.52 
13 0.11 0 51 0.51 
15 0.55 0.63 0.59 
21 0.82 0.84 0 8 
31 0.75 0.79 0.76 
33 0.73 078 0.77 
40 0.69 071 0.66 
42 0.44 0.61 0.59 
43 0.66 071 0.67 
45 0.49 0.62 0.59 
47 0.84 0.85 0.82 
50 0.47 0.62 0.59 
60 0.27 0.54 0.53 
63 0.79 0.8 0.75 
71 0.84 0.85 0.81 
72 0.61 068 0.64 

Mean 0.60 0.70 0.67 

Biomarkers scores - Mayo 
Left-out 

patient ID 
F1 AUROC AP 

36 0.63 0.58 0.54 
69 0.63 0.51 0 5 
201 0.43 0.39 0.45 
344 0.8 0.74 0.66 
387 0.33 0.53 0.52 
406 0.69 0.56 0.53 
419 0.64 0.64 0.59 
421 0.39 0.35 0.44 
448 0.58 0.55 0.53 
449 0.07 0.43 0.49 
451 0.62 0.46 0.48 
453 0.64 0.62 0.57 
552 0.74 0.75 0.69 
569 0.67 0.5 0 5 
573 0.23 0.48 0.49 

Mean 0.54 0.54 0.53 

Table 23: The F1, AUROC, and AP performances from leave-one-patient-out cross-validation performed 
within Experiment 4 on the FNUSA dataset (left tale) and on the Mayo dataset (right table) of 
the Biomarker-trained classifier. 
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AE + Biomarkers scores - FNUSA 
Left-out 

patient ID 
F1 AUROC AP 

3 0.72 0.74 0.69 
4 0.78 0.76 0.69 
6 0.2 0.49 0.49 
13 0 1 0.49 0 5 
15 0.39 0.56 0.53 
21 0.85 0.86 0.83 
31 0.78 0.79 0.74 
33 0.53 0.66 0.64 
40 0.67 0.72 0.68 
42 0.18 0.44 0.48 
43 0.62 0.69 0.65 
45 0.63 0.68 0.64 
47 0.71 0.75 0.71 
50 0 0.49 0 5 
60 0.28 0.56 0.55 
63 0.73 0.76 0.71 
71 0.73 0.77 0.74 
72 0.74 0.77 0.73 

Mean 0.54 0.67 0.64 

AE + Biomarkers scores - Mayo 
Left-out 

patient ID 
F1 AUROC AP 

36 0 6 0.58 0.55 
69 0.64 0.55 0.53 

201 0.54 0.41 0.46 
344 0.79 0.79 0.72 
387 0.38 0.6 0.58 
406 0.65 0.63 0.58 
419 0.63 0.62 0.58 
421 0.27 0.5 0 5 
448 0.33 0.42 0.47 
449 0.26 0.49 0 5 
451 0.58 0.43 0.47 
453 0.63 0.62 0.57 
552 0.77 0.76 0.69 
569 0.65 0.49 0 5 
573 0.47 0.59 0.56 

Mean 0.55 0.57 0.55 

Table 24: The F1, AUROC, and AP performances from leave-one-patient-out cross-validation performed 
within Experiment 4 on the FNUSA dataset (left tale) and on the Mayo dataset (right table) of 
the AE+Biomarker-trained classifier. 
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The maximal performance per patient 
FNUSA 

Left-out 
patient ID 

F1 AUROC AP 

3 0.72 0.74 069 
4 0.79 0.8 075 
6 0.58 0.54 0.52 
13 0.47 0.57 0.54 
15 0.68 0.7 065 
21 0.85 0.86 083 
31 0.78 0.79 076 
33 0.73 0.78 077 
40 0.69 0.72 068 
42 0.75 0.73 066 
43 0.75 0.79 078 
45 0.68 0.68 0.64 
47 0.84 0.85 0.82 
50 0.65 0.73 071 
60 0.82 0.82 075 
63 0.79 0.8 075 
71 0.84 0.85 081 
72 0.82 0.78 0.73 

Mean 0.74 0.75 0.71 

The maximal performance per patient 
Mayo 

Left-out 
patient ID 

F1 AUROC AP 

36 0.76 0.78 0.74 
69 0.70 0.72 0.66 
201 0.70 0.65 0.59 
344 0.80 079 0.72 
387 0.38 0.60 0.58 
406 0.69 0.63 0.58 
419 0.64 0.64 0.59 
421 0.86 0.83 0.75 
448 0.58 0.55 0.53 
449 0.51 0.49 0.50 
451 0.62 0.50 0.50 
453 0.72 0.64 0.58 
552 0.77 0.76 0.69 
569 0.67 0.50 0.50 
573 0.52 0.59 0.56 

Mean 0.66 D.64 D.60 

Table 25: The maximal F1, AUROC, and AP performances from the three classifiers (AE-trained, 
Biomarkers-trained, AE+Biomarker-trained) evaluated within Experiment 4 for each patient 
from the FNUSA dataset (left table) and from the Mayo dataset (right table). 
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