
 
 

 

 

 

BRNO UNIVERSITY OF TECHNOLOGY 

VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 

 

 

FACULTY OF ELECTRICAL ENGINEERING AND 
COMMUNICATION 

FAKULTA ELEKTROTECHNIKY 
A KOMUNIKAČNÍCH TECHNOLOGIÍ 
 

 

DEPARTMENT OF RADIO ELECTRONICS 

ÚSTAV RADIOELEKTRONIKY 

 

 

 

 

 

 

INTERFERENCE OPTIMIZATION IN CELLULAR 
COMMUNICATION SYSTEMS 

OPTIMALIZACE INTERFERENCÍ V CELULÁRNÍCH KOMUNIKAČNÍCH SYSTÉMECH 

 

 

 

DOCTORAL THESIS TOPIC 

POJEDNÁNÍ 
 

AUTHOR 

AUTOR PRÁCE 

 

Edward Kassem 

SUPERVISOR 

ŠKOLITEL 

 

Ing. Jiří Blumenstein, Ph.D. 

BRNO 2018 
  



ABSTRACT
This thesis is divided into six chapters. The first chapter clarifies the differences between
uplink layers of LTE and LTE Advanced systems. It investigates the channel character-
istics of device to device (D2D) communication underlaying LTE Advanced network and
provides the main key mechanisms of interference management. The structure of Soft-
ware Defined Radio platform which can be used in channel sounding is also presented.
The second chapter evaluates and compares both LTE and LTE Advanced uplink layer
performances. Therefore, the structure of previously described LTE Advanced trans-
mitter and receiver with all signal processing stages are implemented in MATLAB. The
generated signals of both above mentioned systems are transmitted over different In-
ternational Telecommunication Union channels. Different channel estimation and signal
detection techniques to recover the transmitted signal are used. The results are presented
in terms of bit error rate and throughput performance curves. The third chapter suggests
fractional frequency reuse with three power levels technique as an interference mitigation
method. The normalized capacity densities of the cells and their regions with three cases
of user distribution inside the cells are considered. The correlation between the overall
capacity and the radius of each region is presented. The achieved results of the pro-
posed scheme are compared with traditional frequency reuse (Reuse-3) technique. The
fourth chapter provides a research about another method of interference mitigation. The
verification of cooperative spectrum sensing methods using four different real channel
conditions is conducted. Indoor-indoor, indoor–outdoor, outdoor-indoor, and outdoor-
outdoor environments are taken into consideration. The defined system is tested using
the Universal Software Radio Peripheral devices. Two types of detectors; the energy
detector and the Kolmogorov Smirnov statistical detector have been implemented at the
receiver for signal sensing evaluation. One of the main requirements of D2D communi-
cation is a good channel impulse response characteristics knowledge. Therefore, the fifth
chapter presents the proposed frequency domain Zadoff-Chu sounding as an alternative
technique of channel sounding. Using the proposed method, the basic channel character-
istics like RMS delay spread, mean excess delay, path-loss and coherence bandwidth are
extracted in (20x) shorter time period compared to the continuous wave method. The
channel characteristics of an outdoor long range static channel campaign for both ultra-
high and super high frequency bands with co-polarized horizontal and vertical antenna
configurations are also investigated. The sixth chapter concludes the thesis.
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INTRODUCTION
Digital communication systems are becoming increasingly attractive because of high
speed data transmission. Moreover, future wireless systems, especially mobile com-
munication systems are expected to support efficient transmission and provide high
throughput. Long-Term Evolution (LTE) Advanced or 3rd Generation Partnership
Project (3GPP) LTE Release 10 standard [1, 2] consists of various developed radio
access technologies supporting advanced services.

LTE has been designed to support only packet switched services, in contrast
to the circuit-switched model of previous cellular systems. Specifically, data rate
requirements have been increased. In order to support advanced services and appli-
cations, 100 Mbps for high and 1 Gbps for low mobility scenarios must be imple-
mented [3, 4]. In September 2009, 3GPP Partners made a formal submission to the
International Telecommunication Union (ITU) proposing that LTE Release 10 and
beyond (LTE advanced) should be evaluated as a candidate for International Mo-
bile Telecommunications (IMT)-Advanced [3]. This release provides best-in-class
performance attributes such as peak and sustained data rates and corresponding
spectral efficiencies, capacity, latency, overall network complexity and quality of
service (QoS) management. One of the major advantages of LTE Advanced is its
backward compatibility[3], that means, LTE devices can work in LTE Advanced and
LTE Advanced devices can operate in LTE as well.

Furthermore, it supports Multiple Input Multiple Output (MIMO) [5] to im-
prove the performance of the LTE system [6], spectral efficiency and data through-
put. MIMO defines multiple antennas on the receiver (RX) and transmitter (TX),
which are used to: utilize the multipath effects, reduce interference and lead to high
throughput. Multipath occurs when different signals arrive at the receiver at various
time intervals. MIMO transmits data in multiple unique parts in the same radio
channel at the same time. The receiving ends use an algorithm or employ special
signal processing to receive the signal that was originally transmitted. This and
other techniques are included in the LTE Release 10 specifications [7].

One of the most promising methods of communication is D2D communication
[8]. D2D communication gives different devices the ability to create a direct wireless
link between them. Realization of D2D communication is a step forward to reduce
the communication delay and increase the network capacity [9]. Both the unlicensed
and licensed spectrum can be occupied by D2D users. Therefore, two types of bands
are implemented for D2D communication. In outband, D2D does not share the fre-
quencies with a cellular network. This type of communication has an advantage
of interference absence between the D2D users and cellular users. However, D2D
users should have two interfaces in order to support cellular communication simul-
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taneously with D2D communication. Inband D2D operates on a licensed cellular
spectrum. The operating inband is divided into underlay D2D communication where
both the cellular and D2D user share the same frequencies and overlay when each
of the above mentioned kind of users has its own dedicated frequency band.

This study will conduct underlay D2D communication as it is a more spectrum
efficient method. The main focus of D2D communication underlaying cellular net-
works is ensuring minimum interference between these two technologies. There are
several key mechanisms for mitigating interference among the cellular and D2D
communication users. Some of these mechanisms are mode selection, distributed
resource allocation, power control, and cooperative communication. Channel mea-
surements are also an important factor in order to achieve high capacity and through-
put in any communication system. These measurements should be accurate and fast
enough in order to support not only stationary devices but mainly mobile ones. The
receiver measurements should obtain full band channel information by integrating
the sounding sequences over time and frequency, and applying advanced methods of
channel estimation, equalization, demodulation and decoding.

This dissertation is divided into several chapters. The first chapter introduces
the basic principles in the design of LTE Advanced and compares it with the previ-
ous LTE system. Communication systems including a TX and RX are presented. It
is followed by frame structure differences. The evolution of LTE to LTE Advanced
and the corresponding changes in the uplink reference signals are described. An
overview about D2D communication and various kinds of interference mitigation
are explained. Software Defined Radio (SDR) including the hardware and software
are presented. The purpose of the first chapter is to provide a brief description of
the techniques and equipment that will be used in this dissertation. The second
chapter gives an overview of the different radio channels. It also presents the dif-
ferent channel estimation and signal detection techniques which can be used in the
LTE Advanced system. Then the basic structure of the uplink demodulation refer-
ence signals (DMRSs) in LTE and LTE Advanced are depicted. After presenting a
complete picture of the LTE and LTE Advanced system (TX, channel, RX, channel
estimation, signal detection techniques and the reference signal which can be used
in this process), the modified version of the Vienna LTE uplink level MATLAB code
simulator is depicted. The performance results of the LTE Advanced system are pre-
sented and compared with the achieved results in LTE. The third chapter describes
the interference management method in the LTE Advanced system. This study can
be considered as the first step for an underlaying D2D communication realization.
Fractional Frequency Reuse (FFR) with Three Power Levels is studied and suggested
as a suitable method for the LTE Advanced system. Capacity results of Fractional
Frequency Reuse with Three Power Levels will be presented and discussed. D2D
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communication is one of the features of LTE Advanced technology. Cognitive Ra-
dio is a topic which has attracted lots of interest from researchers recently; it is a
promising technology that could play a strong role in future communication systems.
The results of Cooperative Spectrum Sensing for D2D communication are depicted
in the fourth chapter. The measurements are done for different signals using the
LTE Advanced spectrum. Finally the fifth chapter presents the proposed method
of channel sounding for D2D communication. This method is compared with a fre-
quency sounding method. The proposed method is tested using different indoor
real channels. The proposed method provides quicker and more efficient channel
measurements which can be used in D2D time-varying channels. The channel mea-
surement campaign of outdoor long-range environments and the sounder systems
for ultra high frequency (UHF) and super high frequency (SHF) bands is also de-
scribed. The channel measurement results are captured for line of sight (LOS) and
non-line of sight (NLOS) outdoor environments with different polarization combi-
nations. Based on channel measurement results, the root-mean-square (RMS) delay
spread, the path loss, the channel frequency response (CFR) variation, and the
coherence bandwidth are analyzed. Chapter six concludes the dissertation.
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AIMS OF THE THESIS
The dissertation describes the physical layer of LTE Advanced and D2D communi-
cation suitability. As mentioned above, D2D communication is promising technol-
ogy which can be used for capacity and throughput increment of cellular networks.
However, implementation of D2D communication into LTE Advanced systems causes
huge interference. In order to mitigate interference, more improved methods of chan-
nel measuring and interference cancellation should be proposed. Therefore, several
researches are conducted. The results could be summarized as:

• LTE Advanced uplink link level evaluation. In order to perform the evaluation,
several modifications are applied on both the TX and RX of previously devel-
oped LTE systems. Moreover, the modifications include two extra processes:
layer mapping and precoding. In addition, MIMO technology with various
system settings is involved. The demodulation reference signal is also gener-
ated and employed. The effects of these modifications and its dependency on
bit error rate (BER) and throughput are explored. All these modifications
considerably improved LTE Advanced performance in the case of BER and
throughput values. The motivation of this part was to implement an uplink
layer of the LTE Advanced system which could be used for testing in further
researches.

• FFR with three power levels method is suggested to be used as a co-channel
interference (CCI) coordination and avoidance method. It implements mul-
tiple power levels and uses the whole available bandwidth in each cell. The
optimized capacity densities of the cells and their regions are evaluated. Three
different cases of user distribution, uniform, and non-uniform (non-uniform dis-
tributions with clustering to the BS and the edge of the cell), are considered.
This study was conducted in order to suggest new methods of interference
cancellation which can be used in future D2D communication.

• Interference mitigation using the cooperative spectrum sensing method is also
evaluated. This system is built to insure the effectiveness of using cooperative
sensing approach in D2D communication. One transmitter and two receivers
are implemented. Two types of detectors, the energy detector (ED) and the
Kolmogorov Smirnov (KS) based statistical detector, have been scripted at the
receivers for the signal sensing evaluation. This model allows different signals
to be transmitted. The signals are processed using Universal Software Radio
Peripheral (USRP) devices to insure the effectiveness of the model in a real
channel environment.

• Frequency domain Zadoff-Chu sounding technique is proposed. It depends on
the most important sequence (Zadoff-Chu) as a part of the uplink layer of
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LTE Advanced systems. The proposed technique can be used for both indoor
and outdoor channel measurements. The carrier frequency of the transmitted
Zadoff-Chu sequence is swept across the whole measured bandwidth. This
approach can be considered as an improved way of channel sounding in vehicle
channels for D2D communication. The proposed method provides quicker and
more efficient channel measurements. The technique is tested using different
real channel conditions between the TX and RX (LOS, NLOS). RMS delay
spread, mean excess delay, coherence bandwidth and path loss are extracted
for a real channel environment.

• The ability of deploying D2D communication underlay 5G network in the
wideband long-range static channel for both UHF and SHF bands, as a part
of fifth generation (5G) New Radio (NR) frequency band allocation, is tested.
Both LOS microcell and NLOS macrocell measurements are involved. For a
microcell LOS environment (with 315 m distance), the CFR variation, path
loss, and RMS delay spread distribution in the case of vertical and horizontal
polarizations for both 1.3 GHz and 5.8 GHz center frequencies are provided.
In the case of macrocell NLOS environments (with 2.089, 4.11, and 5.429 km
distances), in addition to all previous mentioned parameters, distance depen-
dence of the path loss and the RMS delay spread are analyzed. RMS delay
spread dependence of the coherence bandwidth is also investigated

By considering all of the above mentioned points, the dissertation covers the key
mechanisms of D2D communications underlay LTE Advanced network functionality
and provides several proposed methods to improve D2D performance. These mech-
anisms are interference cancellation, cooperative communications, accurate and fast
channel estimation.
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CHAPTER 1. THEORETICAL BACKGROUND

1 THEORETICAL BACKGROUND
This chapter is divided into three sections. The first section gives an overview
about uplink layers of LTE and LTE Advanced systems. This is helpful in further
LTE Advanced system implementation and its channel sounding. The second one
describes D2D communication and the main key mechanisms that makes it work in
cooperation with LTE advanced. The last section defines the structure of the SDR
systems and describes the one that will be used in this research.

1.1 LTE and LTE Advanced Uplink Layer
The 3GPP LTE Standard Release 10 [2], commonly named as LTE advanced, is
the next major milestone in LTE Release 8 [10] evolution. In this chapter, LTE
and LTE Advanced system structures, followed by the frame structure overview,
are presented. Furthermore, the difference between the generations of demodulation
reference signals in both previous mentioned systems are described.

1.1.1 LTE and LTE Advanced System Structures

This section concentrates on the Physical Uplink Shared Channel (PUSCH). This
channel carries user data. It optionally supports three types of modulation: QPSK,
16QAM and 64QAM [10]. Information bits are firstly generated, then cyclic redun-
dancy check (CRC) bits are calculated and attached to it. After that the output
block is segmented to the code blocks, then channel-coded with a turbo code with a
rate of 1/3, before being adapted by a rate matching process for a final suitable code
rate. Then it sequentially concatenated the rate matching outputs for the different
code blocks and multiplexed with control information. Afterwards, one stream of in-
formation data is generated using the channel intervaler. Note that only one stream
in the LTE uplink transmitter can be generated. This stream is called codeword.
After this process, the bits deal with the following blocks: scrambling, modulation
mapping, Discrete Fourier transform (DFT) spreading, sub-carrier mapping and
Frequency Division Multiplexing Access (OFDMA).

There are several differences between the two LTE releases 10 and 8, which are
shown in Fig. 1.1 [11]. The blue blocks depict the physical uplink shared channel
process for the LTE transmitter, whereas the LTE Advanced transmitter is de-
scribed by the whole diagram. The LTE Advanced transmitter can generate up to
two different codewords instead of one generated by LTE. This evolution provides
best-in-class performance attributes such as peak and sustained data rates and cor-
responding spectral efficiencies, capacity, and QoS management. These codewords
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Fig. 1.1: LTE Advanced system model. Source: author [11].

can be mapped to a maximum of four layers, depending on the configuration of the
layer mapper block. This process guarantees MIMO properties for uplink layers of
the LTE Advanced system. Precoding of the complex-valued symbols can also be
used in LTE advanced.
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Fig. 1.2: Description of the function of the layer mapper. Source: author [11].

Layer Mapper : The main function of the layer mapper is to divide data
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streams into several transmission layers (up to four layers) as shown in Fig. 1.2
[11]. 𝑀

(𝑙𝑎𝑦𝑒𝑟)
𝑠𝑦𝑚𝑏 is the number of modulated symbols in the corresponding layer and

𝑀
(𝑙𝑎𝑦𝑒𝑟)
𝑠𝑦𝑚𝑏 = 𝑀

(0)
𝑠𝑦𝑚𝑏/2 = 𝑀

(1)
𝑠𝑦𝑚𝑏/2; 𝑑(0)(𝑖) and 𝑑(1)(𝑖) are the sequence symbols in code-

word 0 and codeword 1, respectively. The function of the layer mapper is described
in Eq. 1.1.

𝑥(0)(𝑖) = 𝑑(0)(2𝑖)
𝑥(1)(𝑖) = 𝑑(0)(2𝑖 + 1)
𝑥(2)(𝑖) = 𝑑(1)(2𝑖)
𝑥(3)(𝑖) = 𝑑(1)(2𝑖 + 1)

(1.1)

Precoding [12] usually takes place after the layer mapping stage and its struc-
ture for the uplink antenna is very similar to downlink non-codebook based pre-
coding. The maximum setting of uplink antenna precoding supports transmission
using up to four antenna ports and deals with spatial multiplexing with up to four
layers. Note that spatial multiplexing supports 𝑃 = 2 or 𝑃 = 4 antenna ports and
defined in Eq. 1.2, where 𝑦(0)(𝑖), ..., 𝑦(𝜐−1)(𝑖) are the sequences of the data symbols
in corresponding 𝜐 layers after transform the precoder; 𝑧(0)(𝑖), ..., 𝑧(𝑃 −1)(𝑖) are the
sequences of the data symbols in 𝑃 ports. Precoding in the physical uplink shared
channel has a maximum of four different states of input and four different states
of output, so the precoding matrix 𝑊 of size 𝑃x𝜐 is given by one of the entries in
Tables 5.3.3𝐴.2 [2]. ⎡⎢⎢⎢⎢⎢⎣

𝑧(0)(𝑖)
.

.

𝑧(𝑃 −1)(𝑖)

⎤⎥⎥⎥⎥⎥⎦ = 𝑊

⎡⎢⎢⎢⎢⎢⎣
𝑦(0)(𝑖)

.

.

𝑦(𝜐−1)(𝑖)

⎤⎥⎥⎥⎥⎥⎦ (1.2)

In order to retrieve the transmitted signal in the receiver, the transmitter inserts
occasional reference symbols into the data stream, which have a pre-defined am-
plitude and phase. This operation happens in the resource elements mapper block
after generating and precoding the reference signal.

Single-carrier Frequency Division Multiple Access (SC-FDMA): [13]:
SC-FDMA is the best solution for the LTE Advanced uplink due to the importance
of the low cubic metric and corresponding high power-amplifier efficiency. These are
very important properties for user equipment because of battery constraints as well
as demanding construction of sufficiently linear power amplifiers.

1.1.2 Frame Structure Overview

The radio frames in both LTE and LTE Advanced have the same structure. In the
time domain, it is 10 ms long and consists of 10 subframes of length 1 ms, and each
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subframe contains two slots. Each slot has a 0.5 ms duration and consists of seven or
six of OFDMA symbols corresponding to a normal or extended cyclic prefix. Both
normal and extended cyclic prefixes are described in Tab. 1.1.
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Fig. 1.3: Frame structure in time and frequency domain [2].

In the frequency domain, according to the used bandwidth, radio frame consists
of number of subcarriers. The group of 12 subcarriers in each slot is called resource
block. The smallest element is called resource element. The length of the resource
element is one symbol in the time domain and one subcarrier in the frequency
domain. The subcarrier spacing between two consecutive subcarriers is △𝑓 = 15 kHz
or △𝑓 = 7.5 kHz depends on the parameter in OFDMA signal generation. LTE
Advanced (Release 10) define six bandwidths (1.4, 3, 5, 10, 15, 20 MHz) which are
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Tab. 1.1: Normal and extended cyclic prefix.

Configuration Cyclic prefix length 𝑁𝐶𝑃,𝑙

Normal cyclic prefix △𝑓 = 15𝑘𝐻𝑧 160 for 𝑙 = 0
144 for 𝑙 = 1, 2, ..., 6

Extended cyclic prefix △𝑓 = 15𝑘𝐻𝑧 512 for 𝑙 = 0, 1, 2, ..., 5
Extended cyclic prefix △𝑓 = 7.5𝑘𝐻𝑧 1024 for 𝑙 = 0, 1, 2

corresponding to the following number of resource blocks (6, 15, 26, 50, 75, 100).
The whole structure of the radio frame is shown in Fig. 1.3

1.1.3 Demodulation Reference Signal

In this section, the basic structure of the uplink DMRS [10] in LTE is described.
Then the additional properties are added to fit LTE Advanced requirements. The
exact position of the single PUSCH DMRS symbols in each uplink slot depends
whether a normal or extended cyclic prefix (CP) [10] is used. In the case of trans-
mission, the demodulation reference signal in the PUSCH channel is done within
the fourth and eleventh symbol of each uplink subframe if this channel has a normal
CP and the third and tenth symbols in the case of extended CP [14]. To support a
large number of user equipment, a huge number of reference signal sequences 𝑟(𝛼)

𝑢,𝑣 (𝑛)
[10] should be generated. These sequences are defined by a cyclic shift 𝛼 of a base
sequence 𝑟𝑢,𝑣(𝑛) according to Eq. 1.3.

𝑟(𝛼)
𝑢,𝑣 (𝑛) = 𝑒𝑗𝛼𝑛.𝑟𝑢,𝑣(𝑛); 0 ≤ 𝑛 < 𝑀𝑅𝑆

𝑠𝑐 (1.3)

where 𝑢 ∈ 0, 1, 2, ..., 29 refers to 30 reference signal sequences of each sequence length;
𝑣: base sequence number within the group; 𝑀𝑅𝑆

𝑠𝑐 is the number of subcarriers in the
reference signal. However, this DMRS considers only User equipments (UEs) with
a single transmit antenna; 𝛼 is a cyclic shift in a slot 𝑛𝑠 given as 𝛼 = 2𝜋𝑛𝑠𝑐/12 [10]
where:

𝑛𝑐𝑠 = (𝑛(1)
𝐷𝑀𝑅𝑆 + 𝑛

(2)
𝐷𝑀𝑅𝑆 + 𝑛𝑃 𝑅𝑆(𝑛𝑠))𝑚𝑜𝑑12 (1.4)

Where the value of DMRS parameters (𝑛(1)
𝐷𝑀𝑅𝑆, 𝑛

(2)
𝐷𝑀𝑅𝑆) are given according to the

table 5.5.2.1.1-2 in [10] and related to the cyclic shift parameter provided by a higher
layer. 𝑛𝑃 𝑅𝑆(𝑛𝑠) [10] is given by:

𝑛𝑃 𝑅𝑆(𝑛𝑠) =
7∑︁

𝑖=0
𝑐(8𝑁𝑈𝐿

𝑠𝑦𝑚𝑏.𝑛𝑠 + 𝑖).2𝑖 (1.5)
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The demodulation reference signal sequence in LTE system 𝑟𝑃 𝑈𝑆𝐶𝐻(.) for PUSCH
is defined by Eq. 1.6.

𝑟𝑃 𝑈𝑆𝐶𝐻(𝑚.𝑀𝑅𝑆
𝑠𝑐 + 𝑛) = 𝑟(𝛼)

𝑢,𝑣 (𝑛) (1.6)

To provide mechanisms of orthogonally multiple DMRS transmission in MIMO spa-
tial multiplexing schemes, LTE Advanced defines DMRSs 𝑟

(𝜆)
𝑃 𝑈𝑆𝐶𝐻(.) associated with

layer 𝜆 ∈
{︁
1, 2, ..., 𝜆

}︁
as shown in Eq. 1.7 [2].

𝑟
(𝜆)
𝑃 𝑈𝑆𝐶𝐻(𝑚.𝑀𝑅𝑆

𝑠𝑐 + 𝑛) = 𝑤(𝜆)(𝑚).𝑟(𝛼𝜆)
𝑢,𝑣 (𝑛) (1.7)

The whole process of generating demodulation reference signals for two layers de-
picted in Fig. 1.4. If Eq. 1.6 is compared with Eq. 1.7, two main differences
between DMRSs in LTE and LTE Advanced can be distinguished. The first one
is the orthogonal sequence 𝑤(𝜆)(𝑚) which is given by Table 5.5.2.1.1-1 in [2] and
separates the generated DRMS signal in two slots of one subframe. The second one
is 𝑛𝑐𝑠 generated by the equation 1.8 [2].

𝑛𝜆
𝑐𝑠 = (𝑛(1)

𝐷𝑀𝑅𝑆 + 𝑛
(2)
𝐷𝑀𝑅𝑆,𝜆 + 𝑛𝑃 𝑁(𝑛𝑠))𝑚𝑜𝑑12 (1.8)

The main difference between equations 1.4 and 1.8 is the 𝑛
(2)
𝐷𝑀𝑅𝑆,𝜆 parameter which

changes between layers to generate multiple orthogonal reference signals using dif-
ferent phase rotations (cyclic shifts).
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1.2 D2D Communication in the LTE Advanced
System

D2D communication [15, 16] is an important technology which enables the flow of
data not only between humans but also between machines without human interven-
tion. Therefore, D2D communication can be used underlying the cellular networks.
The 3GPP LTE advanced technology has been shown to have high performance
in spectral efficiency and throughput measurements. LTE Advanced is one of the
suitable environments for D2D communication since it is an IP-based network that
enables the control of any connected devices using internet protocols. Moreover,
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Cellular

eNodeB

D2D 

receiver

D2D 

sender

Cellular

(a) Downlink (b) Uplink
Signal

Interference

Fig. 1.5: Interference scenarios in cellular network based on D2D communication
[17].

it is able to send large amounts of data with high rate and low latency. It is a
good solution to reduce the evolved NodeB (eNodeB) traffic load and the end to
end delay. However, implementation of D2D communication into cellular systems
causes interference between D2D and eNodeB relaying UEs. Interference reduces
total cell capacity. Figure 1.5 depicts the interference scenarios in cellular networks
with D2D communication. In Fig. 1.5(a), signals transmitted by eNodeB to cellular
UEs may cause interference to a D2D receiver. Also, channel quality of eNodeB
relaying UEs on downlink can be degraded due to a signal transmitted from a D2D
sender [17, 18]. Figure 1.5(b) shows the interference scenario for uplink transmission
in a cellular network. In this case, eNodeB and D2D receivers may be interfered by
a signal transmitted from a D2D sender and eNodeB relaying UE, respectively.

There are several key mechanisms to mitigate interference among LTE Advanced
networks and D2D communication users. The main mechanisms will be mentioned
in the next sections.
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1.2.1 Mode Selection

In order to achieve an efficient communication system and maximize throughput,
four UE operating modes are suggested [8].

• D2D Silent Mode: This happens when there is no available dedicated re-
sources for D2D communication. In other words, devices which are a part of
D2D communication are incapable of data transmission, ”they have to stay
silent”. Allowing D2D communication will cause harmful interference.

• D2D Reuse Mode: D2D communication is possible by reusing uplink or
downlink resources of the cellular network.

• D2D Dedicated Mode: D2D communication can be done using dedicated
cellular spectrum resources. The advantage of this mode is easy interference
management. There is no interference between D2D and cellular network
users. The disadvantage is inefficient bandwidth utilization to maximize the
overall network throughput.

• D2D Cellular Mode: D2D communication happens by transmitting their
traffic through the base station.

One of the main issues in D2D communication is how to select the optimal trans-
mission mode for D2D links so that the overall network throughput is maximized
and the QoS requirements of the communication links are satisfied.

A paper on D2D communication [19] focuses on the location relationship between
cellular UE and D2D UEs. It proves that whether D2D communication can reuse
the cellular uplink resource or not, it is affected by system parameters. The achieved
results show that the reuse mode is preferred when the cellular user is closer to the
base station (BS) or relay node (RN) than to the D2D user. In [20],the authors
proposed a tractable hybrid network model and discussed its performance in two
different cases (overlay and underlay cases). The overlay case is when D2D users
have their own dedicated spectrum. Underlay is a more flexible case where D2D
users choose between communicating directly or via the base station; the choice
depends on the distance between the potential D2D transmitter and the receiver.
The underlay case results show that the rate of D2D users is resource-limited and
its linear increase can be caused by a linear increase in the spectrum resource. Also,
the rate of D2D users is more co-channel cellular interference limited in overlay.
Whereas cellular users are sensitive to spectrum reduction in overlay but is more
robust against the co-channel D2D interference in underlay.

1.2.2 Power Control and Distributed Resource Allocation

In order to provide a high rate and a high quality hybrid communication network
for a large number of users, power control is one of the key mechanisms that should
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be considered. Transmitting power should be allocated to satisfy QoS requirements
(e.g. Signal-to-interference-plus-noise ratio (SINR)) for all users inside the cell.
Applying this mechanism improves spectrum utilization, and as a result the capacity
and throughput all over the cell will be improved. Power control is a key research
issue for D2D communication which has been considered by various researchers. In
[21], a simple power control method for D2D communication which constrains SINR
degradation of the cellular link to a certain level is considered. A simple transmit
power reduction method for D2D users is proposed. The transmit power of D2D
users is reduced so that the cellular user SINR degradation is 3 dB compared to the
cellular user Signal-to-noise ratio (SNR) at 5 percentile outage probability. Paper
[22] proposes a hybrid method for efficient D2D communication. The proposed
method encompasses mode selection, resource allocation, and power control within
a single framework. According to the distance between D2D users, the method
prioritizes the D2D dedicated mode.

Another paper [23] developed centralized and distributed power control algo-
rithms. Centralized power control ensures that the cellular users have sufficient
SINR levels while D2D links increase. The distributed power control method maxi-
mizes the sum rate of the D2D links by applying the optimal on/off power control
strategy. This means each D2D transmitter chooses its transmit power to maximize
its own rate towards its intended receiver, disregarding the interference caused to
others. The outputs of the research show that the centralized power control ap-
proach improves throughput, meanwhile, the distributed power control approach is
not capable of guaranteeing reliable cellular links.

In [24], an optimization method is proposed to maximize the sum rate of both
cellular and D2D users which can use the same sub-channels while satisfying the
rate requirements of all cellular users. Another algorithm is proposed by [25] to
solve channel allocation and the power control problem for both cellular and D2D
users. This algorithm maximizes the weighted sum rate (WSR) of D2D pairs while
guaranteeing the minimum throughput of all cellular users in a D2D underlay cellular
network. D2D users are allowed to reuse all the uplink cellular sub-channels.

1.2.3 Cooperative Communications

Cooperative spectrum sensing is a promising wireless technology to prevent harmful
interference and improve the detection performance of D2D communication. D2D
users can cooperate in transmitting data to identify the available spectrum, utilize
it efficiently, reduce interference levels, and enhance the overall network through-
put. The main idea of cooperative sensing is to enhance sensing performance by
exploiting the spatial diversity in the observations of spatially located users. By co-
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operating, users can share their sensing information for making a combined decision
more accurate than the individual decisions. More information about cooperative
spectrum sensing and its methods are described in chapter 4.

1.2.4 Interference Cancellation

Interference cancellation is one of the important ways of achieving better capacity
and throughput in a cellular system. Therefore, various schemes of frequency reuses
are adopted for optimizing the use of the spectral resource. All these schemes are
used to guarantee the minimum QoS requirements of D2D communication. Several
researches are involved in improving QoS of D2D communication. The authors
in [26] proposed a resource allocation scheme for intracell D2D to DL and UL to
D2D interference mitigation. In the case of using D2D transmission, the output
shows a 2.3 fold increase of median cell capacity compared with the cell capacity
when traffic is forwarded through the base station. Compared to random resource
allocation, 4.7 dB gain in the 10th percentile of the downlink SINR is achieved. A
Greedy Heuristic algorithm is proposed by [27] to solve the problem of radio resource
allocation to D2D users. The number of D2D connections is constant (20% of the
cell UEs). The results show that cell throughput is higher in the case of using the
heuristic algorithm compared with the random algorithm resource allocation. In
the case of 30 active UEs per site, normalized cell throughput is 7% higher in the
case of the heuristic algorithm than the random algorithm. Resource allocation and
interference avoidance issues for D2D communication are also described by [28].The
mechanism of sharing the uplink spectrum with a cellular network in a hybrid system
is addressed. The authors in [29] also analyzed the interference in a hybrid network
that consists of D2D communication and conventional cellular connections. They
proposed a time hopping (TH) based radio resource allocation scheme to improve
the robustness of the hybrid network. More information about different kinds of
interference mitigations are depicted in chapter 3.

1.3 Software Defined Radio
SDR [30]: is a radio communication system which uses software on different PC
platforms to perform different hardware functions (e.g. mixers, filters, amplifiers,
modulators/demodulators, detectors, etc.). It consists of a configurable radio fre-
quency (RF) front end with a programmable system-on-chip (SoC) to perform digi-
tal functions. It helps to develop flexible, inexpensive, cost efficient and easy-to-use
communication systems. Currently, there are a variety of different hardware and
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software which are usable for SDR system implementation. Fig 1.6 [30] depicts the
concept of SDR.

GNU RADIO/

LabVIEW/

Simulink/ 
Spectra CX/

Sora SDK

Signal processing:
 Modulation
 Demodulation

USB/Ethernet

A

A
D

D

LN
A

P
A

RF Filter

RF Filter

FPGA

Mixer

LO

PC

TX

RX

Wifi/PCI/RS232

Fig. 1.6: Basic SDR system architecture [30].

At the transmitter side, the signal is generated. That’s done using different
programs on a Personal computer (PC). According to an SDR system, various sig-
nal processing methods can be created using GNU RADIO, LabVIEW, Simulink,
Spectra CX, and Sora SDK. The output is a signal in digital domain. The next
step is converting the signal to analog domain using a Digital to Analog Convertor
(DAC). The analog signal is passed to the signal processing circuit, often FPGA
(Field Programmable Gate Array), where the Digital UP Converter (DUC) takes
place. Afterwards, the signal is amplified using a power amplifier (PA), then filtered
and transmitted.

At the receiver end, the signal is picked up by RX antennas, filtered, and then
amplified with a Low Noise Amplifier (LNA). LNA is an amplifier which ampli-
fies a very low-power signal without significantly degrading its signal to noise ratio.
Afterwards, the signal is mixed with a Local Oscillator (LO) and converted to an
Intermediate Frequency signal. Then the Analog to Digital Convertor (ADC) dig-
itizes the signal and passes it to the baseband processor for further processing;
demodulation, channel coding, and source coding.

1.3.1 SDR Platforms

The most commonly used SDR platform is USRP, developed by Ettus Research [31].
The USRP in conjunction with the GNU Radio is a very powerful tool designed for
RF applications from 0 to 6 GHz including MIMO systems. It supports up to
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160 MHz bandwidth. FMCOMMS5-EBZ [32] Analog Devices are high-speed ana-
log modules designed as a high performance, highly integrated RF agile transceiver
intended for use in RF applications. It is a software tunable device across a wide
frequency range (70 MHz to 6.0 GHz) with a channel bandwidth of 200 kHz to 56
MHz. FlexRIO [33] offers a flexible and integrated hardware and software solution
for rapidly prototyping high-performance wireless communication systems. It con-
sists of a tunable RF transceiver covering 200 MHz to 4.4 GHz up to 200 MHz
real-time bandwidth with 80 dB of dynamic range. Spectra DTP4700 [34] is a wide-
band full duplex RF transceiver which uses SDR development and a test platform.
It can support a signal with 40 KHz to 40 MHz bandwidth and up to 20MSps.
It is available in either 30 MHz to 1.6 GHz (DTP4700L) or 400 MHz to 4 GHz
(DTP4700H) TX/RX frequency range configurations.

Microsoft Research Software Radio (Sora) [35]: it is a Software Defined Radio
platform proposed for wireless signal processing functions using wireless standards
including WiFi and LTE. It is able to operate on 802.11 a/b/g/n in full data rate,
up to 40 MHz channel, up to 64QAM, up to 4x4 MIMO, on both 2.4 GHz and 5 GHz
bands. It is able to accomplish 802.11 data rate up to 300 MSps. The Thunder SDR
System [36] is a high performance fully-functional, and a reconfigurable radio devel-
opment platform from DataSoft. It provides adjustable, independent transceivers for
RF signal bandwidths covering 40 KHz to 40 MHz with sample rates from 2.4 KSps
to 100 MSps. It operates on frequencies 400 MHz to 4000 MHz and 30 MHz to
1600 MHz. Because of availability and the low cost of USRP developed by Ettus
Research compared with the above mentioned SDR, it is considered for spectral
monitoring and RF recording. This equipment will be used with the GNU Radio
software framework.

1.3.2 Universal Software Radio Peripheral

USRP can be described as an interface between the digital host and the analog
domain RF. There are different series of USRPs. USRP1 [37] with an Altera Cyclone
FPGA contains four 64 MSps 12-bit analog to digital converters, four 128 MS/s
14− bit digital to analog converters, high-speed USB 2.0 interface (480 Mbps), fully
coherent multi-channel systems (MIMO capable) and auxiliary analog and digital
I/O support complex radio controls such as RSSI and AGC. It is able to process a
signal up to 16 MHz bandwidth. USRP2 [38] with a Xilinx Spartan 3 − 2000 FPGA
consists of two 100 MSps 14-bit analog to digital converters, two 400 MSps 16-bit
digital to analog converters, Gigabit Ethernet Interface, 2 Gbps high-speed serial
interface for expansion, auxiliary analog and digital I/O support complex radio
controls such as RSSI and AGC and 1 Megabyte of on-board high-speed SRAM.
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It is able to process a signal up to 100 MHz bandwidth. It supports the MIMO
technique up to 8 antennas. There are two types of USRP𝑁 series [39], USRP𝑁200
and USRP𝑁210. USRP𝑁2𝑋0 consists of a Xilinx Spartan 3A-DSP1800 FPGA.
USRP𝑁2𝑋0 has the same capability as USRP2. In addition, it contains an internal
Global Positioning System (GPS) Disciplined Oscillator (GPSDO) that improves
both frequency accuracy and enables global synchronization and position location
using GPS.

In order to provide a flexible, fully integrated RF front-end, a daughterboard
should be mounted to the above mentioned USRPs. There are a variety of available
daughterboards which are used for different applications and frequencies. Tab. 1.2
[40] presents these boards and their specifications. All of the above describes the
hardware part of SDR. However, the main value of SDR is its software which can
replace the missing hardware. Using software instead of hardware reduces manufac-
turing costs as well as maintenance time, by making the system more flexible and
efficient. This part of signal processing is done by the GNU Radio or other different
programs. GNU Radio is an open source software toolkit which uses Python and
𝐶 + + as the main programming languages [41]. It runs under several operating
systems like Linux, Mac OS X, NetBSD, Windows XP [31]. It provides a library of
signal processing blocks for developing Software Defined Radio. It is possible not
only to create a structure of different connecting signal processing blocks but also
to program custom blocks using 𝐶 + + and Python. Although SDR has a lot of
advantages, it has several disadvantages. These disadvantages are due to hardware
limitations like LNA bandwidth, ADC/DAC dynamic range, and sampling rates.
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Tab. 1.2: Universal Software Radio Peripheral daughterboards

Daughterboard Operating Frequencies Bandwidth Ports
BasicRX 1 - 250 MHz 250MHz RX-A, RX-B
BasicTX 1 - 250 MHz 250MHz TX-A, TX-B
LFRX 0 - 30 MHz 30 MHz RX-A, RX-B
LFTX 0 - 30 MHz 30 MHz TX-A, TX-B

TVRX/
TVRX2

50-860 MHz 6MHz/1.7, 6,
7, 8, 10 MHz

2 RX

DBSRX/
DBSRX2

800-2300 MHz 8-66 MHz/
8-80 MHz

RX

WBX/
WBX120

50-2200 MHz 40 MHz/
120 MHz

TX/RX, RX2

RFX400 400-500 MHz 40 MHz TX/RX, RX2
RFX900 750-1050 MHz 40 MHz TX/RX, RX2
RFX1200 1150-1450 MHz 40 MHz TX/RX, RX2
RFX1800 1.5-2.1 GHz 40 MHz TX/RX, RX2
RFX2400 2.3-2.9 GHz 40 MHz TX/RX, RX2

XCVR2450 2.4-2.5 GHz
4.9-6.0 GHz

RX: 15, 19,
28, 36 MHz
TX: 24, 36,

48 MHz

J1(TX/RX)
J2(TX/RX)

SBX/
SBX-120

400 MHz-4.4 GHz 40 MHz/
120 MHz

TX/RX, RX2

CBX/
CBX-120

1.2 GHz-6 GHz 40 MHz/
120 MHz

TX/RX, RX2

UBX/
UBX-160

10 MHz-6 GHz 40 MHz/
160 MHz

TX/RX, RX2
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2 PHYSICAL UPLINK LAYER OF THE LTE
ADVANCED SYSTEM

LTE Advanced standard (Release 10) [2] is the next major milestone in the evolution
of LTE (Release 8) [10]. The difference between LTE and LTE Advanced is described
in chapter 1. This chapter evaluates LTE Advanced system performance. Therefore,
the structure of the previously described LTE Advanced transmitter and receiver,
with all signal processing stages, is implemented in MATLAB. The generated signal
is transmitted over different ITU channels [42]. In the receiver, the transmitted
signal is recovered. Channel estimation and signal detection cooperate together to
recover the transmitted signal with minimum interference. These techniques should
be taken into consideration for the receiver design. The main contributions of this
chapter are described in the following few points:

• Test the ability of the LTE Advanced 2×2 uplink physical layer implementation
and its evaluation using different channel models, and channel estimation and
signal detection techniques.

• BER and throughput evaluations by considering fading channels (Flat Rayleigh,
pedestrian A (Ped A) and vehicular A (Veh A)), modulations (64QAM, 16QAM,
and 4QAM), channel estimation (least square (LS) and approximate linear
minimum mean square error (ALMMSE)) and signal detection techniques
(zero forcing (ZF) and soft sphere detection (SSD)).

As an output, the achieved results of performance evaluation in terms of the BER
and throughput are depicted. The performances of the LTE Advanced system us-
ing the different combinations of channel estimation and signal detection (LS_ZF,
ALMMSE_ZF, LS_SSD, or ALMMSE_SSD) in different channel models (Flat
Rayleigh and Ped A, Veh A) are compared. The performance values of both Rayleigh
and Ped A, are approximately the same when SNR is lower than 28 dB for Channel
Quality Indicator (CQI) = 15, lower than 25 dB for CQI = 9 and lower than 17 dB
for CQI = 6. It can be observed that in the case of CQI = 15, the lowest BER and
the highest throughput are achieved using the combination of ALMMSE and SSD for
all studied channels (Flat Rayleigh, Ped A and Veh A). LTE Advanced uplink with
(2x2) MIMO outperforms LTE uplink throughput by 98% in Flat Rayleigh and a
percentage decrease up to 45% for a more complex channel (Veh A). The throughput
improvements are achieved for SNR values greater than 24 dB, 34 dB, 14 dB, and
9dB for Flat Rayleigh/Ped A with 64QAM modulation, Veh A with 64QAM mod-
ulation, Flat Rayleigh/Ped A with 16QAM modulation, and Flat Rayleigh/Ped A
with 4QAM modulation settings, respectively. More detailed results are presented
in this chapter.
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This chapter is divided into five sections. It starts with a brief overview about the
used radio channels. Then the outlines of channel estimation and signal detection
techniques are described. Afterwards, the properties of the implemented system are
explained. Finally, the achieved results of performance evaluation in terms of BER
and throughput are depicted.
The Author’s bibliography related to this chapter:

[1] Kasem, E., & Prokopec, J. (2012). The evolution of LTE to LTE-Advanced
and the corresponding changes in the uplink reference signals. Elektrore-
vueEng, ISSN: 1213–1539.

[2] Kasem, E., & Prokopec, J. (2013) Evolution of physical uplink channels in
LTE-advanced. ElektrorevueEng, ISSN: 1213–1539.

[3] Kasem, E., Marsalek, R., & Blumenstein, J. (2013). Performance of LTE Ad-
vanced uplink in a Flat rayleigh channel. Advances in Electrical and Electronic
Engineering, vol. 11 no. 4, pp. 266–274.

[4] Kasem, E., & Marsalek, R. (2013). The Performance of LTE Advanced Uplink
in Flat Rayleigh and Pedestrian Channels. ElektrorevueEng, vol.4, no. 3,
ISSN: 1213–1539.

2.1 Radio Channels Overview
A radio channel is a part of the communication link between the TX and the RX
that carries information in the form of electromagnetic waves. The radio channel is
commonly characterized by scattering, attenuation, reflection, refraction and fading
[43]. Studying radio channels helps us make an idea about rapid fluctuations of
radio signal amplitude over a period of time. In this section, slow fading channels
(Block fading) are considered. These kinds of channels keep the same value of
attenuation during the whole subframe. Therefore, ITU channel models like Flat
Rayleigh, Ped (A,B), and Veh (A,B) are presented.

The Flat Rayleigh fading channel is the simplest Rayleigh channel which is
used for narrowband transmissions over wireless and mobile communication chan-
nels. It is called flat because it has a constant attenuation factor during the subframe
time and the whole allocated bandwidth, as shown in Fig. 2.1.

Ped and Veh A and B channels are other commonly used channel models.
These channel models are specified in the ITU recommendation [42]. These models
define two different test environments: outdoor to indoor pedestrian and vehicular
high antenna. In both the Ped and Veh channels, A and B letters refer to low
and medium delay spreads. For each of these cases, the multipath tap delay model
is specified. Moreover, the impulse response (h) of the multipath channel can be
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Fig. 2.1: Flat Rayleigh channel charac-
teristics. Source: author.

Fig. 2.2: Pedestrian channel character-
istics. Source: author.

Fig. 2.3: Vehicular channel characteristics. Source: author.

presented according to Eq. 2.1 where 𝑎𝑤 , 𝜏𝑤, and 𝜙𝑤 represent the amplitude,
arrival time, and phase, characterizing 𝑁𝑝 number of individual paths between the
transmitter and receiver [42] [44].

ℎ(𝑡, 𝜏) =
𝑁𝑝∑︁

𝑤=1
𝑎𝑤(𝑡)𝛿(𝜏 − 𝜏𝑤(𝑡))𝑒−𝑗𝜙𝑤(𝑡) (2.1)

Pedestrian channel models define the environment for indoor and outdoor users,
where the indoor coverage is provided by the outdoor eNodeB. The multipath delay
profile of this channel is shown in Tab. 2.1[45]. Figure 2.2 depicts the simulation
of the Ped A channel matrix. Vehicular channel models are well-established empir-
ical channel models used for research purposes in mobile communication systems.
Moreover, these models help us to simulate the specification of channel conditions
for various operating environments. The simulation of the vehicular channel model
is shown in Fig. 2.3. It depicts approximately temporal dispersion of the time-
variant wireless propagation channels. The tapped-delay-line parameters and other
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Tab. 2.1: ITU channel models.

Tap Channel A Channel B
Relative Average Relative Average

delay power delay power
(ns) (dB) (ns) (dB)

Ped Veh Ped Veh Ped Veh Ped Veh
1 0 0 0 0 0 0 0 -2.5
2 110 310 -9.7 -1.0 200 300 -0.9 0
3 190 710 -19.2 -9.0 800 8900 -4.9 -12.8
4 410 1090 -22.8 -10.0 1200 12900 -8.0 -10.0
5 - 1730 0 -15.0 2300 17100 -7.8 -25.2
6 - 2510 0 -20.0 3700 20000 -23.9 -16.0

properties for ITU-R Vehicular channels are shown in Tab. 2.1 [45].
In the case of transmitting the signal over all previous mentioned channels, the
received signal can be calculated using Eq. 2.2

𝑦 = ℎ * 𝑥 + 𝑛 (2.2)

where 𝑛 is Gaussian noise and 𝑦, 𝑥, ℎ are received and transmitted signals in time
domain and channel impulse response, respectively.

2.2 Channel Estimation Techniques
Channel estimation is one of the fundamental approaches which should be taken into
consideration for LTE Advanced system design. Channel estimation and signal de-
tection are essential solutions to recover the transmitted signal with minimum inter-
ference. Channel estimation uses superimposed training sequences or pilot symbols
to calculate the channel matrix. In this research, DMRS is used as a pilot sequence
for channel estimation. There are different techniques of channel estimation; two of
them will be presented.

As previously described, the pilot symbols are inserted periodically over the
whole bandwidth. Therefore, block type pilot based channel estimation is an ap-
propriate estimation method for the physical uplink signal in the LTE Advanced
system. A lot of researches in channel estimation use LS and minimum mean square
error (MMSE) as the main estimation techniques. In [46], a time domain chan-
nel estimation of OFDMA systems is discussed. The differences between LS and
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MMSE are compared in terms of complexity and performance. The results show
that the complex MMSE estimator, which requires a prior knowledge of noise vari-
ance and channel covariance, for 16QAM signal, provides a gain up to 4 dB over
the LS estimator. [47] research is involved in LS and linear minimum mean square
error (LMMSE) channel estimations which are performed on systems with different
pilot arrangements. Channel estimation based on block type and comb type pilot
arrangements are used. The output is presented as a BER performance of 16QAM,
QPSK, DQPSK and BPSK as modulation schemes in multipath Rayleigh fading
and AR based fading channels. Other various studies are also performed on MIMO
OFDMA systems and used LS and MMSE as an estimation technique [48] [49] [50]
[51].

In this section, two typical approaches of channel estimation are used for block
type pilots [52], known as LS and ALMMSE [53, 54].

2.2.1 Least Square

The LS channel estimation is the simplest technique of channel estimation char-
acterized by low complexity. It estimates the channel response by computing the
division between received and transmitted symbols. The drawback of this approach
is that the estimated symbols suffer from a high mean square error. This algorithm
minimizes

⃦⃦⃦
𝑋.𝐻𝑒𝑠𝑡 − 𝑌

⃦⃦⃦2
which describes the distance between the received signal

before and after the estimation. 𝑌 is a frequency domain received pilot signal; 𝑋 is
a frequency-domain transmitted pilot signal; 𝐻𝑒𝑠𝑡 is a frequency domain estimated
channel matrix. After proving this condition, the LS obtained channel estimation
algorithm is based on Eq. 2.3 [53]:

𝐻𝑒𝑠𝑡 = 𝐻𝐿𝑆 = (𝑋𝐻 .𝑋)−1.𝑋𝐻 .𝑌 (2.3)

2.2.2 Approximate Linear Minimum Mean Square Error

The ALMMSE estimator gives better results than the LS estimator regarding mean
square error. The advantage of this technique is better performance of MIMO sys-
tems in low SNR environments. This technique gives less complexity than LMMSE
and approximately the same performance. One of the ways used for reducing
LMMSE complexity is to reduce the size of the correlation matrix 𝑅ℎ𝑝,ℎ𝑝 . This
can be achieved by dividing the channel vector into 𝑀 sub-vectors of length 𝐿

(𝑀 = 𝑁/𝐿, where 𝐿 << 𝑁 and 𝑁 is the length of the channel vector). More infor-
mation about ALMMSE can be found in [55, 56]. However, ALMMSE estimation
is more complex than the LS technique.
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This algorithm minimizes 𝑚𝑖𝑛𝐸
{︁⃦⃦⃦

𝐻 − 𝐻𝑒𝑠𝑡

⃦⃦⃦}︁
which describes the distance be-

tween the received signal before and after the estimation. After proving this con-
dition, the ALMMSE channel estimation algorithm can be calculated based on
Eq. 2.4 [54].

𝐻𝑒𝑠𝑡 = 𝐻𝐴𝐿𝑀𝑀𝑆𝐸 = 𝑅ℎ,ℎ𝑝(𝑅ℎ𝑝,ℎ𝑝 + 𝜎2
𝑤

4 .𝐼)−1.𝐻𝐿𝑆 (2.4)

where 𝑅ℎ𝑝,ℎ𝑝 the is the auto-correlation matrix of the channel at the pilot symbols
position and 𝑅ℎ,ℎ𝑝 is the cross correlation matrix between the channel at the data
symbol positions and the channel at the pilot symbol position. Now for the case of
the block-type pilot channel estimation 𝑅ℎ𝑝,ℎ𝑝 = 𝑅ℎ,ℎ𝑝 , Eq. 2.5 can be modified as:

𝐻𝑒𝑠𝑡 = 𝐻𝐴𝐿𝑀𝑀𝑆𝐸 = 𝑅ℎ𝑝,ℎ𝑝(𝑅ℎ𝑝,ℎ𝑝 + 𝜎2
𝑤

4 .𝐼)−1.𝐻𝐿𝑆 (2.5)

2.3 Signal Detection Techniques
After estimating the channel and calculating the approximate value of the channel
matrix, the transmitted signal should be recovered. This operation is done using
one of the signal detection techniques.

There are a lot of studies involved in implementing various types of signal de-
tection techniques. In [57], the performance of the low complexity ZF detector
is evaluated. The multi-user MIMO system with user scheduling is considered.
MMSE is another signal detection technique. The performances of MMSE and ZF
techniques in addition to MMSE equalization with and without decision feedback
(DF) are compared in [58]. The output shows that the performance of the MMSE
detector is better than the corresponding ZF detector. As well, the performance
of MMSE with decision feedback is better than MMSE without DF. Maximum
Likehood Detection (MLD) is the mathematically optimal method used for channel
recovery. It calculates the Euclidean distance of the received signal and the product
of transmitted signal and the channel matrix. Its receiver has very high computa-
tional complexity. The performance of MLD in a wireless MIMO antenna system is
evaluated in [59]. Vertical Bell Laboratories layered space time (VBLAST) is also
a detection algorithm which is studied in [60] [61] [62]. The VBLAST algorithm
decodes the strongest signal then subtracts it from other received signals in order to
decode them. It works with MIMO systems. In [63], the authors compare combined
methods of ZF-MLD and VBLAST algorithms. BER results show that a simplified
combined ZF-MLD method provides good results as a complex MDL method which
outperforms even the VBLAST method. The Sphere Decoding algorithm is another
type of decoding method. This algorithm seeks to achieve the performance of the
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Maximum Likelihood Detector with reduced complexity. It uses the same Euclidean
distance (ED) of MLD as a metric of signal detection. However, it considers only
a mall set of transmitted vectors within a given sphere rather than all possible trans-
mitted signal vectors. The sphere decoding algorithm and a lot of improvements on
it are presented in [64] [65] [66]. In this section, ZF and SDD are evaluated.

2.3.1 Zero Forcing

ZF detection is the simplest signal detection technique. The detection matrix 𝐺 is
given by the pseudo-inverse of 𝐻𝑒𝑠𝑡. The disadvantage of this technique is that it does
not take into account the correlation of the transmitter (user equipment) and the
receiver (eNodeB), so it has the highest error calculation. It cannot totally remove
inter-stream interference. ZF is less complex compared to the other techniques.
More information about ZF can be found in [67].

2.3.2 Soft Sphere Detection

The main goal behind the SSD algorithm is to reduce the number of candidate
symbol vectors during the codeword search. It is more complex than ZF, but it
gives better performance results. More information about SSD can be found in [68]
[69] [70]

2.4 Testbed Description
The system was implemented by modifying the LTE uplink link level simulator
developed at the Institute of Communications and Radio Frequency Engineering
(INTH- FT), the Vienna University of Technology [71]. The LTE uplink link level
simulator is a one layer simulator. The structure of its transmitter corresponds to
the blue blocks in Fig. 1.1. The transmitter generates the data for given CQIs
[72, 73], SNR and the number of subframes. CQI is an indication of channel quality
experienced by cellular users. Each CQI value of all sixteen combinations represents
the corresponding modulation scheme and coding rate. It gives us two kinds of
information which are related to modulation order (4QAM, 16QAM, or 64QAM)
and Effective Code Rate (ECR). In this case, a thousand data subframes were
generated to get more accurate simulation results. This data is transmitted over
the above described radio channel models. In the receiver, channel estimation and
signal detection take place to retrieve the original transmitted signal. Then the
signal is decoded to generate an acknowledgment (ACK/NACKs) that is sent back
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Tab. 2.2: LTE Advanced system simulation parameters.

Parameters values
Bandwidth 1.4MHz

FFT size (N) 128
Number of data subcarriers(𝑁𝑡𝑜𝑡) 72

CP length normal
Subcarrier spacing 15 kHz

Transmission setting 2 × 2
Channel model Flat Rayleigh, Ped A, Veh A

Channel estimator LS, ALMMSE
Detector ZF, SSD

Channel quality indicator 6, 9, 15
Modulation schemes 4QAM, 16QAM, 64QAM

to the transmitter. In the original LTE uplink link level simulator [74], perfect
channel knowledge is exploited and zeros are used instead of reference signals.

The modified version [75, 76] has the same basic structure of LTE uplink link
level simulation. Several modifications are made to support the new features of LTE
advanced. These modifications can be clearly described in both the transmitter and
receiver. In the transmitter, two codewords instead of one are generated. Then
two additional stages (layer mapper and pre-coding) are implemented to deal with
two streams and two layers and receives the signal more efficiently. Afterwards,
demodulation reference signals for LTE Advanced are generated. All features of the
DMRS signal are taken into consideration. In the receiver, the reverse functions of
the transmitter stages take place. Moreover, estimation and detection techniques
are modified to allow the application of (2x2) MIMO. This modification can be
summarized in received signal filtering for both antennas to extract two transmitted
signals, separately. In other words, all the differences which are mentioned in Fig. 1.1
as white blocks are implemented in the LTE Advanced simulator.

Furthermore, LTE Advanced uplink performance in terms of UE throughput is
presented. In this system [75, 76] two estimators (LS and MMSE) and detection
techniques (ZF and SSD) are employed. Different combinations of channel esti-
mation and signal detection techniques are applied to compare the performance of
(2x2) MIMO and single input single output (SISO) systems. In order to verify the
performance of the LTE Advanced system, different CQIs are used. For more details,
the simulation parameters are summarized in Tab. 2.2.
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2.5 Results and Discussion
The simulation results are described as a relation between BER or throughput and
SNR. All the figures describe the BER and the throughput for different modulation
schemes (QPSK, 16QAM and 64QAM) and different channel models (Flat Rayleigh,
Ped A, and Veh A). Two different combinations of channel estimations (LS and
ALMMSE) and signal detections (ZF and SSD) are used. The results of simulations
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Fig. 2.4: BER curves using 64QAM modulation in Flat Rayleigh, Ped A and Veh A
channels for different channel estimation and signal detection combinations. Source:
author.

obtained with the modified LTE simulator supporting LTE Advanced features with
parameters set up according to Tab. 2.2 are shown in Fig. 2.4 to Fig. 2.9. All the
figures show that the best results are achieved when a combination of MMSE and
SSD is used, but that makes the system more complex. For lower complexity but
suboptimal results, other combinations can be applied.

Figures 2.4, 2.5 and 2.6 show BER results for different channel models. In other
words, the figures describe the BER for Flat Rayleigh, Ped A and Veh A channel,
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Fig. 2.5: BER curves using 16QAM modulation in Flat Rayleigh and Ped A channels
for different channel estimation and signal detection combinations. Source: author.

respectively. These results are compared to uplink results presented in [74] and
shown on the same figure. When the performances of the LTE Advanced system in
three previous channels is compared, it can be distinguished that the best results
are achieved in the Flat Rayleigh channel which is not such a realistic channel. The
vehicular channel and pedestrian channel is more realistic but the performance is
worse. The performance of the LTE Advanced system can be improved in pedestrian
and vehicular channels using more complex channel estimation and signal detection
techniques.

For example, in the Flat Rayleigh channel to achieve BER=2x10−2 the required
SNR differs by approximately 2 − 3 dB. Whereas in Ped A channel for the same
BER value, the range of SNR is 1 − 2 dB. The range of SNR values also depends
on the used modulation schemes (64QAM, 16QAM, QPSK). If the performance
of the LTE Advanced system using the same combination of channel estimation
and signal detection (LS_ZF or ALMMSE_ZF) in different channel models (Flat
Rayleigh and Ped A, Veh A) are compared, the performance of both Rayleigh and
Ped A, is approximately the same when SNR is lower than 28 dB for CQI = 15,
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Fig. 2.6: BER curves using 4QAM modulation in Flat Rayleigh and Ped A channels
for different channel estimation and signal detection combinations. Source: author.

lower than 25 dB for CQI = 9 and lower than 17 dB for CQI = 6. As can been
observed, the best BER value for Flat Rayleigh, Ped A and Veh A channels can
be achieved by applying an ALMMSE estimation technique and an SSD detection
signal technique at the receiver. If the BER performance is compared between the
mentioned channels for CQI = 15, the range of BER value differences can be observed
as BER=1.3x10−2 to 5x10−4 , BER=6.9x10−2 to 3.1x10−2, and BER=5.5x10−2 to
3x10−2 for Flat Rayleigh and Ped A, Flat Rayleigh and Veh A, and Ped A and
Veh A, respectively. The overall achieved results from Fig. 2.4 show that BER
performance is a little bit better for Flat Rayleigh than for Ped A. Whereas, Veh A
channel shows the worst BER values in the case of all used signal estimation and
detection techniques.

Figure 2.7, Fig. 2.8 and Fig. 2.9 present the throughput performance results as
a function of SNR for different CQI values. As for the BER case, the black curves
depict the LTE uplink throughput using a combination of LS and ZF techniques
[74]. The other curves show the throughput of LTE Advanced system with various
combinations of channel estimation and signal detection techniques. Apparently,
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Fig. 2.7: Throughput curves with 64QAM modulation in Flat Rayleigh, Ped A and
Veh A channels for different channel estimation and signal detection combinations.
Source: author.

the achievable throughput increases with SNR.
The results for the CQI = 15 and thus 64QAM modulation are presented in

Fig. 2.7. The ALMMSE estimator shows slightly better performance than the LS
estimator especially for lower SNR conditions (below 24 dB). This SNR value also
delimits the usefulness of the (2x2) MIMO modes in comparison with the SISO sys-
tem. Figure 2.8 compares the LTE and LTE Advanced throughput performance for
CQI = 9. A maximum value of 4 Mbps for SNR above 26 dB can be achieved. In
the case of using the simple LS and ZF combination, the MIMO system should be
enabled when SNR is above 14 dB in order to be beneficial. The throughput perfor-
mance for CQI = 6 is illustrated in Fig. 2.9. In the case of 4QAM modulation (i.e.
CQI = 6), and the combination of LS and ZF methods, the value of throughput for
MIMO enabled surpasses the case of SISO for SNR higher than 9 dB. Other com-
binations of channel estimation and signal detection with MIMO transmission give
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Fig. 2.8: Throughput curves using 16QAM modulation in Flat Rayleigh and Ped A
channels for different channel estimation and signal detection combinations. Source:
author.

us higher throughput performance than SISO with ZF and LS even for SNR equal
to 3 dB. Above 18 dB for SNR, the LTE Advanced performance is approximately
doubled compared with the LTE throughput.

2.6 Conclusion
In this chapter, the extension of the LTE Release 8 system by the (2 x 2) MIMO
scenario of LTE Advanced is described. It concentrates on the result achieved by
testing the implemented LTE Advanced uplink link layer. The implementation
of all previous blocks for the transmitter, receiver and channel models are done
using MATLAB codes. This simulator is a developed version of the Vienna LTE
uplink level simulator. Different channels are used (Flat Rayleigh, Ped A, and
Veh A channel models) to simulate the performance of the system with different
CQI configurations. Two channel estimation and signal detection techniques are
presented. The result contains BER and throughput performance. It shows the
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Fig. 2.9: Throughput curves using 4QAM modulation in Flat Rayleigh and Ped A
channels for different channel estimation and signal detection combinations. Source:
author.

superior performance of the (2 x 2) MIMO LTE Advanced system over the LTE
with SISO configuration. It can also be observed that using the combination of
ALMMSE channel estimation and the SSD signal detection technique will provide
the system with the best performance. Depending on the combination of channel
estimation and signal detection, the SNR threshold value can be determined. This
threshold specifies the usefulness of implementing MIMO technology in the uplink
layer of LTE Advanced systems.
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3 INTERFERENCE MANAGEMENT IN LTE
ADVANCED

One of the main important factors that affects the throughput performance in cel-
lular system is Inter-cell Interference (ICI) [77]. To mitigate ICI, many frequency
reuse schemes have been proposed. These schemes adopt frequency reuse as a key
issue for optimizing the use of the spectral resource. They can be classified into
three categories which include CCI cancellation [78], CCI randomization [79] and
CCI coordination and avoidance [80, 81, 82].

The main contributions of this chapter are described in the following two points:
• FFR with three power levels method is suggested to be used as a CCI coor-

dination and avoidance method for LTE Advanced systems. The normalized
capacity densities of the cells and their regions are also derived.

• The relation between the overall and region capacities and the radius of each
region are studied. Three different cases of user distribution (uniform distri-
bution (UD), clustering to the base station (CBS) and clustering to the cell
edge (CCE)) are considered.

As an output, the proposed scheme outperforms the results of the traditional Reuse-3
scheme. According to the presented capacity values and user density of the proposed
method, the best radius of each region can be determined. This means that we are
dealing with adaptive cells which are able to change the power of their regions
depending on the users’ spread density.

In this chapter, a brief overview of all mentioned ICI mitigation methods is
presented. In order to support new technologies like D2D communication underlying
the cellular network, new methods of ICI mitigation should be suggested. Therefore,
Fractional Frequency Reuse with three power levels is proposed and its capacity
performance is derived. Based on the SINR, the overall and region capacity values
are extracted. The achieved results are compared with other methods and depicted
in the fifth section. The last section concludes the chapter.
Author’s bibliography related to this chapter:

[1] Kassem, E., Marsalek, R., & Blumenstein, J. (2016). On the capacity of
fractional frequency reuse with three power levels for non-uniform user distri-
bution. In International Conference on Systems, Signals and Image Processing
(IWSSIP), IEEE, pp. 1–5.
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3.1 ICI Cancellation
The principle of the ICI cancellation techniques is to subtract the re-generated
interfering signals from the desired signal. Various ICI cancellation techniques have
been proposed in literature. An efficient ICI cancellation method termed as the ICI
self-cancellation scheme for OFDM mobile communication systems is suggested in
[83]. The work presented in this research concentrates on a quantitative ICI power
analysis. The proposed self-cancellation method presents good BER results in the
multipath radio channel. Another research [84] presents polynomial cancellation
coding (PCC). They propose a mathematical context for PCC to reduce inter-carrier
interference in OFDM.

3.2 ICI Randomization
In contrast to ICI cancellation, which tries to eliminate interfering signals in the
received signal by canceling the dominant interference, ICI randomization averages
interference across the data symbols of the data block or the whole frequency band.
The ICI randomization can be achieved by scrambling, interleaving division multiple
access (IDMA) and frequency hopping. A hybrid multiple access scheme for LTE
uplink is proposed by [85]. SC-FDMA-IDMA combines IDMA and SC-FDMA. The
achieved results are concluded as: SC-FDMA-IDMA performs better than OFDM-
IDMA in PAPR for LTE uplink, and its BER performance is close to OFDM-
IDMA. Various frequency hopping schemes for LTE uplink are described in [86].
The achieved results show that the localized transmission with frequency hopping
can provide gain from 0.3 dB to 0.7 dB over localized transmission without frequency
hopping.

3.3 ICI Coordination
This category consists of many different techniques which are ranged from conven-
tional frequency reuse (CFR) (reuse−1 and reuse−3) to more efficient and complex
techniques.

3.3.1 Conventional Frequency Reuse

CFR is the simplest scheme of frequency reuse. When the Frequency Reuse Factor
(FRF) equals 1 [87], the frequency spectrum is reused in each sector with uniform
power over the entire system bandwidth. This type of Frequency Reuse (FR) suffers
from heavy interference from the neighboring cells. In order to decrease interference,
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a CFR with FRF=3 [87] was suggested. In this case, the bandwidth is divided
into 3 sub-bands; each of them is assigned to a cell. This scheme improves inter-
cell interference, however, it suffers from inefficient use of the bandwidth and large
capacity loss. Both schemes are depicted in Fig.3.1 and Fig.3.2.
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Fig. 3.1: Conventional Frequency
Reuse with FRF=1. [91].
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Fig. 3.2: Conventional Frequency
Reuse with FRF=3. [91].

3.3.2 Fractional Frequency Reuse

This group consists of two schemes. The main idea is dividing the cell into two
main regions, the cell-center region and cell-edge region. Each region has its own
combination of frequencies. One of these schemes is Soft Frequency Reuse (SFR)
which has been explained in [88, 89]. Another technique is Partial Frequency Reuse
(PFR) which has been presented in [88, 90]. These schemes split the bandwidth
into two parts: the Full Reuse (FR) part and Partial Reuse (PR) part. These two
sub-bands use different frequency reuse factors (FRF). The FR part uses FRF=1
for all cells in the network. Whereas the PR part is allocated to the cell edge users
and uses FRF= 3.

Partial Frequency Reuse

In PFR [91], the cell-center region of all cells have the same set of frequencies.
Therefore, the Frequency Reuse Factor FRF=3. All cell-edge regions of the neighbor
cells have different sets of frequencies. This means that the frequency reuse factor
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is equal to 3. The power allocation of the cell-edge regions should be coordinated
among the neighboring cells. In PRF the users at cell-edge are fully protected from
adjacent cell interference. It can be considered as a solution to improve the cell-edge
SINR, while maintaining a good spectral efficiency. Figure 3.3 gives an illustrated
view of the PFR scheme.

Fig. 3.3: Partial Frequency Reuse
(PFR). [91].

Fig. 3.4: Soft Frequency Reuse
(SFR). [91].

Soft Frequency Reuse

The SFR scheme [91, 92] was suggested for utilizing the assigned bandwidth better.
In SFR, each sector is transmitting the whole assigned band. The cell-edge region
uses 1/3 of the available spectrum. Note that each cell-edge band is orthogonal to
those in the neighboring cells. The cell-center region takes the remaining frequency
band of each cell. Therefore, each cell can utilize the entire bandwidth as well
as reduce the interference to its neighbors. Figure 3.4 depicts the frequency band
allocation for the SFR scheme.

All above mentioned schemes are basic schemes of frequency reuse. There have
been a lot of improvements suggested during the last decades. A modified scheme of
Soft frequency reuse is proposed by [88]. The basic idea of the proposed scheme is
to select better signal quality either from a partial reuse scheme or a soft handover
scheme for the cell edge users. The achieved results show significant improvements in
cell edge throughput gain over the CFR. It provides a significant cell edge throughput
gain (20 − 95 %) over the PR scheme. It also outperforms the partial reuse scheme
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in total cell throughput by (6 − 10 %). Another research [89], was conducted to
improve the cell edge throughput as well as the average cell throughput, compared
to a network with frequency reuse factor 1. Two different schemes of soft frequency
reuse with dynamic cell center/edge partitioning are suggested. Compared to the
reuse factor 1 scheme, the suggested schemes have more than a 10 % gain for the
5th percentile of cell throughput.

The optimal frequency reuse partitioning that maximizes the capacity on the
downlink of the cellular system is derived by [90]. That was done by calculating
the optimal solution of the partitioning cell radius. As a result of the research, the
optimal frequency reuse partitioning radius 𝑟 versus the total power 𝑃𝑡𝑜𝑡 is plotted.
The variation of the maximum achievable capacity per cell versus the partitioning
radius for different values of 𝑃𝑡𝑜𝑡 is also presented. The optimal frequency reuse
partitioning radius varies between 0.55 − 0.75, according to the total applied cell
power (1 − 10 W). Two FFR schemes, the Strict FFR and the SFR, are evaluated
by [93]. A comparison among these frequency reuse schemes, in addition to the
conventional frequency reuse scheme is performed. Monte Carlo, which depends on
considering performance metrics such as SINR, capacity and throughput, is applied.
The results show that SFR increases the cell-edge SINR and users throughput by
increasing the power control factor. However, this comes at a cost of a corresponding
decrease of these metrics in the inner region, thus making a tradeoff between inner
and cell-edge throughput.

An interference management FFR mechanism that calculates the per-user SINR,
capacity and throughput is proposed by [94]. The mechanism selects the optimal
size of the inner and outer regions. The LTE system with 10 MHz bandwidth divided
into 25 sub-carriers each having a bandwidth of 375 KHz is considered. Thirty users
are distributed uniformly. The inner region with 93.5 m radius contains 3 users
while the remaining cell area contains 27 users. The highest values of the mean
throughput are observed for inner region radius between 80 m and 150 m and for
inner region bandwidth between 6 MHz and 10 MHz. However, the FFR scheme
that maximizes the cell mean throughput occurs for an inner region radius equal to
93.5 m and an inner region bandwidth equal to 10 MHz.

The authors in [95] propose a dynamic fractional frequency reuse (D-FFR) in
unequal and time-varying traffic loads in an OFDMA network. It enables adaptive
spectral sharing as per cell-load condition. By applying this scheme, the authors
offer significant performance improvement. The achieved output can be formulated
as follow: D-FFR outperforms FFR by 12 % in cell throughput and 33 % in service
rate, and outperforms Reuse-3 by 70 % in cell throughput and 107 % in service rate.

50



CHAPTER 3. INTERFERENCE MANAGEMENT IN LTE ADVANCED

3.4 Testbed Description

3.4.1 Fractional Frequency Reuse with Three Power Levels

FFR with three power levels differs from other techniques by working with multiple
power levels. In this technique, the cell capacity density depends on cell design.

Cell 0 Cell 1

Cell 2

X

Y

0

2d

Cell 4

Cell 3

Cell 6Cell 5

B3

B3

ρ3

ρ1

ρ3
ρ2
ρ1

ρ3
ρ2
ρ1

BW

BW

BW

Cell 1

Cell 2

Cell 3

ρ 

ρ2

Bin

Bmed

Bout

Bin

Bin

Bmed

Bmed

Bout

Bout

Fig. 3.5: Principles of FFR with three level control. Source: author.

Figure 3.5 depicts the cell cluster model which consists of a cell in the center and
six neighbors around it. The base stations (BSs) are located in the middle of each
cell, offering coverage over a regular hexagon. 𝐵𝑆0 is the base station of the center
cell (Cell 0). Whereas 𝐵𝑆𝑘 is the base station for one of the six neighboring cells,
depending on the value of index 𝑘; 𝑘 = 1, 2, ...6.
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The base station is equipped with three Omni direction antennas. The distance
between any two adjacent BS’s is 2𝑑 with 𝑑 = 0.5

√
3𝑅. The total available band-

width in each cell 𝐵𝑡𝑜𝑡 is split into three bandwidths, the interior band 𝐵𝑖𝑛𝑡, the
medium band 𝐵𝑚𝑒𝑑 and the edge (outer) band 𝐵𝑜𝑢𝑡 which are clarified in Fig. 3.5.
All bands are reused with a low reuse factor 1. However, they are covered by
transmitting signals with different powers 𝑃1, 𝑃2, and 𝑃3, respectively. In order to
calculate the overall cell capacity using Shannon’s formula [96], the SINR expression
for each cell region is educed. By considering that the base station 𝐵𝑆0 which is
serving the studied cell (Cell 0) is trying to communicate with UE, the SINR for
the three regions can be calculated according to Eq. 3.1 [96].

𝑆𝐼𝑁𝑅 = 𝑃𝑟

𝑃𝑖𝑛𝑡𝑟𝑎,𝑐𝑒𝑙𝑙 + 𝑃𝑖𝑛𝑡𝑒𝑟,𝑐𝑒𝑙𝑙 + 𝑁0
(3.1)

where 𝑃𝑟 is the received power, 𝑃𝑖𝑛𝑡𝑟𝑎,𝑐𝑒𝑙𝑙 is the interference caused by the same cell
users. 𝑃𝑖𝑛𝑡𝑒𝑟,𝑐𝑒𝑙𝑙 is the interference caused by the neighboring cell users. 𝑁0 is the
noise spectral density. Since this research is dealing with LTE OFDMA [14], the
intra-cell interference equals 0. Therefore, the SINR value can be defined in Eq. 3.2:

𝑆𝐼𝑁𝑅 = 𝑃𝑟

𝑃𝑖𝑛𝑡𝑒𝑟,𝑐𝑒𝑙𝑙 + 𝑁0
(3.2)

In order to calculate the received power and the interference which is caused by the
neighboring cell users, the path loss model should be chosen. In this research, the
Free Space Path Loss (FSPL) model [90, 97] is used. The received power density
from the user can be described in Eq. 3.3[90].

𝑃𝑟 = 𝑝𝐿(𝑟) (3.3)

where 𝑝 is the power spectral density which is given as the ratio of the total power
and the total bandwidth 𝑝 = 𝑃𝑡𝑜𝑡/𝐵𝑡𝑜𝑡. 𝐿(𝑟) denotes the loss indicated by the FSPL
path loss model.

𝐿(𝑟) = 𝐿0

𝑟𝑛
(3.4)

where 𝑛 is the path loss exponent which varies depending on the environment, cell
size and the frequency reuse distance. In rural environments with large cell size and
frequency reuse distance, the path loss exponent takes values between 2 and 3. In
urban environments with small cell size and reuse distance, the path loss exponent
takes values between 3 and 4. More information about the path loss model depending
on cell size and reuse distance can be found in [98]. Since, the urban environment
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is considered, a value between 3 and 4 of the path loss exponent can be used. 𝐿0 is
given by the following expression:

𝐿0 =
(︃

𝜈

4𝜋𝑓

)︃2

(3.5)

where 𝜈 is the velocity of light in free space and 𝑓 is the center carrier frequency.
The proposed model contains three discussed cases of UE position (interior,

medium and edge (outer)). Therefore, three cases of SINR will be formulated. The
first position can be achieved when UE(𝑋, 𝑌 ) is located in the interior area at the
distance 𝑟 =

√︁
(𝑋2 + 𝑌 2) from the cell center. It receives on a chosen frequency,

a useful signal from 𝐵𝑆0, an additive white Gaussian noise as well as interference
from other BS’s which are transmitting on the same frequency. Therefore, UE in
the interior region of the center cell is interfered by the signal of the medium area of
the first, third and fifth neighboring cells and the outer region of the second, fourth
and sixth cells. In this case, the SINR can be presented using Eq. 3.6.

Γ1(𝑋, 𝑌 ) = 𝑝1𝐿0/𝑟𝛼

𝑁0 +∑︀𝑛
𝑘=2𝑚−1 𝑝2𝐿0/𝑟𝛼

𝑘 +∑︀𝑛
𝑘=2𝑚 𝑝3𝐿0/𝑟𝛼

𝑘

(3.6)

where 𝑟𝑘, (𝑘 = 2𝑚−1 or 𝑘 = 2𝑚, 𝑚 = 1, 2, 3) are the distances between the UE and
the base station of the first, third and fifth or second, fourth and sixth neighboring
cells, respectively. To simplify the calculations, the Cartesian coordinates (𝑋, 𝑌 )
are normalized to the cell radius 𝑅 and denoted by (𝑥, 𝑦). So the average SINR
with normalized coordinates is given by Eq. 3.7.

𝛾1(𝑥, 𝑦) = Γ𝑒,𝑖𝑛𝑡

(𝑥2 + 𝑦2)𝛼/2[1 + Γ𝑒,𝑚𝑒𝑑𝑆𝑜𝑑𝑑(𝑥, 𝑦) + Γ𝑒,𝑜𝑢𝑡𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦)] (3.7)

where Γ𝑒,𝑖𝑛𝑡, Γ𝑒,𝑚𝑒𝑑 and Γ𝑒,𝑖𝑛𝑡 are the edge region SNRs (without considering inter-
ference) caused by three levels of power and defined by Eq. 3.8.

Γ𝑒,𝑖𝑛𝑡 = 𝑝1𝐿

𝑁0𝑅𝛼

Γ𝑒,𝑚𝑒𝑑 = 𝑝2𝐿

𝑁0𝑅𝛼

Γ𝑒,𝑜𝑢𝑡 = 𝑝3𝐿

𝑁0𝑅𝛼

(3.8)

The sum of the path loss distances 𝑟𝑘 from the first, third and fifth and from the
second, fourth and sixth neighboring cells are denoted by 𝑆𝑜𝑑𝑑(𝑥, 𝑦) and 𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦),
respectively and calculated using Eq. 3.9.

𝑆𝑜𝑑𝑑(𝑥, 𝑦) =
𝑛∑︁

𝑘=2𝑚−1
[(𝑥 − 𝑥𝑘)2 + (𝑦 − 𝑦𝑘)2]−𝛼/2

𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦) =
𝑛∑︁

𝑘=2𝑚

[(𝑥 − 𝑥𝑘)2 + (𝑦 − 𝑦𝑘)2]−𝛼/2
(3.9)
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According to Fig. 3.5 by considering that the 𝐵𝑆0 located at the center (0,0), 𝑥𝑘

and 𝑦𝑘 for the neighboring cells can be calculated as follow:
• 1st neighboring cell: 𝑥𝑘 = 2𝑑/𝑅 =

√
3 and 𝑦𝑘 = 0

• 2nd neighboring cell: 𝑥𝑘 = 𝑑/𝑅 =
√

3
2 and 𝑦𝑘 = (𝑅 +

√
𝑅2 − 𝑑2)/𝑅 = 3

2
• 3rd neighboring cell: 𝑥𝑘 = −𝑑/𝑅 = −

√
3

2 and 𝑦𝑘 = (𝑅 +
√

𝑅2 − 𝑑2)/𝑅 = 3
2

• 4th neighboring cell: 𝑥𝑘 = −2𝑑/𝑅 = −
√

3 and 𝑦𝑘 = 0
• 5th neighboring cell: 𝑥𝑘 = −𝑑/𝑅 = −

√
3

2 and 𝑦𝑘 = −(𝑅+
√

𝑅2 − 𝑑2)/𝑅 = −3
2

• 6th neighboring cell: 𝑥𝑘 = 𝑑/𝑅 =
√

3
2 and 𝑦𝑘 = −(𝑅 +

√
𝑅2 − 𝑑2)/𝑅 = −3

2
After applying these calculations, 𝑆𝑜𝑑𝑑(𝑥, 𝑦) and 𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦) can be given by Eq. 3.10.

𝑆𝑜𝑑𝑑(𝑥, 𝑦) = [(𝑥 −
√

3)2 + 𝑦2]−𝛼/2 + [(𝑥 +
√

3
2 )2 + (𝑦 + 3

2)2]−𝛼/2

+ [(𝑥 +
√

3
2 )2 + (𝑦 − 3

2)2]−𝛼/2

𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦) = [(𝑥 +
√

3)2 + 𝑦2]−𝛼/2 + [(𝑥 −
√

3
2 )2 + (𝑦 − 3

2)2]−𝛼/2

+ [(𝑥 −
√

3
2 )2 + (𝑦 + 3

2)2]−𝛼/2

(3.10)

Secondly, if UE(𝑋, 𝑌 ) is located in the medium area at the distance 𝑟, where
𝑟 =

√︁
(𝑋2 + 𝑌 2), it will also receive on a given frequency a useful signal from

𝐵𝑆0, additive white Gaussian noise, and interference from other BS’s which are
transmitting on the same frequencies. According to Fig. 3.5, the UE in the medium
region of the center cell is interfered by the signal of the outer area of the first, third
and fifth neighboring cells and the interior region of the second, fourth and sixth
cells. In this case, SINR can be calculated using Eq. 3.11.

𝛾2(𝑥, 𝑦) = Γ𝑒,𝑚𝑒𝑑

(𝑥2 + 𝑦2)𝛼/2[1 + Γ𝑒,𝑜𝑢𝑡𝑆𝑜𝑑𝑑(𝑥, 𝑦) + Γ𝑒,𝑖𝑛𝑡𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦)] (3.11)

Thirdly, in the case where UE(𝑋, 𝑌 ) is located in the outer (edge) area at the
distance 𝑟 =

√︁
(𝑋2 + 𝑌 2) from the base station of the center cell, according to

Fig. 3.5, the UE in the outer region of the center cell is interfered by the signal of
the interior area of the first, third and fifth neighboring cells and the medium region
of the second, fourth and sixth cells. In this case SINR can be calculated using
Eq. 3.12:

𝛾3(𝑥, 𝑦) = Γ𝑒,𝑜𝑢𝑡

(𝑥2 + 𝑦2)𝛼/2[1 + Γ𝑒,𝑖𝑛𝑡𝑆𝑜𝑑𝑑(𝑥, 𝑦) + Γ𝑒,𝑚𝑒𝑑𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦)] (3.12)

These three cases of SINR can be concluded in the following general equation
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Eq. 3.13

𝛾𝛽(𝑥, 𝑦) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Γ𝑒,𝑖𝑛𝑡

(𝑥2+𝑦2)𝛼/2[1+Γ𝑒,𝑚𝑒𝑑𝑆𝑜𝑑𝑑(𝑥,𝑦)+Γ𝑒,𝑜𝑢𝑡𝑆𝑒𝑣𝑒𝑛(𝑥,𝑦)] (𝑥, 𝑦) ∈ 𝐼𝑛𝑡𝑒𝑟𝑖𝑜𝑟 − 𝐴𝑟𝑒𝑎

Γ𝑒,𝑚𝑒𝑑

(𝑥2+𝑦2)𝛼/2[1+Γ𝑒,𝑜𝑢𝑡𝑆𝑜𝑑𝑑(𝑥,𝑦)+Γ𝑒,𝑖𝑛𝑡𝑆𝑒𝑣𝑒𝑛(𝑥,𝑦)] (𝑥, 𝑦) ∈ 𝑀𝑒𝑑𝑖𝑢𝑚 − 𝐴𝑟𝑒𝑎

Γ𝑒,𝑜𝑢𝑡

(𝑥2+𝑦2)𝛼/2[1+Γ𝑒,𝑖𝑛𝑡𝑆𝑜𝑑𝑑(𝑥,𝑦)+Γ𝑒,𝑚𝑒𝑑𝑆𝑒𝑣𝑒𝑛(𝑥,𝑦)] (𝑥, 𝑦) ∈ 𝐸𝑑𝑔𝑒 − 𝐴𝑟𝑒𝑎

(3.13)

In order to simplify the equations, the research assumes that the frequency reuse
partitioning boundaries of the interior and medium areas take a circular shape,
therefore 𝛽1(𝜃) = 𝜌1 and 𝛽2(𝜃) = 𝜌2 for all 𝜃. By considering a circular cell boundary
of radius R and defining 𝑥 = 𝑟, 𝑦 = 0 (polar coordinates with 𝜃 = 0), where 𝑟 and 𝜌

are normalized to 𝑅, the SINR for the three regions can be simplified and presented
in Eq. 3.14.

𝛾𝜌(𝑟) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Γ𝑒,𝑖𝑛𝑡

𝑟𝛼[1+Γ𝑒,𝑚𝑒𝑑𝑆𝑜𝑑𝑑(𝑟)+Γ𝑒,𝑜𝑢𝑡𝑆𝑒𝑣𝑒𝑛(𝑟)] 0 < 𝑟 ≤ 𝜌1

Γ𝑒,𝑚𝑒𝑑

𝑟𝛼[1+Γ𝑒,𝑜𝑢𝑡𝑆𝑜𝑑𝑑(𝑟)+Γ𝑒,𝑖𝑛𝑡𝑆𝑒𝑣𝑒𝑛(𝑟)] 𝜌1 < 𝑟 ≤ 𝜌2

Γ𝑒,𝑜𝑢𝑡

𝑟𝛼[1+Γ𝑒,𝑖𝑛𝑡𝑆𝑜𝑑𝑑(𝑟)+Γ𝑒,𝑚𝑒𝑑𝑆𝑒𝑣𝑒𝑛(𝑟)] 𝜌2 < 𝑟 ≤ 1

(3.14)

where 𝑆𝑜𝑑𝑑(𝑥, 𝑦) = 𝑆𝑜𝑑𝑑(𝑟) and 𝑆𝑒𝑣𝑒𝑛(𝑥, 𝑦) = 𝑆𝑒𝑣𝑒𝑛(𝑟) are defined in Eq. 3.15.

𝑠𝑜𝑑𝑑(𝑟) = (𝑟 −
√

3)−𝛼 + 2[(𝑟 +
√

3
2 )2 + 9

4]−𝛼/2

𝑠𝑒𝑣𝑒𝑛(𝑟) = (𝑟 +
√

3)−𝛼 + 2[(𝑟 −
√

3
2 )2 + 9

4]−𝛼/2
(3.15)

According to all above, the capacity density of the center cell (or any other cell) can
be written as an aggregation of the capacity density of the three cells’ areas.

𝑐𝑐𝑒𝑙𝑙(𝑟) = 𝑐𝑖𝑛𝑡(𝑟) + 𝑐𝑚𝑒𝑑(𝑟) + 𝑐𝑜𝑢𝑡(𝑟) (3.16)

3.4.2 User Distribution

The user distribution plays an important role in the performance evaluation of a
cellular system. Usually, a uniform distribution of users is assumed [90, 99, 100].
However, such distribution is not realistic for the majority of actual scenarios. In a
realistic cellular network, user distribution is determined by the physical topography
of the land and other factors like roads, buildings, parking and so on. Therefore,
different non-uniform distributions are required for better simulation of different
environments.
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Fig. 3.6: Three different user distribution all over the cell. Source: author.

The user distribution model in [99] divides the cell area into two regions. The
outer area near the cell boundary, contains uniformly distributed users. Whereas,
the internal area consists of semi-Gaussian distribution with a concentrated region
near the base station. The area of these two regions can be controlled using sev-
eral described parameters. In [100], the authors proposed a rotationally symmetri-
cal two-dimensional probability user distribution function. In this research, I have
considered three different user distribution models used for cell region optimization.
Besides the default UD, two non-uniform distributions with CBS and CCE are used.
In order to achieve 𝑁 non-uniformly distributed users with CBS, Eq. 3.17 is used
[101].

𝑃𝑖(𝑟𝑖) = (𝛼 − 𝑟𝑖)2.𝛽 + 𝛼2∑︀𝑁
𝑘=1[(𝛼 − 𝑟𝑘)2.𝛽 + 𝛼2]

(3.17)

where 𝑃𝑖(𝑟𝑖) is the probability density function of this distribution. 𝛼, 𝑟𝑖, 𝛽 are
the cell side length, the distance of the user 𝑖 and the strength of user clustering,
respectively. The probability density function of CCE user distribution is computed
using Eq. 3.18 [101].

𝑃𝑖(𝑟𝑖) = 𝑟2
𝑖 .𝛽 + 𝛼2∑︀𝑁

𝑘=1[𝑟2
𝑘.𝛽 + 𝛼2]

(3.18)

The sign of 𝛽 is related to the type of non-uniform distribution. In the case of UEs
CBS, Eq. 3.17 is applied and 𝛽 takes negative values. Whereas using non-uniform
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user distribution with CCE, positive values of 𝛽 should be applied to Eq. 3.18. It
should be noted that when 𝛽=0 and using Eq. 3.18, UD is generated.

In Fig.3.6 the relation between the radius of the region and the maximum number
of distributed users inside the corresponding covered area is plotted. The black line
depicts uniform user distribution. Whereas, the blue and red curves show non-
uniform distribution: clustering to the base station and clustering to the cell edge,
respectively.

3.5 Setup and Results
The results are demonstrated on this particular setup: number of users 𝑁 = 6000
distributed over the cell with radius 𝑅 = 250 𝑚. Without losing generality, the
results are evaluated for the center cell 𝐵𝑆0, while the six neighbor cells serve as
the interferers. Three different types of distribution are taken into consideration;
UD, CBS and CCE. For more details, all required parameters are summarized in
Tab. 3.1 [102].

By using the normalized SINR Eq. 3.14 and the data given in Tab. 3.1, the
possible frequency partitioning radiuses versus overall cell capacity are studied. This
research is done for LTE Advanced OFDMA [1, 14].

Tab. 3.1: Simulation parameters

Symbol Quantity Values
R Cell radius 250 m

𝐵𝑡𝑜𝑡 The total bandwidth 20 MHz
𝑁0 Noise spectral density -174 dBm/Hz
𝛼 Path loss exponent 3.6

𝑃𝑡𝑜𝑡 Total transmitted power 20 W
f Center frequency 2 GHz
D Distribution UD, CBS, CCE

The blue curves of Fig. 3.7, Fig. 3.8 and Fig. 3.9 depict the per-user capacity
in the medium region for uniform distribution, clustering to the base station and
clustering to the cell edge, respectively. It can be observed that the medium region
is affected by changing the interior and medium radiuses of the neighbor cells. As
mentioned in Fig. 3.5, the medium region of the studied cell is interfered by the
interior or outer regions of the neighboring cells. Due to this fact, by increasing
the radius of the interior region, in other words, by increasing the power 𝑃1, the
interference caused by the interior region of the neighbor cells will be increased so
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Fig. 3.7: Normalized per-user capacity to the total bandwidth in the medium and
the outer regions for uniformly distributed users (UD). Source: author.

per-user capacity of the medium region of the studied cell will be decreased. That’s
what happens when 𝑟𝑖𝑛𝑡 is between 0 − 0.4, 0 − 0.15, and 0 − 0.45 for UD, CCB,
CCE, respectively. This impact happens because the number of users rarely changes
compared with the increasing interference from the surrounding cells. This effect is
expounded by the low density of users near the cell center. In order to cancel this
effect, the number of users inside the cell should be significantly raised. That led
to markedly increasing user density all over the cell. It is also clear, that this effect
becomes smaller in the case of CCB comparing with UD and CCE. However, when
𝑟𝑖𝑛𝑡 increases more than the previous mentioned ranges, the capacity of the medium
area also increases. This happens because increasing 𝑟𝑖𝑛𝑡 increases the number of
users in the interior region so the number of users in the medium region decreases.
On the other hand, by increasing 𝑟𝑚𝑒𝑑, the number of users of the studied medium
region and the interference from the outer region of previous mentioned cells increase,
therefore, per-user capacity in the medium region decreases.

The red curves of Fig.3.7, Fig.3.8 and Fig.3.9 present the per-user capacity in
the outer region of the studied cell in the case of uniform distribution, clustering
to the base station and clustering to the cell edge, respectively. It can be observed
that increasing 𝑟𝑖𝑛𝑡 negatively affects the capacity results. That happens because
increasing 𝑟𝑖𝑛𝑡 increases the power of the interior region 𝑃1. Increasing the power 𝑃1,
in turn, increases the interference on the outer region of the studied cell. However,
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Fig. 3.8: Normalized per-user capacity to the total bandwidth in the medium and
the outer regions for non-uniform distribution CBS. Source: author.

Fig. 3.9: Normalized per-user capacity to the total bandwidth in the medium and
the outer regions for non-uniform distribution CCE. Source: author.

increasing the radius of the medium region 𝑟𝑚𝑒𝑑 increases the number of uniformly
distributed users which are placed in the medium area, so the number of users
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in the outer area decreases. By decreasing the number of users inside the outer
region, we are increasing the per-user capacity. It can also be distinguished that
the interference caused by the medium region of the neighbor cells is negligible
compared with the effects of the user number decreasing. From these figures, it can
be concluded that per-user capacity of the medium and outer regions are inversely
proportional to each other. This fact can help us to determine the best 𝑟𝑖𝑛𝑡 and 𝑟𝑚𝑒𝑑

to achieve approximately the same per-user capacity in both regions or prioritize
one region over another. Also, it should mentioned that choosing the best 𝑟𝑖𝑛𝑡

and 𝑟𝑚𝑒𝑑 not only depends on the highest achieved per-user capacity but also on
the number of users inside each region. In this research, the relation between the
maximum number of users inside each region and the regions’ radiuses are presented
and plotted in Fig. 3.6. After determining the best 𝑟𝑖𝑛𝑡 and 𝑟𝑚𝑒𝑑, the transmitting
power of the interior and the medium regions 𝑃1 and 𝑃2 can be calculated. These
calculations can be done using Eq. 3.3 where the minimum received power on the
edge of the interior and medium regions 𝑃𝑟𝑚𝑖𝑛 = −113 dBm. Depending on the
previous selected radiuses, the overall capacity of the cell can be determined. Note
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Fig. 3.10: Normalized per-user capacity to the total bandwidth in the interior region
for UD. Source: author.

that in Fig. 3.7 and Fig. 3.8, the capacity curves for both the medium and outer
regions (blue and red curves) are separated by the value of 0.0001 bit per second
per user per hertz. In Fig. 3.9 the separation is 0.0003 bit per second per user per
hertz for the medium region (blue) and 0.0001 bit per second per user per hertz for
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the outer region (red).
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Fig. 3.11: Normalized per-user capacity to the total bandwidth in the interior region
for non-uniform distribution CBS. Source: author.
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Fig. 3.12: Normalized per-user capacity to the total bandwidth in the interior region
for non-uniform distribution CCE. Source: author.
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From Fig. 3.10, Fig. 3.11, and Fig. 3.12, it can be distinguished that increasing
the medium region has a small effect on the capacity of the interior region. Increasing
the power of the medium region of the first, third and fifth cell causes interference
in the interior region of the studied cell, which is operating on the same bandwidth.
Because of the big distance between these two regions, interference is very small
and can be omitted. As we mentioned in Fig. 3.5, the interior region is interfered
also by the outer regions of the second, fourth and sixth neighbor cells. Increasing
the radius of the interior region negatively affects the average capacity of its users.
This happens due to two reasons. The first one can be explained as: increasing
the interior radius increases its area so the number of users inside this area will be
increased. Since the capacity of each area is constant, per-user capacity is decreased.
The second reason is that the border of the interior users became more interfered by
the power of the outer region of neighbor cells. Increasing 𝑟𝑖𝑛𝑡 increases the interior
area so the interior border users become closer to the interference effects of the outer
region of the surrounding cells.

Fig. 3.13: Overall cell capacity normalized to the total bandwidth [bps/Hz] for UD.
Source: author.

Depending on the previous selected radiuses, the overall capacity of the cell can
be determined. Figures 3.13, 3.14, and 3.15 show the overall cell capacity, depending
on the normalized interior and medium radiuses for the three previous mentioned
distributions. The overall cell capacity is normalized to the total bandwidth 𝐵𝑡𝑜𝑡.
When 𝑟𝑖𝑛𝑡 = 0 and 𝑟𝑚𝑒𝑑 = 0, the total bandwidth 𝐵𝑡𝑜𝑡 is divided into three sub-bands
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Fig. 3.14: Overall cell capacity normalized to the total bandwidth [bps/Hz] for non-
uniform distribution, CBS. Source: author.

with 𝐹𝑅𝐹 = 3. For this case, the overall capacity is also calculated. This capacity is
captured as a flat surface in each of above mentioned figures. It is flat because in the
case of 𝐹𝑅𝐹 = 3, each cell uses 1/3 of the total bandwidth and it doesn’t suffer from
the neighbor cell interference. It is depicted as a default surface to be compared with
the achieved capacity of the studied case. Fig. 3.13 depicts the overall normalized
capacity of the selected cell Cell 0 calculated for different values of interior and
medium radiuses with uniform user distribution. It presents only the values leading
to higher capacity than 𝐹𝑅𝐹 = 3. According to the presented results, the FFR with
three power levels is a useful method for all values of interior and medium radiuses
except those that make the total capacity less than the minimum capacity (𝑟𝑖𝑛𝑡 = 0
and 𝑟𝑖𝑛𝑡 = 0).

Fig. 3.14 and Fig. 3.15 depict the overall normalized capacity of the selected cell
(Cell 0) calculated for different values of interior and medium radiuses with non-
uniform user distribution. Fig. 3.14 corresponds to the case of UEs cluster towards
the BS, while Fig. 3.15 to the UEs cluster towards the cell edge. Similarly to the
previous case of uniform user distribution, only the values leading to capacity higher
than 𝐹𝑅𝐹 = 3 capacity are shown. Fig. 3.13, Fig. 3.14 and Fig. 3.15 can help us
to identify the capacity depending on the maximum number of users in each region,
by taking into consideration the relation between the number of users in each region
and its radius (presented in Fig. 3.6).

63



CHAPTER 3. INTERFERENCE MANAGEMENT IN LTE ADVANCED

Fig. 3.15: Overall cell capacity normalized to the total bandwidth [bps/Hz] for non-
uniform distribution, CCE. Source: author.

According to all mentioned information above, it can be concluded that FFR
with three power levels is a useful method compared with the default one 𝐹𝑅𝐹 = 3
or Frequency Reuse Partitioning which is presented in [90] and reach a value of 2.7
[𝑏𝑝𝑠/𝐻𝑧] as a maximum overall cell capacity normalized to the total bandwidth.

3.6 Conclusion
Inter-cell interference is one of the most important issues facing the planning of
OFDMA-based networks. It becomes very critical in the case of D2D users under
LTE Advanced networks. In this research, FFR with three power levels is sug-
gested. In order to prove the efficiency of this method, the capacity of each region
is calculated. Then the relation between the radiuses of the regions and the total
normalized capacity for different user distribution has been investigated. Depending
on the user distribution and the number of users inside each region, the radiuses
of the interior and medium region can be easily determined. In order to make this
research more realistic, three different cases of user distribution inside the cells are
considered. Two of them are non-uniform user distributions which are compared
with the performance of the widely used UD. The achieved results of the proposed
scheme outperform the results of traditional Reuse-3 for specific radiuses of each
region. These radiuses are suggested to be used for the best performance in terms
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of channel capacity. Finally, the main advantage of this method is using the whole
bandwidth in each cell compared with other methods which use only part of the as-
signed bandwidth. Therefore, using this method will improve network performance
and its efficiency. However, the drawbacks are extra hardware and software modifica-
tions. These modifications will give the cell the flexibility to change the distribution
of power and bandwidth among its regions according to real user distribution. This
feature can be called a breathing cell property.
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4 COOPERATIVE SPECTRUM SENSING FOR
D2D COMMUNICATION

Cooperative spectrum sensing is one of the most effective methods for preventing
harmful interference and improving detection performance through identifying the
free available spectrum. Therefore, it is one of the methods that can be used for
interference mitigation in the D2D communication underlay LTE Advanced network.
This method helps us to identify the available spectrum for future utilization.

One of the main approaches of spectrum management is allocating a fixed spec-
trum to specific services. In this case, the allocated spectrum for primary users (PU)
can’t be used by others (secondary users (SU)). Usually, these frequency bands are
not used all of the time by the primary users. According to these facts, this as-
signment can cause poor spectrum utilization. In order to solve this drawback, the
cognitive radio network (CRN) was proposed [103, 104, 105]. These networks are
characterized by the spectrum sensing technique - the functionality to determine un-
occupied frequency bands (spectrum holes, whitespaces). The CRN can contain two
types of users: the primary users (PU or LTE Advanced users) and the secondary
users (SU or D2D communication users). Spectrum sensing can help D2D users in
preventing harmful interference that can effect LTE Advanced users. This leads to
an increase in the spectral efficiency. Making a decision depends on the required re-
liability expressed by the probability of detection and the probability of false alarm.
However, many factors can affect the detection performance, such as multipath fad-
ing, shadowing and receiver uncertainty issues. In order to mitigate the impact of
these undesirable effects, cooperative spectrum sensing has been proposed as the
most effective approach [104, 105, 106]. The main idea of cooperative spectrum
sensing is to enhance sensing performance by exploiting spatial diversity in the ob-
servations of spatially located SUs (D2D users). By cooperation, the D2D users can
share their sensing information to make a combined decision more accurately than
in the case of the individual devices.

In this chapter a brief evaluation of the cooperative spectrum sensing methods
is presented. Three merging rules (OR, AND, MAJORITY) [103] are used. This
happened by applying both ED and KS tests. The evaluation is achieved by testing
a TX-RX system not only with different transmitted signals but also with vari-
ous channel models. The implemented system is tested in real channel conditions
(indoor-indoor, indoor-outdoor, outdoor-indoor and outdoor-outdoor) using USRP
devices. The achieved results are described as a correlation between probabilities
of detection and false alarm of D2D users. Therefore, in the case where probability
of false alarm is equal to 10%, the probability of detection by applying cooperative
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sensing rules are increased by up to 30% compared with sensing by individuals. The
percentage increase depends on the transmitted signal, detection technique and the
applied cooperate sensing rule. It can also be observed that cooperative sensing of
real channels with the AND rule give better results than with the OR rule, whereas
the MAJORITY rule outperforms both the OR and the AND rules. Therefore, in
the case of 10% probability of false alarm, the detection probabilities reach 90%,
97%, and almost 100% for the OR, the AND, and the MAJORITY rules, respec-
tively. All these findings and a lot of others are described in this chapter.
Author’s bibliography related to this chapter:

[1] Kasem, E., Lekomtcev, D., & Marsalek, R. (2015). Cooperative spectrum sens-
ing in real channel conditions. In 13th International Conference on Telecom-
munications (ConTEL), IEEE, pp. 1–6.

[2] Lekomtcev, D., Kasem, E., & Marsalek, R. (2015). Matlab-based simulator of
cooperative spectrum sensing in real channel conditions. In 25th International
Conference Radioelektronika (RADIOELEKTRONIKA), IEEE, pp. 209–212.

4.1 Spectrum Sensing Methods
The main idea of cooperative sensing in D2D communication, is that a D2D user can
use a vacant band as long as LTE Advanced does not occupy it [107, 108, 109]. But
once a D2D user detects the emergence of a new LTE Advanced user, which is looking
for a channel, it must release this channel immediately and find another alternative
band in order not to cause interference. If a D2D user detects another D2D user
using the same band, there are different mechanisms for using a spectrum fairly
[107]. The main idea of cooperative sensing is to enhance the sensing performance
by exploiting spatial diversity in the observations of spatially located D2D users.
Many methods of spectrum sensing have been already investigated as:

• Energy detector
• Cyclostationary detector
• Cyclic prefix correlation for OFDM
• Matched filter detector
• Eigenvalue detector
• Statistical tests (like KS), etc . . .

This research concentrates on evaluating the ED and the KS tests. LTE users are
mentioned as PUs, whereas D2D users are described as SUs.
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4.1.1 Energy Detector

The simplest and the most common method of spectrum sensing is the ED. More-
over, sensing devices do not need any knowledge of the PU signals. In order to make
a decision about the presence or absence of a signal, a predefined threshold 𝛾 , which
varies depending on the noise variance 𝜎2

𝑛, is used. This threshold is compared with
the test statistic 𝑇 (𝑟) that can be defined either in the time or frequency domain.
In the time domain, test statistics are based on Neyman-Pearson criterion and given
in Eq. 4.1 [108].

𝑇 (𝑟) = 1
𝑁

𝑁∑︁
𝑛=1

(𝑟(𝑛))2 (4.1)

where 𝑁 presents the number of samples used for detection. 𝑟(𝑛) is the received
signal by SU. For the frequency domain, the energy detector principle is based on
measuring the power 𝑃 (𝑓) of the signal at the output of a band pass filter with
bandwidth 𝐵𝑊 using, for example, the periodogram method [108].

4.1.2 Kolmogorov Smirnov Test

The KS test checks the accordance between the empirical (measured) and the theo-
retical distribution functions, whereas the distribution parameters of the theoretical
distribution are known in advance. The null hypothesis 𝐻0 (the absence of the PU
transmitted signal) is assumed to be valid when the empirical and theoretical prob-
ability distributions are not statistically significantly different and the alternative
hypothesis 𝐻1 (the presence of the PU transmitted signal) is assumed when these
distributions are significantly different. Firstly, the empirical cumulative distribu-
tion function (CDF) of the received signal should be calculated [110]. This function
is defined by Eq. 4.2.

𝐹 (𝑥) = 1
𝑁

𝑁∑︁
𝑛=1

𝐽(𝑥(𝑛) ≤ 𝑥) (4.2)

where 𝐽 denotes the indicator function, which takes the value ”1” if the input is
true, and the value ”0” otherwise, 𝑁 denotes the number of data samples from each
given signal segment. The largest absolute difference between the empirical and the
theoretical CDFs is used as the goodness-of-fit statistic and given by Eq. 4.3 [111].

𝑇𝐾𝑆 = 𝑠𝑢𝑝𝑥∈𝑅 {𝐹 (𝑥) − 𝐺(𝑥)} (4.3)

where 𝐺(𝑥) is the known (expected) theoretical CDF. In accordance with the above
described, the difference between theoretical and empirical CDF can be expressed
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by Eq. 4.4 [111].

𝑇𝐾𝑆 = 𝑚𝑎𝑥𝑖 {𝐹 (𝑥𝑖) − 𝐺(𝑥𝑖)} (4.4)

where 𝐹 (𝑥𝑖) denotes the value of the CDF evaluated at the point 𝑥𝑖. To calculate
the empirical CDF for a complex signal and additive white noise, which real and
imaginary parts have normal distribution, the chi-square distribution with two de-
grees of freedom is used [112]. In MATLAB this can be implemented by calling the
function presented in Eq. 4.5. It computes the chi-square CDF at each of the values
in 𝑝 using the corresponding degrees of freedom in 𝜈 (in our case 𝜈 = 2).

𝐺(𝑥𝑖) = 𝑐ℎ𝑖2𝑐𝑑𝑓(𝑝, 𝜈) (4.5)

The hypothesis 𝐻1 is accepted at the significance level 𝛼 (the false alarm prob-
ability) when the value of the test statistic 𝑇𝐾𝑆 is lower than the critical value
𝑘(𝛼, 𝑁). There are tables for the values of 𝑘(𝛼, 𝑁) for 5 ≤ 𝑁 ≤ 50 in literature. As
in our investigation 𝑁 ≥ 50, the critical values can be approximated in Eq. 4.6.

𝑘(𝛼, 𝑁) =
√︃

1
𝑁

.𝑙𝑛( 2
𝛼

) (4.6)

4.1.3 Cooperative Sensing

In order to improve signal detection, cooperative spectrum sensing can be used
[104, 113]. In the prospective scenario, there are 𝑀 SUs that sense one PU. Each
of the SUs makes its own decision regarding the presence or absence of the PU, and
forwards the binary decision (’1’ or ’0’) to the fusion center (FC) for further process-
ing. It is known that the distance between D2D users is far less than the distances
between these D2D users and the Base Station of LTE advanced. Therefore, the
located SUs are negligible to each other compared to the distance from them to the
PU. Thus from a long-term perspective, the primary signal received by all the SUs
has the same local mean signal power. For simplicity, the noise, fading statistics and
average SNR are the same for each SU, and the channels between SUs and FC are
ideal (i.e. there is no loss of information). A final decision on the presence of the
PU is made by 𝑘 out of 𝑀 SUs and can be described by binomial distribution based
on Bernoulli trials where each trial represents the decision process of each SU. The
generalized formula for the probability of detection at the fusion center is given by
both Eq. 4.7 and Eq. 4.8 [104, 113].

𝑃𝑓𝑎 =
𝑀∑︁

𝑙=𝑘

⎛⎝𝑀

𝑙

⎞⎠𝑃 𝑙
𝑓𝑎,𝑖(1 − 𝑃𝑓𝑎,𝑖)𝑀−𝑙 (4.7)
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𝑃𝑑 =
𝑀∑︁

𝑙=𝑘

⎛⎝𝑀

𝑙

⎞⎠𝑃 𝑙
𝑑,𝑖(1 − 𝑃𝑑,𝑖)𝑀−𝑙 (4.8)

where 𝑃𝑑,𝑖 and 𝑃𝑓𝑎,𝑖 are the probabilities of detection and false alarm respectively for
each SU. In this research, three rules of the hard combination scheme are discussed.

Logical OR Rule

In this rule, a decision that the PU is present is made if any of the SUs detects the
PU. The cooperative probability of detection (false alarm) using the OR fusion rule
can be evaluated by setting 𝑘 = 1 as in Eq. 4.9 and Eq. 4.10.

𝑃𝑓𝑎 = 1 −
𝑀∏︁
𝑙=1

(1 − 𝑃𝑓𝑎,𝑖) (4.9)

𝑃𝑑 = 1 −
𝑀∏︁
𝑙=1

(1 − 𝑃𝑑,𝑖) (4.10)

Logical AND Rule

In this rule, a decision that the PU is present is made if all SUs have detected the
PU. The cooperative probability of detection (false alarm) using the AND fusion
rule can be evaluated by setting 𝑘 = 𝑀 as in Eq. 4.11 and Eq. 4.12.

𝑃𝑓𝑎 =
𝑀∏︁
𝑙=1

𝑃𝑓𝑎,𝑖 (4.11)

𝑃𝑑 =
𝑀∏︁
𝑙=1

𝑃𝑑,𝑖 (4.12)

Logical MAJORITY Rule

In this rule, a decision that the PU is present is made if half or more of the SUs
detect the PU. The cooperative probability of detection (false alarm) using the
MAJORITY fusion rule can be evaluated by setting 𝑘 = 𝑀/2 as in Eq. 4.13 and
Eq. 4.14:

𝑃𝑓𝑎 =
𝑀∑︁

𝑙=𝑀/2

⎛⎝𝑀

𝑙

⎞⎠𝑃 𝑙
𝑓𝑎,𝑖(1 − 𝑃𝑓𝑎,𝑖)𝑀−𝑙 (4.13)
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𝑃𝑑 =
𝑀∑︁

𝑙=𝑀/2

⎛⎝𝑀

𝑙

⎞⎠𝑃 𝑙
𝑑,𝑖(1 − 𝑃𝑑,𝑖)𝑀−𝑙 (4.14)

4.2 Testbed Description

4.2.1 MATLAB-Based Simulator

In order to evaluate the performance of cooperative spectrum sensing in real fading
channels, a MATLAB-based simulation environment has been created. The simu-
lation scenario is described in Fig. 4.1. The system consists of one PU and several
SUs. PU is an LTE Advanced user, whereas SUs are D2D communication users.
SUs can be both static or vehicular devices. Each of the channels between the PU
and the individual SUs can be configured to one of the models described in Tab. 4.1.
Various communication signals can be used as a signal transmitted by the PU.

SU1

SU2

SUn

PU

FC

Fig. 4.1: The cooperative spectrum sensing detectors. Source: author.

The simulator was created to support two different spectrum sensing tests. The
ED method decision making which is based on the power of the received signal,
and KS test that checks the accordance between the empirical (measured) and the
theoretical distribution functions.
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Tab. 4.1: Spectrum sensing simulation parameters

Parameters Values
Bandwidth 200 kHz

Transmitted signals FM, 8PSK
Number of receivers 4

Channel models (SU1-SU4) Ped A, Veh A, Veh B, Ped B
Spectrum Sensing modes ED, KS tests

Carrier Frequency 845 MHz

In order to evaluate the performance of these spectrum sensing tests, an exam-
ple setup with two distinct PU signals (frequency modulation (FM), 8PSK) was
prepared. They are transmitted over four different channel models (Ped A, Veh A,
Veh B, Ped B). The transmitted signals are received at four different receivers -
SUs. In each receiver, two spectrum sensing tests are applied on the same acquired
signal. Afterwards, in accordance with the cooperative spectrum sensing technique,
each SU makes its own decision about the presence or absence of the PU signal for
each sensing method (ED, KS) and sends these results to the FC. In the FC, the
cooperative spectrum sensing rules (OR, AND, and MAJORITY) are applied. More
details about the used channel model characteristics between the PU and different
SUs are summarized in Tab. 2.1.

To evaluate the performance of a particular method of (cooperative) spectrum
sensing, key characteristics such as detection probability 𝑃𝑑 and false alarm proba-
bility 𝑃𝑓𝑎 are used [114]. The Receiver Operational Curve (ROC) graph is depicted
visually. It shows the dependence between both 𝑃𝑑 and 𝑃𝑓𝑎 parameters. Using the
above mentioned simulation setup, the dependence of 𝑃𝑑 and 𝑃𝑓𝑎 on channel type for
each secondary user will be analyzed. Afterwards, spectrum sensing by individual
SUs, with the respective cooperative version obtained according to three fusion rules
(AND, OR, MAJORITY), will be compared. The performance evaluation for both
ED and KS spectrum sensing detectors and for the two considered communication
signals will be discussed. Note that for all measurements, the SNR value 6 dB is
considered. All achieved results compared to real channel sensing are described in
the ”Results and Discussion” section.

4.2.2 Real Channel Measurements

In order to verify the above described MATLAB simulator [110, 115], real channel
measurements are conducted. Therefore, a system based on USRP devices depicted
in Fig. 4.2, is used. It consists of two PCs and three USRP N200 devices. One
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of these USRPs is implemented as a transmitter. It is carrying out the PU role
by transmitting one of the two above mentioned signals. It is connected to a PC
through a Gigabit Ethernet port (blue line). The second and the third USRP
𝑁200 are implemented as the receivers. The first of them is carrying out the SU1
(SU3) role and is connected to the PC through a Gigabit Ethernet port (blue line).
Another one (which is carrying out the SU2 (SU4) role) is connected to the first

Fig. 4.2: Experimental setup. Source: author.

USRP through a MIMO cable (green line) to build a synchronized received system.
Note that the precise synchronization between the SUs must be realized in order

to realize the cooperative scheme. In this research, synchronization between the
transmitter and the receiver is achieved by transmitting an orthogonal code (Large
area synchronous code) [116], which is transmitted at the beginning of each burst of
the signal. In the setup, each USRP contains the WBX daughter board (front-end).
For different channel model realizations, the receiver and transmitter antennas were
located in various environments (indoor or outdoor).

The primary user signal is an 8PSK (or FM) signal with bandwidth 200 kHz
(bandwidth corresponding to wireless microphones bandwidth) centered on 845 MHz
carrier frequency, which corresponds to one of the uplink FDD LTE Advanced chan-
nels). Each SU scans the channel twice: first when it is not an occupied channel,
second when it is a channel where PU transmits. Note that although the channel
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is vacant, it is possible to suppose that the character of the received signal is not
exactly white Gaussian as it can contain interference from neighboring bands.

The PC is running Fedora 16, the signal processing applications are done using
open-source GNU Radio version 3.7.2.1. PU transmits the same signal (8PSK or
FM) as was used for MATLAB-based simulator [115]. These signals are generated
in MATLAB and recorded into the data files for transmission in GNU Radio. Each
SU sensed the channel of interest. By applying GNU Radio, the sensing results
are recorded into data files for subsequent processing. Afterwards, based on the
recorded data files, the 𝑃𝑑 and 𝑃𝑓𝑎 values are calculated for each SU in order to
estimate corresponding ROC curves. The equations to estimate these quantities are
depicted in Eq. 4.15 and Eq. 4.16.

𝑃𝑑 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑌 > 𝛾 | 𝐻1

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠
(4.15)

𝑃𝑓𝑎 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑌 < 𝛾 | 𝐻1

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠
(4.16)

In accordance with fusion rules for cooperative sensing, a final decision about a va-
cant channel is made. These results are presented below.

4.3 Results and Discussion
In order to evaluate the performance of the previous described system, methods of
the cooperative spectrum sensing technique are applied. By using key characteristics
as 𝑃𝑑 and 𝑃𝑓𝑎 [114], all the following results are presented. First, the dependence
of 𝑃𝑑 and 𝑃𝑓𝑎 on channel type for each secondary user is analyzed. Afterwards,
spectrum sensing using individual SUs with cooperative version which is obtained
according to the three fusion rules (AND, OR, MAJORITY) are compared. In
this section, the comparison between system performance in real and simulated
environments for different transmitted signals and detectors are discussed.

Figure 4.3 depicts the difference between the performance of the spectrum sensing
technique in real and simulated channels for the FM signal using the KS detector.
It can be observed that using sensing by individuals SU3 and SU4, Ped B and Veh B
channels results have better detection performance than other models. While Veh A
(SU2) shows the worst simulated results. It can also be seen that most real channel
detection performance is worse than for the simulated model in the case of individual
detection.

It should be noted that for the channel with indoor located PU and SU the ROC
curve graph is close to MATLAB-simulated channels. Probably, the reason for this

74



CHAPTER 4. COOPERATIVE SPECTRUM SENSING FOR D2D COMMUNICATION

50

55

60

65

70

75

80

85

90

95

100

0 10 20 30 40 50 60 70 80 90 100

P
ro

b
ab

ili
ty

 o
f 

d
et

ec
ti

o
n

 

Probability of False alarm 

SU1 in_in

SU2 in_out

SU3 out_in

SU4 out_out

MAJORITY MAJORITY_real

OR OR_real

AND AND_real

Fig. 4.3: ROC curves for FM received signal using KS test detector in real and
simulated channels. Source: author.

is that measurement conditions in the laboratory were almost ideal (without big
interference from outside). As well, it shows approximately the same performance
for real channels, in the case where cooperative sensing technology is applied. That
can prove the effectiveness of our simulator in the case of an FM transmitted signal
and the KS detection technique. It can also be observed that cooperative sensing of
real channels with the AND rule give better results than with the OR rule, whereas
the MAJORITY rule outperforms both the OR and AND rules. It is also clear
that in the case of probability of false alarm is equal to 10 %, the probabilities of
detection are 90 %, 97 %, and almost 100 % for the OR, AND, and MAJORITY
rules, respectively.

Fig. 4.4 presents the cooperative sensing technique for an FM signal by applying
the ED detector at the receiver side. As expected and evident, in the case of simu-
lated channels, all cooperative fusion rules give better detection performance than
sensing by individual users. However, simulation models provide better detection
than USRP-based (indoor and outdoor channels). The worst performance for an
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Fig. 4.4: ROC curves for FM received signal using ED test detector in real and
simulated channels. Source: author.

individual user is achieved when PU is located outdoors whereas SU is indoor. Co-
operative sensing gives very good results for all channel models. It can be observed
that when the probability of false alarm equals 10 %, the probabilities of detection
are 99.5 % for the OR rule, whereas it is approximately 100 %, for the AND, and
MAJORITY rules. It can also be noted, that the performance of all cooperative fu-
sion rules, after 4 % of false alarm probability, outperforms the simulated channels
for individuals.

Fig. 4.5 and Fig. 4.6 describe the performance of individual and cooperative
sensing in the case of transmitting an 8PSK signal in both the real and simulated
channels using KS and ED detectors, respectively. In both cases, the results are
quite good for cooperative sensing but it can be concluded that ED detection is
more suitable for an 8PSK signal than the KS test.

As expected and evident from all presented figures, all cooperative fusion rules
gave better detection performance than sensing by individual users. The MAJOR-
ITY rule results in slightly higher detection performance than AND and OR rules.
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For the MATLAB-based simulator, ED provides better detection than the KS de-
tector for an 8PSK signal, whereas an FM signal gives the opposite results [115].
Whereas for the USRP-based setup, ED provides much better detection than the
KS test for both signals (8PSK and FM). According to these results, two or more
sensing techniques at the receiver side should be used. As is known, for the IEEE
802.22 standard, 𝑃𝑑 should be 90 % or higher at 𝑃𝑓𝑎 = 10 % [117]. In our experi-
ment, ED (SU2) for FM for the MATLAB-based simulator signal and KS detectors
(SU2-SU4) for both FM and 8PSK for USRP-based setup do not meet these require-
ments, but all cooperative schemes operate in accordance with the requirements of
the standard.

4.4 Conclusion
In this research, the usefulness of the spector sensing methods are declared. It is
one of the promising technologies that can be used by D2D communication users
in the LTE Advanced network to prevent harmful interference effects. It is able
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to improve the quality of both D2D and LTE Advanced communication as well as
utilizing the shared spectrum effectively. That leads to a higher overall network
throughput. In order to test different methods of cooperative sensing and their ef-
fects on decision making, a MATLAB-based simulator in fading channel conditions
has been created and presented. Its usefulness has been demonstrated by perfor-
mance evaluation of two types of spectrum sensing detectors (ED and KS tests).
In order to prove the trustworthiness of the implemented system, as a sample, two
different signals were transmitted using the USRP devices. Different channel con-
ditions, simulated (Ped A, Ped B, Veh A, Veh B) and real ones (indoor-indoor,
indoor-outdoor, outdoor-indoor and outdoor-outdoor), are tested. The cooperative
sensing system can be parametrized to a higher number of users for better decision
making results. It can also transmit different signals.
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5 D2D COMMUNICATION CHANNEL SOUND-
ING

As a result of high speed data transmission, wireless services have grown very rapidly
and become increasingly attractive. Therefore, wireless communication systems
are deployed in various environments. In order to develop a good wireless Device
to Device communication network [118, 119, 120], an accurate description of the
channel impulse response (CIR) measurements should be presented. CIR describes
spreading, or echoing, multipath propagation and Doppler effects that occur when an
impulse is sent between the TX and the RX. Knowledge of the CIR characteristics
enables system designers to ensure that inter symbol interference (ISI) does not
dominate and hence lead to an excessive irreducible bit error rate [121].

Most of the channel sounding technique implementations in literature make use
of expensive equipment such as a vector network analyzer, spectrum analyzer, and
spread spectrum channel sounder [122, 123]. Therefore, part of this research will
focus on developing an inexpensive, efficient and easy-to-use method for channel
sounding. For these purposes, low cost hardware, USRP [124, 125], with open
source software, GNU Radio [124], are deployed. This hardware is a part of SDR
systems [126]. SDR reduces the value of the hardware by transferring its functions
to software. Replacing signal processing, which is done by expensive hardware, by
software requires only a personal computer. Therefore, it makes the process more
effective and reconfigurable. However, the temporal resolution of the estimated CIR
is limited by the small bandwidth of USRP [127, 128, 129]. For this reason, this de-
vice will be more effective in frequency domain channel sounding than using it in the
time domain [130]. A frequency domain channel estimator is implemented the way
that the carrier frequency is swept across a wideband channel to get a better tem-
poral resolution of the estimated CIR [131]. Another part will present an outdoor
long-range static channel campaign for both UHF and SHF bands with co-polarized
horizontal and vertical antenna configurations. It investigates the channel charac-
teristics of D2D communication scenarios underlaying 5G networks by providing
detailed research.

There have been myriad studies for USRP channel sounding using different input
signals over the past 10 years. As a sample of typical work in an indoor environ-
ment, there is a paper employing PN sequence with a length of 4095 chips [132].
This sounder consists of two separate USRPs. The measurements were done for
both LOS and NLOS environments. Synchronization was achieved by a cable which
connects the clocking port of a master USRP1 to a slave USRP1. Several mul-
tipath components were observed. A paper on indoor sounding [128] highlighted
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the value of using a frequency domain sounder for measuring 100 MHz bandwidth
characteristics. Sinusoidal signals were used as a transmitted signal. 𝐾 = 100 CIR
measurements were recorded. The received signal experienced between 43.42 dB
and 67 dB of attenuation in different LOS distances (from 1 m to 27 m). Another
paper used USRP N and USRP E series for indoor and outdoor channel measure-
ments, respectively [127]. The indoor channel measurements were obtained using
the sliding correlator system. Therefore, a pseudo-noise (PN) sequence of degree 10
(𝑁 = 1023) with a temporal resolution = 60 ns was transmitted. The path loss dy-
namic range between 45 and 105 dB and 61 ms of maximum multipath delay were
observed. The outdoor channel measurements were obtained using the frequency
domain channel sounding system. The measurements were performed in 10 discrete
steps of 2 MHz and in the frequency band near 700 MHz. The path loss varies
only by 5 dB in the 18 MHz band for LOS, while it varies by 20 dB for NLOS
across the same frequency band. An open-pit mine campaign performed a 25 MHz
wide frequency band sounding immediately below the unlicensed 2.4 GHz ISM band
[133]. A continuously repeating maximum-length or m-sequences with 𝐾 = 2047
sequence length was adopted as the transmitted signal. It was transmitted at a rate
of 25 Msamples/s. Four measurement realizations of the impulse response with dif-
ferent TX-RX separations that vary between 425 − 1670 m, were recorded. The
delay spread of the channel was often more than 10 𝜇𝑠.

Some USRPs channel sounders constructed and implemented in the above papers
use a sinusoidal signal for sounding, which is not suitable for time-varying channels.
Since it suffers from relatively slow scanning speed due to sequential scanning of
frequency points. Other papers sound the channel using different orthogonal sig-
nals in the time domain. However, it is hard to achieve excellent auto and cross
correlation properties for CDM based channel sounding. In order to overcome these
drawbacks, the frequency domain Zadoff-Chu sequence is proposed. Its center fre-
quency is swapped across the measured bandwidth. In this research it is used for
indoor channel sounding.

In the case of outdoor measurements, the number of studies for channel sounding
have also been carried out. Outdoor measurements were conducted in an open-area
test site at the National Metrology Institute of Germany [145], to study the scatter-
ing effects of traffic signs on vehicles moving along a road. The outputs are analytical
models, simulations, measurements, and implementation of the bi-static radar cross
section (RCS) of the traffic signs. A paper on outdoor sounding [146] highlighted
the propagation path loss models for 5G urban micro and macro cellular scenarios.
It compares the alpha-beta-gamma (ABG) and the close-in (CI) free space reference
distance models. A wide range of frequencies 2−73.5 GHz over 5−1429 m distances
were used. The output showed very comparable modeling performance between CI
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and ABG models. The CI model offers simplicity and a conservative NLOS path
loss estimate at large distances, whereas the ABG model is more complex and offers
a fraction of a dB smaller shadow, predicting less loss near the transmitter, and
more loss far from TX. Another paper [147], described the achieved results for LOS
and NLoS measurements between the UE and the BS in Nanjing Road, Shanghai.
The received signals were 20 MHz bandwidth with 2.1376 GHz carrier frequency.
The delays and complex attenuations of multipath components have been estimated
by applying the generalized expectation-maximization (SAGE) algorithm. The dis-
tance between TX and RX in LOS/NLOS scenarios, the life-distance of LOS channel,
the power variation at LOS to NLOS transition, and the transition duration were
extracted. The authors in [148] presented a sounding system that uses an orthogonal
frequency division multiplexing signal at 5.6 GHz with 200 MHz bandwidth. The
power delay profiles and the excess delay were presented. A channel measurement
campaign was conducted to study the frequency dependence of the propagation
channel for a wide range of frequencies 3 − 18 GHz [149]. Urban macro and micro
cellular environments were covered. The RMS delay spreads, coherence bandwidth,
path loss, shadow fading, and Ricean factor were characterized. It is mentioned that
the path loss exponents vary significantly with frequency (from 1.8 to 2 dB in LOS
environment and from 2.71 to 4.34 dB in NLOS). Shadow fading and the Ricean
factor increase with frequency, whereas the RMS delay spread values decrease with
frequency in the LOS environment. However, the RMS spread delay in the NLOS
environment and the coherence bandwidth values in both LOS and NLOS environ-
ments do not show significant changes. An outdoor wideband channel sounding at
2.4 GHz is described in [150]. The distance between the transmitter and the receiver
varied from 50 to 150 m. The distance-power gradient (2.532), path loss (with 9
dB standard deviation), and small-scale or multipath fading (with 5 dB standard
deviation) are reported. The maximum observed multipath fade is 28 dB. Another
campaign was conducted in Seoul [151]. The measurements were done using a wide-
band channel sounder at 3.7 GHz with a 100 MHz bandwidth. Both LOS and NLOS
environments were investigated. The output was presented as a spatial correlation
coefficient (SCC) of low-height links in urban environment. Wideband propagation
channel at 2.45 and 5.2 GHz was presented in [152]. Channel characteristics as power
delay profile, the mean delay, and the delay spread were studied. It was mentioned
that the parameters are frequency independent, whereas the higher frequency signal
shows considerably larger path loss than the lower one. Both the correlator-based
and recursive-Bayesian-filter-based ranging estimators were evaluated; both of them
provide better performances at 2.45 GHz compared with 5.2 GHz. This difference
increases with decreasing the received power. Urban macro environment was inves-
tigated in [153]. Wideband MIMO measurements around 800 MHz with 50 MHz
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bandwidth were presented. The antennas with 360 degrees of azimuth and 90 de-
grees of elevation were used for the transmitter and the receiver. The output report
contains path loss (path loss exponent n = 3), shadow fading (with 8.4 dB standard
deviation), delay spread (with 123 ns mean value and 73.2 ns standard deviation),
angular spread (with 30.8 degree mean value and 12.5 degree standard deviation
for angular spread of departure and 66.9 degree mean value and 15.1 degree stan-
dard deviation for angular spread of arrival), and Ricean K-factor (with 5 dB mean
value and 6.7 dB standard deviation). Measurement campaign [154] at the center
frequency of 2.35 GHz with 50 MHz bandwidth was conducted in order to evaluate
the performance in an outdoor propagation environment. SNR, spatial diversity
and capacity of different transmission schemes (direct transmission (DT), amplify
and-forward (AF) and decode-and-forward (DF) relaying) were investigated. Both
LOS and NLOS scenarios were involved. The results are depicted in terms of SNR,
spatial diversity, and capacity. Both AF and DF schemes improve the SNR, whereas
DT improves the capacity in small distances of LOS environment. However, by in-
creasing TX-RX distance, the capacity provided by the DF exceeds that provided
by the DT. Spatial diversity was also significantly improved by applying the DF
scheme.

The main contributions of this chapter are described in the following few points:
• Present an overview about the LAS code used for TX-RX synchronization.
• Propose a method for channel sounding that can be used with low-cost com-

mercially available SDRs and be able to support D2D communication [128].
• Implement a Zadoff-Chu frequency domain channel sounder using USRP and

MATLAB platforms in order to support wide bandwidth and fast channel
capturing.

• Test the proposed technique in real indoor channel conditions and compare it
with frequency domain sounding.

• Test the ability of deploying a D2D communication underlay 5G network in
wideband long-range static channel for both UHF and SHF bands as a part of
5G NR frequency bands allocation.

• For microcell LOS environment (with 315 m distance), we provided the channel
frequency response (CFR) variation, path loss, and RMS delay spread distri-
bution in the case of vertical and horizontal polarizations for both 1.3 GHz
and 5.8 GHz center frequencies.

• For macrocell NLOS environments (with 2.089, 4.11, and 5.429 km distances),
in addition to all previous mentioned parameters, distance dependence of path
loss, and RMS delay spread are analyzed. RMS delay spread dependence of
the coherence bandwidth is also investigated.

The chapter is organized as follows. Section 5.1 presents a brief overview of
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channel sounding methods. The LAS codes used for USRP TX-RX synchronization
are also depicted. Then a brief overview about the characteristics of Zadoff-Chu
sequences is described. Afterwards, the proposed method of channel sounding is
formulated and compared with basic frequency domain sounding. Using the pro-
posed method, the basic channel characteristics like RMS delay spread, mean excess
delay and coherence bandwidth are extracted. The path loss of the measured chan-
nel is also studied. This approach can be used in e.g. vehicle channels for D2D
communication. Finally, wideband UHF and SHF long-range static outdoor chan-
nel characterization are depicted. Distance dependency of path loss, RMS delay
spread, its dependency to TX-RX distance, and its relation to the coherence band-
width are derived.
Author’s bibliography related to this chapter:

[1] Kassem, E., Marsalek, R., & Blumenstein, J. (2018). Frequency Domain
Zadoff-Chu Sounding Technique for USRPs. In 25th International Conference
on Telecommunications (ICT), IEEE.

[2] (In review) Kassem, E., Blumenstein, J., Povalac, A., Vychodil, J., Pospisil,
M., Marsalek, R., & Hruska, J. (2018). Wideband UHF and SHF Long-Range
Static Channel Characterization. In International Journal of Antennas and
Propagation.

5.1 Channel Sounding Methods
The channel sounding methods are time domain, frequency domain and code do-
main. Time division multiplexing will not be covered because of poor real time
measurements and absolute time synchronization between transmitter and receiver
is required.

5.1.1 Code Division Multiplexing (CDM)-based

Code division multiplexing sounders is considered as an efficient way for measuring
fast fading channels. Several codes can be used as a probing signal for the CDM
sounder like loosely synchronous, Large Area LA, Large Area Synchronized LAS,
CAZAC, Kasami [136], and Chaotic sequences.

Large Area codes 𝐿𝐴(𝐿𝐿𝐴, 𝑀𝐿𝐴, 𝐾𝐿𝐴) is a set of codes which consist of ±1 or
0 elements where large area sequence with a total code length 𝐿𝐿𝐴, 𝐾𝐿𝐴 num-
ber of ±1 pulses, and minimum spacing of 𝑀𝐿𝐴 chip durations between non-zero
pulses. However, the main drawback of these sequences is their relatively low duty
ratio, quantifying the density of the nonzero pulses, since this limits the number
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Fig. 5.1: Two orthogonal LA codes with the same length, number of pulses, and
chip durations and their characteristics (both auto-correlation and cross correlation).
Source: author.

C [length L] S [length L]

τLS=L-1 
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τLS=L/4 -1 

CC SW0W0

Complementary pairs:

LS code

Fig. 5.2: Description of complementary and loosely synchronous codes generation
where C and S are complementary codes, 𝑊𝐿𝐴 the number of zeros, and 𝜏𝐿𝑆 is an
interference free window.

of codes available, therefore the number of users are also limited [116]. For exam-
ple, LA(847,38,16) code is 847 chips long, the minimum separation between nonzero
elements is 38 and the number of impulses is 16. This code is described in Fig. 5.1.
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Fig. 5.3: Two orthogonal loosely synchronous codes with the same length equal
to 𝑁𝑐𝑜𝑚 = 64, number of zeros 𝑊𝐿𝐴 = 63, and their characteristics (both auto-
correlation and cross correlation). Source: author.
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Fig. 5.4: Generation of LAS code with a length equal to 2559 chips. Source: author.
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Fig. 5.5: Auto and cross correlation characteristics of LAS codes. Source: author.
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Fig. 5.6: Frequency domain channel impulse response measurement system [134].

Loosely synchronous code is based on orthogonal and complemented Golay com-
plementary pairs (C0,S0) and (C1, S1). It can eliminate the associated ISI as well
as the multiple access interference (MAI) properties. This code can be given as
𝐿𝑆(𝑁𝑐𝑜𝑚, 𝑃𝐿𝑆, 𝑊𝐿𝑆), where 𝑁𝑐𝑜𝑚 length of complementary codes, 𝑊𝐿𝐴 is the num-
ber of zeros which separates between two pairs of complementary codes, and 𝑃𝐿𝐴 is
a dimension of the Walsh-Hadamard (WH) matrix which can be applied to generate
an orthogonal complementary code sets. Figure 5.2 describes loosely synchronous
codes generation procedure, whereas Fig. 5.3 depicts their characteristics.

LAS code [135] is a combination of both LA code and loosely synchronous code.
In order to design LAS code, loosely synchronous code is inserted into zero space
of LA code, so it enhances the duty ratio of LA code, and optimizes the feature
of ”Zero Interference Window”. Figure 5.4 describes LAS code structure, whereas
Fig. 5.5 depicts their auto and cross correlation properties.

5.1.2 Frequency Domain Sounding

The frequency response can be measured directly by collecting the measurements of
radio propagation characteristics in the frequency domain. It can also be calculated
by applying the Fourier transformation on the time domain measurements expressed
in Eq. 2.1. The result could be given by Eq. 5.1 [44].
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𝐻(𝑓, 𝑡) =
∫︁ ∞

−∞
ℎ(𝑡, 𝜏) · 𝑒−𝑗𝜔𝜏 𝑑𝜏

=
𝑁𝑝∑︁

𝑤=1
𝑎𝑤(𝑡)𝑒−𝑗𝜙𝑤(𝑡)𝑒−𝑗𝜔𝜏𝑤(𝑡)

(5.1)

where 𝜔 is the carrier frequency in radians per second. In a slowly time-varying
channel, the multipath parameters of the channel remain constant during fractions
of the coherence time of the channel, so that the frequency response can be measured
as follows:

𝐻(𝑓) = 𝐻(𝑓, 0) =
𝑁𝑝∑︁

𝑤=1
𝑎𝑤𝑒−𝑗𝜙𝑤𝑒−𝑗𝜔𝜏𝑤 (5.2)

In practice, however, the measurement systems are band-limited. Therefore, the
frequency response is defined in Eq. 5.3.

𝐻(𝑓) = 𝐻(𝑓, 0) = 𝑊 (𝑓) ·
𝑁𝑝∑︁

𝑤=1
𝑎𝑤𝑒−𝑗𝜙𝑤𝑒−𝑗𝜔𝜏𝑤 (5.3)

where 𝑊 (𝑓) represents the frequency domain RF filter characteristics used in the
measurement system [44].

Practically, the channel response is measured by using a network analyzer that
sweeps a transmitted RF frequency with fixed power over the bandwidth of interest.
Then it measures the amplitude and the phase of the received signal passed through
the radio channel [44, 127, 128]. This frequency response is used for calculating
the time domain response and multipath parameters using inverse discrete Fourier
transform (IDFT). Figure 5.6 depicts the block diagram of the frequency domain
sounding system.

The number and spacing of the frequency step impacts the time resolution of
the impulse response measurement. This system is more suitable for indoor non
real-time measurements. Hence, it is not suitable for time-varying channels unless
the sweep times are fast enough.

5.2 Zadoff-Chu Sequence
Zadoff-Chu [137, 138] is a complex-valued mathematical sequence, when applied to
radio signals, gives rise to an electromagnetic signal of constant amplitude. The
𝑢 root Zadoff-Chu sequence is defined by Eq. 5.4 [139, 140, 141].

𝑥𝑢(𝑛) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
exp

(︁
−𝑗 𝜋𝑢𝑛(𝑛+1)

𝑁𝑍𝐶

)︁
for odd u

exp
(︁
−𝑗 𝜋𝑢𝑛2

𝑁𝑍𝐶

)︁
for even u

(5.4)

where 𝑁𝑍𝐶 is the length of the Zadoff-Chu sequence. This sequence is a CAZAC se-
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Fig. 5.7: Constant amplitude property of Zadoff-Chu sequence. Source: author.

quence [142, 143] (constant amplitude zero auto-correlation waveform) [143]. There-
fore, it has several important properties. Constant amplitude means that it has flat
frequency domain response. Figure 5.7 demonstrates the constant amplitude of the
Zadoff-Chu sequence with 𝑢 = 29 and the length of the sequence 𝑁𝑍𝐶 = 353. This
property of the Zadoff-Chu sequence formulates the basis of this research. Zero auto-
correlation: Zadoff-Chu sequences are one of the best poly-phase sequences. Their
periodic auto-correlation function is perfect. That means, the auto correlation is zero
for all time lags except for the zero lag. These sequences exhibit the useful property
that cyclically shifted versions of themselves are orthogonal to one another. If two
Zadoff-Chu sequences are created, one of them is a shifted copy of another by 𝑁𝑠ℎ

(𝑁𝑠ℎ can be 1,2, ..., 𝑁𝑍𝐶 − 1). The correlation between these sequences will be zero.
Therefore, two sequences are orthogonal to each other. It means that you can create
𝑁𝑍𝐶 − 1 orthogonal sequences just by shifting a Zadoff-Chu sequence. Zadoff-Chu
sequences are used in 3GPP LTE Long Term Evolution [139] air interface in the
Primary Synchronization Signal (PSS), random access preamble (PRACH), uplink
control channel (PUCCH), uplink traffic channel (PUSCH), DMRS, and sounding
reference signals (SRS).

5.3 Data Processing
The radio channel is commonly characterized by scattering, attenuation, reflection,
refraction and fading [134]. Studying radio channels make us have an understanding
of the rapid fluctuations of the radio signal amplitude over a period of time. In digital
communications, the additive white Gaussian noise (AWGN) channel is assumed as
a basic channel model. More advanced models including fading effects, e.g. the
ITU path loss models [42], are often used in order to better reflect real wireless
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environments.

5.3.1 Channel Response

The impulse response ℎ of the multipath channel can be calculated according to
Eq. 2.1, where 𝑎𝑤, 𝜏𝑤, and 𝜙𝑤, represent the amplitude, arrival time, and phase re-
spectively, and characterizes 𝑁𝑝 number of individual paths between the transmitter
and receiver [42].

5.3.2 RMS Delay Spread

The RMS delay spread is one of the most important parameters for the delay time
extent of a multipath radio channel. It is caused by reflected and scattered propa-
gation paths. It can describe different multipath fading channels and a guideline to
design a wireless transmission system. If 𝜏𝑤 is the channel delay of 𝑤th path and
𝑃 (𝜏𝑤) is its power, then the root mean square delay spread can be formulated in
Eq. 5.5.

𝜎𝜏 =
√︁

𝜏 2 − 𝜏 2 (5.5)

where 𝜏 is the mean excess delay and it is given by Eq. 5.6.

𝜏 =

𝑁𝑝∑︀
𝑤=1

𝑎2
𝑤𝜏𝑤

𝑁𝑝∑︀
𝑤=1

𝑎2
𝑤

=

𝑁𝑝∑︀
𝑤=1

𝑃 (𝜏𝑤)𝜏𝑤

𝑁𝑝∑︀
𝑤=1

𝑃 (𝜏𝑤)
(5.6)

𝜏 2 =

𝑁𝑝∑︀
𝑤=1

𝑎2
𝑤𝜏 2

𝑤

𝑁𝑝∑︀
𝑤=1

𝑎2
𝑤

=

𝑁𝑝∑︀
𝑤=1

𝑃 (𝜏𝑤)𝜏 2
𝑤

𝑁𝑝∑︀
𝑤=1

𝑃 (𝜏𝑤)
(5.7)

5.3.3 Coherence Bandwidth

Coherence bandwidth is a statistical measure of the range of frequencies over which
the channel can be considered as a flat channel. In other words, coherence band-
width is the range of frequencies over which two frequency components have a strong
potential for amplitude correlation. In the case where coherence bandwidth is de-
fined as a bandwidth with correlation of 0.5 or above, it can be calculated using the
frequency correlation function depicted in Eq. 5.9

𝑆(Δ𝑓) ∼=
∫︁ ∞

−∞
𝐻(𝑓)𝐻*(𝑓 + Δ𝑓).𝑑𝑓 (5.8)
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𝐻(𝑓) is the complex transfer function of the channel, Δ𝑓 is frequency shift and
* denotes the complex conjugate.

𝐵𝑐 ≈ 𝑚𝑖𝑛(Δ𝑓 : 𝑆(Δ𝑓)
𝑆(0) < 0.5) (5.9)

It can also be calculated by applying Eq. 5.10 [44].

𝐵𝑐 ≈ 1
5𝜎𝜏

(5.10)

5.3.4 Path Loss

The generalized form of the path loss model can be constructed from path loss
offset 𝑃𝐿𝑜𝑓𝑓𝑠𝑒𝑡, the distance between TX and RX 𝑑, the reference distance 𝑑0, and
the random shadowing effect 𝜒𝜎 (the deviation of the measured path loss from the
linear model), and calculated by Eq. 5.11.

𝑃𝐿(𝑑) = 𝑃𝐿𝑜𝑓𝑓𝑠𝑒𝑡 + 10𝑛 · log( 𝑑

𝑑0
) + 𝜒𝜎 (5.11)

where 𝑛 is a path loss exponent and 𝑑0 = 1 m and 𝑑0 = 100 m for short indoor and
long outdoor distances [134].

5.3.5 Channel Frequency Response Variation

Let us consider that 𝐻𝑠(𝑓𝑘), 𝑘 = 1, 2, · · · 𝑁𝐹 , 𝑠 = 1, 2, · · · , 𝑁𝑇 is the wideband CFR
at a specific time for a specific frequency. 𝑁𝑇 is the number of normalized CFR
samples and 𝑁𝐹 is the number of frequency steps in the measured bandwidth. The
influence of variation and small scale fading can be removed by averaging consecutive
𝑁𝑇 CFRs [155] according to Eq. 5.12.

⃒⃒⃒
𝐻(𝑓𝑘)

⃒⃒⃒2
= 1

𝑁𝑇

· 10 · log(
𝑁𝑇∑︁
𝑠=1

⃒⃒⃒
𝐻𝑠(𝑓𝑘)

⃒⃒⃒2
) (5.12)

However, as is mentioned in [156], averaging keeps some small scale fluctuations in
the frequency domain; therefore, the median filter is applied. Note that in order
to get a well filtered signal, a proper window size of median filter (that keeps the
deep fades effect) should be chosen. In this research, the window size will depend
primarily on deep fades where the signal strength can drop by more than 15 dB.
Finally, the CFR variation is obtained through subtracting the filtered average CFR
from the measured CFR.

𝐶𝐹𝑅𝑉 =
⃒⃒⃒
𝐻𝑠(𝑓𝑘)

⃒⃒⃒2
− 𝑓𝑖𝑙𝑡(

⃒⃒⃒
𝐻(𝑓𝑘)

⃒⃒⃒2
) (5.13)
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Tab. 5.1: Parameters summary

Parameters Values

Bandwidth 100 MHz

Transmitted signals Sinusoidal, Zadoff-Chu

Channel models Cable, LOS indoor, NLOS indoor

Sample rate 10 Msamples/s

Frequency 800-900 MHz

5.4 Indoor Testbed Description
The system used to test the suggested sounder is depicted in Fig. 5.8. It con-
sists of two PCs and two USRP2 devices. One of these USRPs is implemented as
a transmitter. It carries out its role by transmitting two signals. These signals are:
a sinusoidal signal which is used for the frequency domain channel sounding and
the Zadoff-Chu sequence for the proposed channel sounding method. The second
USRP2 is implemented as a receiver. For 14 different indoor locations, the receiver
recorded baseband signal samples at 10 Msamples/s, then the samples are stored in
the laptop’s harddrive. Both the transmitter and receiver are connected to the PC
through a Gigabit Ethernet port (blue line). Note that the precise synchronization
between the USRPs must be realized in order to derive high dynamic range chan-
nel impulse responses. Synchronization between the transmitter and the receiver is
achieved by transmitting an orthogonal code (LAS code) [116] at the beginning of
each signal’s burst.

In the setup, each USRP is equipped with a WBX RF-board, which covers the
50 MHz - 2200 MHz frequency range. For different channel model realizations,
the receiver antennas are allocated in different locations. Three different channel
scenarios are considered. The signals are captured in a good isolated cable, an
indoor LOS channel, and an indoor NLOS channel. Both transmitter and receiver
are located inside the building. The PC is running Fedora 16 and signal processing
applications are done using open-source GNU Radio version 3.7.2.1. The Zadoff-
Chu sequence, which is generated in MATLAB, is recorded into the data files for
transmission in GNU Radio.

The frequency domain channel sounding is done by transmitting narrowband
sinusoidal signals which are spaced by Δ𝑓= 100 kHz. In order to measure the
whole 100 MHz band (800-900 MHz), the carrier frequency 𝑓𝑐𝑖 is swept across the
bandwidth in 𝑁𝑠𝑡𝑒𝑝_𝑓𝑟 discrete steps, 𝑖 = 1, 2, ..., 𝑁𝑠𝑡𝑒𝑝_𝑓𝑟 where 𝑁𝑠𝑡𝑒𝑝_𝑓𝑟 = 1000.
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TX

RX

13 m

1 m

RX 
NLOS

Fig. 5.8: Map of the indoor environment; 3rd floor with one TX location and 14 RX
locations. The blue antenna symbol represents the TX location, whereas the black
ones represent the RX locations. The red antenna symbol represents the RX location
in the case of NLOS. On the top, the equipment used for the transmitter and the
receivers are presented. Source: author.

For each frequency step, a signal frame consisting of 𝑁𝑓𝑟_𝑠𝑖𝑛 = 2000 samples is
received by USRP. The system initially sets the carrier frequency to 𝑓𝑐1=800 MHz
and after receiving a frame of 𝑁𝑓𝑟_𝑠𝑖𝑛 samples, it increases the carrier frequency by
Δ𝑓 =100 KHz. The frequency sweep process between both the transmitter and the
receiver is synchronized.

On the other hand, the proposed method of channel sounding is achieved by
transmitting frames of Zadoff-Chu sequences. Each transmitted sequence covers
2 MHz bandwidth, therefore, the frames are spaced by Δ𝑓 = 2 MHz. In order to
measure the whole 100 MHz band (800-900 MHz), the center carrier frequency 𝑓𝑐𝑐𝑖 is
swept across the bandwidth in 𝑁𝑠𝑡𝑒𝑝_𝑍𝐶 discrete steps, 𝑖 = 1, 2, ..., 𝑁𝑠𝑡𝑒𝑝_𝑍𝐶 where
𝑁𝑠𝑡𝑒𝑝_𝑍𝐶 = 50. Each frame consists of 𝑁𝑓𝑟_𝑍𝐶 = 2000 samples of 2 MHz signals. By
taking into consideration the constant amplitude of this signal, the channel response
can be calculated.

Each frame of the above generated signals is detected by the threshold detec-
tion of the received signal power. Afterwards, the extracted signal is saved to a
data file and sent to the PC. Then the signal is analyzed to extract the magnitude
and the phase which characterize the channel response at a specific frequency 𝑓𝑐𝑖

(frequency sounder) or 2 MHz bandwidth (frequency domain Zadoff-Chu sounder).
The 800 − 900 MHz band is used because it is a part of the 5G NR FDD uplink
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Fig. 5.9: Frequency channel response for both frequency (blue curve) and proposed
(black curve) channel sounding method for a cable and WBX boards. Source: au-
thor.

frequency bands allocation [144], so it is suitable for D2D underlay LTE Advanced
or even 5G networks. However, the proposed method is not limited to this band
and its applicability depends mainly on the used RF front-end.

Figure 5.9 describes the frequency channel responses between the transmitter
and the receiver which are connected by a cable. The blue curve depicts the results
achieved by using the frequency domain channel sounding while the black curve is
the same frequency channel response using the frequency domain Zadoff-Chu channel
sounding. Both curves are normalized to the maximum response value.

The achieved results in Fig. 5.9 can be useful in order to estimate the frequency
characteristics of both the cable and WBX board for the whole range of taken
measurements. This response can be easily subtracted from the LOS and NLOS
channel responses to get pure channel characteristics without a cable and front end
affections.

Figure 5.10 depicts the response of the indoor LOS channel. There is a direct
path from the source to the receiver about 13 m length. Figure 5.11 presents the
response of indoor NLOS channel where the path between both the transmitter and
the receiver is obstructed by a wall. The distance between both sides is also 13 m.
Both LOS and NLOS cases are depicted in Fig. 5.8 where the blue antenna is TX
and the black and red antennas are RXs. All above presented curves show that
the proposed method is able to measure the channel with the same accuracy as
a frequency domain channel sounding. The root mean square error is calculated to
compare both methods in different environments. The results of 8.7 ·10−3, 2.4 ·10−2,
and 5.2 · 10−2 are achieved for cable, LOS, NLOS environments, respectively.

For deeper channel characterizing, several measurements in an indoor environ-
ment for different LOS distances (1 m - 13 m) between the transmitter and the
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Fig. 5.10: Frequency channel response for both frequency (blue curve) and proposed
(black curve) channel sounding method for the LOS indoor environment. Source:
author.

800 820 840 860 880 900
0

0.5

1
Frequency channel sounding in indoor NLOS environment

Frequency [MHz]

N
or

m
al

iz
ed

 a
m

pl
itu

de

800 820 840 860 880 900
0

0.5

1
Proposed method in indoor NLOS environment

Frequency [MHz]

Fig. 5.11: Frequency channel response for both frequency (blue curve) and proposed
(black curve) channel sounding method for the NLOS indoor environment. Source:
author.

receiver were also conducted. For each distance and frequency between 800 and
900 MHz, 110 CIR measurements are extracted. Figures 5.12 to 5.16 capture chan-
nel characteristics by analyzing 110 CIR measurements of 100 MHz band at 3 m,
5 m, 8 m, and 13 m distances.

Figure 5.12 presents the channel impulse response, whereas Fig. 5.13 depicts the
variation of channel excess delay (blue curve) for the 110 captures of the measured
channel. While the red line depicts the mean excess delay value. The maximum and
the minimum observed excess delay values are (2 ns and 0.6 ns), (2 ns and 0.6 ns),
(1.765 ns and 0.704 ns), and (1.77 ns and 0.57 ns) for 3 m, 5 m, 8 m, and 13 m
distances, respectively. The mean access delay values are 1.24 ns, 1.33 ns, 1.3 ns,
and 1.21 ns. Figure 5.14 depicts the variation of RMS delay spread with their mean
value of above described channel. The RMS delay spread varies between (3.58 ns
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Fig. 5.12: Channel impulse response for 110 CIR measurements of the LOS channel
for TX-RX separation d = 3 m, 5 m, 8 m, or 13 m. Source: author.
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Fig. 5.13: Excess delay for 110 CIR measurements of the LOS channel where TX-
RX separation d = 3 m, 5 m, 8 m, or 13 m. The red line represents the mean excess
delay. Source: author.

and 6 ns), (3.8 ns and 6 ns), (3.69 ns and 5.67 ns), and (3.33 ns and 5.69 ns) and
mean values are 4.693 ns, 4.907 ns, 4.912 ns, and 4.7 ns for 3 m, 5 m, 8 m, and 13 m
distances, respectively. Figure 5.16 describes the variation of channel energy with
the mean and deviation values captured as green and red lines, respectively. The
mean channel energy power values equal to -38.35 dB, -41.94 dB, -45.06 dB, and
-47.27 dB for 3 m, 5 m, 8 m, and 13 m distances, respectively.

Using the measured CIRs, the mean excess delay (red curve), mean RMS delay
spread (black curve) and coherence bandwidth (blue curve) of the 100 MHz channel
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Fig. 5.14: RMS delay for 110 CIR measurements of the LOS channel where TX-RX
separation d = 3 m, 5 m, 8 m, or 13 m, are depicted as a blue curve. The red lines
represent the mean RMS delay value. Source: author.
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Fig. 5.15: The normalized average power for 110 CIR measurements of the LOS
channel, where TX-RX separation d = 3 m, 5 m, 8 m, or 13 m, are depicted as
a blue curve. The red curves are the best fit exponential power delay profile. Source:
author.

are calculated and captured in Fig. 5.17 as a function of distance. It can be observed
that the RMS delay of the channel increases with an increase in distance, causing
the coherence bandwidth to decrease significantly.

Figure 5.18 shows the measured path loss (red circles) as a function of distance
and the best line fit to the measured values (blue line). The black triangles present
the median values of the measured path loss across different TX-RX separations.
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Fig. 5.16: Channel energy values for 110 CIR measurements of the LOS channel
where TX-RX separation d = 3 m, 5 m, 8 m, or 13 m are depicted as a blue curve.
The green lines represent mean values, whereas the red lines represent the deviation
of the energy. Source: author.
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Fig. 5.17: The measured characteristics of 100 MHz channel bandwidth of the indoor
LOS environment for TX-RX separations 1 - 13 m. The red, black and blue curves
represent the mean excess delay, RMS delay spread and the coherence bandwidth,
respectively. Source: author.

The best line fit have been produced using a MATLAB function with a channel
exponential 𝑛 = 1.67 and 𝑃𝐿𝑜𝑓𝑓𝑠𝑒𝑡 = 30.5 dB. The exponential of the channel
𝑛 = 1.67 is observed to be less than the free-space path loss exponent 𝑛𝐹 𝑆 = 2. This
could be due to walls of the corridor being close to each other that may cause strong
reflections and refractions for LOS scenarios.
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Fig. 5.18: The measured path loss for 100 MHz channel bandwidth of the indoor
LOS environment. Each red circle represents the measured LOS path loss value;
black triangle represents the median value of the measured path loss for specific
distance; the blue line represents the channel path loss model for path loss exponent
equaling 1.67 and 𝑑0 = 1 m. Source: author.

5.5 Outdoor Testbed Description
These measurements were conducted in the region South Moravia, Czech Republic.
Two types of setups, microcell and macrocell, were considered. In the microcell
setup, TX1 was placed on a small hill near the Faculty of Electrical Engineering
and Communication building, Brno University of Technology (BUT) and mounted
on a mast of 10 m height, whereas the receiver was allocated on the rooftop of the
building (19 m height). The distance between the transmitter and the receiver for
route 1 (R1) is 315 m. Both the transmitter and the receiver are surrounded by
a rich scattering environment which consists of buildings, parked cars, moving cars
and people. However, because of the highly mounted antennas above the ground,
LOS measurements were realized. In the macrocell setup, three different NLOS
routes were tested (R2, R3, R4). On the first two routes (R2, R3), the receiver was
placed on the rooftop of the Faculty of Electrical Engineering and Communication
building. The transmitter was located 2.089 km from the receiver (8 m height) for
the R2 route, and 5.429 km far from the receiver of 3 m height in the case of the R3
route. For the fourth route, R4, both the transmitter and the receiver were located in
a rural area where the transmitter was surrounded with different levels of buildings
(up to 12 m height) and placed on the rooftop of the Racom company building (12 m
height) mounted on a mast of 5 m height. The receiver was mounted on a mast of
19 m height in a pure rural area. The transmitter and the receiver positions for all
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Fig. 5.19: LOS route R1 = 315 m and NLOS route R2 = 2.089 km with SHF band
TX2 position on the left-hand side and R3= 5.429 km with UHF band TX3 position
on the right-hand side and the position of the sector RX antenna used for SHF signal
of TX2-RX measurements. Source: author.

above described routes are depicted in Fig .5.19 and Fig .5.20. Visualizations of the
transmitting antennas in the case of R2 and R3 and receiving antenna with their
surrounding environments are presented on the left-hand side, the right-hand side,
and the center of Fig. 5.19, respectively. The mast of the received antenna of the
fourth route (R4) is captured on the right-hand side of Fig. 5.20.

In order to investigate LOS and NLOS radio channel characteristics, two different
channel sounder systems for 1.3 GHz and 5.8 GHz have been implemented. These
sounders, together with MATLAB and LabVIEW programs, were used for channel
evaluation up to 120 MHz and 600 MHz bandwidths for both 1.3 and 5.8 GHz,
respectively. The basis of the transmitting station is a programmable RF genera-
tor (R&S SMU200A vector signal generator) which can be controlled by MATLAB.
The generated signal was filtered using a band pass filter, amplified by a power
amplifier, and directed to the directional antenna transmitter using a circular con-
nector. The amplifier module for UHF band (MD220L-1296-48V) was modified to
be used as a linear amplifier class A. However, the SHF band transmitter uses Hit-
tite HMC408LP3 and DG0VE PA6-1-8W amplifying modules. The generated UHF
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Fig. 5.20: NLOS R4 = 4.11 km route and the position of the RX antenna in the
middle of the mast. Source: author.
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Fig. 5.21: Channel sounding systems diagram with transmitter and receiver for both
UHF (white colored) and SHF (grey colored) bands.

(1.3 GHz) signal was transmitted using 35 elements Yagi Tonna antennas 20365 with
20 dBi of gain. The SHF (5.8 GHz) signal was transmitted by parabolic RD-5G30-
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Fig. 5.22: Parabolic and sector antennas rectangular radiation (E and H planes) in
the case of vertical and horizontal co-polarizations Source: author.

LW RocketDish with gain equaling 30 dBi. The receiver consists of a directional
antenna, low noise amplifier, band pass filter, and signal analyzer. National Instru-
ments PXIe-5665 is used for both UHF and SHF bands. It consists of three ba-
sic modules: PXIe-5653 RF synthesizer, PXIe-5605 downconverter, and PXIe-5622
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150 MS/s 16-bit digitizer. The UHF and SHF signals were received by 35 elements
Yagi Tonna antennas 20365 (20 dBi gain) and sector antenna AM-V5G-Ti (21 dBi
gain), respectively. The developed software in LabVIEW environment for National
Instruments PXIe-5665 was used for recording and processing the raw data received
by the channel sounder. This software is able to record up to 600 MHz of bandwidth
via stepped re-tuning by 50 MHz blocks with the ability to be synchronized with the
transmitted signal. In order to save the achieved data with 50 MHz instance band-
width and 16-bits precision, a Redundant Array of Inexpensive Disks (RAID) with
a capacity of 12 TB was used. MATLAB was also used for final data processing.
The sounding signal is a linear FM chirp returning with a speed of 40 MHz/1ms.
Fig. 5.21 depicts the schematics of the sounder for UHF (white blocks) and SHF
(grey blocks) bands with a shared vector signal generator and analyzer. More infor-
mation about our parabolic and sector antenna characteristics, and E and H planes
for vertical and horizontal co-polarizations are captured in Fig. 5.22.

As a result of all above mentioned setting, Fig. 5.23 presents the cumulative
probability of the path loss for LOS environment. The cumulative probability of
path loss values fit well with the Normal distribution with 𝜇 mean and 𝜎 standard
deviation parameters. The path loss values of the R1 LOS route are in the range of
87.6−88.5 dB with a mean value 88.1 dB and standard deviation 0.22 dB for 1.3 GHz
with horizontal co-polarization, 88.2−89.9 dB with a mean value 89.04 dB and stan-
dard deviation 0.33 dB for 1.3 GHz with vertical co-polarization, 114.9 − 116.1 dB
with a mean value 115.49 dB and standard deviation 0.23 dB for 5.8 GHz horizontal
co-polarization, and 116.5 − 117.9 dB with a mean value 117.1 dB and standard
deviation 0.24 dB for 5.8 GHz with vertical co-polarization. The distribution shape
is also depicted in Fig. 5.23 and presented in black, blue, magenta, and cyan colors
for UHF horizontal co-polarization, UHF vertical co-polarization, SHF horizontal
co-polarization, SHF vertical co-polarization, respectively. The shape can provide
useful information about the density of the measured path loss. It can be observed
that in the case of both 1.3 and 5.8 GHz, the path loss for vertical co-polarization
exceeds the path loss of the horizontal one. It is also clear that path loss increases
with frequency.

Figure 5.24 presents the measured path loss for 1.3 GHz sounding system in the
case of horizontal and vertical co-polarizations. Black circles represent the measured
path loss values for horizontally transmitted and received signals, whereas blue cir-
cles represent the measured path loss values for vertically transmitted and received
signals. The best line fit have been produced using a MATLAB function with path
loss exponents equaling 3.9 and 3.7 for horizontal and vertical polarization cases,
respectively. These results are comparable with the results specified in [146], where
the path loss exponent value for distances up to 1.4 km varies between 2.9 and 3.1
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Fig. 5.23: CDF of the measured path loss of both 1.3 and 5.8 GHz transmitted
signals in LOS environment with horizontal and vertical co-polarization antenna
settings. The curve colored in red represents the Normal distribution. Source:
author.
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Fig. 5.24: The measured path loss for 1.3 GHz center frequency of the outdoor
NLOS environment. The black and blue circles represent the measured NLOS path
loss values for horizontal and vertical co-polarization, respectively. Source: author.

for 2 GHz frequency. The path loss exponent value was also captured in urban
environment [153] for 800 MHz frequency and reached a value of n = 3.3.

Figure 5.25 depicts the measured path loss for the 5.8 GHz sounding system
in the case of horizontal and vertical co-polarizations, represented by black and
blue circles, respectively. The best line fit have been produced using a MATLAB
function with path loss exponents n equaling 4.6 and 4.1 for horizontal and vertical
polarization cases, respectively. These values can be compared with values achieved
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Fig. 5.25: The measured path loss for 5.8 GHz center frequency of the outdoor
NLOS environment. The black and blue circles represent the measured NLOS path
loss values for horizontal and vertical co-polarizations, respectively. Source: author.

in [149], for frequencies 3 − 6 GHz where the path loss exponents between 3.92 and
4.7 were achieved. The dashed grey lines represent the theoretical path loss model
in the case of different exponents.

Figures 5.26 and 5.27 display the cumulative probability of the RMS delay spread
for LOS environment presented as the R1 route and 2.089, 5.429, and 4.11 km NLOS
environments presented as R2, R3, and R4 routes, respectively. The RMS delay
spread values for all routes and frequencies fit well with the Normal distribution
with 𝜇 mean and 𝜎 standard deviation parameters. It can be distinguished, that
the R1 LOS route offers smaller RMS delay spread compared with all plotted RMS
values for NLOS environments in both 1.3 and 5.8 GHz. This behavior is expected.
On one hand it can be due to a very strong LOS component compared with the
reflected or scattered path, leading to lower RMS delay spread. On the other hand,
in the case of NLOS environment, the transmitted signal is blocked or severely
attenuated causing multipath to arrive at the receiver over a large propagation time
interval. Similar characteristics are observed in [149, 157]. The wideband RMS
delay spread for the R1 route is in the range of 15.11 − 18.42 ns for 1.3 GHz with
horizontal co-polarization, 23.18−32.58 ns for 1.3 GHz with vertical co-polarization,
11.53 − 12.21 ns for 5.8 GHz horizontal co-polarization, and 15.82 − 16.62 ns for
5.8 GHz with vertical co-polarization. It can be seen from Figure 5.26 that in the
case of the first route R1 LOS, the higher frequency provides smaller mean RMS
delay spread in both horizontal and vertical polarization settings. This behavior
was also mentioned in [149, 158]. It is also clear that in the case of both UHF and
SHF frequencies, the vertical co-polarization shows higher mean RMS delay than
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R1 1.3 GHz H−H (µ=16.61, σ=0.75)
R1 1.3 GHz V−V (µ=27.99, σ=2.5)
R1 5.8 GHz H−H (µ=11.87, σ=0.2)
R1 5.8 GHz V−V (µ=16.14, σ=0.25)

R2 1.3 GHz H−H (µ=76.39, σ=9.03)
R2 1.3 GHz V−V (µ=90.15, σ=9.62)
R2 5.8 GHz H−H (µ=51.38, σ=2.75)
R2 5.8 GHz V−V (µ=78.58, σ=2.76)

Fig. 5.26: CDF of the RMS delay spread in [ns] for different frequencies and both
horizontal and vertical co-polarizations of the first and second measurement routes
(R1 and R2) in LOS and NLOS scenarios, respectively. The colored dotted lines
represent the Normal distribution of the corresponding frequency and polarization
combinations. Source: author.
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R3 1.3 GHz H−H (µ=148.19, σ=35.69)
R3 1.3 GHz V−V (µ=143.4, σ=4.07)
R3 5.8 GHz H−H (µ=173.96, σ=3.95)
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R4 1.3 GHz H−H (µ=91.67, σ=10.67)
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Fig. 5.27: CDF of RMS delay spread in [ns] for different frequencies and both hori-
zontal and vertical co-polarizations captured for the third and fourth measurement
routes (R3 and R4). The colored dotted lines represent the Normal distribution of
the corresponding frequency and polarization combinations. Source: author.
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Tab. 5.2: The mean, standard deviation, minimum, and maximum values of RMS
delay spread for different frequencies and co-polarizations in both LOS and NLOS
environments

RMS Delay

Route Env. Freq. Pol. 𝜇 [ns] 𝜎 [ns] Min [ns] Max [ns]

R1 LOS

1.3 GHz H-H 16.61 0.75 15.11 18.42

V-V 27.99 2.50 23.18 32.58

5.8 GHz H-H 11.87 0.20 11.53 12.21

V-V 16.14 0.25 15.82 16.62

R2

NLOS

1.3 GHz H-H 76.39 9.03 52.99 99.70

V-V 90.15 9.62 77.44 104.82

5.8 GHz H-H 51.38 2.75 46.43 60.67

V-V 78.58 2.76 72.15 87.63

R3

1.3 GHz H-H 148.19 35.69 95.21 215.39

V-V 143.40 4.07 137.24 151.27

5.8 GHz H-H 173.96 3.95 157.70 189.54

V-V 168.32 1.48 163.33 176.58

R4

1.3 GHz H-H 91.67 10.67 66.85 119.73

V-V 109.81 18.05 78.73 147.76

5.8 GHz H-H 67.25 12.70 44.12 89.91

V-V 90.97 8.49 70.44 119.11

horizontal co-polarization. For the R2 route, the RMS delay spread is in the range
of 52.99 − 99.70 ns for 1.3 GHz with horizontal co-polarization, 77.44 − 104.82 ns
for 1.3 GHz with vertical co-polarization, 46.43 − 60.67 ns for 5.8 GHz horizontal
co-polarization, and 72.15 − 87.63 ns for 5.8 GHz with vertical co-polarization. In
the case of the R3 route, the RMS delay spread is in the range of 95.21 − 215.39 ns
for 1.3 GHz with horizontal co-polarization, 137.24 − 151.27 ns for 1.3 GHz with
vertical co-polarization, 157.70 − 189.54 ns for 5.8 GHz horizontal co-polarization,
and 163.33 − 176.58 ns for 5.8 GHz with vertical co-polarization. For the R4 route,
it is in the range of 66.85 − 119.73 ns for 1.3 GHz with horizontal co-polarization,
78.73 − 147.76 ns for 1.3 GHz with vertical co-polarization, 44.12 − 89.91 ns for
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Fig. 5.28: The mean values of RMS delay spread as a function of TX-RX distance
for different frequencies and co-polarizations in NLOS environment. Source: author.

5.8 GHz horizontal co-polarization, and 70.44 − 119.11 ns for 5.8 GHz with vertical
co-polarization. It can be observed that the horizontal co-polarization shows smaller
mean RMS delay spread than the vertical co-polarization for 1.3 and 5.8 GHz.
However, the third route, R3, shows different characteristics. This can be due to
the building with a metal roof between the transmitter and the receiver, that causes
depolarization. Table 5.2 combines all needed information about the RMS delay
spread values. The effect of TX-RX distance on the mean values of RMS delay spread
is also investigated. The mean RMS delay spread values increase with increasing
the distance between the transmitter and the received. A similar trend is observed
in [159]. The relation between the mean RMS delay spread and the distance can be
fitted with linear mode 𝜎𝜏𝑈𝐻𝐹,𝐻 = 20𝑑+27 for UHF with horizontal co-polarization,
𝜎𝜏𝑈𝐻𝐹,𝑉 = 15𝑑 + 55 for UHF with vertical co-polarization, 𝜎𝜏𝑆𝐻𝐹,𝐻 = 34𝑑 − 33 for
SHF with horizontal co-polarization, 𝜎𝜏𝑆𝐻𝐹,𝑉 = 25𝑑 + 15 for SHF with vertical co-
polarization, where 𝑑 is the distance between the transmitter and the receiver in
[km]. From these functions, it can be noticed that the line slope of the RMS delay
spread of SHF frequencies is greater than the line slope of RMS delay spread of
UHF frequencies. Therefore, the mean RMS delay spread for SHF frequencies more
extremely increases compared with the mean RMS delay spread of UHF frequencies.
The same characteristics were captured in the case of comparing horizontal and
vertical co-polarization where the horizontally polarized signal is more sensitive to
distance changes. All above mentioned properties are depicted in Fig. 5.28.

Figure 5.29 depicts the RMS delay spread dependency of the coherence band-
width in 1.3 GHz NLOS environments where the coherence bandwidth in MHz and
the RMS delay spread in ns. This relation is fitted with the exponential model
𝐵𝑐 = 18.34 · 𝑒−0.002𝜎𝜏 .

Figure 5.30 depicts RMS delay spread dependency of the coherence bandwidth
in 5.8 GHz NLOS environments where the coherence bandwidth in MHz and the
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Fig. 5.29: Scatter plot of the coherence bandwidth 𝐵𝑐 against the RMS delay spread
in the case of transmitted signal with 1.3 GHz center frequency in NLOS environ-
ments. Source: author.
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Fig. 5.30: Scatter plot of the coherence bandwidth 𝐵𝑐 against the RMS delay spread
in the case of a transmitted signal with 5.8 GHz center frequency in NLOS environ-
ments. Source: author.

RMS delay spread in ns. The measurement represented as blue circles which are
achieved from the R2, R3, R4 route measurements fit with the exponential model
𝐵𝑐 = 121.5 · 𝑒−0.014𝜎𝜏 . A similar relation was observed in [160, 161].

Figure 5.31 depicts the cumulative probability of the measured wideband CFR
variation for different routes (R1, R2, R3, R4) of 1.3 GHz center frequency and
horizontal and vertical co-polarizations. It can be observed that the CFR variation
values fit well with the Normal distribution which is plotted as a dotted curve colored
according to a particular route. The CFR variations have mean values of 0.044, 0.25,
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Fig. 5.31: CDF of CFR variation of 1.3 GHz center frequency for both horizontal and
vertical co-polarizations. The curve colored in red, black, blue, and green represent
the calculated CFR variation for the first to the fourth routes, respectively. The
colored dotted lines represent the Normal distribution of the corresponded measured
CFR variation values. Source: author.

0.288, 0.182 dB and standard deviation of 0.036, 0.291, 0.403, 0.196 dB in the case
of horizontal co-polarization, whereas mean values of 0.06, 0.127, 0.377, 0.295 dB
and standard deviation of 0.078, 0.172, 0.537, 0.289 dB in the case of vertical co-
polarization. It can be noticed that the CFR variations have the smallest mean and
standard deviation values in the case of the R1 route which corresponds to the LOS
scenario.

Figure 5.32 presents the cumulative probability of the measured wideband CFR
variation for different routes (R1, R2, R3, R4) of 5.8 GHz center frequency and
horizontal and vertical co-polarizations. It can be seen that the CFR variation
values also fit well with the Normal distribution which is plotted as a dotted curve
colored according to a particular route. The CFR variations have mean values of
0.041, 3.083, 1.246, 2.296 dB and standard deviation of 0.119, 2.902, 1.686, 2.3 dB
in the case of horizontal co-polarization, whereas mean values of 0.044, 3.48, 1.621,
1.491 dB and standard deviation of 0.119, 2.952, 1.621, 1.478 dB in the case of
vertical co-polarization. The same feature of lowest mean and standard deviation
values appears for the first route, R1, which represents the LOS scenario.

It is also clear from Fig. 5.31 and Fig. 5.32 that the CFR variations increase
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Fig. 5.32: CDF of CFR variation of 5.8 GHz center frequency for both horizontal and
vertical co-polarization. The curve colored in red, black, blue, and green represent
the calculated CFR variation for the first to the fourth routes, respectively. The
colored dotted lines represent the Normal distribution of the corresponding measured
CFR variation values. Source: author.

with frequency. This merit becomes more visible in the case of the NLOS scenario.
The second route, R2, shows the highest CFR variation that can be due to the
fact that higher frequency signals tend to scatter more than the lower ones. These
scatter objects can be moving people and cars.

5.6 Conclusion
In this chapter, a rapid wireless channel sounding system for D2D communication
is designed and implemented. In the case of indoor measurements, the Zadoff-
Chu sequence with 2 MHz bandwidth is used as the transmitted signal. The auto-
correlation of the Zadoff-Chu sequence is not considered in this research. Emphasis
is placed on the constant amplitude property of this sequence in the frequency do-
main. According to this property, the Zadoff-Chu sequence is capable of scanning
a specific bandwidth at each transmission. The bandwidth depends on several fac-
tors; sequence length is one of them. A MATLAB-based simulator of Zadoff-Chu
channel sounding in fading channel conditions has been created. In order to prove
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the trustworthiness of the frequency domain Zadoff-Chu sounding technique, it has
been tested in real channel conditions using USRP devices. A frequency domain
channel sounding method is employed to characterize this channel with 100 MHz
wide bandwidth. The results of the frequency domain channel sounding are com-
pared with the results of our proposed sounding method. It has been observed that
both methods gave us the same channel response. The frequency domain Zadoff-
Chu technique is tested in indoor LOS channel with different distances between the
transmitter and the receiver. Channel characteristics as RMS delay spread, coher-
ence bandwidth, average mean excess delay and path loss are calculated. Channel
exponential 𝑛 = 1.67 is measured. As a conclusion, the proposed method provides
us with the same results of channel characteristics as the frequency domain channel
sounder but with 20 times faster performance. That makes the sounder useful for
time-varying channels. The speed of wide channel measurement also depends on the
sequence length and the measurement resolution. Its main disadvantage is the long
post-processing procedure that must be carried out to obtain the channel impulse
response.

In the case of outdoor measurements, the D2D outdoor long-range communica-
tion channel was utilized for the measurement campaign. Both UHF and SHF bands
were sounded using Yagi Tonna antennas as a transmitter and a receiver at 1.3 GHz
and parabolic RD-5G30-LW RocketDish antenna transmitter and AM-V5G-Ti sec-
tor antenna receiver at 5.8 GHz. The vertical and the horizontal co-polarizations
were presented in both LOS and NLOS scenarios. As output, channel characteris-
tics as RMS delay spread, path loss, coherence bandwidth, and CFR variation were
extracted. In the case of microcell LOS environment (with 315 m distance), the
mean path loss value for vertical co-polarization exceed the mean path loss value
of the horizontal one by 0.93 dB and 1.62 dB in the case of UHF and SHF bands,
respectively. It was observed that path loss increases with frequency about 27 and
28 dB in the case of horizontal and vertical co-polarizations, respectively. Moreover,
higher frequency provides smaller mean RMS delay spread in both horizontal and
vertical polarization settings. It was also mentioned that vertical co-polarization
shows higher mean RMS delay than horizontal co-polarization. Finally, the CFR
variations were negligible in the case of UHF and SHF channel sounding with hori-
zontal and vertical polarization cases. In the case of macrocell NLOS environments
(with 2.089, 4.11, and 5.429 km distances), path loss exponents are (𝑛 = 3.9 for
horizontal and 𝑛 = 3.7 for vertical polarizations) and (𝑛 = 4.6 for horizontal and
𝑛 = 4.1 for vertical polarizations) for UHF and SHF bands, respectively. All NLOS
routes offer larger RMS delay spread compared with the LOS scenario. The verti-
cally polarized signal shows higher mean RMS delay than the horizontally polarized
one in the case of UHF and SHF bands for R1, R2, R4 routes. However, an inverse
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relation was observed in the case of R3 which is explained by depolarization effects
caused by the metal roof of the building between the transmitter and the receiver.
It was also noticed that the mean RMS delay spread values increase with increasing
the distance between the transmitter and the received for all above tested combi-
nations. Furthermore, the relation between the coherence bandwidth and the RMS
delay spread was investigated. The relation is described by the exponential equation
𝐵𝑐 = 𝑘 ·𝑒−𝑎𝜎𝜏 , where the coherence bandwidth is in MHz and the RMS delay spread
in ns. The CFR variations were also studied. It was observed that the variation
increases with frequency and becomes more critical in the case of NLOS scenarios.
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6 CONCLUSION
This dissertation is focused on improving D2D communication underlay LTE Ad-
vanced networks. The LTE Advanced or 3GPP LTE Release 10 standard consists
of various developed radio access technologies supporting advanced services that in-
clude carrier aggregation, up to eight layers downlink spatial multiplexing, and up to
four layers uplink spatial multiplexing and so on. D2D communication is a promis-
ing method that gives different devices the ability to create a direct wireless link
between each other. Therefore, it reduces transmission delay and increases network
capacity. There are several types of D2D communications, however, in this research,
only D2D communication underlay LTE Advanced cellular network was considered.
This method is more spectrum utilizing, but less interference resistant. Therefore,
the compatibility of both technologies was investigated. The achieved outcomes of
this research with respect to the targets can be presented as follow:
Target 1 : Evaluate the uplink physical layer of LTE Advanced systems.
Outcome: The structure of previously described LTE Advanced systems which
includes a transmitter, receiver, and radio channel were implemented in MAT-
LAB. Two codewords of an LTE Advanced signal with normal cyclic prefix and
1.4 MHz bandwidth was generated and transmitted over different ITU-R channels
(Flat Rayleigh, Ped A, Veh A). Several modulation schemes were applied like 4QAM,
16QAM, and 64QAM. In the receiver, the transmitted signal is recovered by apply-
ing different combinations of Channel estimation and signal detection techniques.
That includes (LS,ZF), (LS, SSD), (ALMMSE, ZF), and (ALMMSE, SSD). Finally,
the achieved results of performance evaluation in terms of BER and throughput
were depicted. It can be observed that using the combination of ALMMSE channel
estimation and the SSD signal detection technique provides the system with the
best performance. Depending on the combination of channel estimation and signal
detection, the SNR threshold value can also be determined. This threshold specifies
the usefulness of implementing MIMO technology in the uplink layer of LTE Ad-
vanced systems.
Target 2 : Interference management for D2D communication user underlay LTE
Advanced networks.
Outcome: Frequency Reuse (FFR) with the three power level method was pro-
posed. It works with multiple power levels and utilizes the whole assigned bandwidth
in each cell. Each cell is divided into three regions (interior, medium, and outer).
The normalized capacity densities of the cells and their regions were calculated. For
more realistic cases, three different cases of user distribution inside the cells were
considered. Two of them are non-uniform user distributions which are compared
with the performance of the default uniform distribution. The correlation between
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both region and the overall capacity and the radius of each region were presented.
The achieved results of the proposed scheme outperform the results of traditional
Reuse-3 for specific radiuses of each region. More information was presented in
Chapter 3.

Another method of interference mitigation for D2D communication was also
analyzed. The usefulness of the cooperative spectrum sensing methods were de-
clared. Therefore, a MATLAB-based simulator in fading channel conditions was
created and presented. Two types of spectrum sensing detectors (Energy Detection
and Kolmogorov-Smirnov tests) were evaluated. Different channel conditions, sim-
ulated (Ped A, Ped B, Veh A, Veh B) and real ones (indoor-indoor, indoor-outdoor,
outdoor-indoor and outdoor-outdoor) were tested. The results depict the advantage
of using cooperate spectrum sensing methods with AND, OR, and MAJORITY
rules. All achieved results were discussed in Chapter 4.
Target 3 : Improve D2D communication performance underlay LTE Advanced net-
works.
Outcome: In order to achieve high capacity and throughput in any communica-
tion system, a good knowledge of channel characteristics should be available. This
knowledge enables system designers to ensure that inter symbol interference (ISI)
does not dominate and hence lead to an excessive irreducible bit error rate. There-
fore, a new method of channel estimation was proposed. It can be used for static as
well as vehicular communication. Frequency domain Zadoff-Chu sounding technique
can be used for both indoor and outdoor channel measurements. The autocorre-
lation of the Zadoff-Chu sequence was not considered in this research. Emphasis
was placed on the constant amplitude property of this sequence in the frequency
domain. According to this property, the Zadoff-Chu sequence is capable of scan-
ning a specific bandwidth at each transmission. The bandwidth depends on several
factors; sequence length is one of them. In order to verify the proposed sounder,
a MATLAB based system has been created. Universal Software Radio Peripheral
(USRP) devices were used to test the system in real channel conditions. Chan-
nel impulse response of three different environments (cable, LOS, and NLOS) were
extracted using both a basic frequency domain channel sounder and the proposed
method. It has been observed that both methods gave us the same channel re-
sponse. However, the proposed method showed 20 times faster performance. The
frequency domain Zadoff-Chu technique was tested in indoor LOS channel with
different distances between the transmitter and the receiver. The channel charac-
teristics as RMS delay spread, the coherence bandwidth, the average mean excess
delay and the path loss were calculated. The channel exponential n = 1.67 was mea-
sured. A D2D outdoor long-range communication channel measurement campaign
was also conducted. It investigates the channel characteristics of D2D communi-
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cation scenarios underlaying 5G networks in both ultra-high frequency (UHF) and
super high frequency (SHF) bands with co-polarized horizontal and vertical antenna
configurations. As an output, the channel characteristics as RMS delay spread, path
loss, coherence bandwidth, and channel frequency response variation were extracted.
It was observed that path loss increases with frequency about 27 and 28 dB in the
case of horizontal and vertical co-polarizations, respectively. However, mean RMS
delay spread increases with decreasing the frequency and increasing the distance be-
tween the transmitter and receiver. The relation between the coherence bandwidth
and the RMS delay spread was captured and depicted by the exponential equation
𝐵𝑐 = 𝑘 · 𝑒−𝑎𝜎𝜏 . The channel frequency response (CFR) variations increase with
frequency and become more critical in the case of NLOS scenarios.
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LIST OF SYMBOLS AND ABBREVIATIONS

LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
𝐻𝑒𝑠𝑡 Estimated channel matrix in FD

𝐻𝐴𝐿𝑀𝑀𝑆𝐸 ALMMSE estimated channel matrix in FD

𝑀𝑅𝑆
𝑠𝑐 Number of subcarriers in the reference signal

𝑀
(𝑙𝑎𝑦𝑒𝑟)
𝑠𝑦𝑚𝑏 Number of modulation symbols per layer

𝑛𝑠 Slot number within a radio frame

𝑛𝑠𝑐 Adaptive linear minimum mean square error

𝑐𝑖 Average channel power

𝑁𝑈𝐿
𝑠𝑦𝑚𝑏 Number of SC-FDMA symbols in an uplink slot

𝑅ℎ,ℎ𝑝 Cross-correlation matrix

𝑅ℎ𝑝,ℎ𝑝 Auto-correlation matrix

P Number of antenna ports

𝛼 Cyclic shift

𝜎2
𝑤 Noise distribution

𝜏 Relative delay for the used channel

𝜐 Subcarrier spacing

△𝑓 Number of transmission layers

𝑇 (𝑟) Test statistic

𝜎2
𝑛 Noise variance

𝑟(𝑛) Received signal

𝐽 Indicator function

𝐹 (𝑥) Empirical CDF function

𝐺(𝑥) Theoretical CDF function

𝑃𝑑,𝑖 Probability of detection
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LIST OF SYMBOLS AND ABBREVIATIONS

𝑘(𝛼, 𝑁) Critical value for K-S test

𝑃𝑓𝑎,𝑖 Probability of false alarm

𝑃𝑡𝑜𝑡 total power

𝑟 partitioning radius

𝑇𝐾𝑆 K-S test statistics

𝛾 Threshold of signal presence

Γ Edge region Signal to Noise ratios

𝜏𝑤 channel delay of 𝑤th path

𝑃𝐿𝐹 free space path loss

𝑑 distance

𝑑0 Reference distance

𝑃𝐿 path loss

𝑛 path loss exponent

𝐿𝐿𝐴 LA code length

𝑀𝐿𝐴 Minimum spacing durations between non-zero pulses

𝐾𝐿𝐴 Number of ±1 pulses

𝐿𝑆𝑁𝑐𝑜𝑚 Complementary code length (CCs)

𝑃𝐿𝑆 Walsh-Hadamard matrix dimensions

𝑊𝐿𝑆 Number of zeros between CCs

𝑁𝑍𝐶 Zadoff-Chu sequence length

𝑁𝑠𝑡𝑒𝑝 Number of steps

𝑁𝑓𝑟 Number of frames

𝜏 Mean excess delay

𝑤 Path number

𝜙𝑤 Phase characterize channel path
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LIST OF SYMBOLS AND ABBREVIATIONS

𝜎𝜏 Root mean square delay spread

𝐵𝑐 Coherence bandwidth

3GPP 3rd Generation partnership project

4G 4th Generation of mobile communications

ADC Analog to digital converter

ALMMSE Adaptive linear minimum mean square error

AP Access point

AWGN Additive white Gaussian noise

BER Bit error rate

BS Base station

BW Bandwidth

CP Cyclic prefix

CBS Clustering to the base station

CCE Clustering to the cell edge

CCI Co-channel interference

CDF cumulative distribution function

CFR Conventional frequency reuse

CRN Cognitive radio networks

D2D Device to Device

D-FFR Dynamic fractional frequency reuse

D-FFR Energy detection

CQI Channel quality indication

CRC Cyclic redundancy check

D2D Device to device

DAC Digital to analog converter
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LIST OF SYMBOLS AND ABBREVIATIONS

DDC Digital down converter

DMRS Demodulation reference signals

DSP Digital signal processing

DFT Discrete time Fourier transformation

DUC Digital up converter

eNodeB E-UTRAN Node B

ETSI European telecommunications standards institute

FFT Fast Fourier transform

FC Fusion center

FFR Fractional frequency reuse

FM Frequency modulation

FPGA Field programmable gate array

FR Full reuse

FRF Frequency reuse factor

FSPL Free space path loss

GPS Global positioning system

IEEE Institute of electrical and electronics engineers

IF Intermediate frequency

IMT-Advanced International mobile telecommunications - advanced

ITU International telecommunication union

ICI Inter-cell interference

IDMA Interleave division multiple access

K-S Kolmogorov-Smirnov

LNA Low noise amplifier)

LPF Low pass filter
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LIST OF SYMBOLS AND ABBREVIATIONS

LTE Long term evolution

LTE-A Long term evolution-advanced

MIMO Multiple input multiple output

OFDM Orthogonal frequency division multiplexing

PA Power amplifier

PC Personal computer

PCC Polynomial cancellation coding

Ped Pedestrian

PDN Packet data network

PER Packet error rate

PFR Partial frequency reuse

PR Partial reuse

PSK Phases shift keying

PU Primary user

PUCCH Physical uplink control channel

PUSCH Physical uplink shared channel

QPSK Quadrature phase shift keying

QAM Quadrature amplitude modulation

QoS Quality of service

ROC Receiver operating characteristics

SC-OFDMA Signal carrier-orthogonal frequency division multiple access

SDR Software defined radio

SFR Soft frequency reuse

SINR Signal to interference plus noise ratio

SISO Single Input Single output
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SNR Signal to noise ratio

SSD Soft sphere detection

SU Secondary user

UL Uplink

UD Uniform distribution

USRP Universal software radio peripheral

ZF Zero forcing

Veh Vehicular
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