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Abstract

HyperLTL model checking is an approach to verifying a system against a given hyper-
property, which is able to relate multiple executions of a system. The algorithmic approach
based on automata which relies on standard w-automata operations is well established. The
aim of this work is to outperform the complete state-of-the-art HyperLTL model checker
AUTOHYPER by employing more efficient partial automata operations, in particular com-
plementation and inclusion. The implementation of HyperLTL model checking in a novel
modular-based complementation tool KOFOLA resulted in a significant enhancement in
performance compared to the reference tool. Finally, our approach to language inclusion
checking shows a notable improvement in terms of the generated state space. As a com-
monly used automata operation, it could potentially contribute to the advancement of other
areas of verification.

Abstrakt

HyperLTL model checking je technika pre overenie systému voci danej hypervlastnosti vy-
jadrenej logikou HyperLTL, ktord dokaze prepojit viaceré spustenia systému. Hoci bol
vytvoreny algoritmicky pristup zalozeny na automatoch, spolieha sa na Standardné op-
eracie w-automatov. Cielom tejto prace je prekonat kompletny state-of-the-art HyperLTL
model checker AUTOHYPER vyuzitim efektivnejsich ¢iastkovych operéacii nad automatmi,
najmé komplementacie a inklizie. Implementacia HyperLTL model checkingu v modularne
zalozenom nastroji pre komplementaciu, KOFOLA, viedla k vyraznému zvySeniu vykonu
v porovnani s referen¢nym nastrojom. Napokon, nas pristup ku kontrole jazykovej inklizie
vykazuje vyrazné zmensenie generovaného stavového priestoru. Kedze ide o bezne pouzi-
vanu operaciu nad automatmi, nas pristup by potencidlne mohol prispief k pokroku aj
v inych oblastiach verifikacie.
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guage emptiness
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Rozsireny abstrakt

V oblasti hardvérovych a softvérovych systémov je formalna verifikidcia procesom doka-
zovania alebo vyvratenia spravnosti systému vzhladom na dand vlastnost. Dosahuje sa
to pomocou formélnych metod, ktoré poskytuji matematicky zaklad pre Specifikaciu vlast-
nosti a modelovanie spravania systému. HyperLTL model checking (MC) je potom technika,
ktora umoznuje overenie systému voc¢i danej hypervlastnosti vyjadrenej logikou HyperLTL,
ktord sa vztahuje na viaceré spustenia systému. Hoci bol vytvoreny algoritmicky pristup
zalozeny na automatoch (ABV), spolieha sa na Standardné operédcie w-automatov. Kazda
formula vyjadrend pomocou HyperLTL obsahuje kvantifikitory nad rdéznymi spusteniami
systému. Vo vSeobecnosti moéze ist o Tubovolni sekvenciu existen¢nych a univerzalnych
kvantifikdatorov. V ABV sa vSak vyskyt univerzalnych kvantifikdtorov prevadza na exis-
tencny pomocou zakona dvojitej negicie. To v skratke znamend, ze vzdy ked dojde k al-
terndcii kvantifikdtorov (t.j. existencény na univerzalny alebo naopak), je do konstrukcie
vnesena poziadavka na komplementaciu w-automatov. Ako je dobre zname, ide o draht
operaciu, s asymptoticky exponencidlnou stavovou exploziou. Pri rieseni HyperLTL MC
existuje Specidlny pripad (vyskytujici sa pomerne ¢asto), kedy moze byt vyhodnejsie zisto-
vat jazykovi inkliziu medzi takymito automatmi, ¢o okrem komplementacie vyuziva aj
algoritmus pre rozhodnutie prazdnosti jazyka.

Cielom tejto prace je prekonat kompletny (teda teoreticky dokaze vyriesit lubovolnd
ulohu pre HyperLTL model checking) state-of-the-art nastroj pre HyperLTL model check-
ing, a to vyuzitim efektivnejsich c¢iastkovych operacii nad automatmi, hlavne spominanej
komplementéacie a inkltzie. S vyuzitim moduldrneho nastroja na komplementaciu Biichiho
automatov (intuitivne, s podmienkou nekoneéne velakrat dosiahnut akceptacny stav) Ko-
FOLA [26] sme referenény néstroj AUTOHYPER [4] dokdzali v rychlosti rieSenia prekonat
na vacsine testovacich pripadov. K efektivnej existujicej komplementacnej procedire bol
v tejto praci pridany vylepSeny algoritmus pre zistovanie prazdnosti jazyka zovSeobecnenych
Biichiho automatov (automaty so zlozitejSou akceptacnou podmienkou), ktoré dokopy tvo-
ria zlepseny algoritmus pre zistovanie inklizie. Konkrétne optimalizuje znamy algoritmus
pre test prazdnosti od autorov Gaiser a Schwoon [25]. Okrem optimalizécii pre skoré odhale-
nie neprazdnosti jazyka boli navrhnuté a implementované aj techniky pre orezanie stavového
priestoru, ak je jazyk automatu prazdny. Povodny algoritmus v takomto pripade generoval
stavovy priestor cely. Konkrétne ide o identifikovanie tzv.subsumpcii, teda relacii medzi
stavmi, ktoré takéto orezavanie (aj v pripade neprazdnosti) stavového priestoru umoznuju
na zaklade ich struktiry, bez znalosti zatial nepreskiimanych ¢asti automatu. Pricom struk-
tira stavov je dand prave komplementac¢nou procedirou nastroja KOFOLA. D6vodom pre
snazenie o minimalizaciu skiimaného stavového priestoru je fakt, ze zlozitost inklizie je
priamo zavisla na zlozitosti komplementacie, teda stavovy priestor tiez mdze exponencidlne
narast.

Navrhnuté vylepsenia boli spolu s procedirou pre HyperLTL model checking implemen-
tované v spominanom nastroji KOFOLA, ktory je implementovany v jazyku C++ a postaveny
nad kniznicou SPOT [21]. Okrem testovania samotného model checkingu sme sa zamerali
aj na testovanie navrhnutého pristupu k inklizii. Tu sme boli schopni Castokrat orezat
stavovy priestor aj na polovicu, v extrémnych pripadoch sme dokonca nevygenerovali zi-
adny stav. Testovanie voci nastroju SPOT ukézalo, Zze v tejto metrike ho ¢asto pordzame,
velakrat vdaka technikdm predstavenym touto pracou. Nakoniec sme otestovali aj rychlost
tejto procediry s ostatnymi aktualnymi nastrojmi, kde sme takmer vo vSetkych pripadoch
konstatovali vitazstvo, a to aj napriek tomu, ze tento idaj pre nds nebol primarnym cielom.
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Chapter 1

Introduction

In the domain of hardware and software systems, formal verification is the process of prov-
ing or disproving the correctness of a system with respect to a given property. This is
achieved through the use of formal methods which provide a mathematical basis for spec-
ifying properties and modeling system behavior. Formal languages, automata theory, and
logics are some of the most important formal methods used in verification tasks [2, 22].
Model checking [2] is an automated verification method that systematically checks whether
a property holds in the modeled system or not. The main advantage of this approach is
the ability to provide a counterexample in case the property does not hold.

Hyperproperties were defined by Clarkson and Schneider in 2008 [10] as a set of trace
properties. They point out properties that cannot be formulated as properties of a single
execution. In contrast to the properties of a single execution trace, which is satisfied by
a trace, a hyperproperty is satisfied by a set of traces. Robustness [16], path planning [28],
generalized non-interference [34], etc. are examples of such properties. HyperLTL [9] is then
an extension of linear temporal logic (LTL) that serves as a formal base to express a class
of linear hyperproperties. An approach often referred to as Automata-Based Verification
(ABV) [23], has been established to perform model checking. Automata-Based Verification
in HyperLTL model checking relies on utilizing automata over infinite words, w-automata.
Although the ABV approach is decidable [23], it suffers from common w-automata prob-
lems. The automata operations it consists of are the costliest ones. Namely, it includes
complementation, automata product, and inclusion checking.

In this thesis, we first settle the common theoretic notions regarding automata theory.
We then move on to the definition of HyperLTL and provide an example of verifying a simple
system against a simple property, based on the formal definition of the semantics of this
logic. Automata-Based Verification is then explained, along with a brief example of how
this check can be done algorithmically. Then we briefly describe the complementation tool
KororaA [26], which we use for the HyperLTL model checking. Subsequently, we formally
describe the approaches used in our implementation of the language inclusion procedure
(as an important part of the ABV), mainly based on subsumption relations [8] that imply
language inclusion between pairs of states, taking advantage of the specifics implied by the
use of KOFOLA. We can divide the approaches into two main categories, those that help
report counterexamples earlier than constructed, and those that prune the state space even
if no counterexample exists. Finally, an experimental evaluation comparing the state-of-
the-art tools is provided for both HyperLTL model checking and inclusion checking.



Chapter 2

Preliminaries

We need to define the necessary theory and notation for the reader to understand the
subsequent chapters. Firstly, we define fundamental terms in automata theory relevant to
this thesis. Then we focus on the concepts regarding omega automata. Lastly, we delve
into the definition of Linear-Time Temporal Logic (henceforth referred to as LTL) and its
extension HyperLTL.

2.1 Automata

An alphabet is a finite, nonempty set of symbols denoted by ¥. We call x a (finite) string
over X if and only if x = z125 ... 2, where each z; € ¥ for 1 <1i¢ < n. The empty string is
denoted by €. The set of all finite strings over X is represented by X*. A language over X
is defined as a set L C X*.

A finite automaton is a five-tuple A = (Q, X, 4,1, F) where @ is a finite set of states,
Y is an alphabet, §: Q x ¥ — 29 is a transition function, I C Q is a set of initial states,
and F' C @ is a set of accepting states. We say that the automaton A accepts a string
T1x2...Tn over X when there exists a sequence qox1qix2...Znqy such that qo € I, g, € F
and ¢i+1 € 0(qi, wi+1) for all 0 < i < n. The set of all strings accepted by A is called
the language of the automaton A, denoted by L(A). Consider a state ¢, € @Q; if there
is no sequence qox1q1T2 . .. Tpgy such that x;11 € ¥,q9 € I, and ;11 € 6(q;, xiy1) for all
0 <17 < n, we say that ¢, is unreachable.

A language L is called a regular language if there exists a finite automaton A such that
L = L(A). Regular languages can also be described by regular expressions. In fact, for
each regular expression, there exists an equivalent finite automaton and vice versa. Regular
expressions are composed according to the following rules [22]:

e ¢ and () are regular expressions:

L(e) = {e} and L(0) = 0,

e @ is a regular expression if a € X:

L(a) = {a},

o if r and s are both regular expressions, r + s is also a regular expression:
L(r+s)=L(r)U L(s),

o if r and s are both regular expressions, r.s is also a regular expression:
L(r.s)={zy |z € L(r) ANy € L(s)},



Figure 2.1: A directed graph representing a finite automaton A =
({0.1,2}, {a.b}, {(0, @, {0,1}), (0,5, {0, 1}), (1,a, {2}), (1,5, {1}, {0}, {1})  recognizing
the language L(A) = (a + b)™. States are (in this case) represented as rectangles with
rounded corners, transitions as arrows, the initial state has an incoming arrow, and an
accepting state is marked with a double border.

o if r is a regular expression, then r* is also a regular expression:
L(r*)={x1...xy |n€Nand z; € L(r) for all 0 < i < n},

e if 7 is a regular expression, then r* is also a regular expression:
Lir*)y={z1...zp|neNand z; € L(r) for all 1 <i < n}.

Refer to Figure 2.1 for a graphical representation of a finite automaton and the language
it recognizes, expressed by a reqular expression.

2.2 Biichi automata

Let ¥ be an alphabet. Then ¥ is the set of all infinite words (w-words) over ¥. An
w-language is a subset of ¥¥. Consider an w-word X over X. X (7), for i € N, represents the
i -th symbol of X starting from 0. The substring of X from ¢ to j inclusive will be denoted
as X(i,7) = X(i)...X(j). Automata operating over w-words are called w-automata.

A state-based Biichi automaton (BA) is an w-automaton defined as a five-tuple A =
(Q,%,0,1,F), where

e (Q is a finite set of states,

e Y is an alphabet,

e 0 C @ x X xQ is a set of transitions,

e I C @ denotes the set of initial states, and
e I C (Q is a set of accepting states.

If needed, § can be treated as a transition function §: Q x ¥ — 29. We say that A is
deterministic if and only if |0(q,a)| < 1 for all ¢ € Q,a € X; if |5(g,a)| > 1 the automaton
A is complete. Figure 2.2 provides an example of an automaton that is neither deterministic
nor complete.

For convenience, we often use a transition-based Biichi automaton, as it may provide
a more compact representation. To maintain uniformity in further definitions of different
types of w-automata, we define it as a special type of a non-deterministic transition-
based Emerson-Lei automaton (TELA) over ¥. It is represented by the tuple Ap; =
(Q,0,1,T,p, Acc), where @ is a finite set of states, 0 C Q x X x @ is a set of transitions,
I C Q is the set of initial states, I' = {0,...,k — 1} is a set of k € NT colors, p: § — 2'



(a) L(A) = (a + b)".(b)”

Figure 2.2: Examples of state-based (a) and transition-based (b) Biichi automata.

is a coloring function of transitions, and Acc is any acceptance condition generated by the
following grammar:
a == Inf(e) | Fin(c) | (a AN a) | (aVa)

such that ¢ € I'. We refer to it as a transition-based Buchi automaton when I' = {@®}
and Acc = Inf(@®), denoting it as Ay, = (Q, %, 5,1, F), where F = p~!(@®) (the set of all
accepting transitions) [26].

2.2.1 Run

Let z € ¥“. A run 7 of A on z is an w-word over the alphabet of states @), such that
r(0) = gin and r(i+1) € §(r (i), (7)) for all i > 0. Consider the state-based Biichi automaton

=(Q,%,0,{qin}, F) and let Sipt(r) be the set of all states that occur infinitely often in
the run r. The run r is accepting if and only if Sy¢(r) N F # @ [1]. Similarly, for the
transition-based case, let Tiye(r) be the set of all transitions that occur infinitely often in
the run r. The run r is accepting iff Ti¢(r) N F # 0.

2.2.2 Language of Biichi automaton

A Biichi automaton A accepts an infinite word « if there is an accepting run r of A on «.
The language recognized by A is defined as follows: L(A) = {a € ¥¥ | A accepts «a}. The
complementary language is defined as L(A) = {a € ¥ | A does not accept «}.
Let R be a regular expression with ¢ ¢ L(R), then R¥ is called the infinite concatenation.
L(R¥) = L(R)%, where L(R)¥ = {zoz1...| x; € L(R) for all i € N}. A language L is w-
reqular if L = |J, R;SY, where R; and S; are regular languages. Such languages are
precisely those recognized by Biichi automata. When it comes to closure properties, w-
regular languages are closed under union, intersection, and complement. [22, 38]

2.2.3 Strongly connected component

A non-empty set of states C' C @ is a maximal strongly connected component (SCC) if for
each p,q € C, ¢ is reachable in C' from p and p is reachable in C from ¢, and C is a maximal
set with these properties [26]. A strongly connected component is called trivial if it consists
only of one state with no self-loops. In the further text, SCC always refers to the maximal
strongly connected component.

2.3 Complementation of Biichi automata

Complementation of Biichi automata is a crucial task, integral to termination analysis,
model checking procedures, etc. For a given Biichi automaton A, complementation is the
process of obtaining a Biichi automaton A° such that L(A¢) = L(A).




The complement of a deterministic BA has at most 2n states. However, non-determinism
enhances the expressiveness of BAs [22]. Consequently, there exist nondeterministic Biichi
automata for which no deterministic equivalent exists (e.g., L = (a+b)*b* can only be recog-
nized by a nondeterministic BA). Non-determinism is a factor that makes complementation
difficult.

The worst-case state explosion resulting from the general complementation procedures
is O((0.76n)™) [1]. Several main general complementation approaches are identified:

o determinization-based [36],

o slice-based [29],

o rank-based [31],

o Ramsey-based [7], and

« subset-tuple construction [1].

Additionally, there are algorithms that leverage the structure of the input automaton,
applying specialized complementation procedures to enhance the bounds on state explosion.
An overview and a brief description of the structure of special automata types is listed
below [27, 26].

¢ Deterministic BA: defined above, complement size is at most 2n.

o Semi-deterministic BA: consists of an initial part without accepting states/transitions
and a deterministic part containing accepting states/transitions. The transitions from
initial to deterministic part are one-way only. The size of the complement is O(4™)
as a result of the NCSB construction [6].

e Inherently weak BA: within each SCC, all cycles are accepting, or all cycles are
rejecting. The size of the complement is O(3") as a result of the Miyano-Hayashi
construction [35].

o Elevator BA: each SCC is deterministic or inherently weak. Complement size is

0(4") [26].

2.4 Generalized Biichi automata

A transition-based Generalized Biichi automaton (TGBA) can be defined as the transition-
based Emerson-Lei automaton Argpa = (Q,0,1,T,p, Acc) over ¥ such that T' = {0, ..., k—
1} and Ace = Inf(0) A... A Inf(k—1) [20]. An example of a TGBA is shown in Figure 2.3.

2.5 Intersection of Biichi automata

Counsider (TG)BAs A = (Qq, 04, Las Loy Da, Accy) and B = (Qy, Oy, Iy, T'y, pp, Accy) over the
same alphabet X, and without loss of generality, we assume Q, N Qp = 0 and I', N T, = (.
Then the automaton P = (Q', ', I',T",p/, Ac) over X that recognizes the intersection of
their languages L(P) = L(A) N L(B) can be defined as follows:

® Q/:anva
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Figure 2.3: Example of TGBA A over ¥ = {a, b} with Acc = Inf(0) A Inf(1) A Inf(2) and
L(A) =3xv.

® 5/((qa17qb1)7a) = 5a(£]a17(1) X 5b(£]b17a)7 for a € 27
« I'=1, %I,
« I'=T,UT,,

o 0'((dars @) > (Qas, @) = Pa(@ar ~ Gas) UDb(qh, — Gby), and
e Acc' = Accy N Accy.

Refer to Figure 2.4 for a demonstration of the construction of the product (states are the
product of the original automata states).

Theorem 1. For TGBA P it holds that L(P) = L(A) N L(B).

2.6 Language emptiness

Consider an automaton A. The language emptiness problem is the task of deciding whether
L(A) = () holds. For automata over infinite words (w-automata) it boils down to checking
the existence of a lasso that satisfies the respective acceptance condition.

2.7 Language inclusion

Consider automata A and B. The language inclusion problem is the task of deciding whether
L(A) C L(B) holds. The theoretically optimal solution is to decide the following problem
L(A)N m - (). This entails complementation, subsequent intersection, and finally an
emptiness check of the resulting automaton. In practice, we can avoid constructing the
entire product automaton. More specifically, to check if the resulting automaton is empty,
we can use techniques that significantly restrict the generated state space.

2.8 HyperLTL

We fix a finite set of atomic propositions AP. A trace over AP is a map t: N — 247 which

can be expressed as a sequence t(0)t(1) ... The set of all traces over AP is then denoted as
(2AP)w‘
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(a) L(A) = (a+b)*.(b)" (b) L(B) = b*.(a*+b")*

a

¢) The resulting automaton with Acc = Inf(0) A Inf (1) recognizes the language
L(P) = L(A) N L(B) = 0.

Figure 2.4: Example of product construction, in accordance to definition in Section 2.5,
used to obtain an automaton that recognizes the intersection of languages.

Linear-time temporal logic (LTL) can be seen as a logic describing dynamic worlds, i.e.
it is a modal logic. To do so, temporal operators are defined to express changes in time.
LTL formulas are generated by the following grammar [23]:

pr=a|l-@|loNp|Xp|pUp

where a € AP is an atomic proposition, = and A are standard Boolean operators (other
commonly used Boolean operators can be defined in the usual way) and X, U are temporal
operators next and until respectively.

Suppose a trace t and an LTL formula ¢. By notation ¢, = ¢ we express that the trace
t at a position ¢ € N satisfies the formula ¢. See the following definition [23]:

tiFa iff a € (1),

t,i = - iff t,i £ o,

t,i = o1 A2 iff t,i =1 and t,i = @2,

t,iE Xop iff t,i+1F ¢,

t,i = p1Ups itk >irtkEpoand Vi <j<k:t,jE .

The trace t satisfies ¢, denoted as t = ¢, if t,0 = ¢.
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Figure 2.5: Visualization of next (a) and until (b) operators. The states for which the
corresponding operator holds are colored.

Intuitively, X¢ means that ¢ is satisfied at the next position and ¢1Ups says that at
some point (position) ¢ is satisfied, but until that moment ¢; holds. One can also come
across other derived temporal operators (syntactic sugar), such as:

o cventually: Fo g trueUgp,

e globally: Gy <d—if> —F-,
o weak until: @W1p PN (pUe) V Gy, and

o release: YR &, —(mpU—).

For a better understanding of the next and until temporal operators, see the visualization
in Figure 2.5.

However, LTL can only be used for reasoning about a single path. HyperLTL extends
LTL formulas with quantification over traces to explicitly express the relations of executions
and their properties. HyperLTL formulas are generated by the following grammar [23, 9]:

¢ =) | V.o | ¢
Yi=ar | [ AY [ Xy [PpUY

where a € AP, w € V is a trace variable with ) being the infinite supply of trace variables.
The body of the HyperLTL formula 1 is essentially an LTL formula. A HyperLTL formula
is considered closed if each occurrence of the trace variable is bound by a quantifier [9],
refer to Figure 2.6 for an illustration.

2.8.1 Semantics

To define the semantics of HyperLTL we need to introduce a trace assignment II: )V —
(24P)@ for mapping trace variables to actual traces (of the system). If we want to map
some trace variable m € V to a particular trace ¢ using our mapping II, we denote updating
IT so that II(w) = ¢ as II[r — t|. For the satisfaction of a closed HyperLTL formula ¢ over
IT and a set of traces T at a position i € N, we use the notation T, 11,7 = ¢, defined as
follows [23]:



Y

! !

Vi Vs (I, > Uny) = G(or, ¢ 0n,)

t !

2

Figure 2.6: Formula ¢ is closed, while formula % is not closed.

T,11,i E ax iff a € II(7) (i) (1)
T,1L,i = it T ILi (2)
T, 11,0 =1 Ao iff T,I1,i =4y and T, 11,0 |= 9o (3)
T,1,i = X it T ILi+lEv (4)
TILigUse  iff > TILiEv andVi<j<k:T,0LjEv1 ()
T,01,i =3n: ¢ iff JGteT: T,10r —t),i = ¢ (6)
T,11,i EVr: ¢ iff VieT: T,lr = t],iE ¢ (7)

Similarly to LTL, we say that a set of traces T satisfies the property ¢ (written as T' = ¢)
if T, 11y, 0 |= ¢, where II; denotes a mapping with the empty domain.
2.8.2 Kripke structure

Modeling the traces (behavior) of a specific system can be achieved through the use of
a Kripke structure (sometimes referred to as a transition system) [5, 23]. A Kripke structure
is a tuple K = (5, s0, 9, AP, L) with the items of the following meaning:

e S is a finite set of states,

e g is the initial state,

e 0 is a transition function §: S — 25,

e AP is the set of atomic propositions, and
e L is a labeling function L: S — 24,

When dealing with properties that imply infinite traces, it is necessary for all states s € S
to have |(s)| > 1. An infinite sequence sgsy ... € S¥ is a path of a Kripke structure, with
so being the initial state and s;4+1 € 0(s;) for each i € N. A trace corresponding to a path
S0S1 ... is an infinite sequence of labels lgl; .. ., where each [; = L(s;). We use Tr(K,s) to
represent the set of all traces whose corresponding paths start in the state s of a Kripke
structure K. Given the set of traces, we can establish the satisfaction of Kripke structure K
with respect to the HyperLTL formula ¢ as K |= ¢ if and only if Tr(K, sp) = ¢.

10
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(a) Graphical representation of the Kripke (b) The only two traces starting at the initial
structure K. state.

Figure 2.7: Kripke structure and traces starting at the initial state.

2.8.3 Example

To be more illustrative and to gain some intuition over HyperLTL and its semantics, we
provide a simple example. Consider the following HyperLTL formula (expressing a made
up hyperproperty):

@ =Vm3mre: ary Ubg,,

informally, read as for each trace w1 there exists a trace mo such that a holds on the trace
w1 until b holds on the trace 2. Also, consider the following Kripke structure K (depicted
in Figure 2.7a):

e S= {50751752753754755}7

e g is the initial state,

6 = {(s0,{s1}), (51, {82, 84}), (52, {s3}), (83, {s2}), (84, {5}), (55, {s2}) },
o AP ={a,b}, and

s L= {(507 {a’})v (517 {a’})v (527 {a’})v (537 {a’v b})v (547 {b})v (557 {a’})}

Because K is structurally simple, we observe that it contains only two distinct paths starting
from the initial state: spsi(s2s3)* and sgs15485(s253)¢. That means Tr(K, sg) contains
traces t1 = {a}{a}({a}{a,b})¥ and ty = {a}{a}{b}{a}({a}{a,b})* (Figure 2.7b shows
traces t1 and to, respectively). In order to decide whether Tr(KC, so) = ¢ holds, we need to
inspect every possible assignment to the path variable 71 from our formula.

Let m; be t;. Clearly, when we assign my trace to, formula ar, Ub;, holds. Starting from
position 0, a holds throughout the entire trace t;, therefore it is true that a holds until
position 2, where b holds on the trace t2.

Let m be ty. By assigning my the trace to again, the formula a,, Ub,, becomes true.
Starting from position 0, a holds until position 2, where b holds on the trace ts.

The previous was an intuitive approach, so let us now apply systematically the rules
from Section 2.8.1. Considering 7" = Tr(K, sg), we can rephrase our problem to check if
T = ¢ holds, that is, if 7',113,0 = ¢. After applying Rule 7 with ¢ = ¢;, we proceed to
rule 6 with ¢t = t9. This results in IT = {(71,t1), (72, t2)}. Next, we examine the quantifier-
free formula ar, Ubs, using Rule 5, selecting k = 2 (i = 0 from the problem definition).
Now we need to verify Vi < j < k: T,II,j &= ar, using Rule 1. For all j € {0,1}, we
have a € II(m1)(j), implying that T\II,j = ar; holds. Similarly, for £ = 2 and Rule 1 we

11



confirm that b € II(m2)(k), and consequently T'II,j = by, holds. To complete the proof
that T = ¢, Rule 7 would be applied with ¢t = ¢5 following a similar procedure.

12



Chapter 3

HyperLTL model checking

Model checking serves as an automated verification method. Various properties of system
behavior, such as mutual exclusion and accessibility, require verification. To compare a sys-
tem and its specification, automata over infinite words are often employed. For properties
related to a single execution of the system, the established approach is the language inclu-
sion check. To be more precise, let the system S be represented by the w-automaton Ag and
the specification ¢ by the w-automaton A, (typically obtained through the LTL-to-NBA
conversion [14]). Finally, the inclusion check L(Ag) C L(Ay) is performed.

However, when dealing with hyperproperties (expressing relations between multiple sys-
tem executions), the task becomes more challenging. When comparing hyperproperties to
properties expressed by LTL and aiming to represent them through w-automata, we must
also consider the presence of quantifiers and trace variables in the HyperLTL formulas.
Quantifiers, more specifically each quantifier alternation, then cause the need for (possibly
more) complementations of w-automata, making the whole procedure difficult.

Recall the example in Section 2.8.3, where we actually performed model checking in
a brute-force manner. Our goal is to perform such checks algorithmically. This is feasible
because, similar to single-execution properties, it ultimately involves a language emptiness
check, which is decidable.

In this chapter, we first introduce Automata-based Verification (ABV) [24, 4, 23], as one
of the approaches for algorithmic verification of hyperproperties, followed by an illustrative
explanatory example. Subsequently, we briefly describe AUTOHYPER [4], a tool that im-
plements a slightly modified version of this algorithm. It will be used as a reference when
comparing our implementation against the state-of-the-art push button HyperLTL model
checker.

3.1 Automata-based algorithm

Cousider a Kripke structure K = (S, sg, 0, AP, L) and a closed HyperLTL formula ¢. The
task is to check whether K = ¢. The idea behind the automata-based model-checking is to
construct a Biichi automaton that is equivalent to the LTL part (body) of the formula ¢.
Then we iteratively eliminate trace quantifiers, starting with the innermost one. By doing
so, an automaton is acquired that combines the system I and formula ¢. To conclude
K | ¢ or K £ ¢, we need to decide whether the language of the resulting automaton is
empty or not.

13



[HypcrLTL formula ¢ = Qimy ... Qumy, - 1/} System modeled by K

BA = Convert 9 to BA

Take and remove the innermost
sequence of the same type quantifiers

+
Sequence of existential quantifiers
SAT

No more quantifiers

Emptiness check of BA

Figure 3.1: The scheme summarizes the steps of the ABV and automata operations it
employs. Colors indicate the focus on optimizing specific operations, with red frames indi-
cating a greater focus and orange frames indicating a lower focus.

Here, the algorithm is explained in greater detail. Let ¢ = Qim1Qoma...Qnmy: ¢,
with ¢* denoting the quantifier-free subformula of ¢ and Q; € {3,V} for all 1 < i < n.
Firstly, a (non-deterministic) Biichi automaton A+ equivalent to the LTL body ¢* is
constructed. This is accomplished by the standard Tableau construction that creates an
automaton accepting exactly w-words satisfying ¢* [14]. This automaton’s alphabet is
Ypr = (2AP )™, one set of atomic propositions for each trace quantifier. The next step
is to inductively eliminate the trace quantifiers. Suppose the following subformula of ¢,
Y = Qg . We can safely make an assumption that automaton Ay = (Q, %, 0, ¢in, F)
for ¢y, is already constructed (automaton A - being the base case). Since Q) is the k-
th quantifier, the alphabet of the automaton Ay is ¥ = (247)F. Now, if Q = 3, we
can perform ezistential projection, which is intuitively the product of Ax and the Kripke
structure I = (S, sp,d, AP, L), necessary to associate the specification with the behavior.

Formally, we construct an automaton Az_; = (Q X S,%", 8, (¢in, s0), F x S) where &' =
(24P)k=1 and:

/

5 ((q,8), (s, lk—1)) = {(r,s') | (5,8") € 6 and r € §(q, (I1,...,lp_1,L(s)))} (3.1)
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S0,

52,
0 (@, + —ary, bry + —bry)

(a) Kripke structure K. (b) NBA A for G(ar, = F-ar,) V Fby,, adjusted from [30].

Figure 3.2: A simple Kripke structure to describe system behavior and an NBA representing
the LTL body of the HyperLTL formula G(ar, — F-ar, )V Fbr,. To avoid cumbersome
notation, sets are given as sums. For example, transition labeled with (ax, + —ax,,bx,)
denotes (ar, V 2ax,) Aby,.

where (I1,...,lk—1) and (I1,...,lg_1, L(s)) are letters of automata Ay_; and Ay, respectively
(making it ¥/ = (247)*~1 for A;_1). An intuitive explanation of this definition is that we
read along both the automaton and Kripke structure, choosing only transitions that are
acceptable with respect to the current state of the system (Kripke structure). However, we
omitted the case where QJ;, = V. This is transformed to the previous scenario using the law
of double negation, i.e. ~=Vmrpr = Vi, which we can rewrite as ==V, = -3Imp—@k.
Here, the negations raise the need for the complementation procedure of Biichi automata.

After each quantifier is eliminated as described above, we end up with an automaton
over the single-letter alphabet ¥ = (247)% = {()}. Now we just have to perform an
emptiness check on this automaton, which means that K = ¢ if and only if the language
of the automaton is non-empty.

Consider the Kripke structure K and the HyperLTL formula ¢ from the algorithm
description. If the following holds: Tr(K, sg), II[my — t1,...7T, — t,],0 = ¢ if and only if
(s9...80)(sg...8L)... € L(A), where t; = sVs! ... for all traces, we say that automaton A
is K-equivalent to the formula ¢. Each step of the above algorithm produced a K-equivalent
automaton to certain subformula via combining the automaton with /C. [24, 4]

One can modify the algorithm, for example, by negating the original formula and finding
the nonexistence, so the automaton with the empty language means satisfaction of the
formula (in other words, finding the counter-example to prove nonsatisfaction). For a more
schematic overview, see Figure 3.1.

3.1.1 Example

To demonstrate the algorithm, consider the HyperLTL formula Vm3ma: G(ar, — Foar, )V
Fbr, and a system modeled by the Kripke structure K = (S, sg,0, AP, L) (Figure 3.2a).
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Figure 3.3: NBA A* as the result of the existential projection of I onto A.

A nondeterministic Biichi automaton A = (Q, %, 0, {gin}, F') representing the LTL body of
our formula may look like the one in Figure 3.2b.

The transitions of A consist of tuples of size 2, where the first component is the set of APs
of trace m; and the second one is the set of APs of trace mo. Since the innermost quantifier
is existential, we can now perform the existential projection and build an automaton A,, =
(Qrys Xrgs Onyy Iy, Frry). To avoid creating unreachable states, we start with the initial
states of I and A and gradually find the successors of each state. According to Section 3.1,
the new initial state(s) originate from the product of the initial states of I and A. Since
we have only one initial state in each of them, the new initial state is Ir, = {(qo, S0)}, and
we have (qo, s0) € Fr, since gy € F. By applying Eq. 3.1 to find its successors, we obtain
the following:

e (q1,51) € 6xy((q0, 50), (ar,)) because s is the successor of sy in K, and
q1 € 9(qo, (@r,, "br,)) where L(sg) = {a} (indicating that —b also holds in that state).

(
e (q0,51) € 0r,((qo,50), (—ar,)), same as before, s; is the successor of sy in K, and
9 € 9(qo, (mar,, "br,)) where L(sg) = {a}. Moreover, (o, s1) € Fr, due to gop € F.

o For example (g2, 1) is not a successor of (qg, sp) because —=b holds in sy, whereas the
transition in A from ¢g to gs requires b.

The completion of the construction for the automaton Ay, over ¥, = {ar,, ~ar, } follows
the same process as described above for each new state resulting in automaton in Figure 3.3.
Now that we have eliminated the existential quantifier, a universal quantifier remains in the
formula V71 : ¢*. Following the algorithm, we apply double negation, leading to the formula
=3 —@*. Since we already have the automaton for ¢*, the next step is to complement
it. After using SPOT [21] to complement Ar,, we obtain the complement automaton A¢ =
(Qc, X, dc, co, Fo), see Figure 3.4. The next step is to perform existential projection once
again, aiming to eliminate the existential quantifier, but this time with respect to the trace
variable 1. Employing the same approach as in the initial elimination, we combine A¢
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Figure 3.4: NBA A¢ as the result of the complementation needed to handle the universal
quantifier.

with the Kripke structure K starting with the initial states. The resulting automaton of this
process, denoted as A, is depicted in Figure 3.5. The fact that the resulting automaton
A, does not have any accepting states implies that its language is empty. Consequently,
we can interpret it as a nonsatisfaction of the system given the specification. However, we
must address the negation placed in front of the existential quantifier. This negation would
typically entail complementation of A,. But in this case, it is evident that the complement
of an empty language will not be empty. Therefore, our conclusion is that the system does
satisfy the given specification. In formal terms, K | ¢ holds.

3.2 AutoHyper

In their work [4], Finkbeiner et al. introduce the AUTOHYPER tool as the first complete push
button tool capable of handling model verification of HyperLTL formulas without restric-
tions on the number of quantifier alternations. AUTOHYPER employs an automata-based
approach introduced above, and they state the following language inclusion property [4]:
Let ¢* = Vmy...Vme be a HyperLTL formula (¢ may include additional trace quanti-
fiers), and let A, be an automaton over ¥ = (247)" that is K-equivalent to ¢. Then
K = ¢* if and only if L(AR) C L(A,). Here, A} is a nondeterministic Biichi automa-
ton over ¥ = (247)", such that for any n-tuple t1,ts,...,t, of the traces from K it holds
that (£1(0),2(0)...,£,(0))(t1(1),22(1) ..., t,(1)) ... € L(AR). The construction of such an
automaton would follow Algorithm 1.

While the inclusion check, theoretically optimally done via complementation and the
following emptiness check, is no better than the standard automata-based procedure in
the worst case scenario [4], AUTOHYPER capitalizes on the possibility of terminating much
earlier when K [£ ¢* without constructing the entire complement to prove automaton
(non)emptiness (by finding an accepting lasso).
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Figure 3.5: The final existential projection results in the NBA A, over a singleton alphabet,
with no accepting states.

AUTOHYPER uses SPOT [21] for LTL-to-NBA conversion, complementation, and as the
inclusion checker. In addition to SPOT, it offers several other tools to use as inclusion
checkers, namely RABIT [12], BAIT [18], or FORKLIFT [17]. However, in terms of successfully
solved instances, SPOT stands out as the most successful among them. On the other
hand, there are cases where SPOT is outperformed by some of the alternatives, therefore
AUTOHYPER provides the flexibility to use any of them.

Algorithm 1 N-fold self-composition of a Kripke structure

Input: Kripke structure K = (S, 50,6, AP,L), N € N*
Output: NBA A= (Q,%,4,I,F)
Q+ 0, YW 50, T+ {(so)V}, F <0
Queue q
q-Enqueue(I)
while g.nonempty() do
current < q.Dequeue()
trans_cond < 1 > neutral for conjunction
suces + {0}
for each 0 <i < N do
state < current[i]
trans__cond < trans_cond N\ L(state)
suces[i] < get__successors_of (state)
end for

all__possible__comb < product(succs, N) > product of N same sets of successors
for each dst__state of all__possible__comb do
if state ¢ @@ then
q.Enqueue(dst__state)
Q.add(dst__state)
end if
0.add(current, trans_cond, dst__state)
end for
end while
F+Q

return (Q,%,0,1,F)
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Chapter 4

Subsumption relations

One of the approaches to decide L(A) C L(B) between w-automata A and B is to decide
whether the language of an automaton resulting from L(A) N L(B) is empty. When con-
structing the product automaton on-the-fly, we can use the information gathered before
and during construction to predict and cut off unnecessary parts or find counterexamples
without explicitly constructing them. This approach extends far beyond the HyperLTL
model checking and thus can be utilized in various problems that include emptiness check.

This chapter introduces the necessary notions regarding simulations on w-automata.
We then define and combine various relations and theorems for an efficient inclusion check,

specifically when leveraging modular complementation from KOFOLA [26].

4.1 Simulations

There is a wide range of simulations over w-automata. Simulations allow us to relate states
not only by whether they accept the same w-words, but they allow us also to reason about
traces. Simulation can be defined as the game of two players [13], Spoiler and Duplicator.
Consider the following initial configuration of the game. The Spoiler starts in the state
so and Duplicator starts in state dy. In each round of the game, Spoiler chooses a; € X
and picks a transition such that s; —- Si+1 € 0. Duplicator has to pick the corresponding
transition such that d; —» diy1 € §. Assuming the automaton is complete, there are two
infinite traces, T = o — $1 — $9... and 7y = dy —> di 2 dy. .. According to the
winning condition for Duplicator, we distinguish the direct (di), delayed (de) and fair (f)
simulation. Let z € {di,de, f}, the Duplicator wins when C* (w4, 74) holds [11]:

Cdi(ws,wd) PN >0:s8,€¢ FF = d; € F, (4.1)
Cl(my,mg) €5 Vi>0:8,€ F = 3j>i:d;j €F, (4.2)
Cf(ws,wd) PLiN e is fair = my is fair, (4.3)

where an infinite trace is fair if and only if it visits the accepting state(s) infinitely often.
Whenever the winning condition is not met, the winner is Spoiler. To denote that the state
p is direct simulated by the state ¢, we use the notation p <4 q. This definition would be
trivially extended to transition-based automata.
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4.1.1 Early simulations

This section defines early and early+1 simulations as introduced in [8], but for transition-
based Biichi automata.

Definition 1. Consider the Biichi automaton A = (Q,%,6,1,F) and the traces m, =
PoWoPLWY - . . and T = roworiwi ... over the same word w = wowy ... € X¥, where each
pi i € Q. Trace my is early simulated by ., denoted as m, =, m.,if and only if

Vi < 3: ((piipi_u EF\/Z'Z—l)/\pjgpj_H €eF) = 3i<k§j:rki>rk+1 cF.
Similarly, trace m, is early+1 simulated by 7, denoted as m, = +1 7., if and only if
Vi<y: (piipi_u EF/\pjipj_H €eF) = 3i<k§j:rki>rk+1 e F.

For early+1 simulation this means that there is one accepting state in the m, for every two
accepting states in the 7, and early simulation also requires that m, visits accepting state
no later than .

To be able to express these relations on the states, [8] provides the following definitions.

Definition 2. Strategy is a function ds: Q x (Q X ¥ x Q) — (Q X ¥ x Q) such that
ds(r, (p,a,p’)) = (r,a,r") where v’ € 6(r,a).

In other words, strategy function chooses a transition from state r based on transition
(p. a,p").

Definition 3. Strategy for traces is a function 6;: Q x (Q X X)* — (Q x X)¥ such that
0¢(ro, mp) = roworiwi ... where 04(ri, (Pi, ws, Pit1)) = (ri, Wi, rig1) holds for all i > 0.

It is essentially choosing the successors of r; following the trace m,,.

Definition 4. State pg is early (early+1) simulated by state ro, denoted as py e ro (Po Set1
o), if and only if there is a strategy function 6; such that m, =<¢ d;(ro,mp) (Tp Ze+1 6¢(r0, 7p))
holds for each trace ), starting in po.

The language of a state p € @ from (TG)BA A = (Q,%,0,1, F) is defined as L(p) =
{w | 3 an accepting trace from p in A over w}. By C we denote the relation of language
inclusion of states, p Cp, ¢ <= L(p) C L(q) [8].

Proposition 1. For the relations over the states of BA A the following holds [8]:

e C© X1 C© Cp.

4.2 Modular Complementation of Biichi Automata

This thesis builds on the tool KOFOLA [26], which employs a modular-based complementa-
tion approach (note that whenever we talk about modular complementation, it is a reference
to KOFOLA’s approach). Prior to complementation, the input automaton is divided into
partition blocks (a partition block is a group of strongly connected components, where
a group consists of at least one SCC) based on the structure of the strongly connected
components. An example of partitions can be seen in Figure 4.1a. Then, for each partition
block, the most suitable complementation algorithm is determined. Subsequently, the tool
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(a) Identified partitions of automaton A, (in this case a partition is an SCC). Green and blue frames
each contain an inherently weak accepting component, the orange frame contains a non-accepting
component (does not produce a partial macrostate).

a

b
b

¢ J
0,2|2,2|o,0)—¢b)—»[0,2,3|2,2|o,o)—a—>[1,3|1,1|@,@]

(b) The outcome of the modular complementation of the automaton A.,. The blue part of the
macrostates corresponds to the partition containing the blue SCC from A, in (a), and the green
part corresponds to the partition containing the green SCC from A.,. An instance of the MH
procedure is applied to each of the two. The resulting automaton has the acceptance condition
Ace = Inf(@) A Inf (@) where Inf(€)) is from MH for the green partition and Inf (@) is from MH for
the blue partition.

Figure 4.1: Example of modular complementation showing the input automaton and the
resulting automaton.

performs the complementation for each partition block using either synchronous construc-
tion or a postponed construction. The acceptance condition of the complement produced
by KOFOLA can potentially be more general - a conjuction of partial acceptance conditions
- which is one of the benefits of this approach (it can lead to smaller automata).
Postponed. In the postponed construction, the complementation of each partition block is
performed independently. The result is then obtained using the product construction of the
partial complements of the partition blocks. This approach is appropriate for applications
that require the entire complement, as reductions on the partial results can be applied.
Synchronous. The synchronous construction synchronizes the complementation of each
partition in each step. For example, consider an input automaton consisting of three
SCCs of different types. The states produced by modular complementation are of the
form (N, Sy, S9,S3), where N is the set for tracking all runs and S; is the state containing
runs within the i-th SCC. In each step, the successors of states in IV are computed and with
respect to them, the successors of each S7, S5, and S3 are computed according to partial
procedures. Creating the whole state of the complement in each step makes it fitting for
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on-the-fly applications (such as inclusion testing) because there are cases where we can
determine the result without the need for constructing the entire complement automaton.
However, compared to the postponed construction, it may suffer from generating useless
states.

4.2.1 Inherently Weak Accepting Components

One of the partial algorithms that KOFOLA uses is the standard Miyano-Hayashi(MH) com-
plementation procedure [35] for inherently weak Biichi automata. If an SCC is inherently
weak, all its cycles are either accepting or rejecting (for rejecting it means that the SCC
has an empty language). The approach in KOFOLA therefore assumes only inherently weak
accepting components, whose complementation is not trivial. The task is then to track all
the runs in such an SCC (or a partition) and to determine whether they leave it eventually.
If they leave it infinitely often for a certain w-word, the complement automaton will accept
such a word. To be precise and coherent with KOFOLA, consider the input automaton
A= (Q,%,6,1,F) and pick a partition block P of inherently weak accepting SCCs. This
procedure within the modular complementation produces macrostates' of the form (C, B),
where C stands for check and represents runs in P and B C C stands for breakpoint and
contains the runs that are being inspected whether they leave P. Each macrostate has ex-
actly one successor given by the following transition function: d¢(N, (C, B),a) = (C’', B),
where N denotes all current runs within the automaton A, C’ = 6(N,a) N P and when
§(B,a)NC" = () then B’ = C’, otherwise B’ = §(B,a)NC’. The transition (C, B) % (C', B')
is accepting when §(B,a) N C" = ). Details are omitted, the full specification of the algo-
rithm plugged into KOFOLA can be found in [26]. An example can be seen in Figure 4.1.

We can now delve into the definition of the proposed subsumptions. Suppose macrostates
p = (Np,Cp, By) and r = (N,.,C,, B,) with N, N’ representing the sets of all currently vis-
ited states. Thus, C C N and C’ C N’. Note that the sets N, N are always present in the
modular procedure, which implies that we can use them freely. Let us define the following
subsumption relation:

pCr &L N DN AC, DO,

We also define a similar but stronger relation:
pCBr &L N DN, AC,2C. AB,D B,
Lemma 1. The relation T is an early+1 simulation:
pCr = p=.arT.

Proof. This proof follows the structure of the proof in [§].

We need to find the suitable strategy d;(r,m,) according to Definition 4. As we stated
above, the Miyano-Hayashi complementation procedure produces deterministic transitions.
Therefore, the strategy is implicitly defined by the output’s characteristics. Namely, we
use strategy dc which for a transition (p,a,p’) chooses a transition (r,a,r’), with p/ =
(Np,C, By) and ' = (Nv, Cyr, Byv), such that é¢(Ny, (Cr, By),a) = (Cy, Byr). And given
that N, C N, also C,v € Cpy. Putting the strategy in place guarantees p Cr = p’ T 1/,
the consequence of determinism and completeness is that (r,a,r’) exists. It is also evident
that, whenever a state is removed from B,, it is also removed from B, if present.

!By term macrostate we mean a state consisting of more states (typically sets of states of the original
automaton).
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Now we show that for any two traces m, = powopiwi... and 7, = dc(ro,mp) =
rowoTiW1 - .., With p = pg and r = rg, the condition 7, <.+1 m, is satisfied. By defini-
tion, it is necessary to prove that Vi < j: (p; X piy1 € Fo A pj act pj+1 € Fo) = i <
k<j:r % rr+1 € Fo, where Fi is the set of accepting macrostates of Ac.

Claim 1: For all 7 > 0, if p; el piy1 € Feo, then pip1 58 riyq.
Proof: Suppose that piy1 = (Np,,y, Cpiyys Bpiy) and 7341 = (Nyyyy, Cry g Bry ). Since
pi 3 piy1 is accepting, it holds that (i) By, = Cp,yy, (ii) Cp,,y 2 Cryyy since pip1 C

Ti4l = Npi+1 = NTi+1 = (Cpi+1 = Npi+1 npP)2 (CMH = NTi+1 N P) and (iii) CTi+1 2
By, .. From (B, = Cp,,) 2 Cpy 2 By, it follows that By, , 2 B, ,, implying
pit1 TP rigr. n

Claim 2: If p; C8 r; and Dj Y pj+1 € Fo for some i < j, then there exists i < k < j such
that rg 2 re+1 € Fe.
Proof: From p; TP r; we have By, 2 By, and our strategy guarantees that in this case B,,

will be emptied no later than B),. |
The two claims imply 7, =.+1 m.. The conclusion is that our strategy meets the
requirements of Definition 4. O

Lemma 2. The relation TP is an early simulation:
B
pC”r = p =X

Proof. The strategy dc we use is the same as in the proof of Lemma 1. Now we show that
for any two traces m, = powopiwi ... and 7, = Oc(ro, ) = roworiwsi ... it follows that
Tp Ze Tp. Similarly as in the proof in [8] we restate Definition 1 of early simulation in the
following conjunction:

W<j:(pi%piHEFc/\pjgijEFC) = Ji<k<jirg Srpp € Fo, (44)
piﬂﬁleEF - Hkgi:rkﬂrk+1EF. (4.5)

The condition 4.4 is the same as for the definition of C and since CZ is stronger, it follows
that p C r. With strategy dc being the same as in the proof of Lemma 1, Condition 4.4
is satisfied. Condition 4.5 follows from the second claim in the proof of Lemma 1. O

4.2.2 Deterministic Accepting Components

For deterministic accepting components (DACs) KOFOLA [26] uses an approach based on the
NCSB construction [6] for the complementation of semi-deterministic Biichi automata. In
this section, we will prove that there exists early simulation between states of the particular
partial algorithm used within KOFOLA.

The most important aspect is again the computation of the successors. So let us briefly
sum up the definition provided in KOFOLA. As referred in [26], a partial algorithm CSB
uses a set B similarly as MH for tracking the runs that eventually leave the SCC, further it
uses a set S for storing runs which it guessed will not visit accepting transitions anymore
(safe runs). A set C' then contains runs that has not yet been decided as safe nor have they
been sampled into B. To avoid transitions between SCCs of the partition P (so that we can
treat all runs as deterministic) dsoc is used. Moreover, transition function that only returns
accepting transitions (if present) dr is used. We define dcsp (N, (C, S, B),a) = U [26] such
that:
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o if 6p(S,a) # 0, then U = 0,
o otherwise:

— U includes (C', S’, B'), where:
x C'=(6(N,a)NP)\ S,
x S'=dscc(S,a)N P,
x B' = C"if 6scc(B,a) =0, otherwise B’ = dscc(B,a).
We refer to this type of transition as emptying. The transition (C, S, B) Y
(C', 8", B") is accepting if dscc(B,a) = 0.
— If dscc(B,a) Nop(B,a) =0, U also contains (C”,S”,C"), where:
% C// — Cl \ S//
x 8" =S"UB.
The transition (C, S, B) = (C”,S",C") is always accepting, and we refer to
this type of transition as safeing.

Now, similarly as for MH macrostates, we define the relation for the CSB macrostates. More

specifically, consider macrostates p = (Np, Cp, Sp, Bp) and r = (N,., C;., S,, B,.); then

pCespr L5 N, DN, AS, DS A(S,UB,) 2 B,.
Lemma 3. The relation Cogp s an early simulation:
pLcspr = p e
Proof. First, let us state the following facts:
1. NC N = 4§(N,a) C6(N',a),
2. SUC=NnNP, and

3. if a run p is moved to S on an infinite trace, then it stays safe forever or becomes
discontinued.

From each state of the CSB construction, there are at most two successors. We use a strategy
dCosp that if p; & Di+1 18 safeing, we also take safeing transition from r; if possible. This
is the only scenario when safeing transition is picked from 7;. In all other cases, emptying
transition is chosen.

Claim 3: If p; Cogp i and p; —= pi+1 € Fo and r; X ri+1 € Fo, then pir1 Cosp rit1.
Proof: For Sy, ., = dscc(Sp;,a) and By, = dscc(By,,a). For B, ,, we have B,
dscc(Br;,a). From (Sp, U By,) 2 By, it holds that (S, U B, ,) = (dscc(Sp;,a)
5SCC(BPi7 a)) 2 dscc(Br,,a) = BTi+1 and Spi+1 = 5SCC(SPi7 a) 2 dscc(Sr;ya) = STi+1'

mC

Claim 4: If p; Ccsp ri and p; A pj+1 € Fg, then there is a k such that ¢ < k < j and
Tk %) Tk+1 € Fe.
Proof: We split the proof into two cases.

a; . .
(I) p; = pj+1 € Fe is emptying.

(Ii) Suppose By, 2 By,, then B,, becomes empty (and emits an accepting mark) no
later than B,,.
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(Lii) Otherwise, there was no emptying transition up to r;, so we use Claim 3. Since

Dj X pj+1 is emptying, By, becomes empty. Therefore, each run from (S, U
Bp.) 2 By, is discontinued or safe, which means éscc(Br;,a) N op(By;,a) =
(). That proves the existence of the safeing transition from r; (which we take
according to our strategy).

D) p; 4 pj+1 € Fo is safeing.

(ILi) Suppose B,, 2 B, then either B,, becomes empty sooner than p; “ Pj+1 OT
By, 2 B;; and 1 X rj+1 is also safeing.

(ILii) Suppose that By, 2 B,, and no emptying transition from r; to r; (worst case).
Then each run from (Sp, U By,) 2 B, is moved to safe set. Therefore also the

transition r; X rj+1 can be safeing (which is picked by our strategy).

Claim 5: If p E¢gp r then for all ¢ it holds that S, 2 S,,.

Proof: This follows from our strategy not picking safeing transition (emptying transition
does not alter set S) if not necessary. We can only pick safeing transition on 7, on the
exact same position as present on 7, for example position ¢. Utilizing Claim 3 and emptying
transition not altering set .S, the only alternation happens when safeing transition occur. In
that case, suppose it happens for p; =% Di+1 and r; 2 ri+1. Clearly, it holds that p; Cosp s
(according to Claim 3). We start with N, 2 N, A Sy, 2 S, A (Sp, U Bp,) 2 B,,. Since
safeing transition moves all runs from set B to set S, all runs from (S,, UB,,) 2 B,, become
safe together with S, 2 S, leading to Sy, ,, 2 Sy, - n

Claim 6: If p Cogp r and p; & pi+1 € Fe, then pip1 Cogp Tit1-
Proof: Whenever the accepting transition is encountered, we have C' = B; additionally from

Fact 2 we have SUC = N N P. In this particular case, for p;,,, it holds that C,,, , = By, ,

and thus Sy, UGy, = Sy, UBp,,, = Np, NP. From Fact 1 and p Cosp r we
inductively have Ny, ., 2 N, ,, therefore N, ., NP 2 N, , N P. From definition, for r;;
it certainly holds that N,, ., NP 2 Ci,,, 2 By, ,. Putting everything together, we have
(Spizr U Bp,yy) 2 By, y, and thanks to Claim 5 Sy, 2 Sy, [ |
The validity of Claims 3, 4 and 6 concludes the proof, together with Claim 5 ensuring
existence of transitions. U

4.3 Early Simulations for TGBA

Due to the fact that the result of the product construction AN B of two (TG)BAs, is also
a TGBA, we need to define early and early+1 simulation for TGBAs.

Definition 5. Consider TGBA A with acceptance Acc = Inf(0) A ... A Inf(n). Next,
suppose two traces m, = powopi - .. and Ty = qowoqs - - . of the automaton A. We say that
Tp Re+1 Tq if the following holds:

VO <m<n:Vi<j:(pi S piv € F Apj 3 pji1 € Fr) =

= 3i<k§j:rk%>rk+1€Fm.
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Similarly, for early simulation, m, <. w4 if:

VOSmSn:W<j:((pi%piﬂGFm\/z’:—l)/\pjgijEFm) =

= 3i<k§j:rkw4rk+1€Fm.

4.4 Early termination in Kofola

This section provides observations that can be used within KOFOLA for an efficient inclusion
and emptiness checking.

In this section, we assume a TGBA Argpa = (Q,0,1,T, p, Acc) over ¥ such that T' =
{0,...,k — 1}. The fact that there is a transition ¢ such that p(t) =i (i.e., accepting) for
some selected color 0 < ¢ < k — 1 on the path over u from state p to state g, is denoted by
D «? q. By L(p) we denote the set of w-words accepted from state p and L(p)?, moreover,

adds a restriction to I' = {i} (intuitively simplifying the acceptance condition of Apgpa to
Acc = Inf(i)).

Firstly, we begin with the observations that help in reporting counterexamples with-
out fully constructing them. Then, additional observations are introduced to reduce the
explored state space (which is particularly useful when inclusion holds).

4.4.1 Early counterexample reporting

The first observation is that whenever we reach the state ¢ from the state p over some
u € ¥* such that p <.+1 ¢ and there were at least two accepting transitions between them,
the early+1 simulation ensures infinite generating of accepting transitions from ¢, so we
can decide the language of the automaton as nonempty at this moment. For TGBAs, it
means seeing at least two accepting transitions for each color 0 <1¢ < k — 1.

Theorem 2. If TGBA A has Acc = Inf(0) A ... A Inf(k — 1) then it holds that

(VO<i<k—1:p~ieqAp=enq) = L(p)' #0.

Lemma 4. (p ~~ ¢Ap =<1 ¢) = u® € L(p)*
o o

Proof. In this proof we use the notation 7, (u) representing the finite trace from the state
x when reading u € ¥*. We also use 7% (u) to denote the infinite trace from state x over
uv € 3.

Suppose a finite trace m,(u) = po — p1 — ... — p;, where py = p,p; = ¢, and a finite
trace mg(u) = qo = ¢1 — ... — @i, where gy = ¢q. The existence of 7, is given by the fact
that the strategy function exists, from Definition 4. Let us say, that accepting transitions
are p; — pjy1 and Py, — pmy1 where 0 < j < m < i. Since p = +1 ¢, the trace m; must
see the accepting transition in position k£ such that j < k& < m. That means that also the

transition g — gx+1 is accepting. With trace 7' (u) = qgo — q1... — ¢; ... being the suffix

of trace W;,”(u) =p9g—>Pr---—>q —>q — ... = ¢ — ..., the exact same transition is
accepting on trace 7/ (u). Now we have that the position of p; — pj41 on trace ;) (u) is 7,

the position of pp, — pm1 on 7} (u) is m, position of g, — qry1 on 7y (u) is i+ k and k on
7y (u). Clearly, it holds that

Jrs(u) < Frg(u) < Magu) < (04 k) ()
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In other words, for accepting transitions on position m and i + k on trace 7%(u) there has

P
to be some accepting transition g, — ¢n4+1 on 77(‘]" (u), therefore also ¢,, — ¢n+1 on position
i+ n on 7¥(u), such that

p
Jrsw(w) < Fro(w)y < Maw ) < Naw(w) < @+ F)rww) < (@ +1)rw(w)-

Such generation will continue infinitely, which concludes Lemma 4. Theorem 2 is the direct
consequence of Lemma 4. O

The next observation is similar to the one in Theorem 2, but for early simulation it is
sufficient to see only one accepting transition.

Theorem 3. (VO<i<k—1:p~5qgAp=cq) = L(p)#0

Lemma 5. (p v qAp < q) = u* € L(p)’

Proof. The proof would be carried out in a way similar to the proof of Lemma 4. Intu-
itively, early simulation ensures existence of the accepting transition on the path from p
to ¢ within the trace m, implies the accepting transition on the path from ¢ within the
trace m;. That, however, creates a second accepting transition on the trace m, without
a corresponding accepting transition on the trace my. Farly simulation ensures that there
is another accepting transition on m,, which also implies another accepting transition on
mp. This happens infinitely often, which proves Lemma 5. The validity of Lemma 5 proves
Theorem 5. ]

Now we would like to extend such an approach to KOFOLA’s macrostates, making use
of the partial macrostates included in them. Therefore, we have to consider Definition 5
provided for TGBA.

Theorem 4. Consider macrostates p = (A}),..., A}) and ¢ = (AQ,..., A}) such that
AP <11 A? for each 0 < i < n. Then the following holds:

P Sett q.

Lemma 6. There is a strategy function §; such that mp, =.+1 8:(qo, ™) for each trace m,
starting in pg.

Proof. We define the strategy function §; with respect to partial strategy functions whose
existence is given by the early+1 relation between partial macrostates. More specifically,
function §; for each pair AY, A7, The strategy &; is then defined as follows:

77
5t(q0777p):q0u£qlg--'a

such that
6(qis (piswi, pit1)) = Gi = di+1,
where
qi+1 = (50(14827 (Agi,wi, A8i+1))7 ER) 5”(14%27 (A%v Wy, AifLH—l)))

The sequence of j-th macrostate components, where 0 < j < n, creates a subtrace, for
which the Definition 1 (for early+1) holds for F = p~1(j). All n such subtraces create
one trace of macrostates. Therefore, for each 0 < j < n Definition 1 of early+1 simulation
holds, where F; = p~1(j). That is exactly Definition 5. This proves validity of Lemma 6,

which proves Theorem 4.
O
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(6213 +4+8]3+4,3+4)

a

[626|3+4+§|3+4,3+4]

Figure 4.2: Fragment of the product automaton A N Beomp with Acc = Inf(@) A Inf(@)
demonstrates the effect of an optimization that uses Theorem 3 and Theorem 4, where
p=1(621 |3+4+8|3+4,3+4)and q=(621|8]|0,0). Each of them being the product
macrostate of the form (z | N | C, B) such that z € Q4, N C @Qp and C, B being sets from
the MH construction (with elements belonging to the same set presented as sums). Then,
the exploration of the red part can be omitted completely and the algorithm can terminate
with stating nonemptiness.

Theorem 5. Consider macrostatesp = (A, ..., AD) and ¢ = (A, ..., Al) such that AL <,
A? for each 0 <i < n. Then the following holds:

P =Ze q.

Lemma 7. There is a strategy function 0; such that m, <. 8:(qo,mp) for each trace m,
starting in pg.

Proof. The proof would be exactly like the proof of Lemma 6, leveraging the existence of
strategy functions for partial macrostates. ]

Theorems 3, 5 that reduce state space in practice can be seen in Figure 4.2. To finish this
section, we point out that since early and early+1 simulations under-approximate language
inclusion [8], if for two states L(p) C L(q) and it was already decided that L(q) = () we can
conclude L(p) = () without further exploration (which we utilize in Algorithm 3).

4.4.2 Reducing state space

Another optimization in terms of the early termination of inclusion (emptiness) check in-
cludes the direct simulation relation between the states of automaton A and automaton B.
Intuitively, we want to prove that as soon as a product macrostate of A N B contains the
state p from A and the state ¢ from B such that L(p) C L(q), there is no need to explore
further from this macrostate, as it cannot produce any counterexample.
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Theorem 6. Consider the product macrostate p = (pa,pc) such that pc = (N, Py, ..., P;)
is a KOFOLA macrostate. Then we have

(3¢ € N: g€ QpAL(pa) € L(g)) = L(p) =0.

Proof. Suppose g € N, if it holds that L(pa) C L(q), it means that g accepts every w-word
p4 does. Therefore, if there is an accepting trace from p4 over u € X%, there exists one from
q too, meaning u ¢ L(pc) (state of the complement cannot accept word that is accepted in
the original automaton) which implies u ¢ L(p). The case when there is a non-accepting
trace from py over u € X¥ trivially leads to u ¢ L(p). Since a trace from p,4 of any kind
leads to non-acceptance, L(p) = (), which proves Theorem 6. O

Next, we present the reasoning for the special relations that can make the emptiness
check more efficient.

Definition 6. A relation Carrp is good for the early emptiness check (GFEE) if:
pCereeq <= (pi > pip1 €F = 3j <i:igq; > g1 € F).

Theorem 7. Let i be an initial state of BA A. Then we have the following.
L(i) #0 = 3m: =3p,q€Q and p,q € Ti: ¢ Carre pAD ~ g (4.6)

Proof. For the sake of contradiction suppose that L(i) # () and that Vr;-3p, ¢ € Q and p,q €
m;-q Caree p AP ~ q. In this proof, we will show that this statement necessarily leads to
existence of a trace that satisfies the right-hand side of the implication 4.6, which is clearly
a contradiction. Firstly, let us label each such trace (of the potentially infinite number of
traces) as m, for x € N. Secondly, for each trace, there must exist a first pair of states
Dz, such that py,q. € m; and ¢ Carpgpg Pz A Pz ~ ¢. For that purpose, we define the
mapping First: m — Q x N x @ x N. For trace 7 it returns First(r) = (p +14,q + j) such
that j is the minimum position for each r,s € Q on the trace m where r Capgpg SA s ~ 1.
We often refer to i or j as Pos(p) or Pos(q) and only use First(m) = (p,q). We also define
a mapping Prefiz: m x N — QN that returns a prefix of the trace 7 that forms a string of
states with the length specified by the second argument.
Claim 1: For a trace m, with First(m,) = (py +1, ¢ + j) there exists another trace 7, such
that Prefix(my, Pos(py)) = Prefiz(my, Pos(pg)).
Proof: That is implied by the fact that from p, we need to see an accepting mark sooner
that we do on the trace m, (because ¢, =4 pz), therefore the need for the other trace 7.
The existence of such a trace with the equality of the corresponding prefixes is trivial. H
In the subsequent claims, we will show that existence of accepting trace m, from Claim 1
necessarily leads to generating an accepting trace m; such that -3p,q € Q and p,q € 7; -
q Cgree pAp ~ q. In other words, it cannot generate traces m; such that dp,q €
Q and p,q € mj-q Cgree p/Ap ~ ¢ infinitely often. Note that this trace can already exist;
we only prove that it always exists. We also add the definition of function Acc: mx Q@ X N
N returning position of the n-th accepting mark from ¢, on the accepting trace we start
with, on another trace from certain state.
Claim 2: Consider the traces 7, and m, from Claim 1 and let First(my) = (py + g,qy + h).
It holds that Pos(p,) < Pos(gy) on trace my.
Proof: Suppose Pos(p;) > Pos(qy) holds, from Prefiz(my, Pos(p;)) = Prefiz(my, Pos(ps))
it follows that Flirst(m;) = (py, gy), which contradicts First(n,) = (pz, ¢z)- [ |
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Claim 3: Consider the traces m, and m, from Claim 2. It holds that if there is a state r
with an outgoing accepting transition on the trace m, such that r ~ p,, then the trace m,
[ ]

contains the same prefix Prefiz(m,, Pos(r)+ 1) (here we overload the function Pos, as it is
contextually evident what we mean).

Proof: That is implied by the fact that Prefiz(m,, Pos(p:)) = Prefiz(my, Pos(pz)), which is
longer than or equal to Prefiz(m,, Pos(r) + 1). [ |

Claim 4: Consider the traces m, and m, from Claim 2. It holds that Acc(my,ps,i) >
Acc(my, Dy, ).

Proof: The Acc(my, ps,i) > Acc(my,py, ) is given by the fact that |py, g, | > 1 (the length
of path from p, to ¢;) and Acc(my,pe, i) < Ace(my, P, 1) — | Pa, Gz | < Acc(mg, pey i) (caused
by EGrEE)- u

Claim 5: Consider the traces m, and m, from Claim 1. If a path from p, to ¢, contains
k € N accepting marks on the trace m,, it holds that Acc(my, ¢z, k+1) > Acc(my, ¢y, k+1).
Proof: Relation Cgreg gives us Acc(my, ¢y, i) > Acc(my, py, ) for @ > k 4 1, resulting in
Acc(my, pe, i) > Acc(y, @r, 1) > Acc(my, Dy, 1). From Pos(p,) < Pos(gqy) on m, and the fact
that there is only k accepting marks between p, and ¢, on 7, we have Acc(my, gy, k+1) =
Ace(my, pz, k + 1) — (Pos(qy) — Pos(p)), forming the inequality

Acc(mg, ek + 1) > Ace(my, qu, k + 1) > Ace(my, Dok + 1) > Acc(my, gy, k+1).1

Corollary 1. According to Claim 5 from 7., inductively there is a point where a trace my,
is generated such that Acc(Tm, Gm, k + 1) < 0, which means pp—1 ~> Pm ~ G-
[ ]

Corollary 2. From Claim 3 and Corollary 1 it holds that traces mwp,,...,Tm1 Ssuch that
Acc(Tm, Gm, k+2) > -+ > 0> Acc(Tm1, ¢m1, k+2) share the same prefix with the accepting
mark.

Inductively applying Corollary 2 at most | Q | times, we obtain a trace m,¢g such that it
contains Prefix(my,, Pos(ry)+1), Prefiz(mm1, Pos(rm1)+1), ..., Prefit(mmg, Pos(rmg)+1).
Each prefix has the property of not containing any First(p,,;), and it contains an accepting
mark. We thus certainly have a trace that reaches state ¢ and after at most | Q| transitions
again t while seeing an accepting state. We give the desired trace, proving Theorem 7. [

A simple example showing the reduction of the state space using Theorem 7 with =<y
being Corpr is shown in Figure 4.3.

Proposition 2. Direct simulation Ty and early simulation <. are Corpg.
Corollary 3. Let i be an initial state of TGBA A, then:
L(i)#0 = 3m-—3Ip,qe Q and p,q € i: q CagrEE PAD ~ q.

Proof. Proof is given by the proof of Theorem 7, applying the same reasoning successively
for each color ¢ € I O
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Figure 4.3: This figure shows exploring given BA A over a, b for emptiness check when uti-
lizing Theorem 7. The orange transitions with orange numbers represent the DFS traversal
and its order. And because 2 <4; 0 and 0 ~ 2, we do not explore the red area from state 2.

Algorithm 2 Merge SCC
1: Function mergeSCCaccMarks(dst):

2: cond <+ (;

3: do

4: (u, C) < SCCs.pop();

5: if (not First(u)) or u is not Root then cond + condUC; >

if cond =T then empty = false;decided = true;return true;
while (u.dfsnum > dst.dfsnum);
SCCs.push((u, cond));
return false;

4.5 Inclusion check

For the algorithm that orchestrates the emptiness check for our inclusion, we chose to the
best of our knowledge the best state-of-the-art algorithm for the emptiness check of the
TGBA when it comes to number of generated states. The algorithm introduced by Gaiser
and Schwoon [25] builds on the standard Tarjan’s algorithm [37] to search strongly con-
nected components, which is also well suited for on-the-fly checking. We provide an adap-
tation of this algorithm using our optimizations from previous sections. This algorithm is
an amendment of Couvreur’s algorithm [14], which is, to the best of our knowledge, imple-
mented in SPOT. There also exists an algorithm for the generic acceptance condition [3]
(also implemented in SPOT for some cases) that we do not use since it works with the SCCs
being found completely, which is not suitable for our goal. If edited to work on-the-fly, so
far no significant advantage has been found over the algorithm from [14].

The standard emptiness check algorithm is shown in Algorithms 2 and 3 without the
lines inside the colored boxes. The lines in the orange boxes correspond to theorems in
Subsection 4.4.1 and the green boxes correspond to Theorem 7. Theorem 6 is trivially
implemented within the computation of the successors (necessary precomputation of direct
simulation on a disjoint union of automata A and B [13]). The function isEmpty takes
two arguments, a state and the set of accepting marks incoming to this state. We use
the function post to obtain successors together with accepting marks on the incoming
transitions.
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~N_ 7
(2] x
1 (1)
0 o
(a) State ¢ is not explored due to ¢ <. p. (b) The search continues as indicated by the
The state between p and g stores the state ¢ numbers on the edges, eventually finding the
being pruned. accepting lasso.

Figure 4.4: Example of a wrong guess to prune a state when checking TGBA with Acc =
Inf (@) A Inf ().

4.5.1 Plugging relation Coppp

In this section we provide the intuition of adjusting the Algorithm in [25] so that Theorem 7
can be applied. The idea behind it is to only search for the trace from Theorem 4.6, therefore
each time we encounter states p, q on the searchpath [25] such that p ~ ¢ and ¢ Careg p,
we do not explore this state g. Note that we use early simulation as an instance of Coppp
simulation. However, each state between such two states needs to have the information
about the state ¢ and the exploration from ¢ being cut off; therefore, if some of the states
between p and ¢ is encountered again, exploration is “redirected” to the state that was cut
off. Intuitively, this can be done, as we surely know that between p and ¢ there was no
accepting mark; if there was a cycle containing the accepting mark, the pruned state would
have been explored already.

Proposition 3. Algorithm 3 is correct.

Figure 4.4 shows the situation when the guess of no need to explore the state ¢ still
leads to correctly finding the accepting lasso. To provide more details, after it is decided
that ¢ <. p (green part in Line 15 of Algorithm 3), the state between p and ¢ stores
the information about ¢ being cut off. The search then continues with a witnessing lasso
containing the accepting mark @), which means the existence of a path that violates p ~~
g ANp =¢ q. Therefore, it is allowed to jump to ¢ and continue the exploration from there.

The situation where such a guess actually helped is provided in Figure 4.3, although
using a stronger direct simulation.
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Algorithm 3 TGBA emptiness check
Input: TGBA A= (Q,4,I,T,p, Acc)
Output: true/false
Global: empty = true, decided = false, emptyL=0C @, U = —1, index = 0, SCCs
= stack(), tarjanStack = stack()

1: Function emptinessCheck(A):
2: foreach q; € I
3: if g1 € Qemp then
4: isEmpty(qr, 0);
5: return empty;
6:
7: Function isEmpty(q, accMarks):
8: if Ip on searchpath : (p~ qAp = q)V (p~>~> gAp <1 q) then
9: empty = false; decided = true;
10: return;
11: q.dfsnum < index; index++;
12: SCCs.push((q, accMarks)); tarjanStack.push(q);
13: foreach (dst, marks) € post(q) do
14: if dst € [emptyL] then continue; >
15: else if dst.dfsnum = U and —3r € Q on searchpath: dst <. r then
16: isEmpty(dst, marks);
17: if decided then return;
18: else if dst.dfsnum # U then
19: if dst € tarjanStack and mergeSCCaccMarks(dst) then return;
20: foreach cutoff € jumpToCutOffs[dst] do
21: if cutoff.dfsnum = U and —3r € Q on searchpath: cutoff <. r then
292: isEmpty (cutoff, 0);
23: if decided then return;
24: else if cutoff € tarjanStack and mergeSCCaccMarks(cutoff) then return;
25: else if dst € tarjanStack and mergeSCCaccMarks(dst) then return;
26:
27: if SCCs.top() = (¢, X) then
28: SCCs.pop()
29: do
30: u < tarjanStack.pop();
31: emptyL.add(u);
32: while (u # ¢q);
33: return;
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Chapter 5

HyperLTL model checking as part
of Kofola

Framework KOFOLA [26] is a command-line tool implemented in C++ on top of the SPOT li-
brary [21] providing mainly complementation of Biichi automata. SPOT is used for common
automata manipulations such as reading input automaton, providing internal representation
for automata, etc. The intriguing operations like inclusion and emptiness check are, with
the goal of outperforming the state-of-the-art approaches in some metrics, implemented as
the result of this thesis.

The implementation relevant to this thesis (extending KOFOLA) can be found in the
public repository', which is a fork from repository”. In the spirit of KOFOLA’s modularity,
the HyperLTL model checking is also implemented in a modular way. More specifically, the
emptiness check can be given any algorithm implementing desired methods, with getting
successors being the most important one. This is convenient because we use the emptiness
check in two different cases, (i) inclusion and (ii) emptiness of the automaton resulting
from HyperLTL model checking, both on-the-fly. Moreover, it provides the potential for
a straightforward extension when supporting new w-automata types.

At first sight, the most easily recognizable difference compared to AUTOHYPER is the
on-the-fly emptiness check when the formula is of the type 3*: (. In addition, the inclusion
that SPOT (used by AUTOHYPER) uses first complements the automaton B and then makes
the on-the-fly product (if possible). Our solution also makes use of KOFOLA being well-
suited for an on-the-fly construction of the complement. Then we utilize the subsumptions
introduced in the previous chapter. That can lead to a significant state-space reduction
when on-the-fly emptiness check is performed.

Apart from the previous optimizations, comparing to theoretic approach for HyperLTL
model checking, we also use the fact that a formula of the type (3*V*)*¢ can be transformed
into —=(V*3*)*—¢, which in practice makes model checking much faster. Next, the product
automaton for the sequence of existence quantifiers is performed at once. Nevertheless, such
observations are also implemented in AUTOHYPER, negating the possibility of a significant
advantage.

Yhttps:/ /github.com/OndrejAlexaj/kofola/tree/inclusion-test
https:/ /github.com/VeriFIT/kofola/tree/devel
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HOA: vi1

States: 4

Start: 3

AP: 3 "h_O0" "1_0" "o_O"

acc-name: all

Acceptance: O t

properties: state-labels explicit-labels

--BODY--

State: [!0&!1&!'2] 2
3

State: [!'0&!1&!2] 3
4

State: [2&!0&!'1] 4
5

State: [2&!'0&!'1] 5
2

--END--

Figure 5.1: Behavior of a system in the HOA format. Fach state of the system is specified be-
tween --BODY-- and --END-- lines, where the conjunction in the square brackets expresses
which APs hold in the specific state. To the right there is the state specifier. Under the
state there is a line with the successor states.

5.1 Input format

Our formats differ from those used in AUTOHYPER. We only support a specific input format
for the specification of a system behavior, so the necessity for parsing different input formats
is eliminated.

5.1.1 System

As input format for system behavior, we decided to use the HOA [19] format so that it can
be easily parsed and stored by SPOT as a Kripke structure. An example of such an input
file is shown in Figure 5.1.

5.1.2 HyperLTL formula

For LTL body of the HyperLTL formula we support the exact format that SPOT sup-
ports. However, each atomic proposition (AP) is of the format {ap_sys}_{trace_var}
with ap_sys standing for the atomic proposition used within the system and trace_var
stands for the quantified trace. The formula with quantifiers is then generated by the
following syntax:

¢ == ((forall trace_var.)” (exists trace_var.)*)" LTL

trace_var := string
An example of the GNI property for the system in Figure 5.1 is the following;:
forall A. forall B. exists C.
(G ("{h_O0}_{A}" <> "{h_0}_{C}") & (G("{1_0}_{B}" <-> "{1_0}_{C}"))
& (G("{o_0}_{B}" <-> "{o_0}_{C}"))
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n

Parsing

BArTL, quantifiers

Ki,...,.Kn

exist_projection_successors-~._

—--params=’p’

p can contain any of the
following state space
reductions:

e early sim=yes;
e early plus_sim=yes;
e dir_sim=yes;

o gfee=yes;

Inclusionr\

!
!

’

’

Emptiness

\

'\ compl_successors
.

!

Complement

/ prod_successors
/

Figure 5.2: Overview of the architecture of HyperLTL model checking within KOFOLA,
where dashed arrows represents only usage of the given component. Solid arrows mean
handing over control to the other component. The orange frame summarizes the command

line arguments regarding inclusion; none are used by default. Some arrows are colored
differently to differentiate Emptiness in different uses.

5.2 Usage

The architecture of the HyperLTL model checking within KOFOLA is depicted in Figure 5.2
together with command line arguments, which can be used in the following way:

kofola --hyperltl_mc ¢ K; ..

. Ky —--params=’p’

where if more Kripke structures are provided, then K;® corresponds to the i-th quantified

trace in the HyperLTL formula ¢ for 1 <1i¢ < n.

5.2.1 Inclusion checker

One can use KOFOLA as an inclusion checker in the following way:

with both Biichi automata in the HOA [19] format.

kofola --inclusion buchi_A.hoa buchi_B.hoa --params=’p’

3K; represents a file containing the i-th Kripke structure, and o represents a file containing the HyperLTL

formula.
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Chapter 6

Experimental evaluation

Firstly, we want to evaluate our inclusion check in terms of the generated state space
against SPOT [21] and show the effect of the proposed optimizations. Next, we compare our
HyperLTL model checker with the state-of-the-art tool AUTOHYPER [4] together with other
relevant inclusion checkers in terms of execution time. All experiments were performed on
a Debian GNU /Linux 12 (bookworm) system with 32 GiB RAM and an Intel(R) 2.67GHz
Xeon(R) X5650 CPU.

6.1 Kofola vs Spot

The key metric that we wanted to outperform SPOT [21] in is the number of visited
states. More specifically, we incremented a counter every time a state was put on the
tarjanStack. SPOT’s inclusion checking approach is directly comparable to ours, since it

Table 6.1: Statistics for our experiments. The table shows a comparison of the state space
generated by solving the inclusion. That is, it shows how individual optimizations behave
and compares the approach utilizing all proposed optimizations (KoroLa MAX) to SPOT.
The KoroLa MAX NO DIRECT then refers to not employing direct simulation optimization,
and the KOFoLA AND GFEE refers to only utilizing Theorem 7. KOFOLA BASIC is then only
the implementation of Algorithm from [25]. The column solved contains values separated
by a colon, with the following meaning (number of solved when inclusion is violated
: number of solved when inclusion holds), where the number of cases where inclusion
does not hold is 762 and 825 where it holds. Values in the columns mean and median are
separated by the colon with the following meaning (all test cases : inclusion violated

inclusion holds). The column “wins”/“losses” contains a number of cases where
KororLAa MAX produced strictly less/more states, where (number) means how many times
it was due to the other’s approach timeout. The column TOs (timeouts) shows how many
times the approach could not decide the inclusion within 7 min.

tool solved mean median wins losses TOs
KOFOLA BASIC 720 : 774 540 : 51 : 995 31:13:99.5 620(0) 11(11) 93
KOFOLA AND EARLY(+1) 719 : 768 162 : 49 : 268 29:13:73 637 (8) 23(20) 100
KOFOLA AND DIRECT 700 : 780 379 : 48 : 676 14 : 13 :21.5 420 (0) 5 (5) 107
KororLAa AND GFEE 718 : 775 507 : 50 : 932 31:13: 96 769 (5) 24 (24) 94
KororLA MAX NO DIRECT 718 : 768 160 : 48 : 264 28 :13:73 498 (8) 20 (19) 101
KororLa MAX 700 : 775 89 : 46 : 127 14 : 13 : 17 - - 112
SpoT 744 : 819 21,478 : 21,896 : 21,098 41 : 40.5: 41 988 (1) 495 (89) 24
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Figure 6.1: The scatter plots compare the state space generated by implementation of
algorithm from [25] provided by Gaiser & Schwoon , referred to as Kofola basic, against its
extensions by various optimizations proposed in this work. The dashed lines represent the
timeouts, which was set to 7 min. Green marks indicate instances where inclusion holds,
and red marks otherwise. As the axes are logarihtmic, cases with 0 generated states are
represented as 1 (10°).

uses a similar orchestrating algorithm [15] (based on Tarjan’s algorithm [37]). More specif-
ically, we compared our approach with SPOT’s command line tool autfilt, which provides
the --included-in parameter for inclusion checking. In addition to comparison, autfilt
was used to test the correctness of our inclusion checking implementation.

6.1.1 Dataset

To observe the effect of the proposed optimizations, we tested KOFOLA in the scenar-
ios where the automaton B in the question of A C B contains deterministic accepting
components (DACs) or inherently weak accepting components. More specifically, we used
automata used in [8] from [32] and benchmarks originating from HyperLTL model check-
ing [33]. Both repositories contain pairs of automata (suffix A.hoa and B.hoa) with the
mentioned properties. And since both automata in such a pair have the same alphabet, to

? ? ? ?
obtain more test cases, all four combinations (i.e. A C B, A C A, B C B, and B C A)
were tried and kept those whose corresponding complementation by KOFOLA produced a
TGBA. The total number of test cases is 1,587. The mean number of automata states from
repositories is 891, the median is 14 states, the maximum number of states is 88,304, and
the minimum is 1.

6.1.2 Results

The results shown in Figure 6.1 show a great (and expected) impact of precomputation
of the direct simulation between the states of automata A and B. The huge amount of
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Figure 6.2: Here we provide comparison of the explored state space by SPOT [21] against
our approaches. The dashed lines represent the timeouts, which was set to 7 min. Green
marks indicate instances, where the inclusion holds, red marks otherwise. As the axes are
logarihtmic, cases with 0 generated states are represented as 1 (10°).

instances where we produced zero states is also not surprising, since if the language inclusion
holds between the initial states of the automata A, B (implied by the direct simulation),
then it holds between the automata as well (which is expected since many test cases are
of type where A = B). We can state that our optimizations seem to significantly reduce
the state space when the inclusion holds; the opposite case is only slightly better when
utilizing our optimizations (see also Table 6.1). In Figure 6.1 it may seem that there is
not much of an impact of the optimization GFEE (based on Theorem 7, green parts in
Algorithm 3), but Table 6.1 shows some improvement especially when the inclusion holds
(as expected). Figure 6.2 provides a comparison of our approach with SPOT. We can see
that we improved the cases where the basic implementation of the emptiness check algorithm
loses against SPOT the most - when the inclusion holds. Although the explored state space
size is in our favor, we timed out visibly more than SPOT. Detailed statistical evaluation for
summarization is provided in Table 6.1. It shows that we are able to significantly (in almost
40% of the benchmarks) reduce the state space explored by the basic implementation of
the algorithm from Gaiser & Schwoon [25], moreover in more than 60% of the test cases we
generated a smaller state space than SPOT. Although our maximally optimized approach
shows significantly better numbers, we have to bear in mind that those are the numbers
taken when the tool did not time out. From the TOs column in Table 6.1 it is clear that
our most optimized procedure timed out in 88 more cases than SPOT. If we compare the
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Figure 6.3: Comparison of execution times for KOFOLA’s inclusion checking (all optimiza-
tions used) used as a backend checker for AUTOHYPER vs other state-of-the-art tools. The
dashed lines represent timeout, which was set to 10 minutes.

cases where both tools successfully solved inclusion, we obtain median value 37 for SPOT
and 14 for KororLa MAX, and mean value 3340 for SPOT and 89 for Korora MAX,
which is still significantly better. Here, we have to point out that there is an undeniable
effect of the KOFOLA’s complementation. Next, in Table 6.1 we can observe that in terms
of solved problems, we have slightly better success rate (no timeout) in cases where the
inclusion holds, but still it is roughly only 94% versus the 99% success rate of SPOT.

Lastly, we separately tested our procedure that utilizes all optimizations except for the
precomputation of the direct simulation, since for large automata, only this operation itself
causes timeout. This can be seen in both Figures 6.1 and 6.2 and also in a separate row in
Table 6.1, referred to as KoroLA MAX NO DIRECT. We can conclude that although the
number of timeouts decreased by 11 (compared to the maximally optimized approach), the
mean of the generated state space is approximately twice as large.

6.2 Kofola vs AutoHyper

In Figure 6.3 we can see a comparison between inclusion checkers RABIT [12], BAIT [18§],
FORKLIFT [17], SPOT [21], and KOFOLA. More specifically, these are the execution times
that the inclusion checkers spent when solving the HyperLTL model checking within Au-
TOHYPER [4] (KOFOLA was also used by AUTOHYPER as a backend solver in order for
the results to be fair), when solving the exact same 35 benchmarks as in [4] (actually it
was 36, but in one case inclusion was not used). From the results in Figure 6.3 we can
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Figure 6.4: The scatter plot compares the execution time of KororLa and AUTOHYPER
(with SPOT as inclusion checker). Here, no mark lies on the dashed line, therefore there were
no timeouts (10 minutes). In the left hand side plot KOFoLA with maximally optimized
inclusion checking is tested and in the right hand side no optimizations are used.

conclude that we highly outperform RABIT, BAIT, and FORKLIFT. However, there is a case
where our tool timed out. This was due to the precomputation of direct simulation in our
approach. When disabled, we again outperformed the tools. When we look at the plot
compared to SPOT, we managed to beat it twice, which might be surprising given that our
implementation is not optimized for this metric.

In Figure 6.4 we provide a comparison of the time it takes to solve 36 instances also
tested in [4]. We solved the model checking problem faster in 25 out of 36 test cases.
As witnessed before, our inclusion checking is slower than the one implemented in SPOT,
therefore, our win rate could be caused by the fact that we use SPOT’s highly optimized
internal representation for w-automata and their attributes. After using more optimized
inclusion checking, the KOFOLA’s model checking procedure tends to slow down (non-
optimized is faster in 27 out of 36 test cases against AUTOHYPER), which is expected
unless their implementation is optimized as well.

AUTOHYPER also served for checking correctness of our HyperLTL MC implementation.
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Chapter 7

Conclusion

This thesis presents several optimizations regarding the language inclusion check on w-
automata (more specifically, we focus on TGBA), one of the most crucial operations used
not only in HyperLTL model checking. To optimize this operation, we set our goal to reduce
the generated state space. To do so, we came up with the relations between states of the
automaton that leverage only the structure of the states themselves, without the need to
know the entire automaton. We tried to come up with not only a reporting counterexample
as early as we can, but also techniques to reduce state space when the resulting language
is empty.

As an inclusion checker, our tool is able to improve the existing algorithm in the gener-
ated state space and report better results than the other similarly working state-of-the-art
tools. Our procedure was able to outperform the reference tool in more than 60% bench-
mark cases, and in almost 40% of the benchmarks, we were able to generate a smaller state
space than the algorithm we used as a base for our inclusion check. Other relevant inclu-
sion checking tools are shown to be slower on the inclusion problems from HyperLLTL model
checking than us. Finally, as HyperLT'L model checker, we are also able to outperform the
state-of-the-art push button tool in the execution time.

7.1 Future work

When it comes to the inclusion check introduced in this thesis, the implementation was not
meant to be performance-optimized; therefore, there is plenty of room for improvement in
this area.

One of the future directions is definitely to extend Theorem 7, as we believe it has more
to offer. As KOFOLA is planned to be able to output w-automata with generic acceptance
condition as a result of complementation. Another way can be to come up with an opti-
mized version of inclusion check for these generic automata. In addition, there are more
partial complementation procedures implemented within KOFOLA, so bringing up a similar
subsumption relations as we worked with here is also a sensible continuation. It seems that
inclusion is the right direction to take to improve HyperLTL model checking, since this
operation is often encountered and is the source of interesting inclusion problems.
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Appendix A

Contents of the included storage
media

Everything needed to create this text (electronic version is also included) can be found
in the directory text_resources (.tex files, figures, ...). The implementation of the
tool KOFOLA can be found in the directory kofola, which contains a README.md with
instructions on how to build and run an executable file. This thesis extends the function-
ality of KoroLa, therefore, the source codes of the whole tool are included; the actual
work of this thesis is implemented in files in the src directory shown in Figure A.1 (al-
though necessary changes were also made in main.cpp, complement_sync.{c,h}pp and
abstract__complement_alg.{c,h}pp).

"README .md"
text_resources

kofola

"README .md"
src

— .

| "abstract_successor.{c,h}pp"

| "hyperltl_formula_processor.{c,h}pp"
| "hyperltl_mc.{c,h}pp"

| "inclusion_check.{c,h}pp"

| "emptiness_check.{c,h}pp"

— .

Figure A.1: Contents of the included storage media as a directory tree that also shows
important files (these are marked with a ”” to distinguish them from directories).
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