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Annotation

This Ph.D. dissertation introduces and elaborates the optical technique known as Digital Holographic
Interferometry (DHI) in the field of applied fluid mechanics for the purpose of investigating the properties
and visualization of flowing gases and liquids.

The work deals mostly with the general aspects of using digital holographic interferometry as the main
technique of investigation, deepening in some of its technical aspects for data treatment and visualization.
It gradually present the evolving process of studying different forms of temperature fields, based on the
distribution of its refractive index, starting with simple 2D distribution toward 3D distribution that is
treated with tomographic approach. It brings to light main concepts and possibilities of using this
technique for the field of fluid mechanics.

Apart the general theoretical background introduced in the beginning of this thesis, each chapter contains
an introduction to some more theoretical and technical aspects of the optical setup and data treatment
that are needed for a better and full understanding of the process of capturing, treating and presenting
the data. General conclusions are drawn at the end of each chapter.

Throughout our work, we have achieved a deviation below tenths of degree Celsius between the
temperature registered from the thermocouples, ANSYS simulations and the one measured by the optical
technique for the case of heat measurements in water, falling within 5% of error margin for the case of a
2D temperature field. For the case of a 3D temperature field from a pulsatile jet with water as its working
fluid, we estimated that the relative uncertainty of the temperature field measurement near the orifice is
below 5%, compared to the relative uncertainty increasing up to 15% further from the orifice. We also
achieved an increase of the range of measurement for the case of two-wavelength digital holographic
interferometry.

Each investigation is accompanied with a whole-field picture of visualizing the temperature and other
important properties of the fluid/gas under study, which is one of the main advantages of this optical
technique.

Keywords: Digital holographic interferometry; temperature fields; spatial-carrier; Fourier Transform,
convection; water; pulsatile jets; tomography.



Anotace

Tato Ph.D. disertacni prace pojednava o optické metodé znamé jako digitalni holograficka interferometrie
(DHI) v oblasti aplikované mechaniky tekutin za ucelem zkoumani vlastnosti a vizualizace proudicich plyn(
a kapalin.

Prace se zabyva predevsim obecnymi aspekty poufZiti digitalni holografické interferometrie jako hlavni
analytické techniky, pficemz prohlubuje nékteré jeji technické aspekty v oblasti zpracovani a vizualizaci
dat. Postupné popisuje proces studia rliznych forem teplotnich poli zaloZzenych na rozlozeni jejich indexu
lomu, pocinaje jednoduchym 2D rozloZenim az po sloZitéjsi 3D rozloZeni, které je feSeno tomografickym
pfistupem. Tato prace také pribliZzuje hlavni pojmy a mozZnosti vyuZiti této metody v oblasti mechaniky
tekutin.

Kromé popsané obecné teorie dané problematiky na zacatku této prace, obsahuje kazda kapitola uvod k
nékterym teoretictéjsim a technictéjsim aspektlim optického nastaveni a zpracovani dat, které jsou
potfebné pro lepsi a plné pochopeni procesu snimani, zpracovani a prezentace dat. Na konci kazdé
kapitoly jsou uvedeny obecné zavéry.

Pti mefeni teploty ve vodé jsme dosahli shody mezi teplotou mérenou termoclanky, simulaci v prostredi
ANSYS a teplotou naméfenou vyvinutou optickou technikou v ramci desetiny celsia, coZ je odchylka
spadajici do 5% chybové tolerance. To bylo v pfipadé 2D teplotniho pole. V pfipadé zkoumani 3D
teplotniho pole pulzujiciho trysky s vodou jako pracovni tekutinou jsme odhadli, Ze relativni nejistota
méreni teplotniho pole v blizkosti Usti trysky je mensi nez 5%, ve vzdalenéjsich mistech pak dosahuje
15%. Bylo dosazeno zvySeni rozsahu méreni dvouvinové digitalni holografické interefrometrie.

Jednotlivé pasaZe jsou doprovazeny obrazky vizualizaci teplotnich poli a jinych dualeZitych vlastnosti
podstatnych pfi vyzkumu tekutin, coz je jedna z hlavnich vyhod dané metody optické analyzy.

Klicova slova: Digitalni holografickd interferometrie; teplotni pole; prostorovy-nosi¢ (spatial-carrier);
Fourierovy trasformace; konvekce/proudéni; voda; pulzni trysky; tomografie.
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Motivation and objectives of the dissertation thesis

This thesis presents real-time interferometric measurements and visualization of dynamic phenomena in
flowing transparent gases and liquids. It focuses on digital holographic interferometry as an optical
technique for temperature field measurements and visualization. Air is investigated as the flowing gas
while water as the flowing liquid.

Owing to the wide range of applications of optical techniques, in research and industry, notably in applied
fluid mechanics, the investigation and understanding of phenomena developing unobstructed from the
viewer within their natural course and the lack of such studies for the case of flowing gases and liquids
were the principle motives that made this research happen.

The aim of this research was the investigation via optical ways of the imaging of temperature fields,
unobstructed from their normal flow, with high precision and high spatial resolution, in real time for
different applications falling in the field of applied fluids mechanics for mechanical engineering. But, this
doesn’t limit the vast number of possible applications and use in other multidisciplinary fields that this
technique has, as can be read in Chapter 5.

The principle aims set for the course of this research were:

e To introduce main properties and understanding of light and the digital holographic
interferometric technique in a comprehensive way;

e To compile an extensive literature review on applications of digital holographic interferometry in
different fields, specifically in the study of gases, liquids and possibly solids;

e To perform initial research on liquids to assert the viability of the chosen optical technique;

e To validate initial results through CFD calculations;

e To explore the possibility of extending the range of measurement through the use of a two-
wavelength off-axis optical configuration for air temperature fields;

e  To study temperature fields generated by pulsatile jets in water.

This thesis is mainly experimental in its nature of investigation.

With the theoretical corpus, literature review, rich graphical representation of results for each designated
chapter and the achieved results, we bring an interesting research in the field of optics and its application
in applied fluid mechanics.
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Summary

The dissertation thesis is divided into 10 chapters.

Chapter one, as a start is a short dive into the history of light, highlighting key moments and personalities
that shed light onto phenomena related to light, its nature and its applications.

Chapter two brings to light key properties of light with an expanded mathematical foundation.

Chapter three outlines holography and its fundamentals, which are essential to this thesis.

Chapter four gives a short introduction to the concept of heat and some properties.

Chapter five contains an extensive literature review on applications of optical techniques (mostly digital
holographic interferometry) on measurements in air, liquids and solids, from older and recent articles,
thus pointing obvious advances made in data acquisition, processing and presentation.

Chapter six deals with temperature measurements and visualization of heat generated from a metal-rod
heater placed in a water tank.

Chapter seven validates numerically, through simulations by ANSYS, the results obtained in chapter six.
Chapter eight focuses on two-wavelength measurements in air, providing an extended range of
unambiguous measurements. Three different study cases are considered.

Chapter nine investigates temperature fields generated by a synthetic pulsatile jet, operating with water.
Chapter ten provides general conclusions to this dissertation thesis.

Apart theoretical introduction of each chapter, relevant information on the optical setup, used material,
technique, Fourier domain information, errors and conclusions are drawn in all relevant chapters.
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1. History of light

Through legends, myths and fragments (as quotations or paraphrases) passed down in written form since
the dawn of humanity, knowledge was attributed to have a divine origin. With the birth of first major
civilizations around 5 000 BC around river flows (Euphrates, Nile, Indus and Yellow River), knowledge
gathering, classification and passing down from generation to generation the technological advents was
a necessity to solve major problems that were reoccurring and needed better solutions.[1-4]

Describing light and explaining its nature has been a quest since antiquity. Light has been assigned in many
cultures the symbol of enlightenment, salvation and purity. Understanding human vision and the way it
works were one of the primary steps into understanding light. In Ancient Egypt people believed that the
day was an outcome from the opening of the eye of Raa (The Sun God), while night fell when He closed
his eyes.[5-7]

In Ancient Greece, Greeks disposed of knowledge that was already gathered and considered advanced for
the time. Their knowledge came from Mesopotamia and Egypt mainly, knowledge which was up to some
point systemized and considered advanced.[1]

Democritus (460-370BC) believed that the air between the eye and the objected was contracted, and this
contracted air contained the details that were transferred to the eye. Epicurus’s opinion (342-270 BC) was
that atoms flow continuously between the object and the eye. Plato (428-328 BC) on the other hand said
that light was consisted of rays that were emitted by the eye.[2,3,8-10]

In the work “Republic” of Plato, the apparent bending of object when they are partly submerged in water
can be found mentioned. Optical elements and technology date since the antiquity and some have
survived till our days. Mirrors were made of polished copper, bronze and later in a copper alloy rich in tin.
Some of these mirrors were found in Egypt, near the Pyramid of Sesostris Il (1900 B.C.).[11]

On the other hand, some other authors and philosopher gave more developed opinion. Euclid (300BC)
wrote a book called “Elements” which explains light through geometry[3]. Claudius Ptolemy (90-168 AD)
wrote a book called “Optics” in which he discussed theories about vision, reflection etc. and conducted
various experiments.[2,8]

Philosophy and sciences were an important part of the Islamic Golden Age. Arabs surpassed the Greeks
in the field of optics[1]. Abu Yusef Yaqoub ibn Ishaqg Al-Kindi (800-873) wrote a book called “De Aspectibus”
which had a great influence in optics in the Western and Islamic world during the Middle Ages[3]. Ibn Sina
(980-1037) rejected the notion of visual fire, according to which, when the eye opens it sends light to the
objects so they can be seen. The theory of visual fire was a theory supported by Euclid in Ancient Greece.
Even if the credits of the discovery of the Law of Refraction are attributed to Willebrord Snellius (1580-
1626), there are evidences that it was discovered much earlier by Abu Sad Al Alla Ibn Sahl (940-1000). He
wrote a book “On burning mirrors and lenses” where he talked about elliptical and parabolic burning
mirrors. A scientist named Abu Ali al-Hasan ibn al-Hasan ibn al-Haytham (965-1040), known as Alhazen,
wrote a book titled “Kitab al-Manzir” (“Book of optics”)[2] which remained the most influential book of
optics until the book of Newton “Opticks” in 1704. He was considered the greatest authority in Europe for
several centuries[1,10]. He demonstrated that light doesn’t have its source in the eye[6], but rather in
light sources. He proved this by an experiment with two lanterns and a pinhole. He was the first one to
invent the pinhole camera (that Kepler called it “camera obscura” in the 17%" century) and is the source of
the theory of parabolic and spherical mirrors and how the eye functions.[1-3,8-12]
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Fig.1.1. a) Schematic representation of the path by which the ancient cultural legacy was transmitted to Europe[1]
and b) cover page of “Book of Optics” from Alhazen.[13]

In the 13" century, Europe was using most texts of optics coming from the Arab world.[12]

Johannes Kepler (1571-1630) is an important person in the history of science and light. His interests in
optics have originated when he observed a solar eclipse on July 10™, 1600, with the camera obscura. He
stated that they eye has an aperture, same as in the camera. He published his work in 1604.[3,8]

René Descartes (1590-1650) was a French mathematician and philosopher which contributed in optics
with his book “Dioptrics”, published in 1637 that dealt with the nature of light and laws of optics. While
Snellius didn’t publish his work while he was alive, Descartes did so. He published it around 15 years after
the death of Snellius and it seems that Descartes discovered the same law independently. This is the
reason why in France and in some countries it is known as The Law of Descartes-Snellius.[1,3,6,8,12]

“La Dioptrique” has the more practical goal of showing how to construct good lenses. This book is divided
into two parts: vision, including the structure of the eye, and the law of refraction.[1]

1
LA

DIOPTRIQVE

Difcours Premier

DE LA LVMIERE.

ey OuTE laconduite de noftre vie depend

% de nos fens, entre lefquels celuy de la
veiie eftant le plus vniverfel & le plus
# noble, il n'y a point de doute » que les
&) ivucntions qui feruent a augmenter fa

puiffance, nefoyent des plus vtiles qui
puiflenteftre. Ec ileft malaifé d’en trouveraucune qui
l'augmente davantage que celle de ces merucilleufes
lunettes , quin‘eftant en viage que depuis peu,nous ont
defia dccouucert de nouueaus aftres dans le ciel , 8 d'au-
tres nouucaus obicts deffus la terre en plus grand

nombre qae ne font ceus, que nous y auions veus au-
parauant: en forte que poreant noftre veiie beaucoup
plusloin que n'avoit couftume d'aller Iimagination de
nosperes, elles femblent nous avoir ouuert Ie chemin,
pour parvenir a yoe connoiffance de la Naturc beau-  w,
coupplus grande & plus parfaite, quils ne I'ont eve.
Maisala honte de nos fciences,cette inuention fi vtile
& fi admirable,, n'a premierement efté trouunde que
par I'experience & la fortunc. 1l y a environ trente
ans, qu'vnnommé laques Merius de la ville d'Alemar
en Hollande, homme qui n"aucit iamais cftudic, bien
qu'ileuft vo pere & va frere qui ont fait profeffion des
A mathe-

a)
Fig.1.2. a) First page of “La dioptrique” by René Descartes and b) the depiction of his compound telescope.[14]
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The debate on the nature of light started since the antiquity and was more prominent since the 17t
century between the advocates of the corpuscular theory (Newton) and those advocating a wave-like
nature (Hooke, Huygens).[6,15]

Fermat (1601-1675) contributed in optics by demonstrating Snell’s Law using the principle of the least
time, based on the conviction that all processes in nature proceed in the most economical way[1,8]. He
opposed to Descartes’ assumptions, stating that a denser material would present greater resistance for
light to propagate in it, thus decreasing the speed of light[1,6].[3,9]

Newton (1642-1727) remains one of the biggest scientist of all time. He contributed in optics by showing
that the color is a property of light, he showed that light coming from the sun consists of all colors, proved
that white light is consisted of all colors, contributed in creating a reflective telescope etc. and promoted
a corpuscular theory of light.[3,6,8,9,16]

Newton was interested in colors since he noticed that one of the annoying flaws of telescope is a color
edge around the image. He also worked with Icelandic spar crystal (Icelandic: silfurberg, lit. silver-rock)
which exhibits birefringence[1].

 OPTICKS:
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[nﬂeﬁibm and Colours

L F'G H E

The Fourtu EpiTioN, correded.

By Sir ISA4AC NEWTON, Knt.

LONDON:

Printed for Wirrzianm INNvys ac the Weft-

End of St. Paul's, Mpccxxx. o

a) b)
Fig.1.3. a) Cover of Newton’s book “Opticks” published in 1730[17] and b) a replica of the first reflecting telescope
made by Newton and shown to the Royal Society in 1668.[18]

Huygens (1629-1695) contributed to the science of light with the wave nature of light, published in the
“Traité de la lumiére” in 1690. He considered that light has a wave nature and propagates the same as
sound waves, through a medium called ether, and advocated for a finite, nevertheless high speed of light.
The Law of Huygens discovered and formulated by him bears his name and it states that every pointon a
wavefront can be considered as a new source.[3,4,6,8-10]

Huygens concluded that light effectively slowed down when entering dense media[ll].
Huygens didn’t start his formulations out of philosophical principles, rather from physical principles.
Huygens published his book after the death of Hooke since Hooke was strongly against his findings.[1]
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Fig.1.4. Cover of “Traité de la lumiere”, written by Huygens.[19]

Young (1773-1829) was the one to demonstrate the wave nature of light with its double-slit experiment.
With his experiment, he was able to calculate the wavelength of up to 7 colors. His experiment presents
the basics of light interference, which is the core effect that is studied in this thesis. He was the first one
to state that light is made of periodic waves and understood the importance of coherence.[1,8,16]
His discovery pointing a wave-like nature of light received little recognition and remained mostly as an
individual research program. It was not until Fresnel rediscovered it in 1815 and offered a similar theory
to Young’s that it would get acceptance from others. Young was initially trained as a medical doctor, from
where he developed his interest in studying vision. He spoke 13 languages at the age of 14.
[3,4,9,12,15,20,21]

Fresnel (1788-1827) contributed with his experiments on diffraction. He showed his work in a competition
organized by the French Academy of Science, where Laplace and Poisson where two of the three-member
committee. At his time, the corpuscular theory of light was well known and supported by other scientists,
notably this committee. But, after Poisson challenged Fresnel’s theory with a simple question through an
experimental demonstration, Fresnel demonstrated that his theory was valid and overcame the challenge
of Poisson by proving that the supposition made according to his theory was correct. This way, he won
the contest. The experiment was related to the presence of a bright spot in the shadow of a disc that was
illuminated, and the bright spot is named as the Poisson spot, sometimes the Aragon spot or even the
Fresnel spot. After this, Fresnel’s theory was used to explain the polarization of light and its properties. He
was the first to obtain circular polarized light, and said that light was a transverse wave, a fact he proved
later.[3,6,8,9,21]

He started as a civil engineer building roads in southern France as a chemistry lover and had basic
knowledge of physics. His scientific career lasted less than 10 years since he died of tuberculosis.
[3,9,12,21]

Polarization was given its name by Malus, stating that natural light upon being reflected at a certain angle
behaves like one of the rays exiting a double-refracting crystal.[1,3,12]

The connection between light and electricity was already being discussed in the middle of the 19t century.
Maxwell (1831-1879) was the first one to explain light as a combination of mutually perpendicular electric
and magnetic fields propagating in the direction that was normal to both of them, in 1865. The first one
to prove that light was an electromagnetic wave was Hertz (1857-1894) in 1888.[3,6,8]
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Maxwell was an admirer of Faraday and formulated mathematically his discoveries, even though
Faraday’s concept of force lines wasn’t well understood by others. Both of them were very close and
worked together.[1]

Gustav Kirchhoff (1824-1887) formulated The Theory of Black Body Radiation in 1859 without knowing
the research done by Stewart in the same field.[8]

In 1881 and then 1887, Michelson and Morley conducted the same interferometric experiment few times
to determine the speed of light and to challenge the existence of aether and aether wind, and their results
were shocking and thought to be erroneous. The experiment was redone by many other scientists with
better apparatus, to result the same. The result was that the speed of light was always the same and that
aether doesn’t exist. This experiment was of great importance to the formation of the theory of relativity.
[1,9,12]

The 19%™ century was a century of great contribution in all aspects of physics. With the formulation of The
Second Law of Thermodynamics and the irreversible concept, for the first time the direction of process
was set, contrary to the laws of classical mechanics. The establishment of probability theory and statistical
methods opened up a new era in physics.[1]

On December 15, 1900, Max Planck (1858-1947) was the one who presented a valid radiation formula
that covered the whole frequency spectrum. The constant h carries his name as Planck’s constant. Planck’s
finding started a new era of thinking in physics. He demonstrated that the energy of radiation was directly
proportional to the frequency, and not the amplitude as a classical physicist would expect, and that energy
was quantized.[8]

Albert Einstein (1879-1955) was the one that revolutionized the way how we see physics and how we
understand how our world works. He used Planck’s hypothesis when he published his paper on the
photoelectric effect in 1905, which basically reintroduced the particle nature of light, not the same way
Newton saw it, in a corpuscular way, but rather as discreetness in energy. Einstein introduced the concept
of photon, revolutionized physics and gave birth to quantum physics and theory of relativity.[7-9]

The Theory of Special Relativity was formulated in 1905 by Einstein. In 1915, he published a paper where
he described gravity as a geometric property of space and time. Einstein’s idea of gravity was conflicting
with the Newton’s already accepted idea. The experiment on the bending of light determined Einstein’s
theory as the precise one. In 1911, Einstein obtained a value of 0.87 [arc sec] bending angle for light
grazing the Sun. This is a value that, Johann Georg von Soldner (1804) also obtained a hundred years ago
based on the corpuscular nature of light of Newton. But, when Einstein added to this the effect of general
theory of relativity, the valued went to 1.83 [arc sec], which he published on November 18, 1915.
According to Newton’s theory, all objects with finite speed passing by a massive object will experience
bending. The bending of light and its angle should be independent of the mass of the particle consisting
light, thus considering that light had a corpuscular nature, and according to Newton it should and did
bend.[8]

On May 29, 1929, a solar eclipse took place in Africa, in the Principe Islands. Sir Arthur Eddington (1882-
1944) went there on an expedition to measure the bending on light from stars by the gravitational force
of the sun, in order to compare with both values obtained from Newton and Einstein. The values he
measured reveled that Einstein had right. This made Einstein famous.[8]
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6. Tber einen
die Brzeugung und Verwandiung des Lichtes
betreffenden heuristischen Gesichitspunict;
von A. Binstein.

Zwischen den theoretischen Vorstellungen, welche sich die
Physiker iiber die Gase und andere ponderable Kdrper ge-
bildet haben, und der Maxwellschen Theorie der -elekiro-
magnetischen Prozesse im sogenanmten leeren Ranme besteht
ein tiefgreifender formaler Unterschied. Wihrend wir uns
némlich den Zustand eines Ktrpers durch die Lagen und Ge-
sehwindigkeiten einer zwar sehr groflen, jedoch endlichen An-
zahl von Atomen und Elektronen fiir vollkommen bestimmt
ansehen, bedienen wir uns zur Bestimmung des elektromagne-
tischen Zustandes eines Raumes kontinuierlicher riumlicher
Funktiouen, so daf alse eine endliche Anzahl von Gréfen
nicht als gentigend anzusehen ist zur vollstindigen Festlegung
des elektromagnetischen Zustandes eines Raumes, Nach der
Maxwellschen Theorie ist bei allen rein elektromagnetischen
Erscheinungen, also auch beim Licht, die Energie als konti-
nuierliche Raumfunktion aufzufassen, wihrend die Energie
eines ponderabeln Kérpers nach der gegenwiirtigen Auffassung
der Physiker als eine iber die Atome und Elekironen er-
streckte Summe darzustellen ist. Die Energie eines ponderabeln
Kirpers kann nicht in beliebig viele, beliebig kleine Teile zer-
fallen, wihrend sich die Energie eines von einer punktformigen
Lichtquelle ausgesandten Lichtstrahles nach der Maxwell-

Fig.1.5. Einstein’s article "On a Heuristic Viewpoint Concerning the Production and Transformation of Light" with the
explanation of the photoelectric effect.[22]

1X.- A Determination of the Deflection of Light by the Sun's Gravitational Field,
from Observations made at the Total elipse of May 29, 1919.
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I. Purrose or Tue Exreprrioss.

1. Tne purposs of the expeditions wos to determine what cffect, if any, is produced
by a gravitaticnal ficld on the path of a ray of light traversing it. Apart from pessiblo
surprises, there appeared to be three alternatives, which it was cspesially dosired to
dicoriminate between—

(1) The path is uninfluenced by gravitation.

(2) The energy or mass of light is subject to gravitation in the same way as ordinary
matter. T( the law of gravitation is strictly the Newtonian law, this leads to
an apparent displacement of & star clese to the sun's limb amounzing to 0°-87
outwards,

(3) The course of s ray of light is in accordance with Kixstein's generalised nelativity
theory. This leads to an apparent displacement of a star st the limb amounting
to 17-75 outwards,

In either of the last two cases the displ is inversaly proportional ta the distares
of the star from the sun’s contre, the displacemont undor (3) being just double the
displacement under (2),

It may be noted that both (2) and (3) agros in supposing that light is subjest to gravita-
tion in precisely the sama way as ordinary matter. The difference is that, whermas (2)
assumes the Newtonian law, (2) assumes EINsTED'S new law of gravitation.  The slight

VOL, CCXX.—~A 579, 2R [Publiahed Lyoil 57,102,

Fig.1.6. First page of the publication of results from the solar eclipse of May 29,1919 by Sir Arthur Eddington.[23]

All discoveries in the first quarter of the 20" century made this probably the most revolutionary time of
the development of physics. Discoveries from Planck, Einstein and Niels Bohr changed the conventional
way we understand physics and quantum physics was born. Werner Heisenberg, Max Born, Paul Dirac and
Edwin Schrodinger gave a huge contribution in developing this new branch of physics that explained the
sub-atomic effects and the effects that happen at speeds comparable to the speed of light, which
Newtonian physics couldn’t. The wave-particle duality of light gained more and more support and was
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established. Interference was explained by the wave nature of light, while the excitation of an atom upon
shining with a light and the absorption of the photon required a particle nature of light.[8]

In 1927, Paul Adrien Dirac (1902-1982) put together the wave and corpuscular nature of light into a single
theory.[8]

Years after followed with the theory of spontaneous emission, demonstration of the theory of Casimir
about mutual attraction by two conducting plate in vacuum in 1947, the discovery of laser in 1950 as a
source of coherent light and the first pulsed laser operation was demonstrated by Theodore Maiman
(1927-2007) in ruby in 1960 and the first cw (continuous wave) laser was built the same year by Ali Javan.
Following times opened the era of a new discipline in physics, quantum optics.[6,8]
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2. Properties of light

The nature of light was not fully understood until the 19" century. Before that, the particle nature of light
was predominantly seen as the true nature of it, even though in some situations this theory couldn’t justify
some effects in nature (see Chapter 1). Our understanding of the surrounding world and light in particular
has been influenced on the development of quantum physics.

Light is an electromagnetic, transverse propagating wave with a speed of
1

0= Teomo
g =8.85-1071 [%] and the free space permeability by py = 4 - 1077 [%] Light is made of photons,

~ 299 792 458 [%] ~ 3-108 [%] in vacuum, where the free space permittivity is given by

that are zero mass particles. Light wave is made of the electrical field E(x, v, z,t) and the magnetic field
§(x, v,z,t), where x,y,z are the spatial coordinates and t is the time. After generation, light moves
independently from its source and the electric and magnetic fields that consist light generate each other
indefinitely.

2.1. Waves

A propagating wave is represented mathematically in the form of a harmonic wave
Y(x, t) = Acos(wt — kx), which is a solution of the Maxwell’s equations. The wave has its period ¢,
frequency f, angular frequency w, wave number k, speed of propagation v, intensity I, phase ¢, power
P and energy E.

2.1.1. Harmonic waves

A harmonic wave is said to be a wave of a sine or cosine form. Their importance arises by the fact that any
wave shape can be obtained by superimposing various harmonic waves. A wave is said to be
monochromatic, if it is represented by a wave having a harmonic time dependency.

Since the electric and magnetic components are time dependent in the wave equation and show a
harmonic variation, then one form of the solution of the wave equation is considered to be the harmonic
wave. The harmonic time dependency is stored inside the angular frequency.

Generally, it can be mathematically expressed with[21]:
Y(x,t) = Acos(wt + kx) (2.1)
or, Y(#) = AP cos(2m9 £ (7)) (2.2)

, when it isn’t dependent of time, where the amplitude A(#) and the phase ¢ () are dependent of the
position, given by the vector position 7.

u() _ Im{U} Im{U}
: V o\//\\//\\/\\/ , ]av e .
a)

b) c)
Fig.2.1. Representation of a harmonic monochromatic wave at a fixed position r with its components b) and c).[24]

Re{U}
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For calculation purposes, it is very desirable to express the wavefunction as a complex function[24]:

Y(x,y,2t) = A(x,y, z) - e/ {0trexy.2)} (2.3)

or Y(# t) = A7) - eflet+e@®)} (2.4)

with Re{y (7, )} = S [W(F, 1) + " (. )] (2.5)

The complex wavefunction is entirely described by (7, t)[24]. Rewriting the above equation yields[24]:
Y@, 6) = () - e/ (2.6)

, With Pp(#) = A(F) - e/*® (2.7)

named as the complex amplitude[24]. This then yields[24]:

Re{(7, )} = Re{yp(7) - e/} = %[W) eIt 4+ (F) - et (28)

By substituting the above equation into the wave equation, an equation known as the Helmholtz equation
is obtained[24]:
VY + k2P =0 (2.9)

From the equation above, it holds that: [Y(7)| = A(¥) and arg{y(¥)} = @ ()

Harmonic waves traveling along the x axis can be mathematically represented in different ways. For
example[11]:

Y(x,t) = Acos(wt + kx) (2.10)
Y(x,t) = Acos[k(vt + x)] (2.11)
Y(x,t) = Acos [27‘[ G + ;)] (2.12)
— X (2.13)

Y(x,t) = Acos [2n19 (t + v)]

2.1.2. Transverse waves
Let us have a monochromatic electromagnetic wave described in free space by[11]:

E@) = Eje k7 (2.14)

H@) = Hye /%™ (2.15)
Involving the Maxwell’s equations, the following equations are obtained[11]:

k x Hy = —weE, (2.16)

k x By = wuf, (2.17)

From eq.(2.16) and eq.(2.17), it can be concluded that E, E and H are all mutually orthogonal. The very

fact that E and H lie on the same plane, which is normal to E, makes this wave to be called a transverse
electromagnetic wave. Alternatively, if it is considered that the wave is propagating in the z direction,
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E is constant over each of an infinite set of planes perpendicular to the direction of propagation, since the

electric field E is a solution of the equation[11]:
. 0%E (2.18)
V°E = —
Ho€o 9t2

, Which represents one of the Maxwell’s equation for free space after some mathematical treatment.

Since E = E(z, t), then the previous equation becomes[11]:

0E, (2.19)
=0
0z

From this equation it can be understood that, if there is a component on the direction of propagation, it
won'’t vary with z. So, for any time, E, is constant, and this is impossible if the wave travels on the z
direction. The other option coming from the equation above is the case of E, = 0, which means that the
wave has no electric field component in the direction of propagation. The electric field in this case is
transverse. In such case, it can be decided to set the electrical field parallel to the x axis. In this case, from
the Maxwell’s equation, it follows that[11]:

0E, OE, @B, (2.20)
dz dx Ot

Since the electric field is parallel to the x axis, then a component on the z axis doesn’t exist. This leads
to[11]:

J0E, __ 0B, (2.21)
0z ot
It is clear that B can only have a component along the y axis. From this it can be concluded that, in free
space, electromagnetic waves are transverse waves. In real materials this is not the case, since materials

can have free charges or can be dissipative. Since here the case is dealt with harmonic waves, the following
can be written[11]:

E =% B,(z1) (2.22)

B=3-B,(zt) (2.23)

_ _Z (2.24)

E,(z,t) = Ey,cos (w (t c) + e)
0E,(z,t) _Epw z (2.25)
5, = sm(e(e-7)+e)
Then it holds that[11]:
_ 0E (z,t) ,  Epw [ z 1 (2.26)
By(zt) = —det = fsm(a) (t _E) + e)dt = EEx(Z,t)

From the fact that B), and E, only differ for a scalar, it can be seen that they are in phase for any point. It
can also be seen that they are perpendicular to each other at any point.[11]
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2.1.3. Plane waves
Plane waves are waves that have planar wavefronts that stretch ideally to infinity on both sides and are
represented mathematically by the function[24]:

W) = A- e kT (2.27)

,where k -7 =k, - % + ky-y+k,-Zand K is the wavevector, while 4 is a complex constant. The phase
in this case is arg{y ()} = arg{A} — k - 7. The equation k7= arg{A} + 2mm where m is an integer,
describes the set of parallel planes which are perpendicular to the wavevector k. If our direction of
propagation would be parallel to the z axis, then[24]:

Y(@) =A-e Iz (2.28)

and Re{y(7,t)} = |A|cos(2mIt — kz + arg{A}). (2.29)

X

Fig.2.2. Representation of the wavefronts from a plane wave.[24]

2.1.4. Wave equation
Light propagates in different mediums with different speeds. Wave propagation in free space can be
described in 1D by the differential wave equation[11,21]:

P(rt) 1 3%P(x,t) (2.30)

ax2 2 0t2

, Where Y (x, t) represents the profile (disturbance profile) of the wave, v is the wave speed, x is the space
coordinate while t is the time. In 3D, the differential wave equation is[11]:

1 0%Y(x,y,21) (2.31)
VAY(x,y,2,t) = —5 -
) ’ ’ v atz

The wave equation is similar to the above mentioned one, only ¢ = v must be applied. This equation is a
must in order to satisfy Maxwell’s equation described later and can be derived from them. This equation

1
v Eolbo )

combines wave optics with the electromagnetic theory through the relation ¢y =

2.2. Maxwell’s equations

That the light had a wave nature, an electromagnetic nature to be precise, was made evident from
Maxwell’s equations in the late 1800s. The dual nature of light is evidenced by the fact that it propagates
in a wave fashion through space and yet displays particle like behavior during emission and
absorption[11]. Maxwell showed that the same laws that govern electromagnetics are the same ones that
govern electromagnetic waves, hence they describe light propagation. Maxell’s equation can be found in
different forms[11,24,25].
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Integral form of Maxwell’s equations in the absence of magnetic or polarizable media

f +ds = — (Gauss'Law for electricty)
fl_?) ds =0 (Gauss'Law for magnetism)
fﬁ ds = cl)B (Faraday's Law of induction)

1 0
f ~dS = ugj +c_2 ath dA (Ampeére's Law)

Differential form of Maxwell’s equations in the absence of magnetic or polarizable media

<

-E = si = 4nkp (Gauss'Law for electricity)
0

V-B=0 (Gauss'Law for magnetism)

= o Jd -
VxE = — &B (Faraday's Law of induction)

o 4mk, 1 0., ] 1 9., . 1 8, _

VxB_C—Zf 2 §E=507+c_2.§E=H0]+c_2.§E (Ampeére's Law)
, Where k = ! and ¢? = 1

4mey EoMo

Differential form of Maxwell’s equations with magnetic and/or polarizable media

V-D= p, (Gauss'Law for electricity)

, where D = SOE + P is used for the general case, D= EOE is for the free space and D =¢E is

used for an isotropic media.

V-BE=0 (Gauss'Law for magnetism)

= o Jd -
VxE = —aB (Faraday's Law of induction)

, where B = ,uo(ﬁ + ﬁ) for the general case, B = ,uoﬁ for free space and B= uﬁ for an

isotropic linear magnetic medium.

- — - a

VxH =] + atD (Ampeére's Law)

(2.32)

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)

(2.43)
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2.3. Intensity and power

For a monochromatic wave, it holds that: I(#) = |)(¥)|2. As it can be seen, the intensity of a
monochromatic wave doesn’t vary with time. This comes from Y (7) = A(F)cos(2m9 + (p(?‘)) inserted
into the following equation[11,21,24]:

1 2 (2.44)
(Rety(7,0))" = G0 + 9 G 01} =

2
= (314G, Dcos(2m8 £ 9(7,0) + AG, Dcos(2m9 £ 9 )]} =
A(#)?

2

= {A(?‘) * cos(2md + (p(?))}z =

Which yields the following if averaging for longer than % is done:

2+ {Re(y(F, 0} = (0 = IG, 1) (2.45)
Or it can be expressed simply as I (7, t) = 2 - (V2y(#, 1)) [lez] (2.46)
The optical power is then[24]:
(2.47)
P(t) = f I1(#,t)ds [W]
s
, while the optical energy is[24]: (2.48)

EEnergy(t) = f P(t)dt [J]

t

2.4. Superposition principle
The superposition principle is one of the most fundamental yet most important property of waves, in this
case of light.

If two waves are described by[11,21]:

1 0%Y,(x,y,21t) (2.49)
2 —_— - 7
\% 'l’l(x»y'z't)—vz atz
1 0%,(x,y,2,t) (2.50)
V2¢2(xly:ZJt)=v2' Zatz

, if P1and Y, are solutions of the Maxwell’s equation, then ¥4 + 1, is also a solution and is given
by[11,21]:

2
V2, (x,y,2,8) + P, (%, ¥, 2,0)] = % O (xy 2, ta); ¥, (x,y,2,0)] (2.51)

This means that the resulting disturbance is the algebraic sum of the individual constituent waves at that
location. Depending on the fact if the waves are in phase or out of phase, another property which is a
result of the superposition principle, which is the constructive or destructive interference will manifest.
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2.5. Polarization
The characteristic vector of light determines its propagation in different media and its transmission,
reflection and refraction when it passes through boundaries between different media.

Light’s polarization determines the behavior of the electrical field vector E(x, v, z,t) and its development
with time. The vector of polarization lies in a plane perpendicular to the direction of propagation.[24]

Let us have a monochromatic plane wave with angular frequency w travelling in the z direction with
velocity c. The electric field E(x, v, z,t) that lies in the x — y plane can be described by[24]:

F(x,y,2t) =Bz t) = Re{ﬁ- efw(t—é)} (2.52)

,whered = 4, - X+Ay -y = AelPx X + Ayej"’y - J represents the complex envelope and the ~ symbol
represents complex components.

To make the writing simpler, a vector of the form 7 = . - X+, - y+71, - Z is used instead of writing the set
of coordinates (x, y, z, t), hence E(x, y,2z,t) = E(F, t).

Ideally, depending on the case, the electric and magnetic field vectors oscillate with the same frequency,
but this isn’t always the case. Both of the electric and magnetic field vectors can oscillate independently
from each other, leading to different kinds of polarization.

The real and imaginary part of a complex electric field vector do not represent any physical significance,
they are just written so for mathematical convenience.

2.5.1. Elliptical polarization

Since the wave travels in the z direction, then[24]:
EGt)=E(zt) =Ey-%+E, 7= Re {[Axej"’x F+Ayel?y -] ef“’(t‘g)} - (2.53)
- ref[aellorre(-B) 5 4 ayellorrelc-D) 5]} -
z . z .
=Axcos[w(t—z) +<px]-x+Aycos[a)(t—E) +(py] Y
By separating each component, then[24]:

E, = Aycos [a) (t - g) + (px] (2.54)
E, = Aycos [w (t - g) + (py] (2.55)

These two equations are the parametric equations of the ellipse[26]:

EZ Ej _EE, (2.56)

+
27T A,

cos((px - (py) = sin? ((Px - ‘Py)

The orientation and shape of the ellipse will determine its polarization. If the z coordinate is frozen, the
electric field vector will rotate elliptically on the x — y plane. If time t is frozen, it will rotate forming a
helix through an elliptical cylinder in space.
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Fig.2.3. Representation of a circular polarization: a) movement of the electric field vector and b) spatial

representation of the envelope that the electric field vector traces.[24]

2.5.2. Linear polarization

If from eq.(2.53) A, = 0, then the wave will be linearly polarized in the y direction. If A, = 0 then the
wave will be linearly polarized in the x direction. The wave will have a linear polarization also for the cases
when the phase difference between the components of the electrical field will be shifted for ¢ = 0 and

@ = m, from[21,25]:

E, = Accos [w (t - f) + §0x]:AxCOS [“’ (t - %)]

E, = A, cos [w (t - S) + (Py]=AyCOS [“’ (t - %)]

= for ¢ = 0;

= foro =m;

(2.57)
(2.58)

(2.59)

(2.60)

, Which both represent equations of a straight line. In this case it is said that the wave has a linear

polarization. In general, the condition is ¢ = mm (for m = +1,+2,...).

If Ay, = A,, then the linear behavior of the electric field will draw a plane, which is called the plane of

polarization, which in this case will form an angle of 45° with both axes.[24]

YA

=Y

a)

Plane of polarization

Fig.2.4. Representation of a linear polarization: a) movement of the electric field vector and b) spatial representation

of plane that the electric field vector traces.[24]
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2.5.3. Circular polarization

For the cases when @ = +~and A, = A, = A,, the following stand[11,21,24-26]:
Ey = Aycos o ( ) + ¢x] = Agcos [w (£ - -) +0] = Agcos [w (t - ;)] (2.61)
y = Aycos|w [ ( ) + (py] Aycos [a) (t — —) ] Aosm[ (t — g)] (2.62)
= Ef + Ey = A} (2.63)

, which represents the equation of a circle with radius 4.
If z is frozen, the tip of the electrical field vector will rotate in space forming a circular cylinder.
Ifo = +§ it will rotate clockwise when viewed from the direction to where the wave is headed, and is

said to be right circularly polarized. While if ¢ = —g it will rotate counterclockwise and is said to be left

circularly polarized. This way of denoting the circular polarization isn’t always used, so it is necessarily to
always doublecheck with the literature that was used, since different books of optics provide with one of
the convention. The general condition is ¢ = i% +2mn (form =0,11,12,...).[24]
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b)
Fig.2.5. Representation of right and left circular polarization: a) movement of the electric field vector and b) spatial
representation of the envelope that the electric field vector traces.[24]
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Fig.2.6. Gradual changing from linear to elliptical polarization for both directions.[25]
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2.5.4. Unpolarized light

For the case when the light is not monochromatic, or if both electric and magnetic component don’t
oscillate always with the same frequency, it will result in the constant change of polarization. When
different atoms emit at different frequencies, and atoms emit for 1078[s], we are unable to track this fast
change of polarization, then in this case we speak about unpolarized light. This case causes the averaging
of all effects of polarization.[11,27]

Birefringence, optical activity, anomalous refraction (Iceland’s famous crystals) etc. are interesting effects
of polarization. Absorption can vary with polarization as well. Substances that change the polarization of
light passing through it are called polarizers.

2.6. Poynting vector

The flow of the electromagnetic power is described by the Poynting vector. During light propagation, the
energy flow is shared equally between both the electric and magnetic fields of the wave. The direction of
the Poynting vector doesn’t have to be the same as the direction of propagation. The Poynting vector is

perpendicular to E and B and energy flows along the direction of the Poynting vector. In general, the
Poynting vector is simply given by[11]:
S=ExB (2.64)

If the wave is described by an harmonic, linearly polarized plane wave travelling in the k direction in free
space, where E = Eycos(k - 7 — wt) and B = Bycos(k - 7 — wt), where Ey, = Eo(#), By = By(7), then

the Poynting vector is given by[11]:

- - — - 1 - - -
S = c%eyEy X Bycos?(k -7 — wt) = o X By - cos?(k - 7 — wt)
0

(2.65)

(2.66)

. Lo 1, - - 1
|S| =S =[Ey L BoV t| = —|Eo X By| - |cos?(k - # — wt)| = —E,B,
Ho——c " Ho
0~0

Irradiance (or the optical density) is the average energy per unit area per unit time and is given through
the time averaging of the Poynting vector[11]:

N R 5 c ., (2.67)
I - <S)T - Soc%ggoﬁLTE dt == TEOxBO - TEO == goC(E )T == E(B )T
, by using the relation E = ¢B. For a monochromatic wave, it holds that: I(7) = |(#)|?. As it can be seen,

the intensity of a monochromatic wave doesn’t vary with time.

Since all the detectors (photodiodes, photoelectronic devices, photomultipliers, human eye and
photoemulsions) react on the quadratic electrical intensity, they are often referred to as quadratic
detectors. The physical justification of using a time averaged value comes from the fact that detectors
aren’t capable of following changes of intensity of light. This frequency of fluctuation is too high, hence
the usage of the time averaged identity.[11]

In an isotropic, linear, nondispersive and homogenous material, the vectors Pand E are parallel to each
other and propagate in the same direction. The relation between both of them is[24]:

B =g,y (2.68)
, Where y is the electric susceptibility. This leads to[24]:
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D=¢E+P=¢gE(1+y) =c¢E (2.69)
This implies that D and E are also parallel. This also leads to[24]:
B =uH (2.70)

For a monochromatic planewave in an isotropic material, it stands that[21]:

- > o u S 2.71
S=EXH=EXx—=EX = k= C—— =N UpyC
Ho Howo  HoWo Howo C

For an anisotropic media, the Poynting vector propagates at an angle 84,5, from the wave vector. This
implies that D will also propagate at the angle 8,5, from E, for which[21]:

k- S = kScos(Ouniso) (2.72)

—

ol
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k‘

—_
s> 1]
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E- (17 X I?) = EwD = wuypy, (2.73)

Wlem _ Uem (2.74)
kcos(Oaniso)  €c05(8aniso)

= kScos(04niso) = WUeym = S =

—
D >
- E
6
g
-
C - _,
, ——* kn
IYard W4 -
o/
N\
—_— — 9))2
B, H = %

Fig.2.7. Poynting vector and angle formation.[21]

2.7. Interference
2.7.1. General

According to the superposition principle, the resultant electric-field intensity Eis equal to the vector sum
of each of the individual waves at that point in space. The optical interference is formulated somehow
similar, defining it as the total irradiance from two or more waves coming from their individual
interactions, which will deviate from the sum of the component irradiances[21]:

Lo Lo (2.75)
E=E1+E2+-~-+En=2Ei
i=1

Since lights varies fast in frequency, generally analyzing the interference through light’s intensity will be
easier. In order to generalize the analysis, let’s consider that our light waves are monochromatic and of
the same frequency, propagating in a homogenous medium. Here it is considered that the point of
interference P is far enough from the sources, in order for the waves to be considered as planwaves and
any split of the waves to be greater than their wavelength.
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2.7.2. Interference of two waves
Let two waves be defined as the following[11]:

E,(Ft) = IE')Olcos(E1 T —wt+&) (2.76)
E,(#,t) = Egycos(ky - 7 — wt + &) (2.77)
The irradiance from both waves is for simplicity[11]:
I =(S)r = &oc{E?)y = £oc(E - E)p = oc((Ey + Ey) - (Ey + Ex)yp~((Ey + E2) - (Ey + E2))y  (278)
From this, the following can be written[11]:
E2=(E,+E)-(E,+E)=E +E, +2EE, (2.79)
From this, using the above relation for (E2); for each of the components, the following is obtained[11]:
I=L+L+1, (2.80)
Of particular interest is the last term of the equation. By further mathematical analysis, it results that[11]:
(E1 Ey)p = (Ep1 " Epy - {cos(z1 -7+ &) - cos(wt) + sin(E1 -7+ &) - sin(wt)} (2.81)
. {COS(EZ 7+ &) - cos(wt) + sin(Ez 7+ &) - sin(wd) )y =

= (Ey; - EOZ{COS(E1 T+ &) cos(Ez -7 + &) cos?(wt)
+ cos(El T+ g) sin(Ez -7 + &) sin(wt) cos(wt)
+ sin(El Tt e) cos(Ez -7 + &) sin(wt) cos(wt)}
+ sin(E1 T+ g) sin(l?z -7 + &) sin?(wt))r
Knowing that (cos?(wt)); = (sin?(wt)); = % and (cos(wt)sin(wt))r = 0 and rearranging, results
in[11]:
(2.82)

= = - - 1 - N - N 1 - =
<E1 : EZ)T = E01 - EOZ : E : COS(k1 T — kz T+ & — 82) = §E01E02C050

, Where 8 represents the phase difference between the two waves. This phase difference comes from
different initial phase shift (if it exists) and the path length difference that arises while propagating.
Thus[11]:

S o 1., o (2.83)
Ii; =(E; - E3)r = §E01E02
By taking in account that[11]:
SN 1 2.84
Iy =(Ey " Ey)r = §E51 - Ep; =211 ( )
S5 o 1 2.85
I =(E; - E3)r = EEgz - Epp =421, ( )
It can now be written that[11]:
I =1+ 1, + 2cos8,/L,1, (2.86)
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From the previous equation, the following cases are obtained[11]:

a) For cosf = 1, which means 8 = 0, +2m, 4m, ..., it contributes in a total constructive interference
Lngx = 1.

b) For 0 < cosf <1, with out of phase waves, it contributes in constructive interference and
L+L <I<Ipgy

c) Forcos@ =0 itresultsinl =1, + .

d) For —1 < cosf < 0, destructive interference appearsand I; + I, > I > I in

e) Forcosf = —1, which means 8 = +m, +3m, ..., it contributes in total destructive interference

and Ly =11 + 1, — 2cos0 L1 1, .

It can be seen that, if E; L E;, then =1, + I, , because I, = 0. If Ey Il E; then I = I; + I, + 2\/I; 1, .
For the case that both waves’ intensities are equal at the interference point, it can be written that
I; = I, = I, thus having[11]:

(2.87)

]
[ =41 2 (—)
0CO0S >

The analysis could also be done with the exponential form, with phasors. If both complex waves are
defined as[21]:

E; = Re {E(,le"{?‘l'?“l}e‘i“’t} = Re{gle‘iwt} = Re{g?l}cos(a)t) + Im{gl}sin(a)t) (2.88)
E, = Re {Eoze"gcz'ﬂgz}e_"wt} = Re{gze_iwt} = Re{gz}cos(a)t) + Im{gz}sin(a)t) (2.89)

, then at the point of interference it can be written that[21]:
oot = (6, + )e " 20

If it is taken in account that I?l and I?l form an angle 6, with the direction of propagation (in this case
assuming z axis) with El = (ksiné,,0, kcosBZ),Ez = (—ksinb,, 0, kcos8,) , the falling waves form an
angle a at the interference point, and if it is considered that Ey; = Ey, = E and ¢, = &, =0, the
following is obtained[21]:

§= gl + gz — E{eikxsinGZeikzcosez + e—ikxsinGZeikzcosez} = 2Ecos(kxsin® )eikzcosez (2.91)
zZ
- > . 2

I =(E?) = ((Re{ée™t})") = 2E%cos?(kxsind,) = 4ly*cos? (kxsind,) (2.92)

The spatial period of fringes is given as[21]:
M) = T _ A (2.93)

ksinf,cosa  2sinf,cosa
X
ky
20\ o (e

Fig.2.8. Geometrical configuration of interfering rays.[21]
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2.7.3. Interference of three waves

For the case of three waves with El = (ksin#,, 0, kcos@,), Ez = (0,0, k), E3 = (—ksinb,, 0, kcosb,), it
can be written that[21]:

§=¢& +&+& ~ E(1+ 2cos(kxsing,))e (2.94)
I~ E?(1+ ZCos(kxsintS’Z))2 (2.95)

2.7.4. Interference of N waves
For the case of N waves with Em = (ksin@zcos (ZnTm),ksinBZsin (ZRTm),kcosQZ), it can simply be

written that[21]:
(2.96)

y ke

Fig.2.9. Five plane waves’ wavevectors and their angle 8,.[21]

2.7.5. Spherical waves and their interference
Let two spherical waves coming from two openings at a distance dpening from each other be defined
as[11]:

Ei(r,t) = Epy(r)cos(k -1y — ot + &) = Egy (ry)ettkmi—ot+ed] (2.97)

EZ (Tz, t) = EOZ (Tz)COS(k ) TZ —wt + 82) = EOZ (Tz)ei{k.rz_wt-'-gz} (298)

Then the phase at the interference point, far from the source, is[11]:
9 == k(?‘l - rz) + (81 - 52) (299)

In the vicinity of the source, it is expected that the spatial average intensity to be constant and remain
asl = Iy + I, because (I12)space = (5')015020059) = 0, since depending on the position from point to
point the flux density will be different.[11]

In regions where d,pening is small compared to the measuring point (at r; or ), it can be assumed that

E(,l and Eoz are constant for a small region. In this case, it can be considered that the intensity of the light
at the interfering point is[11]:

0 k(rp—mr)+ (g1 — ¢ 2.100
I :4IOCOSZ (E) =4I()COSZ< (1 2)2 ( 1 2)) ( )
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This is holds for the case when Em = Eoz and I; = I, = I,. In this case[11]:

a) I= Ly, for cos (W) =17 -, =G (2.101)
b) I = Il,y, for cos (W) =0-nrn—1n= w (2.102)

The exponential form analysis would look like as the following[21]:
El — E01ei{k1'T—wf+81} — E01ei{k1-r+sl}e—iwt — gle—iwt (2.103)

E)Z — Eozei{kz-r—wt+sz} — Eozei{kz-r+sz}e—iwt — gze—iwt (2.104)

The parabolic approximation can be used to rewrite them as[21]:

, 2
ikz+%{(x+d°pe%) _,_yz} (2.105)

& = Egpel¥am*ed = [g; = 0,Eyy = Egp = E, ky = k] = Ee

, ik _dopening 2 2} (2106)
& = Eqretkeme2) = [¢) = 0,y = Eqy = E, ky = k] » Eelkz+22{(x 2 ) i

The intensity will be[21]:

- - 2 > . > . 2
I =B+ Ey| = [&e™™ + &e™™| (2.107)
I~(E?)y = ((Ey + Ey) - (Ey + Ey)yp = (Ey )y +(Ex Vp + QE\Ey)p =1L + I + I (2.108)
, Where:
7 E 2 it 2 i 1 2.109
I = (E1 - Ey)r = (§e7"0 - §e7 ) = EE51 ( )
BLE 2wt 2 - 1 2.110
I = (B, Byy = (G0t Gre™iot)y = 2B, (2.110)
Iy = (28§ e7 @t e~ iwt), = (2.111)
ikz+i—k{(x+7d°pe"i"g )2+y2} . ikz+i—k{(x—7d°pe"i"g )2+y2} .
- 2 <E01e 2z 2 e_lwt . Eoze 2z 2 e_lw )T ==
1 k dypening | k d. . \2
= E01E025005 (kZ + Z{(x + %) + yz} —kz+ Z{(x - %) + yZD =
B .E 1 (kxd)
= Fo1foz5 cos 2
Since Ey; = Ey, = E, itturns out that I; = I, = I, thus[21]:
1 kxd kxd 2.112
I, = Ezzcos (7) = 2l,cos <7> ( )

@) (2.113)

1—1+1+E21 (kxd>—21+21 (kxd)—M 2<kxd)—2E2 2(
=1y 0 2cos S )= “lo 0CO0S 7 )= 0COS 27 )= cos 27
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2.7.6. Optical path

Previously, it was assumed that the waves propagate in air, but in this thesis and in many real applications,
the optical waves propagate in mediums with different refractive indices. Here, some light onto the effect
of such media is shed. The phase difference between two waves, denoted as Ag, can be expressed via the
geometrical path of both waves by the relation[21]:

Ap = kAs = kynAs = kyAl (2.114)

, Where k = % is the wave number in a specified media with index of refraction n and speed of light c,
while ko = Cﬂ is in vaccum and speed of light c,. From these, the following relation exists[21]:
0

k¢ (2.115)
n=— =—
ko c

The relation for the difference of optical paths is given by:
Al = nAs (2.116)

In wave optics, the optical path is defined as[11,21]:
| = fnds (2.117)

The relation between the geometric path difference and the optical path difference is[21]:

2m
Ap = koAl = =2 Al (2.118)
A
2.7.7. Coherence
If two lightbulbs are taken and the light projected in a screen is observed, no interference fringes will
manifest, only a uniform brightness is seen, the intensity of which is equal to the sum of the intensities of

each of them.[28]

For the case when the two beams that interfere have a significant difference in frequencies, this produces
a rapid phase difference, thus making I;, to average toward zero when being detected and the total
intensity to be equal to the sum of the intensities of each individual wave. To produce observable fringes,
the two sources must emit light with their phases being somehow correlated. This correlation is called
coherence and coherence can be defined as the ability of light to interfere.[28]

In case of a shift (constant shift), similar interference can be detected. Thus, the two sources must be
coherent in space and in time. Interference happens with sources of a single wavelength. White light does
partially interfere, but it doesn’t produce a clear interference fringe pattern.[21]

2.7.7.1. Temporal coherence

Light is emitted by atoms. All these atoms emit light independently, with a specific quanta of energy
(photons) of the time range of 1078[s], the amplitude of which fluctuates fast in time in a randome way,
which means that the spectral width of this light will have a finite spectral band bigger than 108[Hz].
Because of this, beams from two randomly light emitting sources won’t produce interference. For this
case it is said that these waves are not coherent. If I; and I, are the intensity of the light coming from
respective sources, then the total intensity at some point can be writtenas I = I; + I,.[21]
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Each light source has atoms that emit wave trains of a definite length L. If in case the difference of the
optical path of both waves interfering is greater than L., fringes will vanish. Thus, on the screen only a
uniform intensity profile will be seen. The spatial extent to which this coherent oscillation of wave trains
occurs is defined as the coherence length L.. Temporal coherence depicts the correlation that a wave has
with itself at different points in time. The shortest time interval for which the wave oscillates in a coherent
sinusoidal form, is defined as the coherence time[21]:

[ (Aw 2mAv _ ﬂ] (2.119)
L ¢ 1 | UAA Ak 1y A1l 2 A2
T T Av = w| (/1)| A AL le = ] cAA
E =vl

, where Af is the finite spectral width. From this it can be said that the coherence length is a measure of
the spectral width. The longer this interval, the greater the temporal coherence.

Most light emitting devices we face every day emit incoherent lights, for which the coherent length is of
the range of micrometers. In those case, if we would really want to see any interference, the lengths of
the interferometer arms would have to be of the same size. On the other hand, laser have coherence
lengths that can extend up to few kilometers. But when a laser emits light, it emits light with more than
one frequency around the frequency it is meant to. This causes the coherence length to decrease. Thus,
selecting lasers as monochromatic as possible is the best solution. The best way to make sure that two
waves are coherent is to obtain them through the same source.[21]

2.7.7.2. Effect of spectral broadening from interference

If light is not purely monochromatic, its spectra will contain other frequencies as well. This means that the
contrast of interference will be less than the one coming from the pure monochromatic wave. If both
interfering waves come from the same source, and the definition of the normalized spectra is used, it can
be written that[21]:

I(w) =L (w) + L(w) + 2/, (w)](w)cos(wT) (2.120)
,wWhere (2.121)

= f IWdw; L) =hg); Lw)=lhLgw); f g(@do =1
0 4]

This applies for the interference of waves with the same frequency. Since we talk about multiple
frequencies, then all frequencies will have to be take in account, leading to[21]:

I= f I(w) g(w)dw = f I (@)g(w)dw + f I (w)g(w)dw + (2.122)
0 0 0

Iy Iz

+f 2\ (W) (w) cos(wt) g(w)dw = 1; + I, + 2,/ 1,y (7)
0
Where the following is defined as the degree of temporal coherence[21]:

y(@) = foocos(m) g(w)dw (2.123)
0
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The phase difference can be expressed as follows:

wAl
A(p = kAl = T = wT (2124)

If an interference experiment with white light (polychromatic) is performed, the individual
monochromatic components won't be affected and the resulting interfering pattern will be given as the
sum of each of the monochromatic interference pattern:[21]

= z I(wy) (2.125)
k

Thus, when using white light for interference, only the zero-th order will be white, the rest will be
broadened, hence blurred, to a range from violet to red. If there will be white strips or black ones, this is
determined by the phase difference Ap = kAl between both beams. In the case of white illumination
with wider spectra Aw, its wave vector will differ by the value up to Ak = ATw, thus the coherence length
will be[21]:

_m_ 2w ¢ 1 1 ¥ (2.126)
TR TR TE g

, where 7 is the temporal coherence.

When the geometric path difference Al will be greater than the coherence length L., the interference
fringe pattern won’t be visible. From this, the coherence length depends also on the spectral sensitivity
of the detector. If a spectral filter is placed in front of the detector, the interference will increase
considerably and the coherence length will be longer.

I(X) *0. maximum

A0
VA

LLLLOTNS

X

Fig.2.10. a) Intensity distribution of five different monochromatic beams and b) the intensity profile of the interfering
fringes that is formed.[21]

2.7.7.3. Visibility of fringes
The visibility of interference fringes, which defines the contrast of the visibility of the fringes, is defined

as[28]:
Inax = Imin 11+ L+ 2L, — (I + 1, —2/LL,) 2/I,], (2.127)
Lnax + Imin L+1L+2/L1, +(11+12 —2111112) L +1

Since we deal with finite coherence, it is important to introduce the complex self-coherence, defined
as[28]:

V=

1 r (2.128)
I't) =(E(t+71)E* (1)) = %ggoﬁ f E(t +7)E*(t)dt

-T

, Which is basically the autocorrelation of E.

46



The definition of the normalized degree of coherence is[29]:

r (2.129)
r(0)

y(@) =

This implies that the intensity of two interfering waves is corrected to the form[28]:

I =1 +1,+ 2|yl I;I,cos0 (2.130)
, resulting in[28]:
v Imasx — Imin 2\/ LI, vl (2.131)
= = 14

Imax + Imin B 11 + 12

For the case when I; = I, = I, it turns out that V = |y]|. If a wave has ideally infinite coherence length,
then |y| = 1, ifitis completely incoherent |y| = 0 and for partial coherent light it holds that 0 < |y| < 1.

2.7.7.4. Spatial coherence
Spatial coherence describes the correlation of different parts of the same wavefront.[28]

Spatial coherence is explained via the Young’s experiment. If a light source and a screen are placed, and
between them an aperture that has two holes is placed, separated between them at a distance d,
under some conditions the effect of interference will be seen on the screen. Light passing by the
appertures will act as a new source of wavefront and will superimpose on the screen, each one having
maxima and minima interferences, since optical paths at different points on the screen are different for
different point sources. Generally speaking, when taking multiple holes in account, all contributions from
each one are compensated.

If the distance between holes surpasses a set limit distance d. e (the coherence distance) the
interference fringes vanish, so the compensation doesn’t occur. Compared to temporal coherence, the
spatial coherence depends on the geometry of the interferometer.[28]

Light source

A T > Screen

Fig.2.11.Young’s interferometer.[28]

From the figure above[28]: (2.132)

<A
n—Nn 2

,wherer; = R? + (?)Zand r, =R?>+ (%)2.

47



Finally[28]:

e A (2.133)
21T 2R T2
The complex self-spatial coherence is given by[28]:
1 T (2.134)
F(Fl,Fz,T) == (E(Fl, t+ T)E*(Fz,‘[)> == 711m ﬁ f E(Fl, t+ T)E*(Fz,‘[)dt
-T

, where 7, and 7, represent the spatial vectors of the holes. For partially coherent light, it holds that[28]:
I =11 +12 +2ﬁ]1]2 'Re{r(?l,ﬁz,'[)} (2135)

The normalized form is given by[28]:
(7, 7,7) (2.136)

\/F(Fll Fll O)F(FZJFZJ 0)

Y(Flr FZ) T) =

For the case when t = 0, it is called the complex degree of coherence.
Coherence is not a property of the source, but of the light wave.[29]

2.7.8. Interferometers

Similar to Young’s experiment, the same mathematical and physical foundations apply to a number of
other interferometers. The grouping of interferometers can be done depending on various parameters,
such as amplitude-splitting interferometers, wavefront-splitting interferometers (Young’'s experiment)
etc.

2.7.8.1. Michaelson’s interferometer

Michaelson’s interferometer is probably the most known of all. It is an amplitude splitting
interferometer[11] and it is used to measure length at extreme accuracy. The typical optical configuration
is shown in Fig.2.12. When the movable mirror is displaced by %, all fringes will move, occupying position

of fringes that were there before. If N is the number of fringes and they are being counted, then it can be
written that the difference in length is[11,21]:
(2.137)

The phase difference is:
(2.138)

Se—— BS{ CPy M,

\/
X Screen

p

Fig.2.12. Michaelson’s interferometer and its components: laser source (S), beamsplitter (BS), compensating plate
(CP), lens (L), focusing point (P) and mirrors (M, M,).[21]
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2.7.8.2. Twyman-Green'’s interferometer

This kind of interferometer is obtained from a Michaelson interferometer by using a monochromatic
source of light emitting a planewave, and a collimator. It uses a lens to focus the whole-field of view onto
the camera. It is used in optical testing (lenses, optical prisms, surface shape testing).[11,21,30]

By distorting the front of the planewave, it is possible to determine defects of the lens. This can be
nowadays done by computers, which can automatically generate a 3D model of the lens and perform
necessary adjustment for the production/adjusting of the lenses. It is used in surface shape testing.

Fig.2.13. Twyman-Green interferometer and its components for lens testing: laser source (S), beamsplitter (BS),
testing lens (TL), spherical mirror (SM), mirror (M) and lens (L).[21]

2.7.8.3. Mach-Zehnder’s interferometer

It is an amplitude splitting interferometer. It contains two beam splitters. In this interferometer, the two
ways resulting from the split travel on separate paths. The optical path difference can be created by tilting
one of the beam splitters. The very fact that both arms are separated make this kind of interferometers
suitable for many applications. A small downside of this kind of interferometer is that it is difficult to align.
By placing an object that will create a difference in optical path, thus changing the pattern of fringes,
different phenomena can be observed.[11,21]

M; , | JB§%

i 7/ Itu /J
SO O iJ/~ CC/.”;\'/[
2

BS,

Fig.2.14. Mach-Zehnder’s interferometer and its components: laser source (S), collimator (C), beamsplitters
(BS4, BS,), mirrors (M, M,), testing unit (TU) and compensating cell (CC).[21]

2.8. Diffraction

When light travels and its wavefront meets obstacles or aperture, it deviates from its rectilinear
propagation (amplitude or phase alters), causing diffraction. Diffraction is the bending of light when it
passes by edges of objects. Diffraction can be seen when lights passes through an aperture, bends, and
forms a greater circle than the opening on a screen positioned further away, which contradicts our
perception and assumption that light is in place where “it basically shouldn’t”. The interfering pattern
that is formed beyond the obstacle is called the diffraction pattern. Diffraction can mathematically be
interpreted with different theories, but for the sake of simplicity and understanding, wave theory is used.
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2.8.1. Huygens-Fresnel principle

Diffraction can be understood from the Huygens-Fresnel principle. According to Huygens’ Principle
published in 1678, every point in the opening aperture will act as a new wave source. This definition was
refined by Fresnel in 1819. According to it, every point on a wavefront at a given moment can be regarded
as a new source of spherical secondary wavelets, with the same frequency and is independent of the
wavelength.[11,21,28,29]

. \ \ I P \
\\ A \ ;;,rf"v

AP\ > .
B ﬁ/ } / / I

P

|

i /
a) b)

Fig.2.15. a) Classical wave picture and b) QED and probability amplitude for the diffraction at a small aperture.[11]

If the wavelength of the laser is greater than the aperture, the waves will after the aperture spread in
greater angles and interfere constructively. As smaller as the aperture gets, the more circular the waves
diffracted from the aperture will be. For the opposite case, the waves will interfere constructively only in
a small zone in front of the aperture, because the optical path difference in most of the points away from
the centerline will make an average contribution of zero, hence destructively interfering. If the aperture
is very small, optical path lengths passing through different points will have similar value, phasors will add
up in a non-spiral way, increasing the amplitude of the intensity in that point.[11]

2.8.2. Fresnel diffraction

Calculating the Huygens-Fresnel diffraction is impossible for a finite aperture. In order to simplify the
calculation, Fresnel’s approximation is used. In this approximation, a spherical wave is approximated to a
parabolic wave. In the Fresnel approximation, the distance from the source to the diffracting system or
the distance from the diffracting system and point of observation are comparable with the size of the
aperture. In other words, this is the near-field analysis. It uses the binomial expansion of the square root
to approximate the oblique distance[29,31]:

2 2 (2.139)
r=y@-X2+@-2)2+22=z 1+(xZX> +(yZY> =Zm%

1 1 1 1
o 2p2_Zphe—p6_ .\~ Y
Z(Hzﬁ gh t16h ) Z<1+2ﬁ)

, Where:

(2.140)

x—X\* y—Y\?
= +
#= =) (=)
Since the distance of the diffracting system and the observation point is large compared to the position
of the observation point in the image plan and the ones in the aperture, then r = z in the integral.
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In order for this assumption to make sense, it is needed that f <« 1. But this turn out to not be enough as
a condition. In order for the neglected members to not contribute to the deviation of the phase of the
parabolic wave from the spherical wave, it must further be required that the product of the wave vector
k and the first neglected term zf* be much less than one, this means[29]:

1
A® ~ kzzf* < 1[rad] (2.141)
" " 4 . (2.142)
2 1 x—X -Y 4
—z= \/( ) +(y ) K1 - {x=-X)*+@-*PP<—2>
A 8 z z T
But in the case of digitally recorded holograms, it holds that[29]:
X2 +Y zA (2.143)
kl—)«1 » X?+vi«—
2z T
The condition can also appear in the form of[21]:
B2 tpert (2.144)
NB% = P« 1
B Az

, where N is known as the Fresnel number and 7gpe. is the radius of the aperture, since

cosp ~ f = rap"t . Now, the Huygens-Fresnel Principle looks like[21]:
(2.145)

ikz

x,y) = i

K E=X2+(y=y)?
f Ey(X,Y)e 2z ds

Aperture

2.8.2.1. Circular aperture

Let’s define an aperture with radius r4,r¢, On Which a lightwave of the form Eqe'™*” travels in the z
direction and the point of parabolic emission is at coordinates (X,Y), while the observation point is
selected to be on the same axis as the one passing by the center of the aperture (x = 0,y = 0) and taking
that E,(X,Y) = E, .Thus, the Huygens-Fresnel integral and intensity can be expressed as[21]:

elkz aXAYE g xX+yY L‘kXZ"'YZ (2.146)
£(0,0) = —E, f JCie s e <s g o G
amiz Aperture 1 1
Tapert.
LkZ P g_pert dod ier . apert
2 = E, 1- 2
2mz f f z  papag 0€ e 2
=0
kr g (2.147)
1 =18(0,0)|? = 4EEsin? <%ﬁ'> — 4E§Sin2< gzert.)
z z
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2.8.3. Fraunhofer diffraction
In the Fraunhofer approximation, the observation point is far away, and is greater in comparison to the

dimensions of the aperture. This will result in having the Fresnel number N « 1 so thatin z (1 + %,82) it
can be written that[21]:

1 1//x—=X\* [y—Y\? X2 4+Y2 2 ert T2 ert (2.148)
Aezk—2=k—( )+( ) =k ~ lapert. o lapert.
ZZ,B Z2< Z 2 27 27 T 1z s

ikz ik(x_X)Z_l_(y_y)Zd (2149)
X, = B X,Y e 2z S =
e =g [ G@ED)
Aperture
ketkz x%+y? L xX+yY . X%4Y?
~ 2mi f S X, V)e" 2z e 2z ™2z ds=
Tz N —
Aperture 1

ketkz P _iXX+y
e’ 2z f & X, Y)e 2z dS

Aperture

2miz

, which represents a Fourier integral.

If a simplification would be needed, by neglecting the constant scaling and the complex exponent (which
doesn’t contribute in the intensity), it could be rewritten as[21]:

XYY (2.150)
E(x,y) = f £ (X, Ve K25 ds

Aperture
If further simplification would be required, by making use of the condition that f « 1, and since both a,,

and a,, are very small since the measuring point is far away from the aperture, the following could be
assumed:

A Y 2.151
sinay = ay =—  sinay ~ @, == ( )
Which leads to[21]:
(2.152)
f(axr ay) — f fo (X, Y)e—ik(Xsinax+Ysinay)dS

Aperture

This represents the Fraunhofer approximation and is valid as longas N < 1 and f < 1.
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2.8.3.1. Rectangular aperture
For a rectangular aperture, it can be written that[21]:

% % (2.153)
f(axv ay) ~ J- e—iszinax dx e—istinade
_d1 _da
2 2
2 2 (2.154)
sin (ﬂ—dl) sin (ﬂ—dz) sin (n—dl) sin (n_dz)
I=1 A AN = Iy =(dydp)? 1= 4 A
— 10 nz - 0 — 1%2 - ﬂz
7z 2 e

The analysis can also be done differently. Let us suppose a configuration as in Fig.2.16., where a
monochromatic plane wave propagates across the opening. According to the Huygens-Fresnel Principle,
all points in the opening can be considered as a second source of waves. Since the elementary unit dS is
smaller than the wavelength, all the contributions are in phase at point P, hence a constructive

interference will occur. The intensity of the optical wave at point P, if a constant source strength in the
entire opening is assumed, will be[11]:

ai = K gicor-7m 42 (2.155)
r

,withR =VXZ+YZ+ZZ and r = X2+ (Y = y)2 + (Z — 2)2 ~ R (1 = 22Z). K is the strength of

k .
the secondary source and can be expressed as K = Pk %, leading to[11]:

NS

% (2.156)
, ik(Yy+Zz) , ikY ikzZ
E = ge‘(“’t_km ff e R dS= ge‘(“’t_km fe% dy fe¥ dz =

Apert.

1
. (kaZ\ . (kb
_ Eei(wt—kR) s (W) s (W)
R kaZ by
2R R

(2.157)

Fig.2.16. Rectangular aperture.[11]
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2.8.3.2. Circular aperture
Because of the symmetry, a, = 0 and a,, = B, it holds that[21]:

Tapert.  m (2.158)
f ~ f e—istinﬁdX dy = f f e—ikpsin(psinﬁ pdpd(p
Apert. p=0 @=-m

Which leads to the Bessel function which is defined by[21]:

1 r (2.159)
Jan(x) = o f cos(xsing —ne) de
-1
The intensity will thus be[21]:
[ ~] 4]12(krapert.5in(p) (2.160)

0
(krapert.Sin(p)z

Because of the symmetry, if the intensity is plotted, a tower-like shape corresponding to the central
maximum of the function will be obtained. It is known as the Airy disk and is surrounded by a dark ring
which corresponds to the first zero of the Bessel function in the formula.

a

apert.

The diameter of such shape is given by d = 1.22 7 when using a lens, since in that case f = R. From

this the Rayleigh criterion for resolution is given by[21]:

(2.161)

B ~1.22
dapert.

This represents the minimum angle for which it is possible to distinguish between two overlapping shapes
in the intensity profile.

w=1.22}D

1+, /\/\
/ .

—————— et

Fig.2.17. Rayleigh criterion.[21]

For a circular aperture, it holds that[11]:

K FT kg K R rkag (2.162)
E=qe @ | | S papag =gt tana ()
p=0¢=0
W2
1(0) :Kzsz%pert. 2J1(kasin®) (2.163)
2R? kasin®
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Fig.2.18. Circular aperture.[11]

In a general fashion, the Fresnel-Kirchhoff diffraction formula looks like[29]:

(2.164)

2

TspTpp

lEO J‘J‘ elk(rsp+7pp) <cos(?sp,ﬁ) - cos(FpB,ﬁ)>d 4
xay
Ape

For an observing point at infinity, and the source located at the center of the aperture, it can be written
that[29]:

cos(7sp,m) = 1 and cos(tpp, 1) = —cosb (2.165)
For sufficient distance of observation 7pg || 71 , the term in the nominator in the bracket is 2, which
yields[29]:

(2.166)

lEo etk(rsp+7pp)
[[ £
TspTpp

Apert.

Fig.2.19. Geometry for the Fresnel-Kirchhoff diffraction.[29]
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3. Holography

3.1. General

When shooting a photography, the viewer sees only a 2D representation of a 3D world. In classical
photography, the 2D representation of the world is done from a perspective, which means that the third
dimension, i.e. the depth, is lost. Hence the viewer cannot have the feeling of the depth when looking to
a classical photography. A hologram is an image that offers the possibility of having the third dimension
recorded and reproduced. This is simply done by using a reference light when recording the scene, and
the same referencing light is used to reconstruct the image from the coded image in a hologram.[21]

A hologram is a coded image in the form of bright and dark fringes, obtained from the interference
between the reference and object beam. Every single point of the hologram represents the interference
from many points from the real scene that is being illuminated. Thus, every single point in a hologram
contains information about the whole scene under illumination, unlike classical photography where every
single point on the photography corresponds to a single point from the real scene. This is a tremendous
advantage of holograms, since the original scenery can be reconstructed based on the information of only
one spot. Holography was invented by Dennis Gabor in 1948.[11,26]

Classical photography records only the intensity of light that falls into the camera/plate, but holograms
contain also the phase information. This comes from the fact that interference is sensitive to the phase of
the reference and object beam.

What is recorded can be expressed as[21]:
EO = EObj(F' t) = EOObjCOS(El ) ? —wt + 51) (31)
ER - ERef(Y_‘),t) = EORCOS(EZ 'F_(Ut'{'gz) (3'2)

I ~|Erotatl” = Erotat * Evotar = |Bo|” + || + EoBa + ExE; (33)
Hologram Total| — *“Total Total — |~0 R O~R R™=0

In order to obtain the object beam, the hologram must be illuminated with the reference beam, thus[21]:
Enotogram = ER|Eo|” + Er|Er| + EoErEr + (Eg) Ep = Ex(, + Ir) + Eolg + (Eg) Ep

The first term from the left represent the reference beam modulated by I, and I respectively. The second
term represents our object beam multiplied by the intensity of the reference beam. For the case when
the reference beam is uniform, the object beam can easily be recovered. The last member is proportional
to the complex conjugate object beam Eg, and thus gives a real image, which is made up of convergent
waves.[21]

ave

. O ® e N
% ‘,.
Hologram".‘ e

Fig.3.1. Reconstruction of hologram.[21]
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Previously, holograms were recorded in photoemulssive plates, but the invention of CCD/CMOS camera
and the progress of computer technology made it possible to shift entirely to cameras. The advantage of
photoemulssive plates is that they had the possibility to record up to 1000 [fringes/mm].[21]

When both the object and reference wave travel in parallel, we have an inline holographic setup. When
introducing an angle between them, we speak of the off-axis holographic setup. The advantage of having
an off-axis setup results from the fact that spectral components resulting from the object and referencing
wave will be well separated in the frequency domain, which means they will propagate at different angles,
resulting in an easier separation of the interference pattern for the purpose of reconstructing the object
wave.

If 6 is the angle between the object and reference wave, then[32]:
ol ol ol —jkxsin® 2 \2 3+ jkxsing (3.5)
EHologram = Egr(l, + Ig) + Eplge J + (ER) EOe]

The first term represents a plane wave travelling parallel to the alignment of the setup (parallel to the
object beam). The second term reproduces a virtual image of the object wave at angle 6. The third term
represents the real object wave reconstructed, with an angle of deflection —6. The zero diffraction order

propagates on the same direction as ER.[32]
There are different kinds of holography, as Fourier-Transform holography, volume holography etc.

In the classical double exposure holographic technique, the same plate is used for two exposures: the first
exposure is done by illuminating the object in its initial state with the reference beam and recording this
on the plate. The second exposure is done by illuminating the object in its final state with the reference
beam on the same plate. This will cause an interfering pattern to be registered on the plate from both
exposures. After illuminating the plate with the reference beam, virtual images between the initial and
finale state can be seen. However, nowadays cameras are used instead of plates. Cameras make possible
to digitally record the holograms and manipulate them numerically for processing and reconstruction.
This also enables the possibility of faster, real-time visualization of phenomena.

3.2. Generation of holograms
In digital holography, we use digital sensors to capture images. llluminating the object in its initial state
with the reference beam and in its final state can be expressed mathematically as[28]:

Eoi(x,¥) = Egi(x,y)e /@) (3.6)
E,p(x,y) = Eqp (x,y)e /0@y +80xy)] (3.7)

, where the index i, f represent intial and finale state respectively. Here it was assumed that there is no
change in the direction of propagation. If it is assumed that E; (x,y) = Eqf(x,¥) = E(x,y) ), then::

o . 2
1(6,) = |Eoi(x,¥) + Eop (6, )| = 2E2(2,y)[1 + cos{Aep(x, y)}] (3.8)
In a general form, this can be rewritten as[28,33]:

I(x,y) = A(x,y) + B(x, y)cos{Ap(x, y)} (3.9)
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A(x,y) and B(x,y) depend from the coordinates in the interferogram. This mathematical equation
describes the relation between the intensity of the interference and its phase. There are numerous
techniques used to determine A(x, y), B(x,y) and Ap(x, y), since the cosine function is an even function
and can cause ambiguity. Such techniques are phase-shifting holography with minimum of 3
interferograms recorded, Fourier Transform method etc.[28]

3.3. Recording

CCD (Charged Coupled Device) were invented in the ‘60s. They are mostly used for image acquisition. They
are available in the form of line scan or area scan geometries. Usually they are built in the form of a
rectangular matrix. There are three types of CCD architecture: full-frame device, frame-transfer device
and interline transfer device and all of them are suitable for digital holography. Full-frame devices are
more advantageous than the others since the exposure can be adjusted.[28]
Nowadays most of the imaging devices have a CMOS (Complementary Metal-Oxide Semiconductor)
sensor.

If the CCD array has N X M(x X y) pixels with pixel to pixel distance of d, and d,, in respective directions,
assuming that it is dealt as a square matrix, gives N = M = Ny;, and d, = d,, = dyy.

Reference Wave

Fig.3.2. Geometry for recording a digital Fresnel hologram.[29]

If the angle 8 is defined as the angle between the reference wave and object wave at any point, it can be
written that the distance between two interference fringes that form the hologram is[21,29]:

A A (3.10)

2sin@,cosa - 2sin (g)

Agist =

The Nyquist sampling theorem states that in order to faithfully reproduce a signal, it must be sampled at
least as twice for its smallest cycle. This means that sampling must be done for more than two pixels,

which means that two pixels must fit into the distance Ag;5:. The spatial frequency is given by

1 . . . . . (0 6 .
o faist - Since 8 is small, the approximation sin (E) ~ 5 can be used. This leads to[29]:
dist

(3.11)

Adist > deix ->0< deix

This means that, CCD cameras can be used as long as 8 is small enough to fulfill the sampling criteria. For
those parts that don’t work, the CCD camera can be positioned far away or by reducing the imaging
angle.[29]
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It can further be written that, by assuming that 8 is small, 8 = tan(#), obtaining[29]:

ﬁ + Npixdpix 1 (3-12)

tan(é?)=2 dz <2d-
pix

which leads to the formula relating the maximum height of the object under investigation, its distance
from the CCD camera and pixel size in order to fulfill the sampling theorem[29]:
Ad (3.13)
h < d_ — Npixdpix
pix
When the object is too big, a negative lens can be used to reduce the image and fulfill the sampling
theorem.

_ Negative Lens
cco
do p H
dy, H
b =
g / - H
) Virtual Image
Object  of Object
Fig.3.3. Reduction of imaging angle.[29]
Let us make of use of the following formulas[29]:
111 (3.14)
f g9 b
h —-f (3.15)
Mmagn = Tv = F
h,, (3.16)
tan(f) = ————
an® =2+ b
—hf (3.17)
h, =——
g—f
b= gf (3.18)
f-g

From these, the distance of the lens from the CCD camera depending on the other parameters is
obtained[29]:
0= —hf L J9 (3.19)
2tan(@) (9 —f) g9—-f

The distance between the virtual image and the CCD is now dy_ccp = a + b, which will be used for the
reconstruction of the hologram.
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3.4. Reconstruction by the Fresnel Approximation

As it was discussed before, the diffraction of light at an aperture is described by the Fresnel-Kirchhoff
integral[28]:

i % o e—jo”R (3.20)
PGy =5 | [ hG By S dady
, Where:
Y — x 2 Y — Yo 2 (3.21)
— — 2 _ 2 — a a) ~
R—\/(x X )P+ —y)?+d=d 1+( 7 )+( 7 ) ~
1p/x —xq)\? y_yazz (x_xa)z (y_y'a)z
Nd(”i[( ) +( )] =t YT
By using the conjugate reference beam, the real image can be reconstructed, so[28]:
F(xarya) = (3.22)

j e /7"
=1 f f hCe,y)Er’ () S — dxdy = [R =~ d] =

2T .U
= ﬁ e‘]Td f f h(x, Y)ER*(JC, y)e—Jﬁ[(X—xa)2+(y—}’a)z]dxdy —
j .2 . 2
— Le_]Tnd _1% Xa, +Ya, f f h(x, y)ER*(x, y)e—]%[x2+y2]e]%[X'xa+)/'ya]dxdy

This is known as the Fresnel approximation/transformation and makes it possible to reconstruct the beam
in a plane behind the hologram.

,‘y '/‘Ya Ayb
1
P | A
A | /4( /W
7l | A 21
/ J/ /L’f | j/// |
/ /|
/ A/
Source Aperture Diffraction
plane plane plane

Fig.3.4. Coordinate system for reconstruction.[28]
The intensity and phase are calculated by:
1(xq,¥a) = I (a0, Ya) I (3.23)

Im{T" (xg, }’a)}> (3.24)

@(Xq,Yq) = arctan <Re{1“(xa,ya)}

61



When reconstructing the virtual image, a lens can be introduced into the numerical reconstruction, and
represents the eye of an observer looking at the numerically reconstructed hologram. This lens can be
mathematically described by[28]:
LT 2,02
L(x,y) = ejf)l(x +y?) (3.25)

In order to compensate for the aberration caused by the lens, the reconstructed beam must be multiplied
with[28]:

LT 2 2

—(xp+ 3.26

Ccomp(xb;yb) = e]f)l(xb ¥ ( )

. . . d . S
Then the reconstruction formula for a lens with focal distance f = > with the Fresnel approximation
is[28]:

o oo 2R (3.27)
PG, ) = 2 Ceomp (e 1) f f (e, ) Er (o, Y)L(x, ) S dxdy
The complete formula to reconstruct the virtual image hence will be[28]:
F(xb,yb) = (328)

_ b -%Fa il s ~j7gle? +y?] e lxxp+y -yl
_Ad A7e “Ad Ccomp(beyb) h(ny)ER(xly)L(ny)e Ad e’ Ad dxdy

. 2 0 00 . 2
=ﬁe -jd e ~izqlxs +3’b2]f fh(x’y)ER(x’y)eJ%[xz+y2]ejﬁ[x-xb+y-yb]dxdy

In order to digitize, sampling must occur, thus the following substitutions will be used:

x Y
Xp = ﬁ and x, = ﬁ (3.29)
From these, the Fresnel approximation looks like[28]:
I'(xp,yp) = (3.30)
J % jmd [xp?yp? " ~j75l?+?]  janlexp+y
=3¢ 1 %e—imd [xp*+yp?] h(x,y)ER"(x,y)e ’2d eJ2mlxxp+yyplgxdy

The 2D Fourier Transform and its inverse transform are defined as:

. (3.31)
Py = [ [ faper s o dudy = Fif i y)

—00 —O00

P , (3.32)
ff)= f f F(ep, y) e/ EX4Y D) dxpdye = Y (x, )

—00 —00
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If the last equation is compared with the Fourier transform, it can be rewritten as[28]:

FCxp.yp) = e/ T e midlen ™) =1 e, )y G y)e Al ) (3.33)
Its discrete equivalent, for M X N points with steps of Ax and Ay, is given by[28]:
r'(m,n) = (3.34)
. M-1N-1
=Le JTd —jmAd[(m-Axp)?+(n-Ayp)?] h(k, DER" (k, l)e—f%[(kAx)z"'(lAJ’)z]ej2n(kAx-mAxD+lAy-nAyD)
Ad k=0 1=0
,form=01,..,M—1andn=0,1,...,N — 1.
Following relations exist:
Ad (3.35)
Axp =——-> Ax, = ——
0 = Max ~ e T uax
Ad (3.36)
Ayp = - Ay, = ——
From these, it can be written that[28]:
r(mmn) = (3.37)
j M - km in
=Al_d T —Jm'ld[ MAx NAy 2 Z hk, DEp" (k, e ])Ld[(kAx)2+(lAy)2] jen(Sr+)
= Afd - i (57z) +(wi5) ] g {h(k DER" (k, [)e /2 <’<Ax)2+<lW]}
This represents the discrete Fresnel transform.
Reconstructing with a virtual lens yields[28]:
r(mmn) = (3.38)
. 2 o N2y M-1N-1 . o i
=AJd —]Ad maa[ ) (N—Ay)] h(k, DEn(k, l)ejﬂd [(kax)2+(18y)?] jZTL’(M %) —
k:O 1=0
=A]_de—17d Jnld[(MAx) NAy CF 1{h(k DEg(k, l)e]/ld[(kAx)z"'(lAy) ]}

The reason why Axj, and Ax,, are dependent on the reconstruction distance d is because they correspond
to the diffraction limited resolution of optical systems. Eventhough it might seem that for smaller pixels
Axp X Ax,, a better resolution could be obtained, this is impossible, since the physical resolution is limited
by the diffraction limit. If the camera sensor is to be considered as an aperture of the optical system
MAxp X NAx,, the Fresnel transformation represents the diffraction limit defined by this rectangular
aperture. This means that the Fresnel transformation represents the “natural scaling’”’ algorithm setting
the resolution of the reconstructed image by a discrete Fresnel transform to always its physical limit.[32]
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3.5. Measurement of refractive index
When the refractive index changes, it causes the change of the optical path of the rays that go through.
This cause a variation of the phase according to the change of the refractive index. Mathematically, the
relation is given by[29]:

2m (L2 2m (L2 (3.39)

Ap(x,y) =— An(x,y,z)dz =— | [n(x,y,z) —nyldz

A L, A L,
, where ny is the refractive index of the medium under measurement at its initial state and n(x, y, z) at
its finale/perturbated state, L; and L, are the starting and ending point of the beam path inside the
measuring unit . While light passes through the phase object, it integrates all the phase change along its
path. This mathematical formula assumes linear propagation of light waves inside the medium of
thickness L with no variation of its refractive index along the axis of propagation. If the refractive index
doesn’t vary in the direction of propagation, then[34]:

L2 2m (L2 21 (3.40)

21
Ap(x,y) = - An(x,y,z)dz = - [n(x,y,2) —neldz = TL[n(x. y,2) — gl
Ly Ly

The refractive index is linked to the density through the Lorentz-Lorenc equation[35]:

R
le -1 yields 2 1+ ZPML (3.41)
= Kp nét = —————
PM

, Where K denotes the Gladstone-Dale constant, which is a property of gases and liquids and is mostly
independent from the pressure and temperature, but slightly dependent on the chosen wavelength for
measurement [34], M the molecular weight and R; the molecular refractivity. For diluted gas n = 1, then
the equation can be approximated to[35,36]:

3pR;, PR¢ yields KMP (3.42)
tom Tty TR n P="Rr

n=1
, where R, is the Gladstone-Dale molecular refractivity and R is the universal gas constant
R =8.3143 [$] The equation on above on the right represents the Gladstone-Dale equation. It is used

for optical analysis of gases and liquids and their compositions. The relation between the change of
refractive index of air An, the disturbed air length [ and the number of interference fringes shift N is given
by[37]:

l (3.43)
N=-4
7 n
For the case of axially-symmetric temperature fields, the relation is given by[38]:
A _4m [ rinCx,y,2) — ng p (3.44)
#(xy) =— S
, Where r is the distance from the center of symmetry. The temperature change is calculated via[39]:
ApA
AT = P (3.45)
27TLd—n
dT

d - .
, Where ﬁ represents the change of refractive index with temperature.
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3.6. Refractive index calculations

In order to perform the calculations, calculating the following values are an important part of the process.
The atmospheric pressure is defined as p, = 101325[Pa].

The formula to calculate the refractive index of air at T = 15[°C] and p = p, is[40]:

. 0.05792105 0.00167917 (3.46)
Ngir(4, T = 15[°C],pg) =1+ 1 + 1
238.0185 — 1z 58.362 — 1z

(According to Ciddor 1996 for A = 230[nm] — 1630[nm])
The formula to calculate the refractive index of air at a certain temperature other than T = 15[°C] is:
ngir(4,15[°C],101325[Pa]) — 1 P (3.47)
1+3.4785- 103 lc] (T —15[°C]) Po

Nagir(LT,p) =1+

The formula to calculate the change of refractive index of air with temperature is given by:
Nair(4,T,p) — 1 (3.48)
1+ 0.00367 [%] T

Mair 1) = —0.00367-
ar_ P '

From these, the following are obtained[40]:
Ngir(A = 635[nm], T = 15[°C],p,) = 1.000276505 (3.49)
(According to Ciddor 1996) [40]
Ngir(A = 780[nm], T = 15[°C], py) = 1.00027516 (3.50)
(According to Ciddor 1996) [40]
Ngir(A = 3415.862[nm], T = 15[°C], py) = 1.000272620 (3.51)

(According to Mathar 2007 which covers the range A = 2800[nm] — 4200[nm] ) [41]

dny; 17 )
& (A =635[nm], T = 15[°C],p = p,) = —9.6182- 1077 [— (3.52)
dT K|
dn,; 17
air () = 780[nm], T = 15[°C], p = po) = —9.5715- 107 [— (3.53)
dT K|
dng; (1 )
%(x = 3415.862[nm], T = 15[°C],p = p,) = —9.4831- 1077 E] (3.54)
Eventhough % is slightly different for the three wavelengths, the small change won’t affect the

calculations. In order not to make the calculations more complicated, it was decided to take a constant

dng; . .
value of % for the three cases throughout the temperature change as given in[29]:

(3.55)

dnair _ 1
22 (A = 632.8[nm], T = 14.85[°CL,p = 101325[Pa]) = ~9.617 - 10”7 [E]

65



3.7. Phase unwrapping

Phase unwrapping is often needed to reconstruct the real continuous phase ¢(x,y) from it's wrapped
counterpart " (x,y). When the phenomena under investigation surpasses the range of measurement
defined by a single wavelength, or when the object is thicker than the laser wavelength used for research,
the phase gets wrapped and suffers from 2 ambiguities. The range of measurement is directly connected
to the wavelength. For smaller wavelength, the range decreases, while for longer wavelength it increases.
Longer wavelengths produce fewer fringes, reducing the number of 2w ambiguities. Phase has a
periodicity of 27 [radians] and the phase of light can be expressed as a multiple of this 2 periodicity.
The repetitive nature of light propagation as a wave in the form of a sinusoidal wave makes the range of
clear unambiguous measurement to be limited to one cycle of repetition, i.e. one wavelength. In other
words, the wrapping is a direct consequence of the 2 periodicity of the arctan function used to extract
the phase profile from the light that is being measured. During the phase unwrapping process, the
absolute phase difference between points of measurement in time and space must be less than the value
of m [radians], for a better unwrapping. There are cases when the difference is much higher, causing
multiple wrapping simultaneously. Care must be taken when dealing with such situations. For a much
wider range of measurement, a two-wavelength technique can be used.

The original phase map can be expressed as:

o(x,y) = @Y (x,y) +2nN(x,y) (3.56)

, Where N is an integer value describing the number of 27 jumps. Unwrapping can be done by scanning
the phase profile and correcting for the jumps. In cases when the profile has emphasized noise level, this
straightforward way of unwrapping might be not successful[34].

@ [rad]
@ [rad]

Fig.3.5. Examples of wrapping and unwrapping.

3.8. Applications of digital holographic interferometry

When a transparent/semitransparent body/material is put under optical investigation, by applying force
into it or changing its refractive index by temperature, pressure, concentration etc. (in thin materials,
gases or fluids), refractive index will change accordingly to these changes, causing changes in the optical
path of travelling beams. Holographic interferometry measures these changes of optical path, returning
useful data to interpret and visualize phenomena that caused such changes.

Digital holographic interferometry (DHI) is a non-invasive technique that is fast and can provide accurate
date for the measurement of many physical parameters compared to conventional holography technique.
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The whole process of recording the optical wavefront, storage, reconstruction and visualization is all done
computer wise.[42]

DHl is a simple method, using simple structure, easy to operate, highly sensitive[43]. The main goal is to
retrieve the phase function of a known fringe pattern, with the best accuracy, in order to determine
changes that the system is undergoing. Main advantages of DHI are the sensitivity and the non-intrusive
and non-contact character of the technique. The main disadvantage on the other hand is that the media
under investigation must be transparent[44].

DHI has been used for measuring different physical parameters, such as shape/deformation[45-47],
temperature[48], vibration[49,50], strain[51] etc. Visualization of convection flow of transparent fluids
[20,52,53] and the measurement of the temperature fields[52—-54] have been reported.

Determining temperature distribution and heat flow is of immense importance in science and
engineering[42]. Often, free and forced convection might be superimposed in many processes, making
the investigation difficult. Knowledge of transport properties in liquid mixtures and changes in refractive
indices is important for many applications in biochemical engineering, environment contamination etc.
[55-60]. Thermal boundary layer development along a heated surface is found in many practical cases (in
compact heat exchanger, oil coolers). It is very useful, in terms of investigation, analyzing and visualizing
such processes of heat development with DHI as a potential and strong tool.

The 3D temperature field, Nusselt number of a thermally developing convection flow in the direction of
the measuring beam of a holographic interferometer and its validity has been reported[61], standard
interferometry by using the wavelet transform was used to study thermoconvective flow induced in a
liquid sample[62], temperature measurements in laminar free convection flow of water using DHI was
reported[42], temperature and physical structure measurements for liquid pool fire(n-decane) supported
on water in rectangular Pyrex containers has also been reported[63,64]. Investigation of oscillatory heat
transfer phenomena (acoustically driven flow) at high frequency using holographic interferometry,
temperature distribution for physical situations that were characterized with periodic pressure variation
were also conducted, where a new formula was introduced to link the temperature change with the
pressure variation[65,66].

It is of great importance for applications to know the transport properties in liquid mixtures, which are
difficult to be estimated using the kinetic theory since the coefficients may change sign depending on
composition and temperature. In terms of concentrations, the determination of thermodifussion (Soret)
coefficients and time-dependent evolution of the concentration field in water/ethanol and
water/isopropanol mixtures by DHI have been reported[44]. Another method using holography technique
by the effect of thermal diffusion forced Rayleigh scattering was used to determine the concentration of
mixtures[67,68]. Small differences of refractive indices in solutions based on the effect of SPR (Surface
Plasmon Resonance) and heterodyne interferometry with a sensitivity of at least 8.57 * 10~ were
investigated in other institutions[43]. A modified Michelson interferometer was used to detect changes
in volume of sample through phase transition for measuring the expansion of materials at the solid/liquid
phase transition[69]. Measurement of the temperature and concentration dependencies of the refractive
index of hen-egg-white lysozyme (HEWL) with a Mach-Zehnder interferometer was also reported[70].
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4. Introduction to heat

This chapter introduces briefly the main concept of heat and some other important concepts that are
related to the research conducted and presented in this thesis.

Heat flows constantly from our blood circulatory system to the air around us. From our body, the warmed
air buoys off and warms the room where we are located. Heat transfer is present in everything and
everywhere at some degree.[71]

4.1. Expressing heat in terms of thermodynamics
For a closed system, the First Law of Thermodynamics is expressed as[71]:

. - auv . L. .
, Where @ is the heat transfer rate, W is the work transfer rate and s the change in time of the internal

energy of the system.

d
a=wk+3Y -3y
dt dt
Q
a) The general case b) No work transfer

Fig.4.1. The First Law of Thermodynamics for a closed system.[71]

For the case when pdV is the only work happening, we have[71]:

) av  dUu (5.2)
Q= P + I

Depending on weather we have a constant volume process or constant pressure process, we have:

a) constant pressure process[71]:

. dH dT (5.3)
C=w =My
b) constant volume process[71]:
_ au B dT (5.4)
“ar T "

, where H []] is the enthalpy, Cp [kgLK] the specific heat capacity for constant pressure, ¢, [kgLK] specific

heat capacity for constant volume, n is the number of moles of gas while for liquids it is replaced with the
mass m. When the fluid under investigations is uncompressible, it turns out that[71]:

. du dT (5.5)
Q = E = mcE

It is also important to remember that all real heat transfer processes that happen in nature generate
entropy.
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4.2. Modes of heat transfer

Heat transfer is the process of the displacement of thermal energy due to a spatial gradient of
temperature. There are different types of heat transfer which are illustrated below.[72]

Conduction through a solid Convection from a surface Net radiation heat exchange
or a stationary fluid to a moving fluid between two surfaces
T.>T.
T Ty > Tz ) e Surface, T;
L | Moving fluid, T.. <
— / \ Surface, T,
>q" —_— q" \f
—_— rTr

Fig.4.2. Modes of heat transfer.[72]
4.2.1. Heat conduction

Conduction is referred to the heat transfer in a medium (solid/liquid) or across two solids where a spatial
temperature gradient exists.

Heat transfer in conduction occurs from particles that have more energy and transfer this energy to
particles that have less energy. This means that this process happens at molecular level. In gases, the
transfer of energy happens between molecules while in solids the process happens in lattice vibration at
atomic levels, depending on the material, while in conductors free electrons also participate in this
process.[72]

w
Fourier’s Law states that: The heat flux q [ ] resulting from thermal conduction is proportional to the
magnitude of the temperature gradient and opposite to it in sign which can be written as[72]:

__kd_T [K (5.6)
dx Im?2

, Where k [mK] is the thermal conductivity and — [ ] the temperature gradient.

T
4

T(x)

T,

X

fe— L —>
Fig.4.3. Conduction through a slab.[72]
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For a simple case of one dimensional heat transfer by conduction, let’s refer to Fig.4.3. If T; is the
temperature of the environment on the left side of the slab, while the block represents a slab of a heat
conducting material, and the right side is with lower temperature, then the temperature gradient may be
expressed as[72]:

ar _T,-T; (5.7)
dx L
and the heat flux is[72]:
T,—-T, AT (5.8)
=k =k —
1 L L

However, there is no way to decide which side the heat should flow, hence in one dimension analysis, the
law takes the following form (where we already assign that g always flows from regions of high

temperatures to the lower ones)[71]:

AT
g= k2 (5.9)

In three dimensions, this law is written in the form[71]:

G =—kVT (5.10)
, Where:
,oT ,oT _oT (5.11)
VT = x— — —
x4,

Conduction heat flux increases with increasing thermal conductivity for a given temperature gradient. The
thermal conductivity of material defers from material to material and from the state of the material. Solids
have higher thermal conductivity than liquids, which have higher thermal conductivity than gases. In
solids, which represent atoms arranged in structures called lattices, the thermal conduction happens
mainly because of two phenomena, the free electrons that travel in the lattice structure and the lattice
vibration waves.[72]

Thermal conductivity is expressed as[72]:

1 [W] (5.12)
mk

, Where C is the electron specific heat per unit volume, C is the mean electron velocity and 4,5, is the

mean electron free path.

Thermal conductivity is less effective in liquids because of the intermolecular spacing and for liquids it is
expressed as[72]:

1 w (5.13)
k=560 [
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4.2.2. Heat convection
Convection is referred to heat transfer from a solid to a moving liquid with different temperature.

The process of convection involves heat transfer that comes from the random motion of molecules and
by the bulk itself (motion of the fluid). Molecules that possess random motion get clustered in bigger
groups and as such their individual energies superimpose. The bulk motion of the fluid and this
superimposition create the total heat transfer.[72]

In the case of free convection, buoyancy forces induce the flow. This happens because of the density
differences caused by the temperature gradient in the fluid. By being in contact with the hot surface, the
fluid gets less dense and thus the buoyancy forces create a force that ascends the less dense fluid, which
is then replaced with a much denser fluid, in other words a colder fluid.[72]

Free convection includes also latent heat exchange, which includes boiling and condensation.

Let us have a warm body and a cooling gas flowing around as illustrated in Fig.4. While the cooling gas
passes by the warm body, one part of this cooling gas (a thin layer of it) will form a boundary layer around
the warm body and conduct heat. This thin layer will be continuously substituted and taken away and
mixed with the cool gas further away into the stream. This process of carrying heat is called convection.

[71]
=e=——
W/

Fig.4.4. Convection around a warm body.[71]

The equation describing the process can be written as[71]:
q = h(Thoay — Teo) (5.14)

S . =[w7. .
, wWhich is the steady state cooling law of Newton. h [ﬁ] is the average convection heat transfer

coefficient and T,, the temperature of the gas/fluid. This represents another simplification since h can
depend on the temperature difference AT. In cases where the cooling fluid is forced to pass by the warm
body and AT won’t be large, h is independent of AT. This is called forced convection.[71]

In the case when fluid buoys up from a hot body or down from a cold one, we have the case of free
(natural) convection.[71]

4.2.3. Radiation

Thermal radiation is referred to the heat that is emitted from bodies in the form of electromagnetic
radiation. Such energy in most cases, compared to convection or conduction is neglected, because of its
low magnitude. Radiation is taken in account when there is heat transfer processes that happen in high
temperature.[71]

The reason why we warm up when we walk in the sun comes from this kind of heat transfer. This radiation
takes place over a range of the electromagnetic spectrum. Depending on the wavelength, the transferred
energy will be different. The model for perfect thermal radiation is the so called black body, which is a
body that absorbs all the energy that falls into it but reflects nothing from it.[71]
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4.3. Heat diffusion equation

When the temperature distribution is known and there is no bulk motion, the conduction heat flux can be
computed at any point from Fourier’s law. By taking a small control volume with infinitively small
dimensions, taking in account that there might be an energy source Eg, that the medium can save some

energy thus changing the internal energy E;, specifying that no work is done on the system and only
thermal forms of energy will be taken in account, then conduction heat rates at the opposite sides of the

control volumes can be expressed as[72]:

_ aq; ,. .
Qivai =i +—-di i=xz2

di
T(x, y, 2) \I 9z +dz
Dy + ay
// 3 | — ___7/:__ T
| II__.IJI \ / A1
| Z 1
) S A -
Lo / / 1
________ ‘ l
| 1dz
I 1
I ]
g
I ] Gx + dx
| ]
______ =] V.
1 /
| /4
1
1y
___‘y ({)'
1

Fig.4.5. Elementary control volume.[72]

The general form of the heat equation is[72]:

a(kaT)+6<k6T>+6<k6T>+ _ aT
ax\“ax) Tay\“ay) T9z\"az) TIT PPy

(5.15)

(5.16)

, Where q [%] is the rate at which energy is generated and the right part of the equation represent the

internal energy stored by the medium. This equation provides the basic tool for heat conduction analysis
and T(x,y,z) can be obtained by solving it. If thermal conductivity is constant, the equation takes the

form of[72]:
0T 0°T 0°T q 10T
t——+——S+-=——
0x? 0y? 0z> k aot

2
, Where a [mT] is the thermal diffusivity. In cylindrical coordinates it will look like[72]:

16(k 6T>+1 6(k6T>+6(k6T)+ _ aT
rar\ar) Trzagp\“ag) T az\"az) T 1T PPy

(5.17)
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4.3.1. Boundary condition
Since the equation is of the first order in time (but it is of second order in spatial coordinates), one
condition known as the initial condition must be specified.

The following shows three most common cases, given at the surface x = 0[72] :

1) The first case represents the case with a surface that maintains a constant temperature. It is
known as the Dirichlet condition.

2) The second represents the case when a constant heat flux g exists at the surface and is expressed
as:

aT (5.18)
Qx(o) - _ka Y0 =dqs

It is known as the Neumann condition.

3) The third represents the case that correspond to the existence of convection heating.

1. Constant surface temperature T
70,0 =T 2.31
0,1 5 ( ) o, 0
—x
2. Constant surface heat flux N
(a) Finite heat flux
q.\'“'_> N
_ ’?_T o = (1 (2.32) N T(x, 1)
ax " 2
f—x

(b) Adiabatic or insulated surface

S \ T

k-0 =0 (2.33)

f—=x

3. Convection surface condition 70,
? N

aT| Y
— k=g = T = TCO, 0] @34 4

TTT |_>x\ Tt 0

Fig.4.6. Boundary conditions at the surface.[72]

4.3.2. Heat generated by a cylinder source

Let us take in consideration a heat generator of a cylindrical shape, that has in it wires that carry current.
The heat that is generated within it should be equal to the rate at which heat is transmitted to the
sorroundings. The heat equation from the cylindrical form in this case takes the form of[72]:

1d/ dl\ q (5.19)
;a(w)*—o
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, for which the solution is[72]:
T(r) = 32y C;Inr + C,
4k

Cold fluid
T., h

\

7z

e
L
4
e L
'
e
//
b -

I

B e

<

r
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Fig.4.7. Conduction from a cylindrical heater.[72]

By applying both the first and second initial conditions the followings hold[72]:

dT

—_ =0
dr

r=0

and T(ry) =Ts

Because of symmetry we obtain C; = 0.

For r = ry from the boundary condition, it results that[72]:

q
CZ = TS +E7‘02

Therefore[72]:

2 2
qry T
T(T) = E(l ——2> + TS

4.3.3. Free convection

(5.20)

(5.21)

(5.22)

(5.23)

(5.24)

Free convection plays a significant role in electronic devices, in the determination of heat losses, air

conditioning in buildings etc.

Fluid motion is due to buoyancy forces within the fluid, which causes convection currents. The
temperature gradient which is present will cause a density gradient, and combined with the gravitational
forces, the movement of mass will occur. With increasing temperature, the density of fluids and gases

generally decreases.[72]

In the case when the heating plate is horizontally placed, the buoyancy force has two components, one
parallel and one normal to the surface. This will cause a decrease of buoyancy forces parallel to the plate,
hence a decrease of the fluid velocities along the plate. In the case of horizontal plate, the buoyancy force

is exclusively normal to the surface.[72]
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4.3.4. Horizontal cylinder

For an isothermal cylinder, Morgan has suggested the following relation[72]:

— hD 5.25
Nup = = CRa} (5.25)

, where C is a constant, values of which are shown in the table below and Ra} the Rayleigh number at
power of n for the characteristic diameter D of the cylindrical heater.

Ra;, C n

10102 0.675 0.058
107%-10° 1.02 0.148
10%-10* 0.850 0.188
10%-107 0.480 0.250
167-16" 0.125 0.333

Fig.4.8. Constants for free convection on a horizontal cylinder.[72]

This correlation gives the average Nusselt number of the isothermal cylinder, which is influenced by the

development of the boundary layer. This creates the shape of the plum that ascends from the cylinder
and is shown in the following figure.

'

g

Plume =
/ \ I
0 /2 V/d
T;
Ambient fluid, 7
Boundary

layer

6
Fig.4.9. Development of boundary layer and the distribution of the Nusselt number.[72]

The influence of the Nusselt number starts at angle 8 = O[rad] to 8 = w[rad]. If the flow remains laminar

over the entire surface, the Nusselt number is characterized by a maximum for 8 = O[rad] and decays
with a monotical trend with increasing 6.[72]
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5. Literature review

This chapter is dedicated to a general compilation of recent and older research works on the topic of using
digital holographic interferometry for the study of liquids, gases and solids in the form of an extensive
literature review. It aims at shedding light to mostly recent developments, the evolution and possibilities
of applying optical techniques for diverse forms of application, not only to fluid mechanics but far beyond.
Since this dissertation is focused on studying and visualizing temperature fields in flowing gases and
liquids, most of the presented works are from the area of applied fluid mechanics, but not only restricted
to it.

5.1. Introduction

Holography is an optical technique that provides the possibility to record phase objects. Interference
fringes formed by the combination of the reference wave and the object wave give access to information
coded in it. If any change of the optical path length happens, it will be reflected on the interference fringe
through the change of phase, which can come as a consequence of temperature gradient, concentration
gradient, movement or vibrations etc.

Holography was invented by Dennis Gabor in 1948.[11,21]

Measurement by holographic interferometry started more than 40 years ago. Holographic interferometry
enables to perform interference between objects separated in time instead of interference between
objects separated in space as in classical interferometry.[20]

Digital holographic interferometry has replaced classical interferometric holography by using modern
equipment for capturing holograms (CCD or CMOS camera) and uses computers to process all data and
to reconstruct numerically the diffraction of the reference beam, which eliminates the time consuming
steps of developing photographic plates and enables fast and easy access to the phase.

Digital holographic interferometry is used in scientific research as well as in industry. It can be used to
visualize temperature fields in periodical fluids, complex fluids, in fast moving fluids with high
temperature, diffusion coefficients[20] via real-time evolution of concentration, in combustion processes
by the measurement of temperature and temperature profile of flame, diffusion (interdiffusion, diffusion
through a meniscus), the Soret effect, convection, dissolution, in designing air conditioning units, heat
transfer units, thermal energy storage systems, machines, industrial processes, to study thermal
properties of phase-change materials and to predict the thermal behavior of a liquid (by only using a pixel),
optimization of aircraft structures, etc.[20,36,37,73—-78]

Digital holographic interferometry can also be used in painting conservation and restoration[79,80],the
analysis of standing soundwaves[81], thermal stress monitoring[82], in digital microscopy[83], in the study
of plasma densities[84], and for the characterization of optical waveguides[85].

This technique delivers high spatial and temporal resolution of the distribution of the refractive index, in
real time, and the advance in data acquisition, data processing and the high-speed computers make this
technique very powerful and attractive. Its disadvantages are the small size of the sensor chips and smaller
resolution, smaller than the photographic plates, which implies that smaller objects can be investigated.
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We can highlight two advantages of holographic interferometry over classical interferometry[20,34,86]:

1) The ability to measure diffuse reflecting surfaces of objects;

2) Its differential character, meaning that the classical condition of having two arms of the
interferometric setup optically equal is no longer required, implying also that experiments can be
done without super precision and the need of high quality optical elements. Worth mentioning is
the fact that, in digital holographic interferometry, two or more waves can be compared, thus a
series of holograms can be used, averaged to eliminate random fluctuation and used for
reconstruction, a possibility that didn’t exist before .

Digital holographic interferometry can be used where other techniques fail to attain certain accuracy and
in experiments where the normal flow of the fluid/gas shouldn’t be interrupted. Because digital
holographic interferometry is a non-contact optical method, it is a very suitable technique for
measurements, and with the help of processing devices, it is useful to visualize temperature fields.

Another advantage of the technique is the fact that imperfections of the beam path won’t influence the
shape of the interference field. Worth mentioning, as well, the direct retrieval of the interference phase
from the holograms obtained digitally is a benefit.[28]

Therefore, it is an excellent technique to detect small changes of refractive index, density, pressure and
temperature.

More extensive details on the theory and the practical setup of holographic interferometry (and others)
can be found in the papers with the following referencing number[28,61,87-91].

5.2. Digital holographic interferometry for air

5.2.1. Visualizing temperature fields using digital holographic interferometry
Digital holographic interferometry has a wide range of application in temperature field visualization in
fluid mechanics. Here, unsteady temperature field visualization, generated by a heated pulsed jet, was
object of the study. Jets are used for heating/cooling applications, among others. The air comes out from
the jet by pushing hot air from the nozzle through an orifice.

In order to compare the accuracy of results, measurements were performed using two techniques, digital
holographic interferometry as the non-contact optical method, and constant-current anemometry
technique, as the point temperature measurement method which is in contact with the hot air. Due to
the fact that phase change in such experiment is very low, a double-sensitive interferometric setup,
allowing light to pass twice through the region of interest, was employed to obtain faithful results. The
possibility of reconstructing a 3D visualization of the temperature field exists as well, using tomographic
approach. However, a disadvantage for this kind of setup is the light efficiency. Other interferometric
setups can be used for such experiment, such as the Twyman-Green interferometer[86].

A problem arising during such measurements is the frequency at which the phenomenon repeats itself
and the possibility to capture and visualize such temperature fields. Since the process is periodical, it can
be synchronized with the camera, i.e. the jet is synchronized with the camera. Such synchronization is
crucial for the experiment to work as it should and to obtain faithful data.
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The setup employed is shown in Fig.5.1. Light passes twice through the phase object, and most of the light
is lost while passing through the beam splitter, hence the light efficiency problem.

Important identity to be calculated is the phase change captured in each hologram. The intensity and
phase distributions are defined as in eq.(3.23) and eq.(3.24).

DATA TRANSFER SYNCHRONIZATION

CAMERA
LASER - j
" SYNTHETIC
JET DRIVE
BS1 SF
> — - <—

1

co HEATING

SF 50
T s
;1?% = M2

Fig.5.1. Setup for digital holographic interferometry with double sensitivity used for air temperature field
measurement.[73]

g
5H

At first, a reference hologram was captured a priori to the beginning of the experiment. The rest of the
holograms were captured in synchronization with the jet. Randomness was eliminated by averaging the
phase, from a series of holograms captured at the same exact point in time in the period, since the
phenomenon is periodical. Phase unwrapping was done by simple modulo of 2.

=320 "W +62: — g

Fig.5.2. Phase averaging example.[92]

The refractive index is linked to the density through the Lorentz-Lorenc equation as in eq(3.41) and the
Gladstone-Dale equation in eq.(3.42).

While the light passes through the object, it integrates all the phase change along its path. The relation
between the phase and the refractive index along the path is given by eq.(3.39).

Temperature of air reached T = 150[°C] during measurements. Temperature was calculated by similar
formula asin eq.(5.2).

The comparison of data obtain by digital holographic interferometry and constant current anemometry is
shown in Fig.5.3.
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Fig.5.3. Temperature comparison between digital holographic interferometry (solid line) and hot wire anemometry
by constant current anemometry. T is the time period of the jet.[92]

From the data of the graph in Fig.5.3., it can be seen that the digital holographic technique shows more
accurate results[92], without disturbing the normal flow of the air from the nozzle. The only limitation of
this technique is the frequency of the CCD camera that is used.

A slight problem can result from the phase averaging that occurs in the direction of propagation of light,
but this can be partially overcome by using the Abel transformation while digitally processing the data.[92]

Other examples of temperature measurements are shown in Fig.5.3. and Fig.5.4.

Fig.5.4. Reconstructed interference phase distribution and corresponding temperature fields of a resistive spiral
heated by the electric current with a Mach-Zehnder interferometer (single exposure path).[34]
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Fig.5.5. Reconstructed interference phase distribution and corresponding temperature fields of a resistive spiral
heated by the electric current with a Twyman - Green interferometer (double exposure path).[34]

More details on the experiment represented above and other similar experiments can be found in
[34],[86] and [93].

Overall, the disadvantages of the constant-current anemometry are that, it disturbs the air flow and
temperature field, needs some correction when making simultaneous measurements of the temperature
and the velocity fields, and is a time consuming technique since it requires also equal conditions during
the whole experiments for all periods of measurements. Another important limitation of the constant-
current anemometry technique is its limitation to up to 3[kHz].[92]

5.2.2. Measuring air temperature using laser interferometry

Plasma’s temperature, density, intensity and refractive index are of importance in laser-induced plasma
and laser material interaction[37]. Plasma changes happen in very short period of time, in a very small
region. The aim of this experiment was to detect air temperature changes in laser-induced plasma using
interferometry. Because these changes are very small, holographic interferometry was used to overcome
difficulties presented when using ordinary temperature measurement techniques using thermocouples
for this type of experiments. The plasma is generated at the focal distance.[37]

It was reported that, due to insufficient contact of the thermocouple with the material at the focal region,
measurement with thermocouple caused problems (Takaki et al., 2001). One of the main problem was
the huge gradient of temperature in the holder of the material, which is why a non-contact optical method
was needed in order to determine the temperature field.

This experiment was performed using the simplest interferometer setup, the Michelson interferometer.
The change in temperature was extracted by the shifting of interference fringes.

The relation between the change of refractive index of air An = n — n; (n; is the refractive index of air at
its initial value, while n is the final value), the change of optical length AL, the disturbed air length [, the
number of interference fringes shift N is given by:
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AL 1
_AL_ L (5.1.)

A2
The temperature was estimated from the following equation:

PR;T;d (5.2.)

T =
NAR,T; + R;P,d

, Where, P; represent the initial pressure, P the final pressure, R; the Gladstone-Dale molecular
refractivity, T; the initial temperature in Kelvin and R, the general gas constant.

Simple schematic view of the setup is shown in Fig.5.6.

He- Ne laser Beam steering
mimor
Beamaplitter Air
I] < -
Screen Moveable
mirror
Still mirror

Fig.5.6. Schematic view of the Michelson interferometer.[37]

Air on one of the arms was heated from 293[K] to 593[K]. A thermocouple was also inserted in the
region of interest as a matter of comparison of data acquired by digital holographic interferometry and
its accuracy. A ND:YAG laser with pulse duration of 8[ns] was used.

When both waves from the arms fall into the camera’s surface, they interfere, creating a pattern of bright
and dark fringes that are almost parallel. When heat is generated, some disturbance in one arm will occur,
which will be reflected by a shift of fringe pattern, caused by a change of the optical path of the laser
beam. Phototransistors were used to detect the number of fringe shifts, apart just using a camera to
record the interference fringes shift.

This experiment showed that air temperature measurements are possible using a simple Michelson
interferometer. It shows that plasma temperature measurements are possible when being pulse induced.
Also these findings were in accordance with values obtained by thermocouples.[37]

Fig.5.7. Interference pattern of both waves coming from the arms of the interferometer (without heating).[37]
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Fig.5.8. Observation of plasma formation in one of the arm of the interferometer taken in different time after heating
process started: a) 0.04[s], b) 0.08[s], c) 0.12[s], d) 0.16[s], e) 0.20[s] and f) 0.24[s].[37]

5.2.3. Temperature measurement of axisymmetric flames

The aim of this experiment was to demonstrate the measuring of gaseous’ flame temperature and
temperature profile using digital holographic interferometry, to be more correct, lensless Fourier
transform digital holographic interferometry. This experiment was performed by using the flame of a
candle as the axisymmetric object. The main procedure here was to calculate the phase difference
between two holograms taken at two different times. Holograms were electronically recorded,
numerically reconstructed and the results were on real time.

In order to have a good distribution of the intensity of light, diffused illumination was used. This brought
also some other benefits[74]:

1) Nearly uniform irradiance of light over the electronic sensor;
2) Elimination of noise coming from dust and scratches on optical elements;
3) The sensor received higher frequencies, i.e. information from the whole object.

The scheme of the optical setup is shown in Fig.5.9. The whole process of capturing and processing the
images recorded by the CCD camera is schematically represented by Fig.5.10. in the form of a chart.

The first hologram was captured when the candle wasn’t lighted on, as a reference. Other holograms were
taken at regular intervals, at the most stable position of the flame, and at a phase difference smaller than
2r[rad]. A phase unwrapping was performed by using the Goldstein method, thus converting the
discontinuous phase distribution into a continuous one. The reason behind the sharp fringes from the
reconstructed phase difference map is the path length difference which is smaller than the coherence
length of the laser. The spacing between successive fringes indicates the difference in the refractive index
between the locations inside the flame, while the color gradient (white to black) corresponds to the
refractive index gradient.[74]
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Fig.5.9. Setup used for measuring candle’s temperature and its temperature profile.[74]
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Fig.5.10. Flow chart of the experiment.[74]

Fig.5.11. Reconstructed flame (phase difference map) of the candle taken at different times.[74]
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Fig.5.12. a) Line profile of the phase difference map, b) unwrapped phase map profile and c) 3D phase profile, of the
flame at height of 13[mm].[74]
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Fig.5.12. shows the radial profile of the wrapped phase difference and b) its continuous distribution of the
phase difference (unwrapped) in an axial plane at a height of 13[mm], while c) shows the 3D profile phase
profile.[74]

The candle’s wick is the reason behind the discontinuity in the unwrapped phase map profile at x = 200
and y = 400 where the phase is equal to 0, hence the phase difference cannot be calculated, while the
rest represents the region around the wick inside the flame, yielding to a negative phase difference
profile.[74]

From the obtained data and calculation, the temperature distribution is shown in Fig.5.13.
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Fig.5.13. Temperature profile versus radial distance of the candle flame at height of 13[mm].[74]
To calculate such temperature distribution, the Lorenz-Lorentz equation was used:
Ty (5.3.)

() F5pr ) +1

, Where T is the temperature at the reference condition at which the refractive index is ng, P is the
atmospheric pressure, R is the gas constant and A4 is the molar refractivity of air.

This experiment demonstrated that digital holographic interferometry is a conveyable, accurate, fast and
powerful technique for the measurement of the temperature of flames.

The accuracy could be enhanced by using a pulse laser.[74]

5.2.4. Temperature measurements in premixed flames with different structures
The aim of this experiment was to determine the flame structure and the temperature profile of different
flames with different structure and the comparison of data obtained with thermocouples. It also
investigates the effect of composition change in the reconstruction of the temperature profile. Flames
under investigation are laminar, axisymmetric, premixed propane-air flames.

One of the advantage of interferometric holography is the possibility to make measurements using not
top high quality optical elements.
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It is already known that fuel-lean flame compared to fuel-rich flame have simpler flame structure[75].
Measurements with flame requires high temporal and spatial resolution since they can vary significantly.

99% pure propane was used in this experiment. The optical setup used for this experiment is shown in
Fig.5.14. He-Ne laser of wavelength 4 = 632.8[nm] was used.

2) md He=Na laser

mirror

—A— pin hole
mirror convex lens
7,
- @' r test section
~
pin hole
hologram plate
holder
screen
. © CCD camera
mirror

Fig.5.14. Optical setup.[75]

Double exposure was proposed in this experiment, due to the fact that, for the lean-flame case a 10[Hz]
in frequency motion oscillation was noticed, while the same happened for the rich-flame but in regions
that were higher from the flame tip (compared with the lean-flame case).[75]
Measurements were also performed using thermocouples, which were mounted in a 2D traversing gear
in order to perform measurements through the flame. The fringe counter technique that was used to

determine the distribution of the fringe number and the fringe pattern for both flames are shown in
Fig.5.15.
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Fig.5.15. Scheme of flames (a) and their fringe patterns (b): left fuel-rich flame, right fuel-lean flame.[75]
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It can be seen from the fringe patterns in Fig.5.15. that both flames are almost axisymmetric.

Since the species composition distribution wasn’t measured here, simplified calculations that were
suggested by Weinber were used. The equation that was used was[75]:

n(r)—1=K@)p() (5.4.)

, Where n(r), K(r)and p(r) are functions of the fringe number distribution, calculated using the Abel
inversion. It was concluded that the composition change affects only the rich flame interferometric
reconstruction. By using the ideal gas law, the temperature distribution can be obtained.[75]

It was also noted that the Gladstone-Dale shows significant variation for the rich-fuel case.[94]

Thermocouple temperature measurements were used for comparison. Three different distribution of R;,
were used for reconstruction:

1) T, — Linearinterpolation of R; values at the axis (R}, of the reactants) and at the hot gas boundary
(Ry, of the products);

2) T, — Uniform R, distribution using R; of the products;

3) T3 — Uniform R; distribution using R; of the reactants;

Results are shown in Fig.5.16. at the axial positions of 2[mm] and 12[mm].

In general, the accordance between both techniques is satisfactory for the fuel-lean flame. But this cannot
be said for the fuel-rich flame as shown in Fig.5.17.[75]

From Fig.5.16. and Fig.5.17., it was shown that the rich-flame has a much more complex flame structure,
thus, it was concluded that this implies that the change of composition cannot be neglected and has to
be taken in account for the reconstruction of the temperature with interferometric holography. This
implies that a uniform or linear R;, can’t be used for the rich flame case but can be used for the lean-flame
case. Thus, further studies are needed for the complex flame structure.[75]
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Fig.5.16. Comparison of temperature measurement between holographic interferometry and thermocouple
measurements for fuel-lean flame at a) z = 2[mm] and b) z = 12[mm].[75]

88



2000 I Tt {uncorrected)
1 T N + T, {corrected)
1 ¢ ,/.’i‘*;') —tr
1 (g 7
4 g 2
1500 Ty T T Z
h-¥4 - —
= @
o 5
= Fu}
= T F
+ i
o L @
5 1000 - g
g A )
H]
500
5 300 T T T T 1 T i T
300 T T T T T T t T T 0 2 4 6 g8 10 12 14 16 18 20
0 2 4 6 8 10 12 14 16 18 20

r (mm)
Fig.5.17. Comparison of temperature measurement between holographic interferometry and thermocouple
measurements for fuel-rich flame a) z = 2[mm] and b) z = 12[mm].[75]

5.2.5. Measurement of asymmetrical temperature field and tomographic
reconstruction

The aim of this experiment was to visualize the periodic asymmetrical temperature field of hot air coming
out from a synthetic jet. The experiment is similar to the first experiment described in section-5.2.1. A
Twyman-Green setup with double sensitivity was used. The setup is shown in Fig.5.18. In this experiment,
a synthetic jet with a 9[mm] orifice was used. It is based on the similar idea of synchronizing the camera
with the jet. The examination of an asymmetric temperature field requires a large number of different
points of measurements in order to be used as a tomographic approach. But, since the phenomenon is
periodic, there is no need to use as many sensors. This can be simplified using a camera and a rotational
stage. The process of acquiring the image is the same as in the first described experiment. The Radon-
transform and its inverse transform were used for the image processing of the holograms. The 3D image
was reconstructed numerically as stacked plane slices of the whole temperature field.[76]
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Fig.5.18. Setup used to visualize the 3D profile of an asymmetric temperature profile.[76]
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Fig.5.19. Image taken at different time but on the same phase, each with a 16[ms] delay and an angle of 50[°].[76]

As said, during the reconstruction, all phase fields corresponding to the same angle were averaged (see
Fig.5.19.). The reconstruction of the 2D plane slices was realized by the method of filtered back-projection.
These slices were stacked together afterwards to form the 3D temperature profile.[76]

Fig.5.20. shows a series of images taken at the same angle but with some delay to capture the whole
phenomena, from the beginning to its end. In Fig.5.21., holograms were captured for relative delays of
2[ms] each ( 0[ms], 2[ms], ..., 66[ms]) for angles of 0[°],10[°], 20[°], ..., 160[°]. The tomographic
reconstruction looks as shown in Fig.5.21. From these results, it can be seen that digital holographic
interferometry is a powerful technique to visualize fast occurring phenomena with a simple non-invasive
technique.
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Fig.5.20. Evaluated dynamic temperature fields at angle of view of 50[°] and relative time delays starting from 0[ms],
3.2[ms], 6.4[ms], ..., 38.4[ms].[76]

Fig.5.21. 3D reconstructing of the asymmetric temperature profile for the time delay of 3.2[ms], 9.6[ms] and
19.2[ms].[76]
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5.2.6. Temperature measurement of temperature field in fluid

The aim of this experiment was to visualize the temperature field in a moving fluid. The experiment, setup
and data processing are similar to the experiment in section-5.2.1. A Twyman-Green setup with double
sensitivity was employed. The asymmetrical distribution of the temperature field is shown. The setup
employed for this experiment is shown in Fig.5.22.
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Fig.5.22. Setup based on the Twyman-Green type of interferometry used for this experiment.[36]

The same principle of using a single camera synchronized to a jet was used. Data were collected as well
through the technique of hot-wire method (constant-temperature anemometry) for comparison. One of
the limiting factor of using constant-temperature anemometry in moving fluids is the frequency of
temperature change that shouldn’t pass 1[kHz], and this is where digital holographic interferometry
steps in as a powerful technique.

The visualization was performed using the tomographic approach, with a camera mounted in a rotational
stage which was remotely controlled. The back-projection method was used for reconstruction. Same
principle and mathematical formulation were used. Same process of averaging random fluctuation was
performed as well, as in section-5.2.1. and section-5.2.5. In this experiment, a jet with a nozzle of three
orifice system was used, with a diameter of 1[mm] each. The jet has a heat cartridge to heat the air before
being blown, with a frequency of 8[Hz].

The tomographic reconstruction of the 3D temperature field is shown in Fig.5.23. and was performed with
the same procedure of slice-by-slice stacking along the rotational axis, via the inverse Radon Transform.

The temperature’s field dynamic evolution in time is shown in Fig.5.24.
Comparison with constant-current anemometry measurements is shown in Fig.5.25.

As it is shown from Fig.5.25. , both measurement are in a very good accordance. The agreement is in the
range of 10% and digital holographic interferometry resulted 20 times faster as a technique compared to
constant temperature anemometry.[36]
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Fig.5.25. Comparison of measurements between digital holographic interferometry and constant temperature
anemometry at 20[mm] height above the nozzle.[36]
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5.2.7. Measuring temperature distribution

The aim of this experiment was to measure the temperature distribution over a heat source. A laser of
wavelength A = 532[nm], and maximal power P,,,, = 5[W] was used. The region of interest is the
region above the heat source. The radiator is a device that can control the temperature of its surface,
hence a good comparison with the DHI data can be made. Thermocouples were placed near the surface
at several points in order to compare to DHI. The setup and the results are shown in Fig.5.26 and Fig.5.27.
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Fig.5.26. Optical setup.[95]

From Fig.5.27., it can be seen that data obtained by digital holographic interferometry and thermocouples
are in great agreements. The average deviation in the range from the 302.70[K] to the 338.01[K] is
0.1811[K]. Thus, it can be said that the data shown in Fig.5.27. represent the value of temperatures in
the corresponding location in space and time.
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Fig.5.27. a) Unwrapped phase distribution after 1[min] of heating, b) temperature values after 1[min], c) unwrapped
phase distribution after 6]/min] of heating, d) temperature values after 6[min].[95]

5.2.8. Other works of DHI in air

Other works that concern generally measurement of air temperature or temperature fields in air can be
found in the following references[35,76,103,104,95-102].

Other works that concern generally measurements with flames can be found in the following references
[105-112]. Other works about DHI’s applications in different sectors can be found in the following
references[66,113,114].

5.3. Digital holographic interferometry for liquids

The principle of using Digital holographic interferometry for liquids remains generally the same as for
air/gases. It is through the interference fringes that we obtain any change of the phase, which results from
the time development of the temperature profile. In fluids, concentration can be measured as well, always
based on the change of the index of refraction.

Digital holographic interferometry is an important tool in investigating temperature distribution through
a volume. Using thermocouples or other devices/techniques to measure temperature distribution might
disrupt the field under investigation, especially if the phenomena is on low-scale motions and is
susceptible to instabilities. Laminar flow is important in liquid-metal-type nuclear reactors for example.

Phenomena that can be investigated by means of digital holographic interferometry are diffusion,
dissolution, Soret effect, and temperature among others.

5.3.1. Possibilities of using digital holographic interferometry in liquids

Diffusion can be measured in various ways. The following way was done through interdiffusion. In order
to measure the diffusion coefficient D of an aqueous protein solution, firstly half of the optical cell was
filled with the solution at a slightly lower concentration. Here the reference hologram was captured.
Secondly, the second half was filled 