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Abstract: 

Modelling the physicochemical properties of systems using supercomputers is one of the 

established approaches in chemistry today. It can complement experiments and/or shed light on 

phenomena that are not accessible by any experimental technique. In my research, I have focused 

mainly on carbon dots (CDs), but also on other nanosystems such as graphene derivatives and 

perovskites. CDs can be prepared from different precursors under different external conditions, 

resulting in different types of CDs that exhibit fluorescence. The application potential of CDs for 

biological imaging, sensing, etc. is promising, however, the unresolved photoluminescence of CDs 

needs to be addressed first. In this work, I show that we have been able to address various questions 

in the CD field using different theoretical approaches, e.g., molecular dynamics (MD) simulations, 

calculations based on time-dependent density functional theory (TDDFT), and the second-order 

coupled cluster model CC2. We have provided atomistic details of the dynamics and structural 

arrangement of quasi-spherical CDs. Our MD simulations also demonstrated the tendency of the 

molecular fluorophore IPCA to non-covalently bind to or incorporate into CDs. Conformational 

space sampling then helped us to generate configurations of IPCA and CD molecules whose 

optical properties were revealed by TDDFT calculations in gas and water and quantum 

mechanics/molecular mechanics (QM/MM) calculations in the CD environment. A combination 

of density functional theory (DFT) calculations and/or MD simulations and experiments then 

supported the explanation of the quenching of CD fluorescence after the phase transition. 
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1 Preface of the thesis 

Carbon dots (CDs), belong to extensively studied nanomaterials with a very broad application 

potential resulting from their bright photoluminescence (PL), high (photo)stability, easy surface 

modification, low toxicity, biocompatibility. These properties predetermine them to be used in 

many applications including bioimaging, optoelectronics, photocatalysis, (bio)sensing, and drug 

delivery and other areas. Nonetheless, the design of CDs with tailored properties is still hampered 

by a fairly limited understanding of the CD PL. There is still a continuing debate about the nature 

of fluorescence mechanism in CDs, the agreement on the origin of excitation-dependent emission 

in CDs is also missing. Moreover, CDs represent a broad group of matter as they can be prepared 

from diverse precursors under various external conditions, producing different products, which are 

fluorescent. Thus, they have quite a large structural complexity. This all makes them 

comprehensive and challenging material to study. The complexity of CDs and their interaction is 

concisely covered in the chapter 2 of this thesis and in the Appendix A. 

Here, theoretical methods and computational chemistry come to play and allow us to 

decompose the overall complex puzzle into pieces. Modelling of physicochemical properties can 

complement experiments and/or shed light on phenomena not reachable by any experimental 

technique. This have been the goal of my PhD research and this thesis, to understand the structural 

organization of CDs and other possible fluorophores present in final products of experimental 

synthetic procedures of CDs, and to provide the insight on their optical properties, namely 

absorption and light emission, using computations, while employing as real models of CDs as 

possible. 

Theoretical works on CDs have mainly used the density functional theory (DFT) and 

molecular mechanics (MM) to describe their stability and properties. These techniques are briefly 

introduced in chapter 3. 

I started the CDs research in 2017 and back then, only few modellings of less common 

amorphous CDs and some small ad-hoc models of small polyaromatic hydrocarbons (PAHs) were 

present in the field of theoretical modelling of CDs. To open the way toward complex studies of 

CDs, bigger models of real CDs are needed. I participated in the development of an automatic 

procedure for generation of a full model of real spherical CDs with graphitic core and with the 
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functional groups on the surface not only to perform molecular dynamics (MD) simulations of 

CDs. This study is shortly summarized in chapter 4 even though it was published before my 

doctoral studies. Nevertheless, the automatization for creation of CDs models really helped us in 

other studies. 

It is clear now that molecular fluorophores (MFs) are also present as side products in the final 

sample of some synthetic procedures of CDs, e.g., in condensation reactions of citric acid and 

ethylenediamine. It also appears that assemblies of MFs have absorption and emission bands in 

the similar regions as CDs. It is important to have full understanding of the optical properties of 

these MFs. Therefore, we investigated a prototypical molecular fluorophore, 5-oxo-1,2,3,5-

tetrahydroimidazo-[1,2-α]-pyridine-7-carboxylic acid, IPCA. This story is presented in chapter 5 

of this work. 

Knowledge of optical properties of IPCA molecules is one thing, but the knowledge of the 

effect of the surrounding, i.e., CDs, on their absorption and emission properties is crucial as well. 

First, we used MD simulations to study the structural organization of CD and IPCAs, which is 

described in chapter 6. The outcomes of MD simulations then served for the exploration of 

changes of optical properties when the IPCAs are confined in different positions within CD matrix, 

which is presented in chapter 7. 

Finally, chapter 8 demonstrate that theoretical methods can nicely complement experimental 

findings and combination of DFT and/or MD simulations and experiments were supportive in an 

explanation of quenching of CDs fluorescence after phase-transition. 
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2 Chemistry of Carbon dots 

2.1 Nanomaterials in general 

There are many definitions of nanomaterials in general. They can be defined as materials 

possessing, at minimum, one spatial dimension measuring 1–100 nm. Also, as structures with one 

or more dimensions in the same scale as de Broglie wavelength of electrons. The European 

Commission states that the particle size of at least half of the particles in the number size 

distribution must measure 100 nm or below to be called nanoparticle. Another definition states 

that if 50 % or more of the constituent particles of a material have one or more external dimensions 

in the size range 1 to 100 nm, then it can be called a nanomaterial. 

Nanosystems can be classified according to their dimensionality (Figure 1) as 

zero-dimensional (0D) if all their dimensions are measured within the nanoscale; or 

one-dimensional (1D) if one dimension is larger than 100 nm, or two-dimensional 2D if two 

dimensions are outside the nanoscale. Three-dimensional nanosystems (3D) are not confined to 

nanoscale in any dimension. Fullerenes, carbon nanotubes (CNTs), graphene and bulk powders 

represent the most known carbon representants of these groups, respectively. Two principal factors 

causing the properties of nanomaterials to differ significantly from the bulk counterparts are 

quantum effects and increased relative surface area. Due to this, we could witness unusual 

electronic, optical, thermal, mechanical, and chemical properties. Their versatility in terms of the 

ability to be tailored for specific requirements highlights their enormous application potential.1 

 
Figure 1. Classification of nanoscale dimensions. 
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Carbon-based materials play significant roles in the progress in the material science. From the 

traditional industrial carbon (e.g., activated carbon, carbon black) to new industrial carbon (e.g., 

carbon fibers, graphite) and new carbon nanomaterials such as graphene, CNTs and CDs, 

fundamental basic research and applications of carbon-based materials are popular in the fields of 

chemistry, materials, and other inter-disciplines due to their environmental friendliness.2 

2.2 Introduction to carbon dots 

Extensive review that provides an overview of theoretical studies addressing structural models 

and the electronic structure of various types of CDs in the context of their overall optical properties 

belongs to one of my several publications that I have been part of in my PhD studies.3 

We (i) briefly summarized the experimental evidence on the structure and PL properties of 

individual classes of CDs, (ii) described state-of-the-art theoretical methods for description of 

absorption and fluorescence of CDs, (iii) provided an overview of theoretical studies addressing 

the structural models and electronic structure of CDs in the context of PL. Therefore, in this 

chapter, I am giving very concise introduction to the field of structure and optical properties of 

CDs, and for further reading, I refer the readers to the Appendix A, where this review paper is in 

its full form. If not stated otherwise, chapters 2.2–3 reference this paper. There are other excellent 

review papers on general information,4,5 synthesis,6,7 structure,8–10 applications,2 toxicity,11,12 

optical properties,13 of CDs.14–21 

CDs are still relatively new carbon nanomaterials as they were discovered in 2004. Actually, 

they were first observed as an fluorescent carbon by-product during the purification of single-

walled carbon nanotubes, with no special interest in them.22  It was no sooner than two years later 

when nanoscale carbon nanoparticles, prepared by laser ablation, were referred as CDs.23 

Generally, there are several processes to create various sizes of nanomaterials, classified as top-

down and bottom-up.20 In top-down approaches the sample is basically a blank canvas and some 

external stimulus is used to write patterns, thus forming nanomaterials, i.e., producing very small 

structures from larger pieces of material. They usually require harsh conditions (strong oxidants, 

high temperatures) or severe physical techniques (laser ablation, arc discharge) to cut, decompose 

and/or exfoliate bulk carbonaceous materials  into carbon nanoparticles.3,23–31 In bottom-up 

approaches, the final nanosystem is self-assembled into the desired arrangement from the 

precursors.32 Today, there are much more synthetic protocols for production of CDs (Table 1).7 
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Table 1. Overview of some top-down and bottom-up synthetic processes of CDs.7 

Source Method of 
preparation 

Color of 
Emission Size (nm) Reference 

Top-down 

Carbon nanotube Electrochemical 
synthesis Blue 2.8 ± 0.5 33 

Carbon soot Chemical 
oxidation Green 2.0–6.0 34 

Graphite 
electrode 

Electrochemical 
synthesis Bright yellow 4.0 ± 0.2 35 

Graphite 
powders Laser ablation Red, black, and 

blue 1.5, 1.6, 1.8 36 

Oligomer 
polyamide resin 

Ultrasonic 
treatment Bright white 2.0–4.0 37 

Bottom-up 

L-Ascorbic acid Hydrothermal 
treatment Violet 2.0 38 

Citric acid, urea 
Microwave-

assisted 
synthesis 

Green 2.0–6.0 39 

L-Cysteine Thermal 
decomposition 

Blue, yellow, 
red, green 1.0–3.5 40 

Sodium alginate Pyrolysis Blue < 10.0 41 
SiCl4, 

hydroquinone 
Solvothermal 

treatment Blue 7.0 ± 2.0 42 

Glucose, 
HCl/NaOH 

Ultrasonic 
treatment Blue < 5.0 43 

Citric acid Carbonization Blue 4.8–9.0 44 

CDs represent the nanomaterial of utmost importance, as they tick plenty of boxes on the list 

of suitable properties for calling a material having great application potential. They are low-cost, 

easy to synthesize, biocompatible, low toxic, chemically stable, water soluble, dispersible, 

biodegradable, they possess high electron mobility, high resistance to photobleaching, etc.45 Most 

importantly, they have unique optical properties as not only quantum effect emerges due to zero 

dimensionality of CDs. This all predisposes CDs for plethora of environment-friendly applications 

in biomedical imaging and sensing,45–49 cancer therapy,50 light-emitting devices,51,52 optoelectronic 

devices,20,53,54 photocatalysis,55 functional materials,56,57 anti-counterfeiting.58 
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2.3 Structure of carbon dots 

It is commonly accepted to further classify CDs into a few subgroups — graphene quantum 

dots (GQDs), carbon nanodots (CNDs), carbonized polymer dots (CPDs), and carbon nitride C3N4 

dots59–61 — based on their inner structure, surface functionalities, properties, and different 

mechanism of formation.2,8,62,63 

Graphene quantum dots (GQDs) 

GQDs are anisotropic CDs with lateral dimensions larger than their height (Figure 2). They 

are composed of one or multilayer graphitic layers with some functional chemical groups 

on a surface or edges.2,64 The thickness is usually less than 2 nm corresponding to a few (ca. 3–5) 

graphene layers.63,65 Their structure is derived from their typical top-down approach of synthesis.66 

GQDs can contain in-lattice doping and/or interlayer defects.67,68 This affects the electronic 

structure and thus PL of GQDs. 

Carbon nanodots (CNDs) 

CNDs can be further labelled either as carbon quantum dots (CQDs) or amorphous CNDs 

based on their inner structure (Figure 2).8 While the core of CQDs is mostly consisted of sp2 

hybridized carbon atoms, the core of amorphous CNDs possesses sp3 hybridized carbons.69–75 

CNDs are often produced from bottom-up chemical methods from small carbon containing 

precursors like citric acid, polymers, biomass, and others.76 Chemically synthesized CNDs are 

quasi-spherical with the diameter up to 10 nm, and consist of a carbonic core (multilayer graphitic 

layers) and a shell made of surface functional groups.77–80 The core of the CDs is typically 

considered as a fragment of a π-conjugated system (sp2 carbon domains), while the CD surface 

consists of bonded functional groups and may also include some MFs. Surface functional groups 

are typically either electron donating groups –NH2, –OH, –OR’, –OCOR’, or electron withdrawing 

groups –X, –CHO, =O, –COOR’, –COOH, –CN, –NH3+ , –NO2.81–83 The chemical nature of these 

chemical groups on the surface is dependent on the specific synthetic procedure.84 For example, 

amino-functionalized fluorescent CDs have been prepared by hydrothermal treatment of 

glucosamine with excess pyrophosphate.85 
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Carbonized polymer dots (CPDs) 

CPDs are spherical core-shell hybrid nanostructures. They are composed of carbon cores with 

highly dehydrated crosslinking polymers or shells of abundant functional groups/polymer 

chains/functional groups and slight graphitization (see Figure 2). Thus, such polymeric structures 

present numerous functional groups attached to short polymer chains and highly cross-linked 

network structure generated by the process of dehydration and carbonization.86–88 Consequently, 

the CPDs not only retain the features of CNDs but also inherit important polymeric properties.87,89  

 
Figure 2. Three most common structural types of CDs, graphene quantum dots (GQD), carbon nanodots 
(CND) and carbonized polymer dots. During the synthesis of CNDs, molecular fluorophores can be found 
in the final fluorescent product (displayed as IPCA in bottom right of the middle panel).3 

 

2.4 Interaction of CD with light 

We mentioned above that extraordinary optical properties of CDs are the main driving force 

for their research. Therefore, it is relevant to shortly overview some of the effects that light can 

induce on the matter. Visible light (here just a light) is an electromagnetic radiation within the 

range of the electromagnetic spectrum that is perceived by the human eye, usually defined as 

having wavelengths in the range of 400–700 nm (Figure 3).  
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Figure 3. Electromagnetic spectrum diagram. 

Classically, light–matter interactions are a result of an oscillating electromagnetic field 

(electric component E is perpendicular to magnetic component B). While electric and magnetic 

fields of the light always co-exist by virtue of Faraday’s Law, most materials only respond to E. 

Electromagnetic waves carry energy, momentum, and angular momentum away from their source 

particle; thus, they can resonantly interact with charged particles in the matter, most often bound 

electrons. Light clearly display wave–particle duality, as it behaves both as a particle and wave. 

Electromagnetic radiation behaves more like a classical wave at lower frequencies, but as 

a classical particle at higher frequencies, but never completely loses all qualities of one or the 

other. Also, wave characteristics is more pronounced when electromagnetic radiation is measured 

over relatively large timescales and distances while particle characteristics is more apparent on 

small timescales and distances. In quantum mechanics, the electromagnetic light is pictured as it 

consists of photons, uncharged elementary particles with zero rest mass which are the quanta of 

the electromagnetic field, responsible for all electromagnetic interactions. The interaction of 

electromagnetic radiation with matter on atomic level is comprehensively described with quantum 

electrodynamics. 

Optical properties describe the interaction of light with matter. The changes in the optical 

properties modify some parameter of a light wave passing through a material or reflecting from 

it.90 They can be observed either through changes to the light induced by the matter (absorption or 

emission of new light fields), or by light-induced changes to the matter (photochemistry, 

ionization, …). The properties of samples cam be deduced by studying such processes as a function 

of the control variables for the light field, such as amplitude, frequency, polarization, phase, etc. 
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The primary light-matter interactions are reflection, R, absorption, A and transmission, T; the 

secondary interactions are scattering, refraction, luminescence, diffraction (Figure 4). The 

conservation of energy ignoring the secondary effects can be expressed as IIncident-light = IReflection + 

IAbsorption + ITransmission, where I represents the intensity of the light. For propagation and scattering, 

the light acts more like electromagnetic wave, for absorption and emission, the light acts more like 

a bunch of particles (photons).  

 
Figure 4. The schematic view on interaction of light with objects. 

Incident beam of photons can be reflected at the interface, and the phenomenon called 

reflection is expressed by reflectivity. For example, metals appear shiny because the reflectivity is 

close to 100 %. Absorption of photon in chemical molecules happens only if the energy of the 

incident light corresponds to the energy difference between two stationary states of the molecule. 

The photon can also only be absorbed if the light can interact with the transition dipole moment 

𝝁!" (TDM, see Equation 1) between the states, characterized by the wavefunctions Ψ! , Ψ".  

 𝝁!" = $Ψ!∗�̂� Ψ"𝑑𝜏 (1), 

where �̂� refers to the dipole moment operator. 

The TDM is a vector, i.e., has an orientation in space. Also, only electronic transitions between 

different parity are allowed (symmetry selection rule), only transitions between states of the same 

spin multiplicity (spin selection rule) are allowed, and there must be nonzero differential overlap 

between states. The processes that may happen after the absorption of light are often expressed 

using the Jablonski diagram (Figure 5). The electron, populating the ground state (GS) electronic 

level S0, photoexcited by a light is vertically transitioned, according to the Franck-Condon 
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principle, to a vibrational state of a higher electronic level Sn. Franck-Condon principle states that 

when a molecule is undergoing an electronic transition, the nuclear configuration of the molecule 

does not experience any significant change because nuclei are much heavier than electrons, thus 

the electronic transition occurs on a time scale short compared to nuclear motion. As a result, the 

transition probability can be calculated at a fixed nuclear position. 

 
Figure 5. Jablonski diagram illustrating the electronic states of a molecule and the transitions between them. 

After successful excitation, the photoexcited electron almost immediately undergoes 

vibrational relaxations and internal conversions to the lowest excited state (ES) S1, where internal 

conversion is the transition from Sn to Sn-1 state. Ideally, the light is emitted. Such S1 → S0 emission 

is known as Kasha emission. Kasha rule is valid for the vast majority of conjugated compounds in 

solution.91 Luminescence is an emission of radiation (except thermal emission) by a material due 

to absorption and conversion of energy. Emission is most often lower in energy than excitation. 

When the electron is populating the S1 energy level, it may also undergo the so-called inter-system 

crossing to triplet state Tn. This can lead to the thermally activated delayed fluorescence (TADF) 

if the electron returns to S1 energy level, or to phosphorescence, if the light is emitted during 
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T1 → S0 transition (Figure 5). Nevertheless, other processes hindering the radiative pathway may 

occur. These are photoreactions and quenching of the PL.92 

The fraction of beam that is not reflected or absorbed is transmitted through the material. 

Thus, the fraction of light that is transmitted through a transparent material depends on the losses 

incurred by absorption and reflection, R + A + T = 1.  

Refraction is the changing of speed of light upon transmission of light through a different 

medium, caused by polarization of the electrons in the material due to light photons transmitted 

through a material, making photons lose some of their energy. Refractive index n measures how 

much the light is slowed down in a material with respect to its velocity in vacuum. Scattering 

(Rayleigh scattering) happens when photon interacts with the electron orbiting around an atom and 

is deflected without any change in photon energy. Scattering reduces light intensity in the main 

direction by radiating part of the incident energy in all directions. Scattering is more pronounced 

for photons with low photon energies, i.e., blue color is scattered more than other colors in the 

visible spectrum making sky look blue.  

2.4.1 Absorption of CDs 

Although absorption and emission events are the most important interaction of light with CDs, 

the surface-enhanced Raman spectroscopy (SERS) has been also proposed to be exploited in this 

field, mostly in CDs/metal nanoparticle nanocomposites.93–96  

Naturally, optical properties of CDs are highly dependent on the synthetic method, where 

different synthetic strategy could lead to different absorption and emission behavior.97 Anyway, 

common drastically simplified depictions have been proposed in this field. CDs typically exhibit 

strong absorption at 200–400 nm (due to C=C bonds) of π–π* transition and of n–π* transition 

(due C=O and C=N bonds) and absorption characteristics are varied with the content of surface 

groups, size of aromatic domains, nitrogen doping in the carbonized core.98 
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Figure 6. Possible PL mechanisms being present in CDs. (A) QCE related mainly to the size of π-conjugated 
domains in the CD core. (R)ISC refers to (reverse) intersystem crossing, which can lead to TADF; P refers 
to phosphorescence; (B) the multi-component PL typical for CNDs including the molecular PL; and (C) 
the CEE effect (blue lines in bottom panel represent polymers, black carbonized regions). Bold and regular 
horizontal lines represent electronic and vibrational energy levels, respectively. Only radiative and non-
radiative decays are displayed as straight and wavy lines, respectively.3  

Despite the not fully resolved structure of CDs, various phenomenological PL mechanisms 

have been proposed: (i) quantum confinement effect (QCE) due to aromatic core; (ii) doping 

effects, hybridization of the carbon backbone and surface functional groups, i.e., the defective 

and/or surface state PL; (iii) fluorescent molecules attached to the surface or interior of the CDs, 

i.e., the molecular PL (see section 2.4.3); (iv) the crosslink-enhanced emission (CEE) effect.8 All 

these mechanisms can occur in individual subclasses of CDs, and they can even manifest in a 
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cooperative manner. Therefore, CDs exhibit multi-center emission with three models being used 

to explain the PL origins of CDs, core and surface and molecular states (Figure 6).99,100 First, 

surface states are stemming from carbon hybridization and typical oxygen and nitrogen containing 

surface chemical groups and the corresponding electronic transitions are considered to be of low 

energy.83,101 Second, core states originate from aromatic π-conjugated sp2-carbon domains in CDs, 

which are often doped with heteroatoms; these are typically π → π* transition.102 Third, molecular 

states are due to formation of molecular species in CDs samples and their corresponding transitions 

are typically of n → π* or π → π* character.103 

The significant dependence of PL on the synthesis temperature of the CDs can be shown on 

the example, where IPCA molecules and oligomers were found to dominate in the range of about 

100−150 °C, whereas further heating led to carbonization and embedding of molecular PL clusters 

into the carbon core.104  

The optical properties of GQDs are mainly ruled by the size of π-conjugated domains, i.e., 

QCE, and surface/edge effects.64,65 This means the smaller the particle is, the fluorescence is more 

shifted to the blue part of visible spectrum, because the electronic energy levels are more distant 

for smaller particles. Contrary to GQDs, the intrinsic state luminescence and the QCE are their 

main PL mechanism of the CNDs.80,105 The optical properties of CPDs mainly originate from CEE 

effect, which make the relationship between structure and performance of CPDs more 

controllable.2,3,8 

2.4.2 Emission of CDs 

Several reviews covering the topic of PL of carbon nanostructures were published.8,45,77,79,106 

The fluorescence decay in CDs is often multicomponent, suggesting multiple decay pathways.99 And 

these centers are not necessarily radiative and one or more of the pathways can often be related to 

non-radiative low energy levels, called trap states.107 In general, the PL of CDs is tunable, meaning 

that the easy functionalization and diversity of CDs allow tailoring the final energy of the emitted 

light. For example, when surface states actively participate in the PL of CDs,108 the intrinsic PL can 

be reduced by non-radiative decay into these defect surface states and a red shift in emission 

wavelengths can be observed.8 The emission spectra of moieties containing –COOH and –NH2 groups 

can also be affected by protonation state by modulating pH.64,79 The emission wavelength can also be 

tuned by the type, concentration and position of heteroatoms,64,109–114  where graphitic N doping was 
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shown to cause a red shift of the fluorescence of CQDs,109 while pyridinic or pyrrolic nitrogens to 

cause usually a smaller red shift.112 Nevertheless, the situation is not always clear.3 Pyridinic 

nitrogen was also observed to cause a blue shifted emission with respect to pristine GQD.114–116 Both 

red and blue shifts introducing pyrrolic or pyridinic nitrogens were obtained using hybrid112,115–117 or 

range separated functional.80,109,113,114,118 Theoretical calculations can help systematically 

investigate tunable PL properties of GQDs. For example, the effect of plethora potentially 

interesting structural features, e.g., different impact of armchair vs. zigzag edges, doping, defects 

in structure, edge-oxidation, and vacancies, was investigated.115 

Quantum yield (QY) is an important characterization for CDs because of their potential to be 

used as imaging agents in biological samples. Extensive review on this topic stressed the 

importance of choice of precursors and synthetic approach on the efficiency of QY.78 CDs suffer 

from the difficulty in producing high QY and long wavelength (>500 nm) emissive products, 

which are considered as a major disadvantage of CDs.119 One of the highest QY 93.3% was reported 

for CDs with emission at a short wavelength (417 nm),120 probably because of the beneficial doping 

with N heteroatoms. The N-doping often enhances fluorescent QY of CNDs,79,121,122 and positive 

increase of QY was also observed after the heteroatom doping of CDs with boron, where QY could 

surpass 80 %.123 

Although fluorescence is the main radiative de-excitation pathway in CDs, significant ISC in the 

core states was observed, and thus the CDs can exhibit both fluorescence and phosphorescence.124 

Ultralong-lifetime (1.46 and 1.39 s) phosphorescence at room-temperature for CDs prepared from 

phosphoric acid with either ethanolamine or ethylenediamine was witnessed, which was visible for 

the naked eye for up to 10 s.125,126 This phosphorescence was only observed in the solid state and 

quenched in solution and the presence of phosphorus in the inner structure was the important factor 

for long-time emission. Nevertheless, the stabilization of triplet state,  achieving the possible 

occurrence of phosphorescence in CDs, was not only demonstrated by the phosphorus doping,127,128 

but also by nitrogen doping,129 or formation of hydrogen-bonded (H-bonded) matrices.130 Another 

phenomenon in relation to the triplet excitons, TADF, has been also recently associated with CDs,131–

133 e.g., in aqueous solution by confining the fluorine and nitrogen co-doped CDs in silica 

nanoparticles.134 

One of the most fascinating features of CDs is the excitation-dependent PL. This effect can be 

attributed to their complex structures and selective excitations of individual structural features.3 As 
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each layer in CNDs can have different composition, they can be selectively excited independently 

under different conditions and the resulting fluorescence is then dependent on which fragment was 

excited and which internal conversion takes place prior to fluorescence. 

2.4.3 Molecular fluorophores in CDs 

Potential ambiguities can occur in the experimental structural characterization of CDs 

(high-resolution X-ray photoelectron spectroscopy, Fourier transformed infrared spectroscopy, 

transmission electron spectroscopy, …), because the same signals can also be generated by 

molecular compounds such as citrazinic acid (CZA), a 2-pyridone derivative containing pyridinic 

nitrogen, as well as IPCA containing nitrogen in a pyrrolic coordination.3,135,136 The presence of 

MFs makes the PL of CDs more comprehensive. Their presence was experimentally identified in 

samples of bottom-up synthesized blue-emissive CDs.137 The comprehensiveness is even more 

pronounced as structurally, MFs can be present in the interior of CDs,138 covalently bonded139,140 

or non-covalently attached141 to the CNDs shell.142  

The real presence and contribution of MFs to PL was demonstrated by photobleaching of the 

CNDs synthesized under mild conditions after exposure to the UV radiation.80 Also, the highly 

intense molecular state PL signal was generated not only by CD solutions filtered through dialysis 

bags, but also by the solution outside the dialysis bags, indicating that the PL centers of the free 

molecules that passed from the bag and those incorporated in the CD were identical.80 Finally, 

MFs exhibit an intense excitation-independent emission and single-exponential PL decay.135 

The typical MFs originates from citric acid are citrazinic acid (CZA),59 and its derivatives. 

Besides CZA, 1-(2-aminoethyl)-5-oxo-1,2,3,5-tetrahydroimidazo[1,2-a]pyridine-7-carboxylic 

acid (ATPCA),143 methylenesuccinic acid,144 5-oxo-3,5-dihydro-2H-thiazolo[3,2-a]-pyridine-3,7-

dicarboxylic acid (TPDCA),145 5-oxo-3,5-dihydro-2H-thiazolo[3,2-a]pyridine-7-carboxylic acid 

(TPCA),145 IPCA,137 green fluorophore 4-hydroxy-1H-pyrrolo[3,4-c]pyridine-1,3,6(2H,5H)-

trione (HPPT),146 were the most reported MFs (Figure 7). However, it is very likely that the list 

does not end here and more MFs contributing to CDs PL are being produced. 
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Figure 7. Typical MFs that are present in the final supernatant of preparation of CDs starting from citric 
acid as one of the precursors.  
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3 Methods  

Recent progress in the field of theoretical chemistry hand-in-hand with an increase in the 

computer power enabled description of very complex systems including, e.g., nanomaterials. In 

this work, DFT, MM, QM/MM calculations and MD simulations were mostly used, hence these 

methods are more examined in this chapter 3. 

3.1 Density functional theory 

The field of density functional theory (DFT) has made tremendous progress since the 1990s, 

primarily due to the attractive possibility of high quality computations at low computational cost. 

Also, the correlated methods scale poorly with the size of the system as they are based on 4N-

dimensional many-electron wavefunction. Additionally, the correlated methods require high 

angular momentum basis functions to describe electron-electron correlations,147 while DFT is 

based on the one-electron density and depends on three spatial coordinates and one spin coordinate 

only. Moreover, high angular momentum functions are less important as the wavefunction is not 

explicitly calculated, thus the choice of only modest basis sets is sufficient.  

If not stated otherwise, the information about DFT for this text has been adapted based on the 

great book, which is serving as the support content for the European Summer School of Quantum 

chemistry.148 

The central quantity in DFT is an electron density 𝜌(𝒓$). The electronic density trivially 

determines the number of electrons N and may be obtained from the known wave function by 

integration (Equation 2): 

 𝜌(𝒓$) = 𝑁$|Ψ(𝒙$, 𝒙%, … , 𝒙&)|%𝑑𝑠$𝑑𝒙%…𝑑𝒙& (2), 

where Ψ(𝒙$, 𝒙%, … , 𝒙&) refers to N-electronic wavefunction. 

The rigorous proof of the statement that the electronic density could be expressed as the 

functional of the electronic density has not been provided till 1960s. Thenceforth the proof by 

Hohenberg and Kohn serves as a pillar of DFT methods. The first Hohenberg-Kohn theorem149 

proves that the electron density determines the external potential (due to the nuclei) up to an 

additive constant. Hence, the electron density determines Hamiltonian 𝐻5, the wavefunction and 
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any other characteristics of the system. The second Hohenberg-Kohn theorem establishes 

a variational principle based on the electronic density (Equation 3): 

 6Ψ78𝐻58Ψ79 = $𝜌: (𝒓)𝑣(𝒓)𝑑𝒓 + 𝐹[𝜌:] = 𝐸[𝜌:] ≥ 𝐸[𝜌] (3), 

where 𝜌: refers to an approximate density, 𝑣 to external potential, 𝐹 is a universal potential. Thus, 

the exact electron density minimizes the exact energy expression. 

In DFT, the electronic energy is expressed as a functional of the electron density (Equation 4): 

 𝐸[𝜌] = 𝑇[𝜌(𝒓)] + 𝐸''[𝜌(𝒓)] + 𝐸('[𝜌(𝒓)] + 𝐸)*[𝜌(𝒓)] (4). 

The classical electron-electron repulsion energy 𝐸''[𝜌] and the nuclear-electron attraction 

energy 𝐸('[𝜌] can be written exactly in terms of the electronic density. The early ideas of 

describing kinetic energy (Equation 5) as functional by Thomas150 failed due large errors: 

 𝑇[𝜌(𝒓)] = 𝐶+$𝜌,/.(𝒓)𝑑𝒓 (5). 

The bad representation of the functional	𝑇[𝜌]	is solved by introducing the orbitals and Slater 

determinant into the DFT problem — we are looking for the solution using Kohn-Sham (KS) 

theory.151 Moreover, besides the fact that some part of 𝑇[𝜌] is not fully included in the KS 

equations, a molecular binding cannot also be predicted, unless the exchange-correlation energy 

functional 𝐸)*[𝜌] is known. It is the fundamental difficulty in DFT, finding the way how to 

properly cover the 𝐸)*,	which includes exchange, correlation, and a small kinetic energy 

component. Many approximations to 𝐸)*[𝜌] have been proposed (See Equations 6–9), i.e., the 

local density approximation (LDA, Equation 6), generalized gradient approximations (GGA, 

Equation 7), meta-GGAs (Equation 8), hybrid functionals (Equation 9), meta-hybrids, double 

hybrids. 

 𝐸)* = $𝐹(𝜌)𝑑𝒓 (6) 

 𝐸)* = $𝐹(𝜌, ∇𝜌)𝑑𝒓 (7) 

 𝐸)* = $𝐹(𝜌, ∇𝜌, ∇%𝜌)𝑑𝒓 (8) 

 𝐸)* = $𝐹(𝜌, ∇𝜌)𝑑𝒓 + 𝜉𝐸)/ (9) 
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LDA functionals are widely applied in periodic metallic systems, however, they tend to 

drastically overbind molecules. GGA functionals generate surprisingly good results, e.g., they 

provide quite reasonable ionization potentials, electron affinities, atomization energies, bond 

lengths, on the other hand, they underestimate chemical reaction barriers (very likely due self-

interaction) and nuclear magnetic resonance shielding constants. They deliver quite reasonable 

values of local excitations, nevertheless, they cannot comprehend Rydberg and charge-transfer 

(CT) excitations and they considerably underestimate them. The family of ‘Minnesota’ functionals 

provide notable improvements in the specific areas that they have been developed for. Such 

development is associated with sometimes too many semi-empirical parameters included in 

a specific functional (M06-2X,152 M06-L,153 etc.) Hybrid functionals improve the description of 

ionization potentials, electron affinities atomization energies, bond lengths over the GGA 

functionals. Reaction barriers are still underestimated (except specifically parametrized 

functionals for kinetics like MPW1K154) and nuclear magnetic resonance shielding provide even 

less accurate results than GGA. Although the local excitations are still reasonable calculated with 

hybrid functionals; CT and Rydberg excitations may still be significantly wrong. It is because, 

although short-range properties are well-described in hybrid functionals, an inadequate description 

of long-range exchange interactions is present. For better description of CT and Rydberg 

excitations, range-separation or Coulomb-attenuation must be present and their trick stems in 

splitting the electron-electron repulsion operator using the error function (Equation 10), e.g., in 

CAM-B3LYP155,156 (Equation 11) LC-ωPBE,157 LRC-𝜔PBEh.158 

 
1
𝑟$%

=
erf	(𝜇𝑟$%)

𝑟$%
+
1 − erf	(𝜇𝑟$%)

𝑟$%
= LR + SR (10), 

where the parameter 𝜇 controls the attenuation.  

 
𝐸)**0123.456 = 𝐸)47 + 𝐸)87[Becke88] + 𝐸*3.456 

𝐸*3.456 = 0.81𝐸*456 + 0.19	𝐸*9:( 
(11) 
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Another functional used in this work is ωB97X-D.159 It is a long-range corrected hybrid 

functional, and it is an extension of ωB97X160 (Equation 12) with the included empirical 

dispersion: 

 𝐸)*;3<=) = 𝑎	𝐸)872>? + 𝑏	𝐸)8723<= + 𝐸)472>? + 𝐸*3<= (12), 

where 𝐸)872>? is the short-range Hartree-Fock exchange energy, 𝐸)8723<= is the short-range 

exchange energy from B97 functional,161 𝐸)472>? is the short-range Hartree-Fock exchange energy 

and 𝐸*3<= is the correlation energy from B97 functional. 

3.1.1 Calculation of excited states 

Time-independent DFT can be applied only to the lowest state of a given space-spin 

symmetry. For calculations of the optical properties (excitation energies, absorption spectra, 

emission of light) of many-body systems, time-dependent density functional theory (TD-DFT) is 

necessary.162–164 Runge-Gross theorem,165 a time-analogue to Hohenberg-Kohn theorem, states 

that the exact time-dependent density determines the time-dependent potential up to a spatially 

constant, time-dependent function, and hence the time-dependent wavefunction up to a time-

dependent phase factor. The existence of a variational principle is achieved by the variation of the 

action integral with respect to the density, as the total energy is no longer a conserved quantity. 

A set of time-dependent KS equations are then derived based on a time-dependent non-interaction 

reference system.148 In other words, the trick is in replacing the real interacting many-body 

electronic system by a non-interacting system with the same electron density. Overall, TD-DFT 

offers a favorable trade-off between cost and accuracy and is relatively easy to use due to its mostly 

‘black-box’ nature.166–168 Nevertheless, it shall be stressed out again that TD-DFT is strongly 

dependent on the quality of exchange-correlation functional. Moreover, TD-DFT is also sensitive 

on the quality of description of the surrounding medium.  

 The extensive review on TD-DFT benchmarking pinpointed the most accurate or adequate 

exchange-correlation functional(s) for TD-DFT calculations of singlet-singlet electronic 

transitions considering the most common linear response (LR) formalism.169 They summarized 

that increasing the amount of exact exchange in the exchange-correlation functionals tends to 

increase the predicted transition energies, thus, most pure density functionals (no exact exchange) 

provide poor estimates of electronic transition energies. Meanwhile, traditional global hybrids 

(B3LYP,156,170 M06171) offer rather satisfying excited state energies, however, large errors can be 
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expected for states with strong CT character and Rydberg states. Range-separated hybrids or global 

hybrids including ca. 50 % of exact exchange are more suited for capturing of these states in the 

calculations, where CAM-B3LYP, ωB97X-D and M06-2X, stands as the best possible choices. 

B2GPLYP (belonging into double hybrid functionals) considerably improves the description of 

excited states with doubly excited nature.172 Moreover, the authors stated the ∆𝐸@ABCcorrection 

term is almost insensitive to the selected basis set.169 On the other hand, it has been reported that 

CAM-B3LYP did not outperform standard hybrids containing 22–25 % exact exchange within 

vertical approximation.173 Keeping this in mind, one should carefully choose a functional based 

on their studied molecular systems and preferably benchmark it against other promising ones. 

3.2 Molecular Mechanics 

Molecular mechanics (MM), also known as force field (FF) methods, is a computational 

method that uses classical mechanics to model systems. It is also known as empirical potential 

because the interaction potential is evaluated with the potential functions containing parameters, 

that were parameterized empirically, either from experimental data, or using QM calculations. 

A few high quality publications describing the theory of MM have been used as the source of the 

information for this chapter.174–177 

The MM has been constructed based on several assumptions. First, the Born-Oppenheimer 

approximations is considered. Next, an atom is modelled as a sphere of a certain radius and with 

a partial charge in its center; and a bond is modelled as a harmonic oscillator following the Hooke’s 

law. That is why the MM is also known as ‘balls and springs’ theory. Another assumption in the 

MM is a transferability principle. This principle is essential for utilization of MM, because it 

enables a set of parameters to be transferred and used for studies on some (bio)molecules, even 

though they were originally derived on some different small number of molecules.174 Of course, 

one must be careful and for some specific purposes, a new different set of parameters may be 

needed. The transferability is enabled due to the concept of assigning an atom type to each atom 

in the system. Atom type contains information about the atomic number of an element, its 

hybridization and local environment. Despite the transferability principle, an FF should be kept as 

a single unit and it is not recommended to mix the FF with parameters from another FF, even 

though they could the same functional form. When modelling with FF methods, it shall be kept in 

mind that they operate the best in the area they have been parametrized for. 
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More approximations can be introduced, for example instead of using all-atom FFs, where 

every atom has its own parameters, united-atom or coarse-grained approaches may be popular 

options in some cases, e.g., in simulations of membranes and biomolecules.178–182 The different 

representation of a molecule of these approaches is displayed in Figure 8. 

 
Figure 8. Three common representations of atoms and molecules for MM and MD simulations. 

A total energy of a system described with MM is the function of a mutual position of nuclei 

and is a sum of an individual pair functions. The general form of the total energy is described in 

Equation 13, and generally, three bonded and two non-bonded terms are needed, i.e., bond 

stretching Ebond, angle bending Eangle, bond rotation Etorsion and non-bonded van der Waals EvdW 

and Coulomb Ecoulomb	 interactions. The form and the number of these pair functions are 

characteristic for each FF. 

 EFF	=	Ebond	+	Eangle	+	Etorsion	+	EvdW	+	Ecoulomb	+	(Epolarization	+	Eother) (13) 

In the simplest MM calculations, the terms in the brackets are omitted, as it is not always 

necessary to include more power-demanding evaluation of polarization interaction Epolarization, or 

other more-particle interactions and crossing terms (e.g., mutual effect of a bond stretching on an 

angle bending; or stretch-torsion term, etc.). Simple set of equations like this allow to perform 

calculations on systems with thousands of atoms in a reasonable time window.  
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3.2.1 Amber force field example 

In the next section, let me briefly present one example of the functional from  of a common 

parm99 (Equation 14):183  

  
(14), 

 

 

where 𝐾D, 𝐾D, 𝑉E are force constants; 𝑟 and 𝜃 current values of bond lengths and angles; 𝑟'F	and 

𝜃'F equilibrium values for bond lengths and angles; n multiplicity; 𝜙 torsion angle; 𝛾 phase factor 

(determines the point, where the torsion angle passes the minimum value); 𝑞 atomic charge; 

𝜀 relative permittivity; 𝑅 current distance between i and j atoms; 𝐴!G adjustable parameter 

responsible for short-range repulsion interactions, 𝐵!G adjustable parameter responsible for 

dispersion (London) attraction interactions. 

Bonds and angles rarely significantly deviate out of equilibrium in MM calculations. 

Therefore, these so-called ‘hard degree of freedom’ terms, bond stretching and angle bending, are 

usually expressed in the extent of the behavior close to equilibrium. For this reason, harmonic 

oscillator approximations or Hooke’s law formula are sufficient approaches for the description, 

despite their inability to describe bond breaking. The FFs being restricted only to harmonic terms 

are called class I FFs (Figure 9). Class II FFs (e.g., COMPASS, MMFFs) include some anharmonic 

effects and contain the above-mentioned explicit cross terms (cubic, quartic terms or Morse 

potential). Class III FFs would additionally consider chemical features like electronegativity and 

hyperconjugation. 

The flexibility of the molecules and its corresponding conformational changes of the 

molecules is another important phenomenon that need to be preserved in MM simulations. Barriers 

to rotate the bonds of the molecules are described with the parameters for torsion angles in MM. 

In parm99, the functional form is expressed as a cosine series expansion. Usually, additional 

functional term is needed to keep sp2 carbons in one plane and it is from out-of-plane bending 

term. Very commonly, this is realized using improper torsion angle, which is defined by four atoms 

not bonded in one (proper) 1-2-3-4 sequence. 
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Figure 9. The overview of some typical FFs and their potential forms. 

Van der Waals interaction 

The exchange-repulsive and dispersion interactions between atoms must be evaluated quickly 

too, thus a simple, rapid, and empirical Lennard-Jones 12-6 function (LJ) is implemented for 

calculations of the van der Waals (vdW) potentials functions. The functional form of the LJ 

potential may differ in different FFs. For example, OPLS-AA184 (Optimized Potentials for Liquid 

Simulations) FF contains collision diameter σij (the separation, for the energy is zero) instead of 𝑟/ 

(see Equation 15). It can be derived that 𝑟/ = 2$/H𝜎, for their difference, see Figure 10. 

 𝑉(𝒓) = 𝜀𝑖𝑗 @A
r0,𝑖𝑗
𝑅𝑖𝑗

B
12

− 2 A
𝑟0,𝑖𝑗
𝑅𝑖𝑗

B
6

C = 4	𝜀𝑖𝑗 @A
σ𝑖𝑗
𝑅𝑖𝑗
B
12

− A
σ𝑖𝑗
𝑅𝑖𝑗
B
6

C (15) 

 
Figure 10. The Lennard-Jones potential with highlighed LJ parameters. 

Generally, the rapidness of squaring r–6 term to obtain r–12 dominates over the correct 

implementation of the correct exponential form of the repulsive interaction. Just to name an 

example with no additional details, as only LJ 12-6 potential was used for my doctoral research, 
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Buckingham potential contains more realistic exponential potential in its expression. Moreover, 

the parameters for the mixed interaction in the LJ equation are determined by combining the 

parameters of the pure atoms using the mixing rules (see Equation 16 for the Lorentz-Berthelot 

combining rule). In OPLS-AA and some other FFs, the collision diameter is also calculated with 

the geometrical mean.185 

 
𝜎PQ =

1
2
(𝜎PP + 𝜎QQ) 

𝜀PQ = F𝜀PP𝜀QQ 
(16) 

The function describing the non-bonded interaction between two objects is the so-called 

additive pair potential.174, 175 This means that the total energy between three interaction particles 

(a, b, c) is a sum of pair contributions (a–b, b–c, c–a). Moreover, not all interactions between atoms 

are accounted for, the 1–2 and 1–3 interactions on the same molecule are omitted and 1–4 

interactions are scaled. In parm99, 𝑓PQRSQTU,($–X) = 0.5, 𝑓4Z,($–X) = 1/1.2.186 The often used 

additive effective pair potential refers to the fact, that many-body contributions are effectively 

included in the pair potentials with the proper parametrization tricks. 

Electrostatic interaction 

While the description of electrostatics in ab initio methods is exact, the MM immensely 

approximates the electronic structure of a system while using some convenient approximations. 

Typically, the unequal distribution of charge in a molecule is represented as a fractional point 

charge on every atom. In the most basic approximation, they are located on the centers of the 

atoms, and they are called partial atomic charges (or net atomic charges). Their assignment is 

designed to carefully represent the true electrostatics of the systems, usually to represent the 

electrostatic potential of the molecule. If every atom has its assigned charge, the mutual 

electrostatic interaction can be easily calculated using the Coulomb’s law. Again, 1–4 (coulombic) 

interactions are scaled by some factor in most FF, some very distant atoms are even not calculated 

at all. Due to the power and time demands of long-range coulombic interactions, a limiting distance 

from which the electrostatic interaction is not directly calculated is set. There are two most 

common approaches how to set a cutting distance while not causing too big errors — cut-off 

method187 and Particle mesh Ewald (PME).188,189 Coulomb’s law is the most common approach 

because with an excellent parametrization and capability to reproduce the multipole interaction 
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energy, but other approaches employing central multiple expansion. Such neglect of the electronic 

structure inherently predetermines MM for incapability of providing properties dependent upon 

the electronic distribution in a system. 

3.3 Molecular dynamics 

The quick evaluation of interaction potentials with MM is advantageously used in classical 

molecular dynamics (MD) simulations (henceforth referred as MD simulations). MD simulations 

generate trajectories specifying the time evolution of all the particles in a simulated system by 

calculating their velocities and positions, following the principles of classical mechanics. 

Trajectories are obtained by solving the differential equations in Newton’s second law equation 

(Equation 17): 

 
𝒂 =

𝑭
𝑚 

𝑑%𝑥
𝑑𝑡% =

𝑭
𝑚 

(17), 

where 𝑚 is the mass, 𝑭 the force acting on a particle i along a coordinate 𝑥. 

Moving from hard sphere and square-well potentials, the MD with continuous potentials has 

been practiced these days. In continuous potentials methodology, the equations of motions are 

integrated using either a finite difference method or predictor–corrector integration methods. In 

finite difference methods, the integration is completed in many small-time windows ∂t. In 

simulations of flexible molecules, the time windows, called time-steps, should be approximately 

one-tenth of the time of the shortest period of motion. Among many MD algorithms using finite 

difference approach, all approximate the positions, velocities, accelerations (and other similar 

dynamic properties) as Taylor series expansion (Equation 18):  

 

𝒓(𝑡 + 𝜕𝑡) = 𝒓(𝑡) + 𝒗(𝑡)𝜕𝑡 +
1
2𝒂

(𝑡)𝜕𝑡% +
1
6𝒃

(𝑡)𝜕𝑡. +⋯ 

𝒗(𝑡 + 𝜕𝑡) = 𝒗(𝑡) + 𝒂(𝑡)𝜕𝑡 +
1
2𝒃

(𝑡)𝜕𝑡% +
1
6 𝒄
(𝑡)𝜕𝑡. +⋯ 

𝒂(𝑡 + 𝜕𝑡) = 𝒂(𝑡) + 𝒃(𝑡)𝜕𝑡 +
1
2 𝒄
(𝑡)𝜕𝑡% +

1
6𝒅

(𝑡)𝜕𝑡. +⋯ 

(18), 

where r is the position, v is the velocity, a is the acceleration, b, c, d is the third, fourth and fifth 

derivation of the position with respect to time, respectively. 
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The typical algorithm of MD simulation is as follows: At each time, the force acting on each 

particle at its current configuration is calculated as the vector sum of its interactions with other 

particles. The interactions are known from MM calculations. Knowing force (and assuming it is 

constant during the time step), we also know the acceleration and velocities of the particles, and it 

is possible to calculate positions and velocities at time t+∂t by combining the accelerations with 

velocities and positions in time t.  Then, the forces at the new particle configurations are 

determined and the evaluation cycle continues, giving new velocities and positions at time t+2∂t, 

and so on. Verlet algorithm (Equation 19) or its variants (velocity Verlet, leap-frog algorithm) are 

the widely utilized methods for integration of the Newton’s equations of motion. 

 

𝒓(𝑡 + 𝜕𝑡) = 𝒓(𝑡) + 𝒗(𝑡)𝜕𝑡 +
1
2𝒂

(𝑡)𝜕𝑡% +⋯ 

𝒓(𝑡 − 𝜕𝑡) = 𝒓(𝑡) − 𝒗(𝑡)𝜕𝑡 +
1
2𝒂

(𝑡)𝜕𝑡% +⋯ 

𝒓(𝑡 + 𝜕𝑡) = 2𝒓(𝑡) − 𝒓(𝑡 − 𝜕𝑡) + 𝒂(𝑡)𝜕𝑡% 

(19) 

The disadvantage of the Verlet integration algorithm is adding small 𝒂(𝑡)𝜕𝑡% term to the 

difference of bigger terms 2𝒓(𝑡) − 𝒓(𝑡 − 𝜕𝑡) which may lead to the loss of precision. Moreover, 

velocities are not available until the next step when the positions have been calculated. Also, the 

Verlet algorithm is not self-starting. 

Although the MM and MD has been briefly introduced, several other points must be addressed 

to successfully run a MD simulation. First, the initial configuration is set either based on 

experimental data, from a theoretical model and/or multiple starting coordination may be designed. 

The initial velocities of each atom (in all-atom scheme) are assigned, for example randomly based 

on Maxwell-Boltzmann distribution at the temperature of interest. At this point, it is needed to deal 

with the problem that we can only study systems with finite numbers of particles. This problem is 

solved by simulating in a box with periodic boundary positions.177 

Before running MD, it shall also be established which ensemble is simulated, in other words, 

if NVT or NpT or NVE ensemble is preserved (the letters refer to which quantities are kept 

constant during a simulation). Realization of NpT conditions means adding one extra step to 

algorithms evaluating changes of positions of particles in a system., i.e., to change the volume of 

a simulated box. This volume is tracked, and it is another fluctuating observable in a simulation. 
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Furthermore, it must be selected if only approximated or true canonical ensemble is modelled. 

This selection is made by choice of a thermostat and barostat (Table 2), e.g., simple rescaling of 

all the particles velocities by factor (𝑇/𝜏)$/% after each integration step in the Verlet algorithm 

produces only the approximated canonical ensemble (T is the targeted and 𝜏 the actual 

temperature).  

Table 2. Comparisons of the implemented thermostats commonly used in MD simulations. 

Berendsen 
⊕ efficient thermalization  ⊖ non-canonical ensemble 
⊕ exponential relaxation (good for starts) ⊖ possible flying ice-cube effect 
 ⊖ very bad for small systems 
Nosé-Hoover 
⊕ canonical ensemble ⊖ oscillation, decoupling 
⊕ time reversible ⊖ bad for starts 
⊕ appropriate for small systems ⊖ velocities included in the equations of motion 
Andersen, Maxwell-Boltzmann, Langevin 
⊕ canonical ensemble ⊖ lost kinetics 
⊕ exponential relaxation (good for starts) ⊖ collisions affect atomic dynamics 

To conclude this chapter, it is not necessary that MM being the level of theory for the 

evaluation of interaction energies. The wide group of quantum dynamics enable tracing the gradual 

formation of bonds, etc. In quantum dynamics, we do not need to evaluate interatomic potentials, 

as it is based on an integration of the wavefunction in time (Car-Parrinello dynamics). 

3.4 Calculations in solvents 

Basically, two groups of approaches of solvent models are introduced in the theoretical 

calculations — explicit and implicit. In the explicit solvent models, the solute is surrounded with 

the solvent molecules, i.e., the coordinates of a solvent are also present in the computational input. 

In MD simulations, the solvent molecules have their own parameters and topologies and all the 

information mentioned in chapters 3.2 and 3.3 is applied to them. In QM calculations, it may be 

a bit problematic to use such explicit (atomistic) solvent models. The first reason is that the 

computational demands allow us to model only small molecular clusters and aggregates, whose 

properties are far from the condensed phase. Secondly, there are plenty of geometrical minima in 

liquids, thus, the geometry optimizations of a solute with a few molecules of water may very often 

relax to otherwise irrelevant minima. 
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In this thesis, two types of explicit water models were used in MD simulations — SPC/E190 

and TIP3P.191 They both belong to three-site nonpolarizable classical water models. This means 

that they have three interacting points which corresponds to the atoms of the water molecule. Each 

site has its own LJ parameters and a partial charge. Both these models also have rigid geometry. 

For the comparison of SPC/E and TIP3P models, see Table 3. 

Table 3. Overview of some properties for three common solvent molecules.192 

 SPC SPC/E TIP3P 
r(OH) [Å] 1.00 1.00 0.96 

H-O-H [degree] 109.47 109.47 104.52 
q(O) [e] –0.8200 –0.8340 –0.8476 
q(H) [e] 0.4100 0.417 0.4238 

Dipole moment [Debye] 2.27 2.35 2.35 
Relative permittivity 65 71 82 

Self-diffusion [10–5 cm2/s] 3.85 2.49 5.19 
Density maximum [º C] –45 –41.5 –41.1 

To avoid these two bottlenecks from the QM point of view, implicit models have been 

introduced into the market. Here, the solvent is modelled as a dielectric continuum of some 

properties (solvent radius, static and dynamic relative permittivity, refractive index, surface 

tension at interface, etc.) depending on the chemical nature of the solvent. Although plenty of 

different equations for implicit solvation has been suggested, self-consistent reaction field (SCRF) 

is the most popular choice in DFT calculations. In SCRF, additional terms are added in the 

Hamilton operator 𝐻5 of the Schrödinger equation, defining the mutual polarization of the 

continuum and the solute (Equation 20): 

 

x𝐻5'S + 𝑉[yΨ = 𝐸Ψ 

𝑉[ = $
1

4𝜋𝜀/
𝜎(𝒔)
|𝒓 − 𝑠| 𝑑𝒔 

(20), 

where 𝑉[ is the electrostatic potential with the charge density 𝜌, 𝜎(𝒔) are the charges on the surface 

of the solute-solvent interface, 𝒔 is the position of the region on the surface, 𝜀/ is the relative 

permittivity of vacuum.  

Thus, the solvent reacts to the electron distribution of the molecule, and it is iteratively solved 

during the self-consistent procedure (Figure 11). In this thesis, the contribution to the implicit 

solvent was based on integral equation formalism (IEF) version of the polarizable continuum 
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model (PCM)193 and the universal continuum solvation model based on density (SMD).194 Implicit 

solvents also possess some drawbacks, e.g., it is not clear how to set the border between the solute 

and the surrounding dielectric, i.e., how to create a cavity. And a construction of a cavity affects 

the results. 

 
Figure 11. Scheme representing iterative SCRF cycle. 

LINEAR RESPONSE 

To couple the continuum model with the solute in QM calculations of the environment 

response in vertical (de-)excitations, two models have been proposed — linear response (LR) and 

state-specific (SS) models. In the LR formulation, the response of the solvent dynamic polarization 

to the excitation is computed from the transition density, while in the SS approach the same 

polarization is determined by the difference of the electron densities of the initial and final states. 

The LR is suitable for transitions with a small change of the electron density. For excitations 

involving a large density rearrangement, the LR scheme is insufficient because it does not account 

for the density-dependent relaxation of the solvent polarization.195,196  At this moment, we often 

employ the state-specific corrected linear response (cLR).197–199 

3.5 QM/MM 

The combined quantum mechanical/molecular mechanical (QM/MM) approach is a popular 

method when it is needed to calculate big (macro)molecular compounds while still describing 

some regions of interest of the molecules with highly precise reliable electronic structure method. 

The QM/MM approach was first introduced in 1976.200 The entire molecular system is split into 

two or more regions and each region is treated with different methodologies. The small region of 

the molecule, where the crucial part of the process, e.g., chemical reaction, excitation, happens, is 

described with QM, while the rest of the molecule and surrounding explicit solvents are typically 
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described with MM, allowing to capture, e.g., dynamic properties (see Figure 12). All regions 

communicate with each other (see chapter 3.5.3).201 

 
Figure 12. The schematic representation of a subtractive QM/MM scheme. 

3.5.1 Additive and subtractive schemes 

Let’s focus on the situation with two QM/MM regions in the calculation. The total energy in 

QM/MM system can be evaluated using either additive, or subtractive scheme.201,202 In an additive 

scheme the total energy of the system is calculated summing the QM energy of the QM region 

(𝐸$
\1), the MM energy of the MM region (without the QM core, 𝐸%11), and the interaction between 

both regions (𝐸$/%
\1/11,	see Equation 21): 

 𝐸+]+04^__`a`b' = 𝐸$
\1 + 𝐸%11 + 𝐸$/%

\1/11 (21). 

On the other hand, in the subtractive scheme, three separated calculations are performed 

(Equation 22): 

 𝐸+]+04cRUad^Pa`b' = 𝐸$
\1 + 𝐸$,%11 − 𝐸$11 (22), 

where subscript refers to the system and superscript to the level of theory.202 

The form of subtractive scheme directly eliminates double counting of any interaction; thus, 

its implementation is straightforward. On the other hand, the advantage of additive scheme is that 

no MM parameters are needed for atoms in the QM region.203 

3.5.2 QM/MM boundaries 

Although it is more or less important to implement either additive or subtractive QM/MM 

scheme, it is vital to properly describe the boundaries between QM/MM regions and their 

interaction as they dramatically affect the results. These interactions can be divided into bonded 

and non-bonded. The bonded interactions rise when a covalent bond extends across QM/MM 
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boundaries. The proper description and elimination of this bond is essential as a bad choice can 

meaningfully influence the observed calculated quantities. There are rules and tricks how to cut 

such bonds (link atom, boundary atom, localized orbitals schemes),204 however I have not 

encountered them in my QM/MM calculations, thus I am not describing them in any unnecessary 

detail.  

3.5.3 QM/MM coupling 

The description of the non-bonded interaction between QM/MM regions (known as QM/MM 

coupling) is crucial as well.201,202 The interaction between QM and MM regions is often dominated 

by electrostatics. Most commonly, three different levels of approximation are mentioned — 

mechanical, electrostatic, and polarizable embedding. Both additive and subtractive schemes may 

be used with mechanical, electrostatic, or polarizable embedding. 

The interaction is described just at the MM level in mechanical embedding (ME), the 

polarization of the QM wavefunction is completely neglected.205 In electrostatic embedding (EE), 

point-charge models (typically atomic partial charges) of the surrounding atoms (region 2) are 

included in one-electron QM Hamiltonian of the region of importance (region 1), in other words, 

system 2 polarizes the QM wavefunction of system 1.206 This is different in polarizable embedding 

(PE), where there is a mutual polarization between systems 1 and 2.207–209 PE is the most expensive 

approximation out of these three embeddings, as polarizable FF and QM software with the ability 

to treat polarizabilities are required. Overall, EE is the most used, as it is more accurate than the 

ME. This sentence is valid only if the partial charges of the MM regions are not positioned too 

close to the QM wavefunction, leading to overestimated polarization. Also, the QM electron 

density shall not penetrate into the MM region.2 

3.5.4 ONIOM 

ONIOM203,210 (Our own N-layered Integrated molecular Orbital + molecular Mechanics) 

scheme uses the subtractive scheme to calculate the total energy of the system (Equation 23): 

 𝐸+]+04 = 𝐸TQ_'S
\1 + 𝐸d'^S11 − 𝐸TQ_'S11  (23), 

where model refers to the small QM region and real to the entire modelled system. 

Technically, the subtractive ONIOM approach requires accurate parameters for all atoms, 

including link atoms, because an MM calculation of the QM region is also necessary to avoid 
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double counting. The main advantage of the subtractive QM/MM coupling scheme is that no 

communication is required between the quantum chemistry and molecular mechanics routines. 

A major disadvantage is that an FF is required also for the QM subsystem. Additionally, the FF 

shall be sufficiently flexible to describe the effect of chemical changes if a reaction occurs.211 
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4 Structural dynamics of carbon dots in water and 

N, N-dimethylformamide probed by all-atom molecular dynamics 

simulations* 

 
 
 

 
 

 
* Published as: Paloncýová, M.; Langer, M.; Otyepka, M. Structural Dynamics of Carbon Dots in Water and 
N, N-Dimethylformamide Probed by All-Atom Molecular Dynamics Simulations. J. Chem. Theory Comput. 2018, 14 
(4), 2076–2083. 
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In my research, I have paid particular attention to CDs. My research in this field started in 

2017, where I was involved in the pioneering project of a theoretical description of CDs.212 

Without going into any unnecessary details, as this project was undergone during my masters 

studies, the main findings and implications of this study should be summarized to provide the 

readers more complete picture of my research of CDs. Additionally, some outcomes from this 

publication has been used in our subsequent studies (see chapter 6, 7, 8).  In this project, we 

provided details on dynamics and structural organization of CQD models with the methods of 

classical MD simulations. Such MD simulations of real CDs have been performed for the first time 

in the field. 

Very shortly, the complete procedure for performing MD simulations of CDs, from structure 

preparation, up to MD simulations in water and N, N-dimethylformamide was provided. First, 

a builder with Graphical User Interface (GUI) of a builder for generating CDs of a desired size and 

with various oxygen-containing surface functional groups was written as an VMD213 plugin 

(http://cd-builder.upol.cz). This builder is capable of creating all the necessary GROMACS214 

input files, including coordinates and the topology (Figure 13).  

 
Figure 13. The structure of CD that was built with the in-house written code for generation of a full model 
of CDs.  

The bonded and LJ parameters of MM were assigned using the transferability principle from 

OPLS-AA and parm99SB FFs,215 except aromatic carbons, whose LJ have been modified to better 

represent graphene-like behavior.216 The partial  u charges were assigned based on the fitting the 

electrostatic potential either with CHELPG or RESP procedure, calculated on small models of 

polyaromatic hydrocarbons (PAHs) in vacuum. For each functional group, several models of 
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coronene and circumcoronene with various positions, various number of functional groups on the 

edges with the purpose of eliminating the effect of mutual positions of functional groups in bigger 

CD models. The models were optimized at B3LYP/6-31++G(d,p) level of theory and the 

electrostatic potential was calculated with HF/aug-cc-pVDZ or HF/pVDZ or HF/6-31G* level of 

theory. The models were further sorted by its local surrounding (armchair or zig-zag position) and 

partial charges assigned to the atoms of the same type were averaged. The VMD builder then 

automatically assigns these averaged charges to the specific atom by the script. This 

parametrization is aiming for the large-scale calculation of large CDs, where single RESP 

procedure is not available.  

Nowadays, with this user-friendly protocol for running MD simulations of CDs, it is possible 

to study specific interaction of CDs (of desired sizes, type of functional groups and their coverage) 

in miscellaneous environments, e.g., in water, in the vicinity of complex biomolecules, and shed 

light on problems not reachable by experiments.217 Additionally, we showed that a mutual rotation 

of graphitic layers in CDs is strongly dependent on the type and coverage of functional groups on 

the edges. Protonated and deprotonated carboxyl groups decreased the rate of internal rotations 

due to formation of interlayer H-bonds (Figure 14). Excess of deprotonated carboxyl, and carbonyl 

groups also led to the de-stabilization of CDs’ shape. All MD simulations yielded behavior in 

accordance with experiments. For more information, please see the reference 212. 

 
Figure 14. Left panel: Rotation of the nearest middle layers of CDs (left) and distribution of the positions 
(right). The inset of two CD layers shows the monitored angle. Right panel: Nomenclature of the atoms in 
CD layers as used for charge assignment.212  
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5 Conformational behavior and optical properties of a fluorophore 

dimer as a model of luminescent centers in carbon dots† 

 

 
  

 
† Published as: Siddique, F.; Langer, M.; Paloncýová, M.; Medved, M.; Otyepka, M.; Nachtigallova, D.; Lischka, H.; 
Aquino, A. J. A. Conformational Behavior and Optical Properties of a Fluorophore Dimer as Model of Luminescent 
Centers in Carbon Dots. J. Phys. Chem. C 2020, 124 (26), 14327–14337. 
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In the section 2.4.3 it was introduced that during the synthesis of CDs form citric acid and 

ethylenediamine, a prototypical molecular fluorophore IPCA (Figure 15) is formed. Also, it was 

rationalized that MFs exhibit absorption and emission in the energy regions typically reported for 

CDs, supporting the idea that the molecular states contribute to the PL in CDs. The optical 

properties of IPCA have been very briefly mentioned in the original paper reporting their synthesis, 

where experimentally measured absorption bands at 240, 350 nm and strong emission at 440 nm 

were reported.137 Nevertheless, the insightful view on the nature of PL of IPCA molecules and 

changes after dimerization have been lacking in the literature. In this publication, where I mostly 

participated in estimating the extent of strength of dimer interaction, as a support of MD 

simulations and in double-checking the TD-DFT results, UV absorption and fluorescence 

properties of the IPCA molecule and seven stacked IPCA dimers as basic models for the 

fluorescent centers in CDs were analyzed using a combination of computational methods. 

 
Figure 15. a) Chemical structure of IPCA. b) NPA charges for the IPCA structure in GS calculated using 
the CAM-B3LYP-D3 method in gas phase. c) Optimized IPCA structure in the S0 state. d) Optimized IPCA 
structure in the S1 state; both were computed for the aqueous solution with the (TD-)CAM-B3LYP-D3 level 
of theory. The bond lengths are in shown in Å. Only the H atoms for the carboxyl group are shown in c) 
and d). Reprinted with permission from 104. Copyright 2022 American Chemical Society. 

First, let me focus on the calculations of optical characteristics of isolated IPCA molecule. 

The GS geometries were optimized with CAM-B3LYP functional always including the D3 

correction for dispersion,218 performed with the zero damping function, and using the def2-TZVP 

basis set.219 Excited states were calculated with the TD-DFT methodology in gas and/or aqueous 
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solvent, where implicit water was introduced, i.e., the IEF-PCM193 with a dielectric constant of 

ε = 78.36 and a refractive index of n = 1.33 were employed. Gaussian09 program suite was used.220 

Geometry optimizations were performed using equilibrium solvation for the respective state (S0 or 

S1). Vertical excitation energies (VEEs) were calculated with TD-DFT at the GS equilibrium 

geometry, with non-equilibrium cLR approach197 with solvent equilibration for the GS. Charge 

transfer (qCT)221 was analyzed in terms of the transition density matrix and natural transition 

orbitals (NTOs)222 using the TheoDore223,224 software. Radiative lifetimes τ for spontaneous 

emission were calculated using the Einstein transition probabilities according to the formula 

(Equation 24): 

 𝜏 =
c.

2𝑓Δ𝐸eS%
 (24), 

where c is the velocity of light, ΔEfl is the emission energy, and f is the oscillator strength. 

Table 4. VEE ΔE (eV), oscillator strength (in parentheses), character, charge transfer (qCT) for the IPCA 
monomer using TD-CAM-B3LYP in the gas phase and aqueous solution (PCM). Reprinted with permission 
from 104. Copyright 2022 American Chemical Society. 

 Gas phase PCM 
 Character ΔE qCT ΔE qCT 

S1 π → π* 3.82 
(0.12) 0.26 3.67 

(0.15) 0.28 

S2 n → π* 4.81 
(0.00) 0.19 4.99 

(0.00) 0.25 

S3 n → π* 5.14 
(0.00) 0.40 5.22 

(0.00) 0.34 

S4 π → π* 5.75 
(0.02) 0.13 5.52 

(0.00) 0.18 

S5 π → π* 5.82 
(0.01) 0.10 5.89 

(0.27) 0.06 

S6 π → π* 5.98 
(0.16) 0.10 - - 

Emission 
S1 π → π* 3.20 (18.8) 3.02 (16.8) 

aRadiative lifetimes (ns) are given in parentheses. bExperiment 3.54 eV.137 cExperiment 2.81 eV (14.1 ns).137 

Analysis of the transitions to the ten lowest excited states obtained with TD-CAM-B3LYP-D3 

calculations showed that the S0 → S1 excitation is a bright single excitation and have the VEE 

3.82 eV in gas and it is red-shifted by 0.15 eV (3.67 eV) in water (Table 4). The VEE calculated 

in water is in a good agreement with the experimental value 3.54 eV.  Interestingly, NTO analysis 
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describes this electronic transition to be π → π* (Figure 16), which is not what is usually labelled 

in the literature for MFs in this region of energies. S0 → S2,3 excitations are n → π* transitions, but 

these are dark. The absorption spectrum of IPCA in visible region is shaped by the S1 state, as the 

next bright states S6 in gas and S5 in water are high in energy (Table 4). The calculated emission 

energy in solvent is red-shifted by 0.18 eV comparing to gas (Table 4), which is again only slightly 

overestimated comparing to the experimental value of 2.81 eV. 

 
Figure 16. NTOs for the three lowest vertical singlet excitations of IPCA monomer in the gas phase. The 
isocontour value is 0.04 a.u. Reprinted with permission from 104. Copyright 2022 American Chemical 
Society. 

Experimentally, the self-assembly of TPCA, a compound similar to IPCA, and the formation 

of TPCA stack configurations contributing to PL of respective CDs suggests that similar behavior 

may be estimated for IPCAs.225 Moreover, the diverse charge distribution on IPCA molecule 

(Figure 15b) due to the presence of the N atoms in the rings and functional groups, and plausible 

formation of different H-bonds because of the –COOH, =O, and N−H groups make IPCA 

structurally comprehensive. Thus, the space for formation of interacting multimers is vast. Here, 

mainly due computational demands, we focused on description of IPCA dimers only. Seven 

different stacked IPCA dimer structures (Figure 17) were obtained with CAM-B3LYP-GD3 

optimizations in aqueous solvent, starting from more configurations generated by making a full 

rotation of one molecule against the other in steps of 30°. Similar structures were found for the gas 

phase relaxations. The character of energy minima of our seven conformers was confirmed by the 

absence of imaginary frequencies in a harmonic vibrational analysis. The different mutual 

orientation of IPCAs in seven dimers caused that dimer-1, dimer-2, dimer-3 and dimer-5 formed 
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pronounced H-bonds in the range of 1.7−2.5 Å between the two monomers (Figure 17). Such 

H-bonds may help in the aggregation process leading to bigger assemblies (see chapter 6 for more 

detailed self-assembly study of IPCA molecules). 

 
Figure 17. Top and side-views of the GS geometries of IPCA dimers 1–7 optimized using the 
CAM-B3LYP-D3 method with PCM. Nonbonded distances are given in Å. Reprinted with permission from 
104. Copyright 2022 American Chemical Society. 

The strength of interaction and thermodynamics of IPCA dimers will be described next, 

followed by the analysis of the optical properties. The relative stability of seven dimer structures 

was assessed with the interaction energies ΔEint according to Equation  25 with CAM-B3LYP-GD3 

in Gaussian09 and domain-based local pair natural orbital (DLPNO)226 coupled cluster 

CCSD(T)/cc-pVTZ227–229 in ORCA program package,230 both on the geometries obtained by the 

CAM-B3LYP-D3 calculations. TightPNO settings was applied for CC calculations and these 

values were corrected for the basis set superposition error (BSSE) using the counterpoise 

method231 by computing the average of the BSSE-corrected and BSSE-uncorrected values to 

compensate for the overbinding when using the uncorrected values, but also for the underbinding 

in the case of the full counterpoise correction.232  

 Δ𝐸`fa = 𝐸(IPCA%) − 2𝐸(IPCA) (25), 

where E(IPCA2) denotes the energy of the optimized dimer and E(IPCA) stands for the energy of 

the optimized monomer.  
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Table 5. Ground-state ΔEint, ΔHint and ΔGint values for the dimer structures in gas phase and aqueous 
solution using the CAM-B3LYP-D3 method. ΔEint value are given for DLPNO-CCSD(T) method only in 
the gas phase. All values are in kcal/mol. Reprinted with permission from 104. Copyright 2022 American 
Chemical Society. 

No. Interlayer 
H-bondsa DEint

b DHint DGint 

  CAM-B3LYP-D3 DLPNO-
CCSD(T)c CAM-B3LYP-D3 

  gas water gas gas water gas water 
1 Y –18.5 –14.2 –14.5 –17.0 –13.0 –5.1 –2.5 
2 Y –15.5 –7.3 –12.8 –13.9 –5.8 –1.2 3.9 
3 Y –12.5 –9.5 –10.8 –11.1 –8.0 0.1 1.8 
4  –12.4 –6.6 –10.0 –10.9 –5.1 0.6 4.6 
5 Y –12.2 –11.1 –9.9 –10.8 –9.6 1.9 2.0 
6  –11.4 –7.7 –8.6 –10.0 –6.1 1.8 4.0 
7  –11.3 –9.6 –10.1 –10.0 –8.0 1.1 2.0 

asee Figure 17; bcalculated with Equation 25 at the CAM-B3LYP-D3/def2-TZVP geometries; cthe average of the 
BSSE-uncorrected and BSSE-corrected values. 

The most stable is dimer-1 for both gas and solvent, whose structure is almost perfectly 

overlapped six-membered aromatic rings and an H-bond between −COOH of first IPCA and the 

=O of the second IPCA (Table 5). The solvation decreased the interaction energy of dimer-1 by 

4.3 kcal/mol as the solvent accessible surface in the dimer decreased in comparison to the two 

monomers. This trend was similar for all dimers, with the most significant decrease 8.2 kcal/mol 

accounted for dimer-2. DLPNO-CCSD(T) predicted the same order of interaction energies of the 

dimers as CAM-B3LYP-D3 calculations except for the dimer-7, which was found the fourth most 

stable with DLPNO-CCSD(T) calculations (Table 5), however it predicted slightly smaller 

interaction energies comparing, e.g., DEint −14.5 kcal/mol of the most stable dimer-1 is smaller by 

4.0 kcal/mol. 

Additionally, interaction enthalpies (DHint) and Gibbs free energies of interaction (DGint) were 

calculated for the gas phase in analogy to Equation 25 using the standard harmonic oscillator/rigid 

rotator/ideal gas approximation. For solution, Gibbs free energy values were obtained by 

computing all necessary terms from the PCM calculations and a correction term RT·ln(1/22.4) was 

added for the change of the reference state from ideal gas to solution.233 DHint values only slightly 

decreased in the range of 1.2 to 1.6 kcal/mol comparing to DEint (Table 5). On the other hand, 

Gibbs free energies changed significantly as the dimerization is accompanied by an entropy 

decrease related mainly to partial loss of translational and rotational freedom upon the 
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complexation. While ΔG values significantly reduced (Table 5), dimer-1 still manifested the most 

stable structure and indicated the spontaneous dimerization of IPCAs under ambient conditions.  

Next, MD simulations of IPCA dimers in their GS in explicit aqueous solvent were undergone. 

Knowing that MD simulations sample the conformational space well, this methodology may be 

used to study the self-assembly and co-existence of CDs with IPCA in the bigger models (see 

chapter 6). The IPCA was parametrized for the generalized Amber force field (GAFF).234 The 

electrostatic potential of IPCA was calculated in Gaussian09 at HF/6-31G* level on geometries 

optimized with the same level of theory and RESP partial charges183 were assigned by 

antechamber235 from AMBER software package.236 Orientation of the monomer dipole moment 

and its value of 6.91 Debye derived from MM partial charges agrees well with that of calculated 

at the CAM-B3LYP level (6.90 Debye) providing a good description of electrostatic distribution. 

In MD, two IPCA molecules were placed in a simulation box of dimensions 3.0 × 3.0 × 3.0 nm3. 

For simulations in the water environment, the TIP3P explicit water model was used.191 The runs 

were performed in GROMACS 5.1 for 20 ns at 303 K, with 2 fs time step with LINCS 

constraints237 on all bonds. Coulombic interactions were treated with particle-mesh Ewald 

summation189 at 1.4 nm while van der Waals interactions started to be switched off at 1.0 nm and 

fully switched off at 1.4 nm. For vacuum simulations NVT conditions were preserved, where the 

temperature was kept at 303 K with Nose-Hoover thermostat.238,239 The simulations in water were 

executed under NpT conditions, where additional Parrinello-Rahman barostat240 kept pressure of 

1 atm.  

The brief MM optimizations of the CAM-B3LYP-D3 dimer geometries negligibly changed 

their structural arrangement, as was evaluated with root-mean-square deviation (RMSD) values 

smaller than 0.02 nm (Figure 18). Only intermolecular H-bond distances were slightly 

underestimated (see side view of the dimer-1 and dimer-5 in Figure 18). This suggests that the 

parametrized FF may provide reasonable sampling of conformational space. 
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Figure 18. QM structures (cyan) and MM minimized structures (green) are almost identical (RMSD 
between QM and MM structures are shown in brackets in Å). Side view of structures #1 and #5 (right 
bottom) shows the difference in intermolecular H-bond interaction site. Reprinted with permission from 
104. Copyright 2022 American Chemical Society. 

Although these MD simulations demonstrated that IPCA dimers were stable in both gas and 

water, the tendency to dissociate to monomers was also revealed. The openings and closing of 

dimeric structure appeared frequently in the gas phase, while only two opening/closing movements 

were observed in water within the 20 ns simulation time (Figure 19a). Nevertheless, it can be stated 

that stacking arrangement is stable and the most populated center-of-mass (COM) distance 3.8 and 

3.6 Å in the gas phase and aqueous solvent, respectively, collected within 20 ns runs (Figure 19b), 

were in a fair agreement, considering the temperature effects in MD simulations, with the distance 

range of 3.2−3.7 Å for CAM-B3LYP-D3 optimized structures. Moreover, the MD simulations 

showed the huge rotational flexibility of the two IPCA molecules in a dimer with respect to each 

other (Figure 19c). It can be seen that the distribution of angles was broader for simulations in gas, 

however, the histogram of angles between two IPCAs in the dimer showed that the dimer-2, the 

most stable structure based on the MM optimization and separated by only 1−3 kcal/mol from 

dimer-1 at the QM level, was the most populated (Figure 19c). The rotations occurred on short 

time scales, with a mean rotation time (mean time of transfer between −60 and +60° or vice versa) 

of 106 ps in the gas phase and 282 ps in water, respectively.  
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Figure 19. a) Time evolution of the distance of IPCAs COM. b) Distribution of the distances between IPCAs 
COM in vacuum (red) and water (blue); the distribution of COM distances in QM structures is shown as 
grey region. c) Histogram of angles between two molecular vectors (shown in magenta in IPCA structures). 
Angles corresponding to QM are shown in thin lines. Sample structures of major peaks at -70° (green) and 
+45° (cyan) are shown. Reprinted with permission from 104. Copyright 2022 American Chemical Society. 

Excellent agreement with spectroscopic data was observed for excitation and emission of 

IPCA molecule calculated with TD-CAM-B3LYP-D3/def2-TZVP level (vide ante), supporting 

the validity of this theoretical approach. As the analysis of interaction energies and the estimations 

of thermodynamic values pointed on the stability of dimeric structures, their optical properties of 

IPCA after dimerization will be described next, with the stress on calculations in implicit PCM 

water. For the results of the PL of the dimers in gas, please visit the ref 104. 

 
Figure 20. The VEEs (eV) for the lowest excited states of the IPCA monomer and dimers in water calculated 
at the TD-CAM-B3LYP-D3/def2-TZVP/cLR level of theory. Energy splitting is given in eV. Reprinted 
with permission from 104. Copyright 2022 American Chemical Society. 
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Table 6. VEEs ΔE (eV), oscillator strength (in parentheses), character, charge transfer (qCT) for the IPCA 
dimers using TD-CAM-B3LYP-D3 in the gas phase and aqueous solution (PCM). The character of the 
transition is based on the character of the hole and particle orbitals (see Table 7) for the individual monomer 
in the dimer. Reprinted with permission from 104. Copyright 2022 American Chemical Society. 

 dimer-1 dimer-2 
  Gas phase PCM  Gas phase PCM 

No. Character ΔE qCT ΔE qCT Character ΔE qCT ΔE qCT 

1 π→π* 3.62 
(0.04) 0.41 3.69 

(0.10) 0.13 π→π* 3.64 
(0.06) 0.13 3.59 

(0.08) 0.07 

2 π→π* 3.92 
(0.04) 0.57 4.00 

(0.10) 0.55 π→π* 3.83 
(0.07) 0.14 3.78 

(0.12) 0.12 

3 π→π* 4.32 
(0.11) 0.03 4.20 

(0.07) 0.35 π→π* 4.18 
(0.03) 0.83 3.95 

(0.03) 0.89 

4 n→π* 5.05 
(0.00) 0.02 4.94 

(0.01) 0.91 π→π* 4.45 
(0.02) 0.85 4.16 

(0.02) 0.88 

5 n→π* 5.27 
(0.00) 0.06 5.19 

(0.01) 0.03 n→π* 4.94 
(0.00) 0.01 5.05 

(0.00) 0.01 

  dimer-3  dimer-4 
  Gas phase PCM  Gas phase PCM 

1 π→π* 3.78 
(0.07) 0.05 3.64 

(0.11) 0.02 π→π* 3.67 
(0.04) 0.02 3.56 

(0.04) 0.02 

2 π→π* 3.84 
(0.08) 0.03 3.72 

(0.10) 0.02 π→π* 3.93 
(0.14) 0.01 3.81 

(0.19) 0.01 

3 π→π* 4.23 
(0.01) 0.93 4.12 

(0.00) 0.98 π→π* 4.27 
(0.00) 0.96 4.02 

(0.00) 0.97 

4 π→π* 4.56 
(0.00) 0.96 4.13 

(0.01) 0.96 π→π* 4.68 
(0.00) 0.97 4.06 

(0.00) 0.97 

5 n→π* 4.81 
(0.00) 0.01 5.01 

(0.00) 0.00 n→π* 4.93 
(0.00) 0.01 4.97 

(0.00) 0.01 

  dimer-5  dimer-6 
  Gas phase PCM  Gas phase PCM 

1 π→π* 3.62 
(0.08) 0.03 3.59 

(0.10) 0.05 π→π* 3.54 
(0.04) 0.09 3.60 

(0.07) 0.05 

2 π→π* 4.15 
(0.11) 0.10 3.91 

(0.10) 0.12 π→π* 3.92 
(0.12) 0.10 3.85 

(0.16) 0.04 

3 π→π* 4.36 
(0.00) 0.94 3.94 

(0.04) 0.86 π→π* 4.19 
(0.01) 0.88 4.00 

(0.00) 0.96 

4 p→π* 4.56 
(0.01) 0.89 4.26 

(0.03) 0.94 π→π* 4.48 
(0.01) 0.87 4.10 

(0.01) 0.94 

5 n→π* 4.71 
(0.00) 0.00 4.98 

(0.00) 0.00 n→π* 4.74 
(0.00) 0.02 4.97 

(0.00) 0.00 

 dimer-7 
  Gas phase PCM 

1 π→π* 3.71 
(0.05) 0.07 3.61 

(0.12) 0.08 

2 π→π* 3.87 
(0.12) 0.10 3.62 

(0.07) 0.05 

3 π→π* 4.22 
(0.02) 0.88 3.91 

(0.03) 0.92 

4 π→π* 4.56 
(0.00) 0.92 4.00 

(0.03) 0.91 

5 n→π* 4.71 
(0.00) 0.01 4.99 

(0.00) 0.00 
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Table 7. NTOs for the vertical transitions of the five lowest singlet excitations for the seven ground-state 
dimer structures. The isocontour value is 0.04 a.u. For each state the NTO with the largest weight, the 
weight and the assignment are given. Reprinted with permission from 104. Copyright 2022 American 
Chemical Society. 

Dimer-1 
NTO Hole Electron Dimer-2 

NTO Hole Electron 

1-S1 
0.987 
π→π*   

2-S1 
0.971 
π→π*   

1-S2 
0.991 
π→π*   

2-S2 
0.984 
π→π*   

1-S3 
0.965 
π→π*   

2-S3 
0.963 
π→π*   

1-S4 
0.939 
n→π*   

2-S4 
0.992 
π→π*   

1-S5 
0.805 
n→π*   

2-S5 
0.956 
n→π*   

Dimer-3 
NTO Hole Electron Dimer-4 

NTO Hole Electron 

3-S1 
0.983 
π→π*   

4-S1 
0.884 
π→π*   

3-S2 
0.983 
π→π*   

4-S2 
0.883 
π→π*   

3-S3 
0.997 
π→π*   

4-S3 
0.998 
π→π*   

3-S4 
0.997 
π→π*   

4-S4 
0.998 
π→π*   

3-S5 
0.983 
n→π*   

4-S5 
0.947 
n→π*   

Dimer-5 
NTO Hole Electron Dimer-6 

NTO Hole Electron 

5-S1 
0.984 
π→π*   

6-S1 
0.958 
π→π*   
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5-S2 
0.952 
π→π*   

6-S2 
0.888 
π→π*   

5-S3 
0.962 
π→π*   

6-S3 
0.967 
π→π*   

5-S4 
0.985 
π→π*   

6-S4 
0.991 
π→π*   

5-S5 
0.993 
n→π*   

6-S5 
0.988 
n→π*   

Dimer-7 
NTO Hole Electron  

7-S1 
0.957 
π→π*   
7-S2 

0.901 
π→π*   
7-S3 

0.972 
π→π*   
7-S4 

0.995 
π→π*   
7-S5 

0.989 
n→π*   

The first two excited states for all dimers can be characterized by an excitonic splitting of the 

molecule S0 → S1 transition (Figure 20). These are different for the seven dimers, as they strongly 

depend on the relative orientation of the IPCA molecules. Taking into consideration many 

populated states with MD simulations, the PL may be quite diverse. In solvent, the smallest 

splitting was observed for dimer-7 and dimer-3 (0.01 eV and 0.08 eV), the highest was observed 

dimer-5 (0.32 eV). The S1 states of most dimers are lowered by ~0.2 eV compared to the single 

IPCA molecule S1 state in the water solvent (Table 6).  

Interlayer charge transfer (CT) excitations may be interesting as in general they could be more 

sensitive to the changes in the environment. For the first two S0 → S1–2 electronic transitions, only 

NTOs for S0 → S1 transitions in dimer-1 demonstrated that the electron is transferred from 
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a π-orbital delocalized over both monomers to a π* orbital localized only on one of the monomers 

(Table 7). The NTOs of S1 state for the other dimer showed that the transition is a local excitation 

realized within the π-orbital space of one monomer only. For the higher excited state S3–5 other CT 

transitions could be found, e.g., S3 state of dimer-5, but these states are dark as their calculated 

oscillator strength is close to zero (Table 6). The character of first S0 → S1–4 is π → π* transition 

except dark S4 state of dimer-1. Thus, the UV absorption spectrum of the IPCA spectrum is 

dominated by π → π* transitions, which gives a new picture for the assignment of luminophore 

bands in CDs by stressing the importance of π → π* excitations not only in the CD core but also 

in the CD shell containing molecular luminophores, in contrast to previous analyses,103 which 

reported n → π* transitions. 

 
Figure 21. Left panel: Dimer structures in the gas phase after partial optimization in S1; distances are in Å. 
The structures are taken at the endpoints of the optimization curves shown in the right panel. Right panel: 
Potential energy curves for S0 and S1 states during the geometry optimization steps for S1 of the IPCA dimer 
for structures dimers-1-7 in gas phase. Reprinted with permission from 104. Copyright 2022 American 
Chemical Society. 

In the analysis of the emission of the dimers, the highly interesting possibility of dimer 

opening and the occurrence of conical intersection between S0 and S1 could be anticipated. This 

would lead to the rapid internal conversion to the GS and quenching of the fluorescence. The 

optimizations pathways for the S1 state in gas phase indicated such S1/S0 intersections for dimer-2 

and dimer-7 and structurally, these dimeric structures are open with more pronounced CT (Figure 

21). On contrary, the large S1/S0 energy gaps were witnessed for dimer-3 and dimer-5. Such 

opening of the IPCA dimers was not found in the calculations in aqueous solvent. The vertical 
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emission energy in water of the four dimers demonstrated either almost no shift comparing to 

single IPCA molecule, or a red-shift 0.31 eV or large red-shift of ~0.9 eV suggesting interesting 

photodynamical behavior with respect to both internal conversion and fluorescence emission 

behavior. 
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6 Molecular Fluorophores Self-Organize into C-Dot Seeds and 

Incorporate into C-Dot Structures‡ 

 

 

 
  

 
‡ Published as: Langer, M.; Paloncýová, M.; Medved’, M.; Otyepka, M. Molecular Fluorophores Self-Organize into 
C-Dot Seeds and Incorporate into C-Dot Structures. J. Phys. Chem. Lett. 2020, 11 (19), 8252–8258. 
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The break of the stacked IPCA dimer arrangement in its S1 geometry minimum in gas settled 

the foundation for the investigation if the dramatic change of PL due to the opening of the stacked 

IPCA dimer is plausible in real CDs samples. Although the break of stacking pattern was already 

found unlikely in water, the organization of MFs in the vicinity of CDs is not known. MFs may 

still occupy some specific local conformations with CDs, where similarities with behavior in gas 

may be observed. Therefore, the mutual arrangement of IPCA/CDs had to be addressed. There are 

also three other reasons behind this publication. First, the aggregates of MFs and assemblies of 

PAHs exhibit PL properties similar to those reported for CDs. It is highly challenging for 

experimental techniques to provide the structural features of such assemblies. On the contrary, MD 

simulations can apprehend the complexity and dynamics of the MF assemblies and provide the 

proper sampling of the phase space (see chapter 5). Third motivation is the idea that MFs may 

form the seeds of CDs for carbonization process during CD growth. 

Here, classical all-atom MD simulations delivered the insight how two protonated forms of 

IPCA, i.e., neutral and anionic, self-assemble and interact with graphitic units of CDs (Figure 22). 

Only non-covalent bonds between CD and IPCA were considered here. 

 
Figure 22. The molecular structures of neutral IPCA(0) and anionic IPCA(–1). 

Methodologically, GAFF (for IPCA) and parm99 (for PAHs) FFs were used for description 

of the interaction potentials in our MD simulations; LJ parameters of aromatic carbons in CDs 

were, again, refined based on the study of ammonia adsorption on the basal plane of graphite.216 

All simulations were performed in SPC/E water model. Several different model systems were 

investigated, their list is summarized in Table 8. All structures and topologies of CDs 

functionalized on the edges by 30% with –OH groups, as well as PAHs, were generated using the 

CD Builder (see chapter 4). In the calculations of anionic IPCAs, the simulation box was 

neutralized using the Na+ ions.241  
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All MD computational details may be found in the ref 242. Here, I would like to briefly 

summarize that productive MD simulations were performed in GROMACS 5.0 software package 

under NpT conditions with a 2 fs time step. Temperature was kept constant at 300 K with the 

V-rescale thermostat243 with a 0.1 ps scaling constant, pressure was kept at 1 bar with the isotropic 

Berendsen barostat,244 and the time constant for pressure relaxation was set to 2.0 ps. Electrostatic 

interactions were treated by means of the PME method with a real-space cutoff of 1.0 nm; the 

same cutoff was applied for van der Waals interactions. Periodic boundary conditions were applied 

in all three dimensions. Moreover, alternative set of simulations were also carried out for 4 studied 

systems (see asterisks in Table 8) at temperature of 473 K and pressure 15.5 bar to mimic the 

synthetic conditions during carbonization of CDs. 

Table 8. Composition of simulation boxes with numbers of PAH layers, number of IPCAs and water 
molecules. Reprinted with permission from 242. Copyright 2022 American Chemical Society. 

 System CD 
Largest 

layer edge 
size (#rings) 

IPCA 
(–1) 

IPCA 
(0) Water 

Box 
dimensions 

(nm) 

Simulation 
length (ns) 

IPCA 
(–1) 

A None* 0 50 0 10894 7.4 × 7.0 × 6.7 200 
B 4 layers 6 20 0 7302 6.1 × 6.1 × 6.1 200 
C 9 layers 6 10 0 10753 7.4 × 7.0 × 6.7 200 
D 6 layers* 6 15 0 8360 6.5 × 6.5 × 6.5 200 
E 5 layers 3 5 0 3870 5.0 × 5.0 × 5.0 100 

IPCA 
(0) 

F None* 0 0 50 10929 7.4 × 7.0 × 6.7 200 
G 4 layers 6 0 20 7309 6.2 × 6.2 × 6.2 200 
H 9 layers 6 0 10 10766 7.4 × 7.0 × 6.7 200 
I 6 layers* 6 0 15 8360 6.5 × 6.5 × 6.5 200 
J 5 layers 3 0 5 3870 5.0 × 5.0 × 5.0 100 

PAH K 9 layers 6 0 0 8280 6.5 × 6.5 × 6.5 200 
L 5 layers 3 0 0 3910 5.0 × 5.0 × 5.0 100 

* These simulations were also performed at temperature 473 K and pressure 15.5 bar. 

The quality of the chosen FF was proven by the good agreement of interaction energies ∆Eint 

calculated with the MM potential on minimized MM geometries with DLPNO-CCSD(T), i.e., the 

mean error –1.5 kcal/mol and mean unsigned error 2.4 kcal/mol (Table 9) of the MM potential 

comparing to DLPNO-CCSD(T). Interaction energies were calculated following the Equation 26 

and MM values were calculated in GROMACS on geometries obtained after steepest descent 

energy minimization of IPCA dimer structures in the gas phase. DLPNO-CCSD(T)/TightPNO226 

energies of stacked dimers were taken from our previous calculations,104 the H-bonded dimer was 
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calculated in the same manner, and ωB97x-D/6-31++G(d,p)159 energies were calculated on the 

same geometries. 

 ∆𝐸ca^U = 𝐸(AB)03 − 𝐸(A)0 − 𝐸(B)3  (26) 

Table 9. MM was calculated with the same parameters as used in the MD simulation; DLPNO-
CCSD(T)(TightPNO)/cc-pVTZ energies are those from chapter 5; and ωB97x-D/6-31++G(d,p) interaction 
energies ΔEint for the dimer IPCA(0) structures in the GS calculated in the gas phase. Ground state ΔZPVE 
(zero point vibration energy), ΔHcorr, TΔS for the dimerization of IPCAs(0),104 were calculated for two 
different temperature and pressure conditions (A: 293.15 K, 1.0 atm; B: 473.15 K, 15.3 atm). All values are 
in kcal/mol. Reprinted with permission from 242. Copyright 2022 American Chemical Society. 

 ΔEstab 
ωB97x-D/6-31++G(d,p)c 

ΔZPVE + ΔEcorr 
+ ΔHcorr TΔS ΔΔ(Gsolv) ΔGsolv

d 

.No. MMa DLPNO-
CCSD(T)c ωB97x-Dc A B A B A B A B 

1 –13.0 –14.5b –20.2 0.3 0.1 –16.2 –23.4 –4.4 –4.1 –2.4 5.0 
2 –15.3 –12.8b –17.2 0.3 0.2 –15.4 –22.0 –7.4 –7.8 –4.4 1.6 
3 –13.0 –10.8b –14.8 –1.1 –1.8 –17.5 –26.1 –2.2 –0.7 3.4 12.8 
4 –12.3 –10.0b –14.0 –0.5 –0.8 –15.7 –22.8 –3.3 –3.0 1.9 9.0 
5 –8.5 –9.9b –13.2 0.1 0.0 –15.6 –22.3 –2.2 –2.9 3.5 9.5 
6 –13.4 –8.6b –13.1 –0.5 –0.8 –16.6 –24.2 –3.5 –3.2 4.1 11.6 
7 –12.0 –10.1b –13.0 0.0 0.0 –13.7 –19.1 –3.6 –4.9 0.1 4.2 
8 –14.3 –24.3 –17.6 0.1 –0.4 –15.0 –21.9 –8.4 –9.4 –17.5 –12.2 

a Calculated on MM optimized geometries. 
b These values were taken from the reference.104 
c Calculated using CAM-B3LYP/def2-TZVP/GD3 geometries. 
d The ΔGsolv value was obtained as the sum of the DLPNO-CCSD(T) electronic energy and all other contributions 
evaluated at the DFT level.  

A. IPCA-IPCA assembly  

The MD simulations at ambient conditions revealed the fast and spontaneous formation of 

stacked self-assemblies of both protonated forms of IPCA within a few nanoseconds (system A 

Figure 23). Because anionic IPCAs electrostatically repulse other anionic IPCAs due to their 

deprotonated –COO– groups, the neutral IPCAs formed more stable stacks and those were 

assembled in much longer fibrils interacting via π–π stacking interactions comparing to anionic 

IPCA, as it is displayed in the clustering analysis, that was done using the customized code (Figure 

24).245 Besides the extensive stacking, the IPCA(0) stacks also formed H-bonds with the IPCA(0) 

molecules of the neighboring stack (Figure 26f). The MD simulations at temperature of 473 K and 
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pressure 15.5 bar, being the synthetic conditions during one preparation procedure of CDs, the 

IPCAs clustered less (Figure 24e, f). Nonetheless, the IPCA stacks were still formed at these 

synthetic conditions (Figure 24d), confirming the idea that IPCAs could act like seeds for CDs 

growth. 

 
Figure 23. Evolution of self-assemblies of IPCA anions (system A in Table 9) in time. Coloring scheme: 
cyan-carbon; red-oxygen; blue-nitrogen; white-hydrogens. Water and ions were omitted for clarity. 
Reprinted with permission from 242. Copyright 2022 American Chemical Society. 
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Figure 24. (a, d) Number of π-stacks of neutral (cyan, system A) and deprotonated (magenta, system F) 
IPCA molecules collected at different times of MD simulations simulated at (a) 300 K and 1 bar; and (d) at 
473 K and 15.5 bar, revealing the tendency of IPCA molecules to be self-assembled in water. Clustering 
analysis of (b) deprotonated IPCAs (300 K, 1 bar), (c) neutral IPCAs (300 K, 1 bar), (e) deprotonated IPCAs 
(473 K, 15.5 bar), (f) neutral IPCAs (473 K and 15.5 bar) analyzed for selected simulation times show the 
number of IPCAs that preferentially formed the clusters. Cluster size distribution refers to how many IPCAs 
of the total number are in the particular stack. Reprinted with permission from 242. Copyright 2022 
American Chemical Society. 

The stronger affinity of neutral IPCAs comparing to anionic IPCAs was supported by 

potential of mean forces (PMF) profiles (Figure 25, see green and red curves). These biased MD 

simulations (constraining the distances of COMs) clearly quantified the tendency of IPCA 

molecules to stack, with the π-π stacking interlayer distance ~0.34 nm, which is close to the (002) 

facet of graphitic structures. Although the interaction ~3.8 kcal/mol for IPCA(0) stacks holds the 
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stacks together, these systems are highly dynamical. Dissociation and reassociation events were 

observed in IPCA multimers; dimers were formed either from two molecules or by the 

disintegration of larger stacks; and they either aggregated into longer stacks or dissolved back into 

two molecules. Despite the electrostatic repulsion of anionic IPCA molecules, the π−π stacking 

was preserved by the orientation of the charged carboxyl group in the neighboring stacks facing 

the opposite direction (Figure 26d) and/or by stabilization with the Na+ counterions. 

 
Figure 25. Left panel displays PMF along the distance of centers of masses (COMs) for IPCA(0) dimer 
(green), IPCA(0) on OH-coronene (blue), two OH-coronenes (orange), IPCA(-1) dimer (red) and IPCA(-1) 
on OH-coronene (magenta). Right panel displays SAPT0 percentual contribution to the attractive 
interaction energy components, i.e., electrostatics (ELST), induction (IND) and dispersion (DISP) for IPCA 
dimers. The quasi-planar H-bonded dimer represents structure labeled as 8, the structures of other dimers 
were taken from the reference.104 Reprinted with permission from 242. Copyright 2022 American Chemical 
Society. 

The nature of the interaction between seven stacked IPCA(0) dimers (see chapter 5) and one 

H-bonded IPCA(0) dimer (structure in Figure 25) was further elucidated with symmetry-adapted 

perturbation theory (SAPT)246 calculations in the PSI4247 code. The SAPT246 approach at the 

zeroth-order fluctuation potential approximation (SAPT0) in combination with the aug-cc-pVDZ 

basis set was used for decomposition of the interaction energy for IPCA(0) dimers in the gas phase 

using the CAM-B3LYP/def2-TZVP/GD3155,156,218  geometries of stacked dimers. Geometry of 

a quasi-planar H-bonded dimer (labeled as 8) was obtained at the same level of theory. The SAPT0 

calculations showed that all studied stacked dimers were predominantly stabilized by dispersion 

and electrostatics, where the main contribution was dependent on the mutual orientation of the 

molecules (see Figure 25, right panel). The quasi-planar H-bonded dimer-8 was mostly stabilized 

by electrostatics.  

Additionally, free energies ΔG (Equation 27) and enthalpies ΔH of dimerization evaluated at 

ambient (298.15 K; 1 atm) and synthetic (473.15 K; 15.3 atm) condition revealed an increase in 

the TΔS term by ~5.6 kcal/mol for the synthetic conditions (Table 9), which indicated the decrease 
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of IPCA stacking at synthetic conditions. On the other hand, the ~0.3 kcal/mol difference of 

average value of ΔH (over all dimers) for both conditions reveals that enthalpy is not behind the 

dissociation of dimers. Free energies ΔG and enthalpies ∆H of dimerization were calculated in the 

gas phase and water (SMD implicit water model194) at the ωB97x-D/6-31++G(d,p) level of theory 

in Gaussian16.248 Structures of IPCA(0) dimers were taken from the reference104 (CAM-

B3LYP/def2-TZVP/GD3). 

 Δ𝐺ghij = Δ𝐸 + ΔZPVE + Δ𝐸PQdd + Δ𝐻PQdd − 𝑇Δ𝑆 + ΔΔ(𝐺cQSb) (27), 

where ΔE is the electronic energy, ΔZPVE is the zero-point vibrational energy, ΔEcorr is thermal 

energy correction, ΔHcorr is the thermal correction to enthalpy, ∆S is entropy and ΔΔ(Gsolv) was 

calculated as [ΔG (gas) – ΔG (solvent)].  

 
Figure 26. Snapshots taken from MD simulations (at 200 ns) of (a) system A (in Table 9) showing self-
assemblies of IPCA anions; (b) System B showing that IPCA anions can self-assemble and also stack on 
an accessible surface of a CD fragment (shown by darker colors), forming an ad-layer on the CD; (c) System 
C showing that IPCA can also interact with a spherical CD. (d) Inset taken from panel (a) showing an 
example of IPCA trimer. (e) Self-assembled structure of system F collected at 200 ns. (f) Evolution of the 
number of H-bonds between in system F. Coloring scheme: cyan, black-carbon; red-oxygen; blue-nitrogen; 
white-hydrogens. Water and Na+ are omitted for clarity. Reprinted with permission from 242. Copyright 
2022 American Chemical Society. 
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B. IPCA-PAHs assembly 

Our MD simulations of IPCAs with CD units, either with half-spherical (systems B, G) or 

spherical CD (systems C, H) revealed that IPCAs interact with graphitic layers of CDs either by 

π-π stacking on the solvent exposed accessible aromatic surface (IPCA anions created typically 

one or two or three adlayers on the outer CD layer) and/or by formation of H-bonds with –OH 

groups on the edges of CDs, creating mixed nanoparticles (Figure 26b, c). Nevertheless, the 

H-bonded complexes of IPCA with CDs were unstable and quickly broke apart in few ns. Both 

protonated and deprotonated IPCAs were able to create adlayers internally stabilized by 

a H-bonding network, with an arrangement of layers similar to that in ordinary graphitic CDs 

(shown on system I in Figure 27). These layers stacked on each other in order to regain the 

spherical shape, which is displayed on radius of gyration (Rg). Rg varied during the first ~20 ns, 

afterwards it remained constant and similar in all dimensions, suggesting a spherical shape (shown 

on system J in Figure 28). Additionally, the interlayer spacing ~0.34 nm was still resembling 

graphitic layering (shown on systems D, K, Figure 29). Hence, the assembly process leads to the 

formation of CDs with graphitic structure that are hardly distinguishable from PAH CDs in terms 

of their density profile. The stacking of IPCAs onto the PAHs was further corroborated with the 

PMF calculations from MD simulations (Figure 25, see blue and pink curves). While the depth of 

energy minimum in IPCA dimer correspond to ~3.8 kcal/mol, IPCA(0) on coronene interacts with 

5.5 kcal/mol and two coronenes stack with a 8.2 kcal/mol energy gain (Figure 25, see orange 

curve). 

The MD simulations also suggested that IPCA molecules can also incorporate into the 

structure of CDs (Figure 27, Figure 28). All these observations imply that MFs may be confined 

inside and as such, the unwanted non-radiative emission due to dimer opening is not very likely. 

The close distance of MFs and CDs should be kept in mind in a discussion of mechanism of their 

PL. Therefore, all the PL centers, core, surface, and molecular states may co-operate, and energy 

and charge transfer pathways may be enabled.  
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Figure 27. Density profile of studied system I collected over 100 ns simulation time and the molecular 
arrangement of IPCAs(0) in this structure. PAH layers are represented by spheres, IPCAs are represented 
with sticks. Coloring scheme: cyan, black-carbon; red-oxygen; blue-nitrogen; white-hydrogens. Reprinted 
with permission from 242. Copyright 2022 American Chemical Society. 

 
Figure 28. Snapshots taken from self-assembly of system J and time evolution of radii of gyration (Rg). 
Increase in Rg for Sim 1 after ~90 ns is caused by detaching of one IPCA molecule into the solution. 
Coloring scheme: green/magenta-carbon; red-oxygen; blue-nitrogen; white-hydrogens. Water was omitted 
for clarity. Reprinted with permission from 242. Copyright 2022 American Chemical Society. 

 
Figure 29. Snapshots of self-assembled CD of system K (Rg = 1.16 nm) and system D (Rg = 1.08 nm) and 
their corresponding density profiles. PAH layers are represented by spheres (carbon-black; oxygen-red; 
hydrogen-white) and IPCA by sticks (carbon-cyan; nitrogen-blue). Water is omitted for clarity. Reprinted 
with permission from 242. Copyright 2022 American Chemical Society. 
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7 Contribution of the Molecular Fluorophore IPCA to Excitation-

Independent Photoluminescence of Carbon Dots§ 

  

 

 

 
§ Published as: Langer, M.; Hrivnák, T.; Medved’, M.; Otyepka, M. Contribution of the Molecular Fluorophore IPCA 
to Excitation-Independent Photoluminescence of Carbon Dots. J. Phys. Chem. C 2021, 125 (22), 12140–12148. 
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In the previous sections, optical properties of IPCA molecule and stacked dimers in gas and 

water have been well characterized. Nevertheless, the situation in real CDs is still much more 

comprehensive.  In the self-assembly study of IPCA molecules with the CD units, it was witnessed 

that IPCA may occupy several different positions with respect to CD and to each other (see 

chapter 6). Similarly, multicenter structural model of CDs whose PL depends on stacking effects 

and the distance between luminescent centers was also suggested experimentally.138 Thus, an 

interesting question arises: ” To what extent does the incorporation of IPCAs into specific positions 

in CD matrices affect their absorption and emission? Could citric acid-based PL CDs thus strongly 

depend on changes in the electronic structure of MFs induced by specific interactions with the 

local environment in the CD?” To answer this question, optical properties of IPCAs in the 

heterogeneous environment of CQDs (henceforth referred as CDs) must be investigated by 

theoretical calculations. 

The sizes of real CD/MF systems are commonly 2–8 nm (see chapter 2.2), making them too 

large to be studied using accurate QM methods. Thus, the choice of affordable hybrid QM/MM 

methodology with electrostatic embedding (QM/MM/EE) in ONIOM allowed us to study the PL 

of a CD-embedded IPCA molecules on the reliable CD structural models (over thirteen hundred 

atoms, not counting the waters) obtained from MD simulations. The choice of border separating 

QM and MM regions was intuitive and straightforward. One IPCA molecule or IPCA dimer were 

in the QM region, the rest of IPCAs and the surrounding water molecules were in the MM region. 

TD-CAM-B3LYP method was used to describe the QM region and calculate excitation energies 

and emissions in all cases. 

A. Validation of the QM/MM Approach 

First, the ability of TD-CAM-B3LYP level of theory to describe relevant vertical electronic 

transitions was confirmed by comparison with gas-phase CC2 calculations (calculated using 

Turbomole 6.3,249 TMOLEX 4.1250) with the same def2-TZVP functional (on QM/MM/EE 

optimized geometries, vide ante). The excitation and emission energies of IPCA(0) were 0.07 eV 

and 0.04 eV higher, respectively, than the CC2 energies (green and violet bars Figure 30b, c). 

Next, the validity of TD-CAM-B3LYP/MM/EE was demonstrated by careful benchmarking by 

comparing the vertical S0 → S1 and S1 → S0 electronic transitions against TD-ωB97X-D/MM/EE, 

TD-CAM-B3LYP/MM/PE accounting for solvent molecule polarization,251,252 
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TD-CAM-B3LYP/def2-TZVP/SMD(cLR)194 and experimental data.137 Smaller hydrated IPCA(0) 

(Figure 30a) and IPCA(–1) molecules (no CD fragments) were chosen as a model for 

benchmarking. Focusing on IPCA(0) here, small bars for gas calculations pointed on small impact 

of indirect (i.e., structural) solvent effects on the VEE and emission energies. On contrary, 

polarization of the GS and ES electronic wavefunctions by the solvent, i.e., inclusion of direct (i.e., 

polarization) solvent effects, in QM/MM/EE (using ONIOM in Gaussian16) and QM/MM/PE 

(using OpenMolcas,253 Dalton 2019254,255) calculations resulted in a large spread of excitation and 

emission energies (blue and red bars Figure 30b, c).  

 
Figure 30. (a) The neutral form of IPCA solvated with explicit water molecules. Color scheme: cyan - 
carbon; blue - nitrogen; red - oxygen; white - hydrogen. (b) Excitation energies to the first excited electronic 
state (S1) of IPCA(0) and (c) emission energies from this state calculated at various levels of theory in gas 
(g) and water (aq), shown using box and whisker representations (inclusive median; crosses indicate means 
and circles indicate calculated points). EE (PE) denotes the QM/MM approach with electrostatic 
(polarizable) embedding, SMD denotes QM calculations with the implicit solvent model (the black mark 
represents the result obtained using the optimum CAM-B3LYP/SMD geometry; the results represented 
with bars were calculated using the geometries extracted from MD simulations). The experimental values 
and their spreads are derived from the maxima and full-width-in-half-maximum (FWHM) of the published 
absorption and emission spectra (measured in water).137 (d) Electron density difference plot for the S0 → 
S1 transition of hydrated IPCA(0) calculated at the TD-CAM-B3LYP/def2-TZVP level of theory in implicit 
SMD water model (isovalue = 0.001 a.u.; decrease/increase of the density is in blue/red). Reprinted with 
permission from 256. Copyright 2022 American Chemical Society. 

Interestingly, TD-CAM-B3LYP/SMD calculations performed on the same geometries as the 

QM/MM calculations predicted small VEE variance (brown bar in Figure 30) suggesting that the 

specific H-bonded interactions and solvent-shell structural features considered in the QM/MM 

methodologies contributed significantly to the observed VEE variance. Because of the dynamic 
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nature of the solution, averaging of optical properties can be expected in ensembles, thus the 

following results focus mainly on mean values. Additionally, the SMD calculations in water 

predicted that the VEEs in solution are red-shifted by 0.09 eV relative to the gas-phase values, in 

keeping with the results previously obtained using the IEF-PCM.104 

The benchmarking also revealed that different range-separated hybrid, ωB97X-D 

demonstrated very similar results to those obtained by CAM-B3LYP (see Table 10). 

Table 10. Comparison of vertical excitation and emission energies calculated with two different methods 
using the def2-TZVP basis set in gas on the same QM/MM/EE geometries. Comparison of vertical 
excitation and emission energies calculated with TD-CAM-B3LYP/MM/EE and TD-ωB97X-D/MM/EE 
for hydrated IPCA(0). Reprinted with permission from 256. Copyright 2022 American Chemical Society.  

 VEEs (eV) Vertical emission energies (eV) 

 
Gas Explicit water 

(QM/MM/EE) Gas Explicit water 
(QM/MM/EE) 

CAM-
B3LYP ωB97X-D CAM-

B3LYP ωB97X-D CAM-
B3LYP ωB97X-D CAM-

B3LYP ωB97X-D 

1 3.66 3.68 3.51 3.53 3.20 3.22 2.79 2.82 
2 3.75 3.76 3.80 3.82 3.13 3.15 3.07 3.08 
3 3.77 3.78 3.62 3.64 3.25 3.27 2.91 2.94 
4 3.78 3.80 3.96 3.98 3.27 3.29 3.20 3.33 
5 3.75 3.77 3.69 3.71 3.23 3.25 3.06 3.08 
6 3.71 3.73 3.51 3.53 3.22 3.24 2.82 2.86 
7 3.78 3.80 3.78 3.80 3.25 3.27 3.06 3.08 
8 3.77 3.78 3.65 3.76 3.12 3.14 2.82 2.84 
9 3.65 3.67 3.51 3.53 3.25 3.27 2.90 2.93 
10 3.67 3.69 3.48 3.50 3.19 3.21 2.68 2.72 

Average 3.73 3.75 3.65 3.68 3.21 3.23 2.93 2.97 

Now, TD-CAM-B3LYP/MM/EE, TD-CAM-B3LYP/MM/PE, TD-CAM-B3LYP/def2-

TZVP/SMD(cLR), and experimental data are compared. All three consistently predicted the 

S0 → S1 electronic excitation, involving a similar set of molecular orbitals (Figure 31).  The 

electronic transitions in CDs around 340 nm are believed to be n−π* transitions. Here reported 

π−π* character could be ascribed to more efficient delocalization of the electronic density owing 

to the presence of the imidazole ring.136 The differences between the averaged VEEs of EE, PE, 

SMD ranged from 0.01 to 0.09 eV (Figure 30b, Table 11), and the good agreement was also 

observed for averaged vertical emission energies (differences by 0.00−0.11 eV, Figure 30c, Table 

11). Moreover, all three methods yielded S1 → S0 transition energies in fair agreement with the 

experimental value 2.81 eV.137 
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Figure 31. Left panel displays molecular orbitals involved in the S0 → S1 excitation displayed for 
a representative structure of hydrated IPCA(0) calculated on the same geometries in the gas phase and by 
implicit SMD and QM/MM/PE approaches, together with the corresponding excitation energy (in eV) and 
oscillator strength. Right panel shows NTOs for S0 → S1 vertical transition of an IPCA molecule in water 
(SMD solvent). The isocontour value is 0.02 a.u. Reprinted with permission from 256. Copyright 2022 
American Chemical Society. 

Table 11. Pair differences between the mean excitation (emission) energies (in eV) obtained by the 
QM/MM/EE, QM/MM/PE and QM/SMD methods for hydrated IPCA(0).256 

 IPCA(0) 
 EE PE SMD EE PE SMD 

Mean S0 → S1 energy 
(Oscillator strength) 

3.65 
(0.11) 

3.56 
(0.14) 

3.64 
(0.16)    

Mean S1 → S0 energy    2.93 2.82 2.82 
 Excitation to S1a Emission from S1b 
 EE–PE EE–SMD PE–SMD EE–PE EE–SMD PE–SMD 

Difference (eV) 0.09 0.01 -0.08 0.11 0.11 0.00 
a 10, 10 and 1 structures for EE, PE and SMD, respectively; b 10, 8 and 1 structures for EE, PE and SMD, respectively. 

Comparison of theoretical VEEs and emission energies with experimentally determined 

absorption and emission maxima should be done cautiously, as the former ignores the vibronic 

coupling effects. Nevertheless, we calculated the absorption-fluorescence crossing points 

(AFCPs)257,258 of hydrated IPCA at the TD-CAM-B3LYP/def2-TZVP/SMD level, finding an 

excellent match between the calculated (396 nm) and experimental (397 nm) values.137 The 

evaluation of 0−0 energies (difference between the adiabatic ES and GS energies corrected for the 

zero-point vibrational energies (ZPVE) of the two states), enables direct comparisons between 

theoretical and experimental values, the latter being taken as the AFCPs.  

To sum up this benchmarking section, the appropriateness of the choice of QM/MM/EE 

approach for the analysis of electronic transitions of IPCA(0) in protic environments was proved.  
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B. Behavior of IPCA in various CD models 

Next, the effect of modulation of PL characteristics of IPCA(0) by its embedding in CD 

matrix was probed by calculations of the absorption and emission spectra of IPCA(0) in several 

various structural arrangements within CD models (Table 12, Figure 32). These arrangements were 

identified in MD simulations (AMBER11 package, GROMACS 5.0) of the co-assembly of IPCA 

molecules and CD fragments with OH-passivated edges (see chapter 6). 

Table 12. List of studied self-assembled IPCA-CD systems calculated with QM/MM/EE.256 

System Appearance Note 
i Figure 32a IPCA(0) molecule embedded in CD and water exposed 

ii Figure 32b IPCA H-bonded dimer embedded in CD and water exposed 
(dimer or molecule in QM region) 

iii Figure 32c 
IPCA(0) in a layer formed from H-bonded IPCAs embedded in CD and water 

exposed 
(dimer or molecule in QM region) 

iv Figure 32d IPCA(0) molecule embedded in a central void 
v Figure 32e Stacked IPCA(0) dimer embedded in a central void 

vi Figure 32f Two H-bonded stacked IPCA(0) dimers embedded in CD and water exposed 
(one of molecules or dimer in QM region) 

After minimization and short equilibration, 2.5 ns long MD simulations of CD fragments, i.e., 

PAH-like structures, and IPCAs described with parm99SB and GAFF were performed using 

sander in the AMBER11 suite259 to sample the conformational space and choose representative 

snapshots for our model structures of QM/MM calculations. The representative snapshots were 

centered using PTRAJ (version 12.0)260 and later translated with the in-house script to produce the 

ONIOM input files of IPCA/CD structures for QM/MM/EE calculations, including all the 

parameters needed for the description of the MM region.  

In these QM/MM calculations, (TD-)DFT methodology at CAM-B3LYP/def2-TZVP/GD3 

level of theory was used for the description of electronic states in the QM region, the same FF as 

in our MD simulations (see chapter 6) were used in the MM region. In the QM/MM optimizations 

of the S1 state, the same QM region as in the GS optimizations was considered and the energy 

contributions from the environment (E*low, real − E*low, model) were approximated by the GS energy 

assuming that the electronic excitation is localized in the model (QM) region.210 For more 

computational details, please refer to reference 256.  
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Figure 32. IPCA(0) model systems used in QM/MM/EE calculations. (a) IPCA molecule embedded in CD 
and partly exposed to water, (b) H-bonded and water-exposed dimer embedded in a CD, (c) water-exposed 
dimer in a layer of H-bonded IPCA molecules embedded in a CD, (d) monomer embedded in a central void, 
(e) stacked dimer embedded in a central void, (f) two H-bonded and water-exposed stacked dimers 
embedded in a CD. IPCA molecules in QM regions are shown using ball-and-stick representations, while 
those in MM regions are shown in stick form. Color scheme: cyan, green, and grey-carbon; blue-nitrogen; 
red-oxygen; white-hydrogen. For clarity, water is not shown. Pictograms indicate the approximate 
positioning of the IPCA molecules of interest (represented as green bars) in the CDs (represented as circles) 
and the nature of their interactions with other IPCA molecules (represented as black bars). Reprinted with 
permission from 256. Copyright 2022 American Chemical Society. 

In all the studied configurations, the first bright vertical excitations were π → π* transitions, 

as can be seen for the exemplar dimeric structures in Table 13. This is consistent with the 

calculations for hydrated IPCA(0) molecule. Moreover, in systems (i) and (iv) with only IPCA 

monomer in the center of focus, the S0 → S1 excitation was bright, similarly to IPCA(0). For 

systems (ii), (iii) and (v), both S0 → S1,2 excitations were bright and in system (vi), only S0 → S2 

electronic transition was much brighter than S0 → S1 transition. 

 



 68 

Table 13. Molecular orbitals involved in an excitation displayed for a representative structure of a system 
(ii), system (v), system (vi) calculated on the QM/MM/EE geometries; the transition of electron with the 
involved molecular orbitals and excitation energy (in eV) with its oscillator strength.256 

System Molecular orbitals Transition Excitation energy (eV) 
(Oscillator strength) 

ii 

93 

 

95 

 

93 → 95 
(0.692) 

3.69 

v 

94 

 

95 

 
94 → 95 
(0.555) 

94 → 96 
(–.411) 

3.45 
96 

 

 
 
 

vi 

93 

 

94 

 

93 → 95 
(0.455) 

93 → 96 
(–0.152) 
94 → 95 
(0.494) 

94 → 96 
(0.132) 

3.45 
95 

 

96 

 

Now, let me present the shifts and changes in VEEs and emission energies for every system 

one-by-one. In system (i) with IPCA molecule only partly exposed to the surrounding explicit 

water molecules, the averaged value value of S0 → S1 excitation energy was not altered (3.65 eV 

average) and S1 → S0 emission energies was slightly blue-shifted (3.12 eV) compared to 

nonembedded hydrated IPCA(0) results (Figure 33). For this system (i), the variation of excitation 

and emission energies is also displayed in (Figure 34), showing quite a big range of excitation 

(3.52−3.74 eV) and emission (2.96−3.25 eV) energies. Because the variation of VEEs and 

emission energies was still highest for hydrated IPCA(0), it can be suggested that solvent-shell 

interactions are responsible for this. 
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Figure 33. The means and standard deviations of the (a) VEEs and (b) emission energies of the studied 
IPCA(0)-CD systems based on multiple snapshots collected from MD simulations. The pictograms show 
the approximate positioning of the IPCA molecule(s) in the CD. The CD is represented as a disc and the 
IPCA molecules are represented as bars; green bars represent the IPCA molecules whose optical properties 
were investigated. The IPCA(0) labels show the mean excitation and emission energies of hydrated 
IPCA(0). Reprinted with permission from 256. Copyright 2022 American Chemical Society. 

 
Figure 34. (a) S0 → S1 excitation energies and (b) S1 → S0 emission energies of system (i) calculated with 
QM/MM/EE methodology for more structures sampled with MD simulations. Reprinted with permission 
from 256. Copyright 2022 American Chemical Society. 

Similarly as in system (i), the S1 energy was almost identical to that for hydrated IPCA(0) in 

the case of a system (ii) containing two neighboring coplanar H-bonded IPCA molecules (Figure 

33). Including two H-bonded IPCAs in QM region of the QM/MM/EE calculations caused the 

blue-shift of the Kasha emission energy approximately by 0.20 eV. In system (iii), the calculated 

H-bonded IPCA(0) dimer lies in the layer fully composed of IPCA molecules. The H-bonded 

interactions and confinement between two OH-PAH layers negligibly affected S0 → S1 VEE, 

however, the PL was blue-shifted by 0.14 eV (Figure 33). IPCA in system (iv) does not have any 

water exposed IPCA, because it is trapped inside the central void in CD matrix. Interestingly, this 
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affected by S1 excitation and emission energies, where blue-shift by 0.11 eV and 0.28 eV were 

observed for both energies, respectively (Figure 33). Despite this, the location of the stacked dimer 

in this central void in CD matrix, studied as system (v), resulted in a red shift of S0 → S1 VEE by 

0.15 eV in comparison to hydrated IPCA(0). Another difference was the brightness of the S0 → S1 

transition, where none of the first three ESs were very bright, as exciton splitting of the monomer’s 

π → π* transition was observed for the stacked dimers. Lastly, the effects of all the mentioned 

contributions, i.e., H-bonds, stacking and water exposition in IPCA dimer, on excitation and 

emission of IPCAs were investigated in system (vi). The red-shift by 0.19 eV was observed for 

π → π* S0 → S1 transition, however, this state is dark. The standard deviation of calculated 

emission energies of system (vi) may imply that biggest structural changes that may have occurred 

in this system comparing to systems (i)-(v). 

One may suggest that simplification of the calculations by considering only one IPCA in the 

QM region instead of both IPCAs in the QM/MM/EE calculations of the systems with IPCA 

dimers may speed-up the simulation while still obtaining the same qualitative description. Our 

calculations revealed that the description of the second IPCA just by MM in QM/MM is not 

adequate. Significantly different results were seen for system (ii) when only one IPCA molecule 

was included in the QM region, where the S0 → S1 excitation energy was strongly red-shifted and 

the PL remained almost unchanged comparing to hydrated IPCA(0) (Figure 35a,b). Similar 

contrasting results were witnessed for system (vi), where small shifts were observed for the 

S0 → S1 VEEs, depending on the number of IPCA(0) molecules included in the QM region. The 

large differences can be explained by the fact that the EE model only includes electrostatic and 

(partially) delocalization intermolecular interactions.  
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Figure 35. Mean and standard deviations of (a, c) excitation and (b, d) emission energies of the studied 
IPCA(0)-CD systems based on multiple snapshots collected from MD simulations. IPCA molecules and 
dimers described in QM region are label as “_M” and “_D”, respectively. The pictograms show the 
approximate positioning of the IPCA molecule(s) in the CD. The CD is represented as a disc and the IPCA 
molecules are represented as bars; green bars represent the IPCA molecules whose optical properties were 
investigated. The IPCA(0) labels show the mean excitation and emission energies of hydrated IPCA(0). 
Reprinted with permission from 256. Copyright 2022 American Chemical Society. 

Lastly, we also simulated the PL spectra of IPCA molecules embedded in various CD models 

based on the computed excitation and emission energies and their corresponding oscillator 

strengths (Figure 36a–f). Before the construction of excitation-emission maps and comparisons 

with real experimental data, few considerations had to be done based on the quality of the TD-DFT 

methodology and vibronic effects of the solvent. First, inhomogeneous broadening effects were 

approximated by broadening the calculated excitation and emission peaks by applying a FWHM 

parameter of 0.4 eV. Second, we found out that TD-CAM-B3LYP/MM/EE overestimated the 

experimental excitation and emission maxima by roughly 0.11 and 0.12 eV for hydrated IPCA(0) 

due to neglect of solvent polarization effects in QM/MM/EE approach. Thus, all our simulated 
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spectra were red-shifted, applying the approximation that the environmental effects would be 

similar in all the studied cases. With these approximations, the emission spectra for systems (i)-(vi) 

simulated for excitation energies 300–380 nm were in an agreement with the reported emission 

energies, where they varied between 400 and 480 nm depending the position of the IPCA(0) 

molecules within the CD matrix (Figure 36a–f). Moreover, they all exhibited rather broad 

excitation-independent emission peaks, which is also consistent with the conclusions of general 

emission of MFs . The intensity of PL was strongly dependent on the arrangement of the embedded 

IPCAs with dimeric H-bonded structures surrounded by carbon fragments (systems (ii) and (iii)), 

exhibited more intense PL than individual IPCA molecules (systems (i) and (iv)) and stacked IPCA 

dimers (systems (v) and (vi)).  

Finally, the excitation-emission maps (Figure 37a) were constructed by averaging the 

simulated spectra in Figure 36a–f, employing another approximation that systems (i)-(vi) are 

equally abundant in real samples, which may not necessarily be true in real CDs samples. Despite 

all the assumptions, our simulated excitation-emission map is in a good agreement with the  

experimental one (Figure 37b),261 as our simulated signals are only slightly blue-shifted.  

To illustrate more the roles of individual structures, partial excitation-emission maps were 

plotted (Figure 37c−f) and most importantly, it can be seen that the emission of the stacked 

structures was red-shifted (Figure 37f), suggesting that these structures may be more abundant in 

real samples as the agreement of the emission wavelengths in the excitation-emission map is closer 

to the experimental map. Preferential formation of such structures during our MD simulations is 

demonstrated in Figure 38. 

In summary, the nature of arrangements of IPCA inside a CD was found to significantly affect 

the PL intensity and excitation-emission Stokes shifts of IPCAs. Moreover, the good agreement 

between the calculated and experimental excitation-emission maps of these MF-embedded CD 

systems indicated that MFs are the main source of broad excitation-independent emission in CDs. 
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Figure 36. (a-f) Simulated emission spectra of the six studied IPCA/CD systems for different excitation 
wavelengths. Spectra for different excitation wavelengths were obtained by weighting the corresponding 
emission spectrum by the oscillator strength in the absorption spectrum at each of the probed wavelengths. 
Reprinted with permission from 256. Copyright 2022 American Chemical Society. 

 
Figure 37. (a) Calculated and (b) experimental excitation-emission maps. The calculated excitation 
emission map was constructed from the spectra presented in Figure 36a–f. (b) Experimental excitation-
emission map for MF-containing CDs taken from ref. 261. Partial excitation-emission maps of (a) systems 
(i)-(vi); (b) monomeric systems (i) and (iv); (c) H-bonded systems (ii) and (iii); and stacked system (vi). 
Reprinted with permission from 256. Copyright 2022 American Chemical Society. 
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Figure 38. (a) Formation of (a) π-stacks of IPCA(0) molecules and (b) H-bonds between IPCA(0)-IPCA(0) 
molecules in MD simulations that led to formation of systems (ii) and (iii). Please note that there are two 
H-bonds donor and acceptor sites in one IPCA molecule. Reprinted with permission from 256. Copyright 
2022 American Chemical Society. 
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8 Carbon Dots Detect Water-to-Ice Phase Transition and Act as Alcohol 

Sensors via Fluorescence Turn-Off/On Mechanism** 

 

 

 

 

 

 
  

 
** Published as: Kalytchuk, S.; Zdražil, L.; Bad’ura, Z.; Medved’, M.; Langer, M.; Paloncýová, M.; Zoppellaro, G.; 
Kershaw, S. V.; Rogach, A. L.; Otyepka, M.; et al. Carbon Dots Detect Water-to-Ice Phase Transition and Act as 
Alcohol Sensors via Fluorescence Turn-Off/On Mechanism. ACS Nano 2021, 15 (4), 6582–6593. 
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The above chapters have shown that different computational methodologies have been 

implemented and benchmarked, and that several different properties and phenomena have been 

targeted and described. Therefore, we can currently closely collaborate with experimentalists to 

elucidate conundrums posed by the nature. Nowadays, with our expertise and skills, we can either 

support experimental data or provide the insights hardly achievable solely with a laboratory work. 

Here, the combination of MD simulations and DFT calculations of electron affinities and 

ionization energies were helpful in explanation of mechanism behind the quenching of CDs 

fluorescence after phase-transition.261  

With the use of experimental techniques light-induced electron paramagnetic resonance 

(LEPR), transmission electron microscopy (TEM), atomic force microscopy (AFM), X-ray 

photoelectron spectroscopy (XPS) analysis, Fourier transform infrared (FTIR) measurements, 

UV/Vis absorption spectroscopy, steady-state and time resolved PL spectroscopy (PL emission, 

PL excitation, and PL decay measurements), the material was fully characterized. Water-soluble 

CDs with a mean size of 4.8 nm were made from citric acid and ethylenediamine in an autoclave 

being annealed at 200 °C for 5 hours. It has been shown that IPCA is also formed as a side-product 

besides CDs in this type of synthesis. Without providing any experimental details, the PL 

turn-off/on behavior of aqueous CDs allowing the reversible monitoring of the water−ice phase 

transition was reported.261 It was discovered that the bright PL also originates from MFs present 

on the CD surface and this channel was quenched by changing the liquid aqueous environment to 

solid phase (ice) primarily by the activation of nonradiative relaxation channels. Moreover, control 

sample prepared in a way to not produce any MFs but only CDs displayed PL from core/surface 

states and this PL channel was not quenched after phase transition. It was also carefully ensured 

that this quenching was not simply due to the chemical degradation of CDs because more 

freezing/melting cycles revealed the full reversibility of the PL quenching in these CDs. 

Interestingly, the PL was not quenched when adding small concentration of primary alcohols to 

the solution. Here, all-atom MD simulations were introduced to help discover the mechanism 

behind this.  
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Table 14. Composition of MD simulation boxes with number of PAH layers, charged and uncharged IPCA 
molecules, water, and ethanol molecules. Reprinted with permission from 261. Copyright 2022 American 
Chemical Society. 

 #PAH 
layer 

#IPCA 
#water #ethanol Simulation 

time (ns) (–1) (0) 

CD 9  50 8277 642 400 

CD/IPCA 
6  15 7797 100 150 

6 15  7779 100 150 

Methodologically, IPCA molecules were described by a GAFF similarly as in our other 

publications (see chapter 6). Structures of CDs were also created with CD builder (see 

chapter 4),212 where 30% of –OH groups were on edges of individual PAH layers. CDs were 

parameterized in an parm99 with refinement on aromatic carbons.216 Three models were created 

in simulated (Table 14). TEM images showed that the CDs were monodispersed, and size ranged 

3–7 nm, the AFM line scans also revealed their height range 1.7–5.4 nm. Thus, in the first model, 

spherical CD with the diameter 2.9 nm was modelled with 50 IPCA molecules solvated by water 

and ethanol (642 molecules). In the other two models, we represented CD by only 6-layered model 

opposed to 9-layered system to offer more accessible surface for adsorption of IPCA (15 neutral 

or anionic molecules in the simulation box) and ethanol (100 molecules). The systems were 

solvated with different concentrations of ethanol,262,263 SPC/E water model,190 ions.241 After 

minimization with steepest descent algorithm, MD simulations were performed under NpT 

conditions. Pressure was kept at 1 bar with the isotropic Berendsen barostat;244 the time constant 

for pressure relaxation was set to 2.0 ps; v-rescale thermostat243 was used to keep the temperature 

at 300 K with a 0.1 ps scaling constant. Bonds involving hydrogens were constrained with the 

LINCS algorithm,237 thus 2 fs time step was used. Particle-mesh Ewald (PME)189 was used for 

treating the electrostatic interactions with a real-space cutoff of 1.0 nm, the same cutoff was 

applied for van der Waals interactions. The periodic boundary conditions were applied in all three 

dimensions. MD simulations were performed by GROMACS 4.5.1 and 5.0 versions.  

MD simulations revealed that the ethanol concentration is significantly higher in proximity to 

the CD with respect to that in the more distant bulk solvent (Figure 39a). Therefore, the suppression 

of quenching induced by freezing could be attributed to a change of relative permittivity caused 

by the high tendency of alcohol to increase its concentration at the CD/solvent interface. The 

normalized density maps also displayed that IPCAs are non-covalently bound to CDs surface 
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solvent (Figure 39b). Thus, the shell, involving IPCA, is sensitive to electrostatic interactions with 

solvent molecules and its electronic behavior is tuned by solvent polarity (relative permittivity) 

and solvent-shell chemical interactions (H-bonding interactions with diverse strengths). 

 
Figure 39. (a) Snapshots from MD simulations showing ethanol molecules concentrated on CDs’ surface. 
PAH layers at the surface are shown in grey/red, IPCAs as magenta sticks, ethanol molecules in the bulk 
of solution as white sticks, while ethanol molecules within 5 Å of PAH layers as cyan balls. Other color 
coding: hydrogen-white, oxygen-red, nitrogen-blue. Water is omitted for clarity. (b) Evolution of molar 
fraction of ethanol within certain distance of a closest atom of PAH layer highlighting the increased fraction 
of ethanol in proximity of CD. (c) Normalized density maps of pure CD/IPCA(0) model, displaying the 
preferential spots where CD, IPCA, ethanol (EtOH) and H2O prefer to reside during 400 ns of the MD 
simulation. Cross-sections along three perpendicular x, y, z directions of view. Coloring scheme: the 
normalized density increases from blue to red color. Reprinted with permission from 261. Copyright 2022 
American Chemical Society. 

The core-shell structure of these anisotropic CDs with the hydrophobic center and hydrophilic 

shell offers the generation of exciton under the light irradiation, and charge transfer (CT) processes 

may occur if the lowest unoccupied molecular orbital (LUMO) of the donor is energetically higher 

than the LUMO of the acceptor, creating a spatially separated e–/h+ pair. DFT calculations 

supported light-induced electron paramagnetic resonance (LEPR) measurements and helped 

creating theoretic kinetic model, which assumed the formation of charge-separated CD core–shell 

trap states which are in equilibrium with the photoexcited exciplex. The location of the 

photoexcited donor D* at the CD shell was suggested based on the absorption region (maximum 

located at 341 nm) and available theoretically calculated data.109 Also, the nature of [D+···A−] state 

was deciphered even if the detailed analysis is limited due to sizes and complexity of the studied 
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CDs. It was stated that the LUMO of the core can act as an electron acceptor in the [D+···A−] state, 

because it is below the LUMO of the shell, which was supported by our DFT theoretical 

calculations of electron affinities and ionization energies (Table 15, Table 16) on the small ad-hoc 

models displayed in Figure 40. The geometries of the models structures representing carbon core, 

hydrophilic  CD surface, and IPCA were optimized at the CAM-B3LYP/6-31G(d)/CPCM level 

(coronene) or taken from references.104,109 Vertical ionization energies and electron affinities of 

model were then calculated at the CAM-B3LYP155/aug-cc-pVTZ229,264,265/CPCM266,267 level of 

theory. All DFT calculations were performed with the Gaussian16 program. 

 

Figure 40. Structures of model species representing carbon core (coronene), hydrophilic surface 
(NP1-NP4), and IPCA molecule. The structure of coronene was optimized at the CAM-
B3LYP/6-31G(d)/CPCM(water) level of theory, the structures of NP1-NP4 and IPCA were taken from 109 
and 104, respectively. Reprinted with permission from 261. Copyright 2022 American Chemical Society. 

Table 15. Vertical ionization potentials (IE) and electron affinities (EA) (in kcal/mol) of model species 
representing carbon core (coronene), hydrophilic surface (NP1-NP4), and IPCA (see structures in Figure 
40) calculated at the CAM-B3LYP/aug-cc-pVTZ/CPCM level of theory using the geometries optimized at 
the CAM-B3LYP/6-31G(d)/CPCM (coronene) or taken from literature: ref. 109 and ref. 104. Reprinted 
with permission from 261. Copyright 2022 American Chemical Society. 

Environment Water Icea Differences 
System IE EA IE EA ΔIE ΔEA 

coronene 136.7 44.0 136.5 44.3 –0.2 0.3 
NP1 96.1 45.1 95.8 45.4 –0.3 0.3 
NP2 91.7 53.0 91.4 53.2 –0.3 0.2 
NP3 90.4 60.3 90.1 60.6 –0.3 0.3 
NP4 89.3 52.2 89.1 52.5 –0.2 0.3 
IPCA 134.1 51.5 133.8 51.8 –0.3 0.3 

aIce was treated within the CPCM model by the change of relative permittivity of water from 78.4 to 171.0. 
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Table 16. Estimated relative energies (ΔECT) of the [D+… A-] state (with respect to the GS) computed as 
the difference of IE of a donor and EA of an acceptor (IE(D) – EA(A)) taken from Table 15. Reprinted with 
permission from 261. Copyright 2022 American Chemical Society. 

Donor Acceptor ΔECT (kcal/mol) ΔECT (eV) 
Water Ice Water Ice 

NP1 coronene 52.1 51.5 2.26 2.23 
NP2 coronene 47.7 47.1 2.07 2.04 
NP3 coronene 46.4 45.8 2.01 1.99 
NP4 coronene 45.3 44.8 1.96 1.94 
IPCA coronene 90.1 89.5 3.91 3.88 
NP1 IPCA 44.6 44.0 1.93 1.91 

coronene NP1 91.6 91.1 3.97 3.95 

These values also suggest that competitive CT process on the CD shell may also be possible, 

whereas the electron transfer from the core to surface was found to be energetically more 

demanding and thus less probable.  

The ultimate output of this work is the possibility to detect very low concentrations of small 

primary alcohols, which can be used as a diagnostic tool for early-stage lung cancer screening 

based on exhaled breath condensate. 
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9 Conclusion 

This PhD thesis focused on the investigation of the contribution of MF called IPCA to the PL 

properties of CDs. While writing our review paper on understanding the PL of CDs using 

computational methods, we came across experimental data showing that in certain types of 

syntheses, MFs affect the resulting PL of CDs. In our search for whether the experimental data 

reporting PL of MFs, especially IPCA, are supported by theoretical computations, we did not find 

any. This is the reason why I dedicated my research time mostly to a theoretical description of 

CDs&MF systems and the goal of this thesis was to retell our results deciphering the importance 

of the IPCA in PL of CDs.  

IPCA molecule has a large variability in charge distribution due to the presence of 

heteroatoms. The fact that IPCA could also form H-bonds due to –COOH, –N–H and –C=O groups 

makes the situation very complex. These properties result in existence of several energetically 

stable rotational conformers of IPCA dimers and multimers, and these can serve as basic models 

for the fluorescent centers in CDs. 

One of our interesting findings was the demonstration of the dominance of π → π* transitions 

for the explanation of the absorption spectra of IPCA molecule and IPCA dimers. Typically 

reported n → π* excitations were also observed but these do not play any role for the explanation 

of the absorption spectrum due to their zero oscillator strength. This gives a new picture for the 

assignment of luminophore bands in CDs by stressing the importance of π → π* excitations not 

only in the CD core but also in the CD shell containing MFs. 

Quite interestingly, a certain pathway for PL quenching was illustrated. The break of the 

stacked IPCA dimer arrangement during the geometry relaxations of the S1 state in gas phase 

calculations suggested radiationless conversion to the GS because of intersection pathways of 

S1/S0 electronic states. Although this happened exclusively in the gas, much bigger sampling of 

configuration space was needed to find out if we can observe such behavior in real CDs. With this 

intention, our classical MD simulations revealed that IPCA&CDs systems can form non-covalent 

complexes in solvent, which shall be stable in real samples. IPCAs not only rapidly self-assembled 

into stacked structures in water, possibly forming seeds for growth of CDs during their synthesis, 

and interacted with the accessible aromatic carbons in CDs, but they also incorporated into CD 

matrix. Due to these spatial restrictions, we believe that the quenching of PL will not be very likely 
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in the CD matrix, but it should not be dismissed in our considerations, since it is a source for 

unwanted fluorescence quenching.  

This MD study also helped us to generate initial structures for QM/MM calculations, which 

helped us to observe that the environment of the IPCA molecules and the nature and localization 

of their embedding within CD matrix were found to significantly affect their PL intensity and 

excitation-emission Stokes shifts. Eventually, the good agreement between the calculated and 

experimental excitation-emission maps of embedded IPCA&CD systems indicated that MFs are 

the main source of broad excitation-independent emission in CDs. Moreover, we reported that 

stacking of IPCA dimers could cause higher red-shifts of emission in comparison with isolated 

IPCA molecule and/or H-bonded IPCA systems. This agrees with the common knowledge of 

emission of MFs while providing essential insight hardly accessible with experimental techniques.  

Finally, our MD simulations and DFT calculations supported experimental data in the 

explanation why the bright PL attributable to IPCA present on the CD surface was quenched by 

liquid-to-solid phase transition of water, but not-quenched after addition of small alcohols. MD 

simulations revealed the increase of concentration of alcohol in the vicinity of the CD shell, 

stressing the importance of CD/solvent interface interactions. Additionally, our ad-hoc model and 

DFT calculations of vertical IEs and EAs proved the feasibility of the formation of 

charge-separated CD core−shell trap states, i.e., the states that explain our PL quenching process. 

In this doctoral thesis, I presented only the scientific story of my involvement in the field of 

CDs. Nonetheless, I also investigated other nanosystems. Just very shortly, all-atom classical MD 

simulations were performed alongside experimental work to elucidate that GCN/Ag nanohybrid, 

i.e., silver covalently bound to cyanographene, strongly interacted with a simplified model of 

bacterial membrane, generating a significant perturbation of its structure.268  Additionally, Monte 

Carlo ray-tracing simulation (MCRTS) identified the loss caused by non-unity PL QY being the 

most significant contribution to the overall efficiency loss of internal optical quantum efficiency 

ηint for solar concentrating in Bi-doped Cs2Ag0.4Na0.6InCl6 double-perovskite nanocrystals.269 

MCRTS also allowed to estimate the efficiency of 39.4 % for 2,500 cm2 luminescent solar 

concentrator with hypothetical unity QY, which could not have been evaluated only with 

experiments. All-atom MD simulations can also be used to accurately describe interfacial behavior 

of electrolytes in systems containing carbon allotropes. In our study, we accounted essential 

polarization effects in the MD simulations and demonstrated different structuring of potassium 
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halides at the graphene surface.270 The findings shall be relevant for supercapacitor applications 

and understanding the resting state of graphene as an electrode material. Finally, another 

potentially interesting material with the usage in electronics and sensing was predicted using our 

all-atom MD simulations.271 This material was made from alternating coronene and 

perfluorocoronene molecules and the simulations revealed that it could self-assemble into stacks 

in environments of different humidity. If these alternating layers were connected with a stretchable 

linker, they could form ultrastretchable and possibly electrically conducting nanofibers. 
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a b s t r a c t 
Carbon dots (CDs), including graphene quantum dots, carbon nanodots, carbon quantum dots, and car- 
bonized polymer dots, belong to extensively studied nanomaterials with a very broad application po- 
tential resulting from their bright photoluminescence (PL), high (photo)stability, low toxicity and great 
biocompatibility. However, the design of CDs with tailored properties is still hampered by a fairly lim- 
ited understanding of the CD PL, which stems from their rather complex structure and variability of the 
PL centers. Theoretical calculations provide valuable insights into the nature of the excited states and 
the source of PL. In this review, we focus on state-of-the-art theoretical methods for the description of 
absorption and PL of CDs and their limitations, along with providing an overview of theoretical studies 
addressing structural models and the electronic structure of various types of CDs in the context of their 
overall optical properties. Besides the assessment of the current state of knowledge, we also highlight the 
opportunity for further advancements in the field. 

© 2020 Elsevier Ltd. All rights reserved. 
1. Introduction 
1.1. Discovery and definition of carbon dots 

Nanosized carbon-based materials, such as fullerenes, nan- 
otubes, and graphene, have attracted attention of scientists ow- 
ing to their unique physicochemical properties often very dif- 
ferent from those of the original bulk material. In 2004, Xu 
et al. [1] started to write a new exciting chapter on carbon 
nanostructures by separating a mixture of weakly fluorescent car- 
bon nanoparticles from single-walled carbon nanotubes obtained 
from arc-discharge soot. Since then, carbon dots (CDs), as these 
carbon-based fluorescent nanoparticles (with at least one dimen- 
sion smaller than 10 nm) are nowadays referred to, have ex- 
panded into a large class of metal-free nanomaterials with signif- 
icant and tuneable photoluminescence (PL). Other unique proper- 
ties, in particular, non/low-toxicity, biocompatibility, dispersibility 
in a wide range of solvents, biodegradability, low-cost, facile and 
scalable synthesis, predispose CDs for plethora of environment- 

∗ Corresponding author. 

friendly applications in biomedical imaging and sensing [2–4] , can- 
cer therapy [5] , or theranostics [6] , anti-counterfeiting [7] , light- 
emitting devices [8–11] , optoelectronic devices [12–15] , photocatal- 
ysis [16] and functional materials [ 17 , 18 ]. 
1.2. Synthesis of CDs 

In general, the CDs can be prepared by employing either top- 
down or bottom-up approaches [12] . The top-down methods usu- 
ally require harsh conditions (strong oxidants, concentrated acids, 
and high temperatures) or severe physical techniques (laser abla- 
tion, arc discharge and nanolithography) to cut, decompose and/or 
exfoliate bulk carbonaceous materials (e.g., graphite, graphene ox- 
ide, activated carbon, soot, carbon nanotubes) into carbon nanopar- 
ticles [19–27] . On the other hand, the bottom-up strategies such as 
stepwise organic synthesis, hydrothermal/solvothermal synthesis, 
and chemical vapor deposition and microwave-assisted treatments 
can utilize a large variety of simple organic precursors [ 28 , 29 ]. 
The optimization of reagents and reaction conditions yielded CDs 
with significantly enhanced PL quantum yields (QYs) which were 
mainly attributed to heteroatom doping effects, surface functional- 
ities, and, last but not least, the presence of molecular fluorophores 

https://doi.org/10.1016/j.apmt.2020.100924 
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Fig. 1. CDs can be classified into three major groups; graphene quantum dots (GQDs), carbon nanodots (CNDs) wither either graphitic inner structure (CQDs) or with the 
amorphous one, and carbonized polymer dots (CPDs). During the synthesis of CNDs, molecular fluorophores can be found in the final fluorescent product (displayed as IPCA 
in bottom right of the middle panel). 
(MFs). One of the most frequently used precursors for the bottom- 
up syntheses is citric acid (CA), which was shown to react with 
various nitrogen-containing organic reagents such as 1,2-diamines, 
urea, amino acids, etc. forming highly fluorescent CDs (with QYs 
up to 86 %) [29–33] . 
1.3. Classification of CDs 

Because of the diversity of available preparation methods, 
CDs nowadays represent a large family of fluorescent 0D car- 
bon materials that can be classified according to the carbon core 
structure, which can be either crystalline or amorphous, sur- 
face functionalities, and performance features into several sub- 
groups including graphene quantum dots (GQDs), carbon nanodots 
(CNDs), carbon quantum dots (CQDs), and carbonized polymer dots 
(CPDs) ( Fig. 1 ) [ 28 , 34 , 35 ]. The GQDs are typically prepared from 
graphene/graphite or other graphitic materials by top-down syn- 
thetic approaches [36–38] and exhibit strong PL [39–41] . They con- 
sist of a single layer or few layers of graphene which are usually 
functionalized by chemical groups on the edge [37] . The shape 
of GQDs is often oblate with the lateral diameter typically < 20 
nm, although some can be as large as 60 nm [40] . The PL of 
GQDs is mainly ruled by quantum confinement and edge effects 
[ 37 , 42 ]. Contrary to GQDs, the CQDs (often considered to be a 
special case of CNDs) and CNDs are always quasi-spherical with 
the diameter up to 10 nm [38] . In CQDs, the carbon core pos- 
sesses graphitic crystalline structure and the surface is function- 
alized by oxygen/nitrogen groups, which show intrinsic state PL 
and the quantum confinement effect (QCE) [43] , and thus the PL 
wavelength can be tuned by the CQDs’ size and the functionaliza- 
tion of the surface [ 44 , 45 ]. On the other hand, amorphous CNDs 
are mostly prepared by bottom-up synthetic strategies, and their 
core exhibits high carbonization degree without obvious crystal 
structure or polymer features. The edges of the amorphous car- 
bon core domains often doped by heteroatoms are passivated by 
surface functional groups. Contrary to CQDs, the PL of CNDs is 
not dominated by the QCE of the particle size [ 46 , 47 ]. In addi- 
tion, MFs as a remnant of the condensation phase of the synthe- 
sis can be covalently bound or non-covalently attached to both 
CQDs and amorphous CNDs. As a result of incomplete carboniza- 
tion process, the CPDs exhibit hybrid polymer/carbon structure, in 
which carbonized fragments are incorporated into a polymer ma- 
trix [28] . Consequently, the CPDs possess not only the features of 
CNDs but also inherit important polymeric properties [ 4 8 , 4 9 ]. The 
CPDs can exhibit extraordinary PL QYs, which are attributed to the 
multicenter fluorophore structure and special PL mechanism [50–
52] . It should also be noted that the CPDs are distinguished from 
polymer dots (PDs), which lack the cross-linking of carbonized 

nanoparticles with polymer network structure [53] . CDs with well- 
defined homogeneous structures such as triangular CDs with nar- 
row size distributions [54] , crystalline C 3 N CDs [55] , and chiral CDs 
[56–58] have also been reported. Importantly, composite materials 
containing CDs incorporated in polymers (e.g., polyvinyl alcohol), 
metal-organic frameworks, or inorganic (e.g., zeolites) host ma- 
trices exhibiting room temperature phosphorescence (RTP) and/or 
delayed fluorescence have been designed [ 45 , 59–63 ]. 
1.4. Scope of the review 

Many excellent reviews have been written on synthesis, 
characterizations, PL mechanisms and applications of CDs 
[ 12 , 15 , 33 , 60 , 64–69 ]. Although some of them include also theoret- 
ical models [70] , a comprehensive survey of quantum mechanics 
(QM) and/or molecular mechanics (MM) approaches and models 
applied in the field of CDs is missing. In the current review, we 
(i) briefly summarize the experimental evidence on the structure 
and PL properties of individual classes of CDs referring the reader 
to more comprehensive reviews, (ii) describe state-of-the-art the- 
oretical methods for description of absorption and fluorescence of 
CDs, (iii) provide an overview of theoretical studies addressing the 
structural models and electronic structure of CDs in the context of 
PL, and (iv) outline perspectives for future computational studies 
in the field of CDs. 
2. Experimental data on structure and photoluminescence 
properties of CDs 
2.1. Structural characterization of CDs 

A detailed structural information about systems of interest is a 
crucial aspect for any theoretical investigation. In this regard, CDs 
are indeed a challenging target not only because of inherent ill- 
defined core and surface structures, but also due to a dependence 
of their final structure on the reaction conditions. In fact, differ- 
ent types of CDs can be synthesized from the same precursors 
depending on the ratio of reagents, temperature and pH [ 47 , 71 ]. 
In addition, as pointed out by Rogach and coworkers [72] , poten- 
tial ambiguities can occur in the structural characterisation of CDs 
when employing techniques commonly applied in other areas of 
the material science such as high-resolution X-ray photoelectron 
spectroscopy (HR-XPS), Fourier transformed infrared spectroscopy 
(FTIR), transmission electron spectroscopy (TEM), atomic force mi- 
croscopy (AFM), and X-ray diffraction (XRD). For example, HR-XPS 
signals of substitutional nitrogen functionalities are usually pre- 
sented as a proof of the nitrogen doping in CDs; however, the same 
signals can also be generated by molecular compounds such as 
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citrazinic acid (CZA), a 2-pyridone derivative containing pyridinic 
nitrogen, as well as 5-oxo-1,2,3,5-tetrahydroimidazo[1,2-a]pyridine- 
7-carboxylic acid (IPCA) containing nitrogen in a pyrrolic coordina- 
tion. Similar issues arise in the interpretation of FTIR spectra used 
for identification of surface functionalities on CDs, which can also 
be present in MFs. Clearly, combined theoretical and experimental 
effort s are necessary to gather various types of data, so that reli- 
able structural models of CDs could be established based on their 
consistent interpretation, as shown, e.g., for N-doping of graphene 
[73] . In what follows, we describe in more detail commonly ac- 
cepted views on structural features of individual classes of CDs that 
can serve as a base for designing pertinent theoretical models of 
CDs or at least their structural subunits. 
2.1.1. Graphene quantum dots 

GQDs are sub-100 nm anisotropic nanoparticles consisting of ei- 
ther a single layer or a few layers of (doped) graphene with nitro- 
gen or oxygen functional groups covalently attached to the edges 
[74] . The lateral dimensions typically vary from 2 to 40 nm or 
sometimes even bigger CDs may be synthesized [40] , while the 
thickness ranges from 1.3 to 8 nm [75–78] . Although the core of 
GQDs is relatively well defined, consisting of sp 2 hybridized car- 
bons or heteroatoms, the overall structure of the final GQD prod- 
uct is often dependent on the synthetic precursors and conditions 
[79] . Adapting the conditions, one can prepare pure GQDs [80] , 
GQDs with specific (hexagonal or triangular) shape [ 54 , 81 ], single-, 
double- or multi-heteroatom doped GQDs [82] , or GQDs with dif- 
ferent functional groups [ 83 , 84 ]. In the case of doped GQDs, pyri- 
dinic, pyrrolic and graphitic nitrogen atoms are often embedded in 
the GQD lattice as revealed by HR-XPS [85–89] . 

Functional groups in GQDs typically involve electron donating 
groups such as –NH 2 , –OH, –OR’, –OCOR’, or electron withdraw- 
ing groups including –X, –CHO, = O, –COOR’, –COOH, –CN, –NH 3 + , 
–NO 2 [90–92] . Besides these common functional groups, the occur- 
rence of bulkier groups such as o -phenylenediamine, diaminonaph- 
thalene and azo- moieties in GQDs was also reported [13] . Over- 
all, owing to versatility of the potential functional groups on the 
edges, the observed changes in optical spectra of GQDs can be re- 
lated to the existence of push-pull structures due to the presence 
of electron donor (–NH 2 ) and electron acceptor (–COOH) groups on 
the edge [ 13 , 93 ]. Depending on the synthesis, the microstructure 
of GQDs might not be perfect and defect-free, especially if they 
are prepared by top-down methods [94] . The study of pure GQDs 
using surface enhanced Raman spectroscopy (SERS) revealed large 
defects on the edges, sp 3 -like defects and disorders on the basal 
planes [95] . It was also described that presence of epoxy- groups 
on basal planes of GQDs makes them more prone to be attacked by 
some chemical reagents [96] . The existence of free edges on GQDs 
can be considered as another defect in GQDs structure, where free 
zigzag edges are carbene-like, with a triplet ground state [97] . Fi- 
nally, although it is usually not easy to analyze, it can be expected 
that the GQDs, especially those prepared by top-down approaches, 
can contain various types of vacancies [94] . The defects and vacan- 
cies can dramatically affect the electronic structure of GQDs. For 
example, the QCE mainly related to the size of sp 2 -hybridized car- 
bon domains can be altered by the increasing content of oxygen 
due to the increase of the number of defects that can result in cre- 
ation of several smaller mutually separated π-conjugated domains 
which can act as the PL centers [34] . 
2.1.2. Carbon nanodots 

CNDs are commonly described as spherical nanoparticles 
smaller than 10 nm [ 64 , 98 , 99 ] composed of an sp 2 -hybridized 
carbon core and a shell passivated by functionalized sp 3 carbon 
atoms [ 47 , 100 , 101 ]. The CNDs core is usually 2–4 nm in size [102–
104] and can be either structurally disordered (amorphous) or have 

a crystalline structure, which is mostly graphitic (CQDs) [ 62 , 105–
110 ], although carbon nitride C 3 N 4 cores have also been reported 
[111–114] . The lattice spacing in the CQDs core was found to be 
∼0.330, ∼0.208, 0.194, 0.186, ∼0.210 nm which agrees well with 
(002), (102), (104), (105), (100) diffraction planes of sp 2 graphitic 
carbon, respectively [115–120] . Similarly to GQDs, the CNDs can 
be doped with nitrogen (pyrrolic, pyridinic, graphitic), phospho- 
rus (P-O binding), sulphur (C-S-C units) and boron (B-C, B-N, B- 
O bonding) [120–129] . Depending on the synthetic procedure, the 
shell contains various oxygen- or nitrogen-containing functional 
groups, typically the polar –CHO, = O, –COOH, –OH, –CONR 2 ’ or 
–NH 2 groups [ 130 , 131 ]. These functionalities conduct interactions 
with the surrounding and thus significantly affect the dispersibility 
of CNDs in solvents and the pH-dependency (protonation of car- 
boxylic and other acidic groups, pyridine and pyrrolic nitrogens, 
etc.) of optical properties of CDs [132] , which are essential fea- 
tures for the sensing applications based on the ability of CDs to 
interact with specific chemical species. In addition, because of this 
complexity, many subsequent chemical covalent and non-covalent 
surface functionalization pathways, e.g., copolymerization and sul- 
fonylation reactions, amidic coupling, and esterification, can occur 
in CNDs systems [130] . 

In 2015, MFs as highly fluorescent ingredients were identified 
in samples of bottom-up synthesized blue-emissive CDs [29] . 
Since then, their structural arrangement and the role in PL of CDs 
have been heavily discussed and, from an experimental point of 
view, summarized in very recent reviews [ 33 , 72 ]. Structurally, MFs 
can be present in the interior of CDs [133] , covalently bonded 
[ 134 , 135 ] or non-covalently attached [136] to the CNDs shell [137] . 
Starting typically from CA, CZA [138] and its derivatives have 
been identified as the main structural MF motifs responsible for 
the blue emission of CDs. Besides CZA, 1-(2-aminoethyl)-5-oxo- 
1,2,3,5tetrahydroimidazo[1,2-a]pyridine-7-carboxylic acid (ATPCA) 
[139] , methylenesuccinic acid (MA) [140] , 5-oxo-3,5-dihydro-2H- 
thiazolo[3,2-a]-pyridine-3,7-dicarboxylic acid (TPDCA) [141] , 5-oxo- 
3,5-dihydro-2H-thiazolo[3,2-a]pyridine-7-carboxylic acid (TPCA) 
[142] , IPCA [29] , green fluorophore 4-hydroxy-1H-pyrrolo[3,4- 
c]pyridine-1,3,6(2H,5H)-trione (HPPT) [143] , N-(2-hydroxyethyl)- 
2-oxo-1-vinyl-6-(vinylamino)-1,2-dihydropyridine-4-carboxamide 
(NVDPA) [144] were the most reported MFs ( Fig. 2 ). Neverthe- 
less, there is still plenty of room for deeper investigation into the 
chemical nature of molecular intermediates that are formed during 
syntheses of CDs. There are very likely more MFs contributing to 
CDs PL being produced, e.g., as side products during synthesis of 
CDs from carbohydrates [145] . Importantly, it was also shown that 
MFs tend to form J-type (a head-to-tail arrangement of dimers) 
and H-type (dimers in a face-to-face sandwich-type arrangement 
interacting via π- π stacking) aggregates [146–148] . 
2.1.3. Carbonized polymer dots 

CPD is a hybrid structure composed of a majority of organic 
polymer chains and probably a small fraction of an “inorganic”
carbon core. One important parameter to evaluate the structure 
of CPDs is the carbonization degree, where CPDs can be regarded 
as CDs of low carbonization degree or fluorescent non-conjugated 
polymer nanoparticles with high crosslink degree. Some oligomers, 
polymers, and cross-linked polymers are the main components in 
these dots. Due to their structure, CPDs may not inherit all prop- 
erties of CDs, such as, quantum size effect, stability against pho- 
tobleaching, etc. [49] . Nevertheless, it is hard to clearly describe 
the specific chemical structure of CPDs due to their polydispersity 
and irregular chemical compositions. The polydispersity originates 
in the randomness of events during the preparation steps. Quick 
hydrothermal and microwave assisted condensations of monomers 
are the most common ways for CPDs fabrication. CPDs can also be 
prepared from the monomers or non-conjugated polymers by con- 

3 



 

M. Langer, M. Paloncýová, M. Medve ď et al. Applied Materials Today 22 (2021) 100924  

Fig. 2. The commonly reported (A) PAH-based fluorophores and (B) some typical molecular fluorophores present in the final products of the CDs synthesis. S-PAH: stacked 
PAHs; F-PAH: functionalized PAHs; D-PAH: doped PAHs; CA: citric acid; IPCA: 5-oxo-1,2,3,5-tetrahydroimidazo[1,2-a]pyridine-7-carboxylic acid; CZA: citrazinic acid; ATPCA: 
1-(2-aminoethyl)-5-oxo-1,2,3,5tetrahydroimidazo [1,2-a]pyridine-7-carboxylic acid; MA: methylenesuccinic acid; TPDCA: 5-oxo-3,5-dihydro-2H-thiazolo[3,2-a]-pyridine-3,7- 
dicarboxylic acid; TPCA: 5-oxo-3,5-dihydro-2H-thiazolo[3,2-a]pyridine-7-carboxylic acid. Carbons are represented in black, hydrogens white, oxygens red and nitrogens in 
blue balls. 
densation, crosslinking, assembling, or slightly carbonization pro- 
cesses. According to differences in raw materials, CPDs could be 
further classified into two classes, including the one prepared from 
a small molecule precursor and the one from a polymer precur- 
sor (polymers with/without small molecules). Many polymer-like 
features are also reflected in CPDs, such as the abundant reac- 
tive functional groups, the polydispersity of products, the highly 
crosslinked network structure [48] . The favorable building blocks 
for these bottom-up synthetic methods are molecules with mul- 
tiple –COOH, –OH, or –NH 2 groups, such as CA, glucose, amino 
acids [ 29 , 49 ]. The presence of these functional groups is essen- 
tial for the proper internal organization of CPDs and these C = O, 
C = C bonds with large numbers of residual hydroxyl groups are 
commonly found in their IR spectra [149] . Other suitable precur- 
sors for CPDs are linear or branched water soluble polymers [150] , 
biomass [151] , polyvinyl alcohol [152] , etc. A simple and green 
route to synthesize water-soluble and nitrogen-doped polymer-like 
carbonaceous nanospheres with a uniform size of ∼70 nm on a 
large scale through hydrothermal treatment of cocoon silk in wa- 
ter was reported as well [153] . 
2.2. Photoluminescence properties 
2.2.1. Phenomenological insights into PL 

Despite the not fully resolved structure of CDs, various phe- 
nomenological PL mechanisms have been proposed based on a 
strong experimental evidence with a support of simplified the- 
oretical models (see also Fig. 3 ): (i) QCE related mainly to the 
size of π-conjugated domains in the CD core; (ii) the defective 
and/or surface state PL, which is determined by doping effects, hy- 
bridization of the carbon backbone and surface functional groups; 
(iii) the molecular PL, which is imprinted solely by fluorescent 
molecules attached to the surface and/or interior of the CDs; and 
(iv) the crosslink-enhanced emission (CEE) effect [34] . In addition, 
owing to small singlet-triplet energy splitting ( "E S-T ) in CDs, the 
involvement of triplet states can lead to long-time PL processes 
such as (v) thermally activated delayed fluorescence (TADF) and 
(vi) phosphorescence (P; see Fig. 3 A for a detailed schematics) 
[ 15 , 60 , 61 , 114 ]. In principle, all these mechanisms can occur in in- 
dividual CD subclasses and can take place in a cooperative man- 
ner, what makes the interpretation of PL characteristics such as 
QYs, (multi-)exponential PL decay, sensitivity to photo-bleaching 
and environmental effects an extremely challenging task. Several 

reviews covering the topic of PL of carbon nanostructures were 
published [ 15 , 34 , 38 , 60 , 101 , 154 , 155 ], therefore we survey here only 
briefly the major experimental observations. We focus first on sin- 
gle sheets of GQDs demonstrating the PL principles, followed by 
more complex CNDs and CPDs. 
2.2.2. Graphene quantum dots PL 

Unlike pristine graphene, the GQDs as small finite size graphene 
fragments exhibit a non-zero band gap rendering unique optical 
and electronic properties. Owing to the size diversity, possible het- 
eroatom doping, surface functionalization and presence of various 
types of defects, PL of GQDs can range from UV, through visible 
up to near-IR region and exhibit different PL characteristics (QY, PL 
decay, sensitivity to the surrounding, etc.). 

PL of GQDs is mostly governed by core states in the conjugated 
π-domains and the QCE. Similar to other semiconducting quantum 
dots (QDs) of nanometer scale, the GQD edges influence the elec- 
tronic structure of the conjugated sp 2 domain. Due to light atoms, 
GQDs have larger band gap than other similarly sized semicon- 
ducting inorganic QDs [34] . The band gap of the core states de- 
creases with the increasing GQD size, and a red shift of the emis- 
sion band occurs, up to the point where the effect of shape and 
edge dominates over GQD size [41] . Analysis of the concentration 
dependence of PL of small polycyclic aromatic hydrocarbons (PAH) 
dispersed in poly(methyl methacrylate) (PMMA) revealed that the 
band gap in GQDs can also be reduced by stacking effects that 
can lead to self-trapping of excitons and excimer formation in the 
PAH network [156] . Also, efficient intersystem crossing (ISC) re- 
lated to low "E S-T values in the core states was observed, and 
thus the GQDs can exhibit TADF and phosphorescence [157] . The 
former results from a reversible S-T transition, in which the long- 
living triplet excitons (due to a spin-forbidden T 1 → S 0 transition 
and small "E S-T ) undergo the reverse ISC (RISC) leading to delayed 
fluorescence from the S 1 state with lifetimes prolonged by few or- 
ders of magnitude compared to ordinary fluorescence. In the case 
of low-efficient RISC and provided that the triplet excitons are not 
deactivated non-radiatively, the spin-forbidden T 1 → S 0 transition 
accompanied with photon emission (phosphorescence) occurs on 
much slower timescales (typically microseconds). 

Apart from the intrinsic emission from the GQD core, surface 
states actively participate in the PL [78] . After excitation, intrin- 
sic PL can be reduced by non-radiative decay into these surface 
states and a red shift in emission wavelengths can be observed 
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Fig. 3. Possible PL mechanisms being present in CDs. (A) the quantum confinement effect (QCE) related mainly to the size of π-conjugated domains in the CD core. (R)ISC 
refers to (reverse) intersystem crossing, which can lead to thermally activated delayed fluorescence (TADF); P refers to phosphorescence; (B) the multi-component PL typical 
for CNDs including the molecular PL; and (C) the crosslink-enhanced emission (CEE) effect (blue lines in bottom panel represent polymers, black carbonized regions). Bold 
and regular horizontal lines represent electronic and vibrational energy levels, respectively. Only radiative and non-radiative decays are displayed as straight and wavy lines, 
respectively. 
[34] . The emission spectra of moieties containing –COOH and –
NH 2 groups can also be affected by protonation state by modulat- 
ing pH [ 37 , 101 ]. Such dependence of PL properties on the surface 
chemistry gives us the possibility to tune the PL characteristics by 
changing the surface groups. 
2.2.3. Carbon nanodots PL 

One of the most fascinating features of CNDs is their com- 
mon excitation-dependent PL that can be attributed to their com- 
plex structures and selective excitations of individual structural 
features. Not only intrinsic or surface emission of single GQD is 
present, but CND layered structure allows selective excitation of 
each differently sized layer with specific chemical composition. 

Consistently with QCE, a red shift of the core PL with increas- 
ing CND size was usually observed [ 34 , 158 ]. This can be explained 
in terms of sizes of individual layers. However, an opposite trend 
was also observed, where either PL wavelength did not correlate 
with the CND size, or increasing the size caused a blue shift [159] . 
The individual layers are made of imperfect graphene-like sheets 
(GQDs) and thus the actual PL may not be dependent on the CND 
diameter, but on the size of the conjugated sp 2 matrix. Therefore, 
one need not see a perfect size-emission wavelength dependence 
in such complex structures such as CNDs. 

Surface states play a dominant role in PL of CNDs. Although 
the excitation can affect electrons in the intrinsic band of the sp 2 

domains, emission occurs mostly after relaxation to the surface 
states [ 34 , 160 ]. As the surface of CNDs is often oxidized, higher 
amount of O functional groups on the surface can create more sur- 
face defects and therefore bring a red shift in the emission spectra 
based on the same principle as in the case of simple GQDs. Such 
a shift is dependent on the amount of surface functional groups 
[102] . Moreover, some O- and N-containing functional groups can 
(de)protonate in response to a change of pH of the environment. 
The pH dependence of PL is a widely reported phenomenon for 
oxygenated GQDs and change of pH may end up in quenching of 
PL [161–163] . 

Fluorescence decay in CNDs is often multicomponent, suggest- 
ing multiple decay pathways [164] . Apart from multiple absorp- 
tion and emission centers, one or more of the pathways are of- 
ten related to non-radiative low energy levels, called trap states 
[75] . Their origin is not fully resolved, but it is hypothesized that 
they come from surface states and/or defects arising from imper- 
fect passivation of the CND surface [ 34 , 75 , 154 , 155 , 165 , 166 ]. The 
surface passivation can thus not only modulate the wavelength of 
the emission, but also hinder or reduce the radiative decay. 

Doping of CNDs with N is the most common because it can 
be easily achieved by synthesis using N-containing precursors. The 
emission wavelength can be tuned by the type, concentration and 
position of heteroatoms [87] . Both red and blue shifts caused by 
individual N forms were observed [101] , which can be attributed 
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to a dependency of this effect on N type and position. For exam- 
ple, graphitic N-doping was shown to cause a red shift the fluo- 
rescence of CQDs [87] . The N-doping often significantly enhances 
fluorescent QY of CNDs, which is another very useful advantage of 
introducing heteroatoms into the CDs structure [101] . 
2.2.4. Molecular state PL 

Experimental evidence of an intense excitation-independent 
long-lived component in PL spectra of some CNDs prepared by 
bottom-up synthetic procedures indicated the presence of molec- 
ular PL centers similar to common organic fluorescent dyes 
[ 29 , 47 , 72 , 167 ]. The enhancement of the PL component observed 
under mild reaction conditions and attributed to low-molecular 
mass structures was in line with the proposed mechanism of the 
formation of CNDs from molecular precursors, according to which 
the condensation phase is followed by carbonization, and the lat- 
ter can be suppressed by using shorter reaction time and/or lower 
temperature [47] . Undesirable PL photobleaching of the CNDs syn- 
thesized under mild conditions after exposure to the UV radiation 
further corroborated the presence of MFs [47] . Importantly, it was 
observed that the highly intense molecular state PL signal was gen- 
erated not only by CD solutions filtered through dialysis bags, but 
also by the solution outside the dialysis bags, indicating that the 
PL centers of the free molecules that passed from the bag and 
those incorporated in the CD structure (on the surface and/or in 
the CD interior) were identical [47] . Although it is tempting to at- 
tribute the PL signal of the solution of MFs to individual (solvated) 
molecules, several studies in past years supported the idea of MFs 
closely interacting with CD structure, possibly directly incorporated 
inside [ 72 , 146 ]. 
2.2.5. PL of CPDs 

Besides abovementioned mechanisms common for CNDs, CPDs 
PL possess additional PL features related to the CEE effect. Sim- 
ply speaking, polymer chains surrounding the carbonized core 
can contain potential PL centers, e.g., secondary or tertiary amine 
groups. Without being constrained in CPDs, such centers exhibit 
weak fluorescence ( Fig. 3  C), because of strong non-radiative vibra- 
tional relaxation [168] . On the other hand, if they are spatially con- 
strained in CPDs, the vibrational relaxation is suppressed, which 
significantly increases the PL intensity, which differs from MFs that 
exhibit PL even without spatial confinement. 

To sum up, given the structural diversity of CDs and the com- 
plexity of PL mechanism, there is an urgent need for reliable multi- 
scale theoretical models developed by using state-of-the-art com- 
putational tools. It also needs to be mentioned that the diversity 
of applied (not always adequate) methods makes the mutual com- 
parison of available theoretical data as well as their confrontation 
with experiment very difficult. A consistent computational protocol 
relying on best available theoretical methods tailored and tested 
for specific problems reflecting the multi-scale character of the 
structure and (photo)chemistry of CDs would be highly welcome. 
3. Theoretical methods for the description of optical 
absorption and emission processes in CDs 
3.1. Ground state electronic structure of PAHs 

The popular systems to model CDs are PAHs of medium or 
larger sizes with different shapes, including polyacenes, circum- 
acenes and periacenes. Depending on the size and molecular struc- 
ture, the ground state (GS) wavefunctions of PAHs may possess 
biradicaloid (open-shell) character and/or sizeable contribution of 
double excited electronic configurations. A characteristic feature 
of these situations is the presence of several resonance structures 

whose contributions to the GS wavefunction increase with the in- 
creasing size of the systems [169–172] . A useful classification tool 
is given by Clar’s rule [ 173  , 174 ] stating that for benzenoid PAHs 
the structure with more aromatic sextets possesses higher aro- 
matic stabilization energy. Thus, the structure with the valence 
bond structure with more Clar’s sextet rings, although gaining rad- 
ical character, can become equally or more stable than a closed 
shell structure. This can be exemplified by resonance structures 
of heptacene ( Fig. 4 A). The closed-shell electronic configuration 
(Kekulé structure) exists only if one Clar’s sextet is present, while 
two or more Clar’s sextets can coexist only with the structure with 
a biradical character. Starting with heptacene the latter resonance 
structures are more stabilized than the closed-shell structure, re- 
sulting in the radical character and reactivity of higher member of 
acenes [ 169 , 171 ]. 

Fig. 4 B (see also Ref. [176] ) illustrates another example in which 
doping with heteroatoms can introduce the radical character in 
PAHs electronic structure. The most stable resonance structure 
of pristine pyrene is the Kekulé structure with two Clar’s sex- 
tets. N-doping in graphitic positions, in which the N-atom con- 
tributes with two electrons to the π-space, changes the charac- 
ter of the electronic structures depending on their mutual posi- 
tion. The Kekulé structure is obtained for pyr-graphitic-1 as for 
pyrene but no Clar’s sextet can be formed. The same situation is 
observed also for pyr-graphitic-2. This configuration is in resonance 
with the structure containing one Clar’s sextet but at the expense 
of biradicaloid character. On the contrary, in pyr-graphitic-3  nei- 
ther Kekulé structure no Clar’s sextet can exist without biradicaloid 
character. Other examples of the biradicaloid character of the GS 
wavefunctions which appears upon functionalization of PAHs are 
documented in Refs. [177–179] . With increasing size of the sys- 
tems, the energy gap between the occupied and virtual orbitals 
is stepwise reduced and also the excited state (ES) configurations 
can contribute increasingly to the originally closed-shell GS wave- 
function. Importantly, the biradicaloid character and doubly excited 
configurations do not only affect the GS but also ESs and should 
be carefully considered when selecting an adequate computational 
method. 
3.2. Strategy for computations of electronic excitation and emission 
processes 

Computational modeling of ESs behavior of CD, in particular 
their PL properties, is based on several steps displayed in Fig. 5  
with the focus on singlet electronic states. 

The interpretation of CD optical spectra starts with the charac- 
terization of absorption spectra, i.e., the characterization of elec- 
tronic transitions starting from the GS, of excitation energies and 
oscillator strengths. Prediction of the luminescence properties re- 
lies on the validity of Kasha’s rule stating that the molecule pref- 
erentially emits photon from the lowest ES of a given multiplic- 
ity [180] . In other words, the emission wavelength of MF is inde- 
pendent of the excitation energy. Kasha’s rule can be explained by 
competing non-radiative relaxations via internal conversion from 
higher ESs (S 2 in Fig. 5  ) to the S 1 state with direct radiative emis- 
sion from a higher ES. The former processes occur usually at signif- 
icantly shorter timescales and lead to a population of the S 1 state 
first, from which then the radiative emission occurs. The theoreti- 
cal characterization of PL thus includes finding the geometry of the 
S 1 energy minimum and, in the simplest case, determination of the 
vertical S 1 → S 0 emission energy and radiative decay probability. 
More sophisticated methods include the nuclear motion explicitly, 
as mentioned below. The PL S 1 → S 0 competes with non-radiative 
internal conversion to S 0 , which appears most prominently, but 
not only, at the crossings of S 1 and S 0 states ( Fig. 5  ). Another 
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Fig. 4. Resonance structures of (A) heptacene and (B) nitrogen doped pyrene in graphitic positions. The arrows in heptacene structures indicate the movement of the Clar’s 
sextet along the heptacene structure. The Clar’s sextet refers to six π-electrons localized in a single benzene-like ring separated from adjacent rings by formal CC single 
bonds; no neighboring benzene-like molecules can share π-electrons simultaneously to form their own sextets, i.e. no neighboring Clar’s sextet can be drawn [175] . Black 
dots represent radicals. Reprinted with permission from ref [176] . Copyright 2020 the Royal Society of Chemistry. 

Fig. 5. Selected radiative (straight vertical lines) and non-radiative (wavy lines) processes involving electronic (bold horizontal lines) and vibrational (regular horizontal lines) 
states. Singlet states are shown only. Note: Thick lines represent zero-point vibration energies (ZPVE) levels. 
non-radiative process competing with fluorescence (not shown in 
Fig. 5 ) is the ISC to a triplet state. 

A correct characterization of spectra requires a balanced treat- 
ment of all relevant ESs and the GS along the ESs channels, in- 
cluding states silent in the absorption spectra since they can sig- 
nificantly influence the PL properties via non-radiative transitions. 
The complexity of PL spectra character can be further increased by 
a possible formation of dimers, trimers or higher aggregates. 
3.3. Classification of computational methods 

Computational tools applied in the field of CDs range from 
highly accurate QM methods suitable for detailed characteriza- 
tion of the electronic structure and optical properties of small and 
medium-size fluorophores, through computationally more efficient 
but still reliable QM approaches based on density functional theory 
(DFT) [ 181 , 182 ] enabling to study larger systems (typically hun- 
dreds atoms), and semiempirical (SE) methods, see Fig. 6 . Among 
the SE approaches, unrestricted natural orbital-configuration inter- 
action (UNO-CI) calculations [30] , Zerner’s intermediate neglect of 
differential overlap (ZINDO/S) [183] and PM7 [184] have been used 
to study the electronic structure, optical properties and/or chemi- 
cal reactivity of CDs [185–188] . More advanced density-functional- 
based tight binding (DFTB) method [189–191] , the semiempirical 

QM method defined within the DFT framework, uses smaller num- 
ber of empirical parameters compared to other SE methods and 
scales 2–3 times faster compared to DFT methods. DFTB method 
can be classified as a tight-binding method parametrized from DFT 
calculations [192] . DFTB approach in combination with MD sim- 
ulation has been successfully used to model the mechanism and 
kinetics of single-walled carbon nanotube (SWNT) nucleation us- 
ing metal-carbide nanoparticles as precursors [193] and the for- 
mation of graphene [194] from acetylene via radical mechanism. 
Finally, MM (also termed empirical or empirical potential method) 
can handle hundreds or thousands of atoms but it does not provide 
any insight into electronic structure of the model system. It can 
be efficiently used to study conformational behavior and classical 
molecular dynamics (MD) of large systems including CDs models 
[ 195 , 196 ]. Both QM and MM methods can also be combined to 
study complex molecular systems in hybrid/multiscale molecular 
models (e.g., QM/MM), which divide the subjected systems into 
parts/layers, which can be treated at various levels of computa- 
tional chemistry. 
3.3.1. QM methods 

The QM methods evaluate electronic structure of molecular sys- 
tems in terms of wavefunction or electron density and can be ap- 
plied for calculations of both GS and ESs. They can be classified ac- 
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Fig. 6. Overview of commonly used computational methods for the description of structure and optoelectronic properties of CDs. The methods are horizontally placed 
according to their quality of electronic structure description and vertically according to their computational cost. The right panel shows size of system for which these 
methods can be approximately applied. All methods can provide information about structure, while methods highlighted in bold can also be used for the description of 
excitation/emission properties. 

Fig. 7. Characterization and comparison of single reference versus multireference schemes. 
cording to the description of the wavefunction as single reference 
(SR) and multireference (MR). For extended reviews with focus on 
MR methods see Refs. [197] and [198] . The basic concepts of SR 
reference vs. MR theory are displayed in Fig. 7 . 

In the SR approach only one reference configuration, usually the 
Hartree-Fock (HF) determinant, is considered as a starting point. 
In the case of closed-shell singlet (left part of Fig. 7 ) the electron 
excitations from the reference doubly occupied into virtual orbital 
spaces are considered. The wavefunction is then obtained by differ- 
ent methods among which variational, e.g., CIS [199] , or perturba- 
tional approaches, e.g. MP2 [200] , are popular choices. Other meth- 
ods like coupled-cluster (CC) theory can be used as well [201] . 
The validity of such an approach relies on the assumption that 
the HF determinant is a good starting point and that this elec- 
tronic configuration dominates the GS wavefunction. In the MR ap- 
proach, the orbitals are divided into the closed-shell, active and 

virtual subspaces (right part of Fig. 7 ). The reference wavefunction 
is constructed from a set of electronic configurations in which the 
closed-shell and virtual orbital spaces are kept doubly-occupied 
and empty, respectively, while in the general case, all possible oc- 
cupations within the active orbital space are allowed [202] , result- 
ing in the so-called complete active space (CAS) approach. All elec- 
tronic configurations generated within the CAS can contribute to 
the reference wavefunction. The total wavefunction is then formed 
by excitations out of the above reference wavefunction. The higher- 
order correlation effects are accounted for in the subsequent treat- 
ment, e.g., using perturbation theory in CASPT2 method [ 203  , 204  ], 
the widely used method to describe ESs of small and medium 
sized systems or MR configuration interaction (MRCI). These MR 
methods are generally applicable and can reliably describe bond 
breaking processes or biradicaloid systems as discussed in Fig. 4  . 
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As an alternative to wavefunction-based approaches,DFT meth- 

ods have become very popular due to their excellent trade-off
between accuracy and cost. In DFT, the electronic energy is ex- 
pressed as a functional of the GS electron density. Owing to the 
unknown exact form of the exchange-correlation functional (XCF), 
a plethora of DFT methods is available nowadays [205] , and novel 
XCFs are still under development. Although it is not straightfor- 
ward to assess the quality of a particular XCF, there is a clear 
evidence that the accuracy of provided results systematically in- 
creases with improving the physical content of XCFs. The increase 
of an overall quality of XCFs can therefore be expressed in the form 
of a metaphorical Jacob’s five-rank ladder introduced by Perdew 
[206] starting with XCFs based on the local density approxima- 
tion (LDA) as the lowest rank and ending with so-called double hy- 
brid XCFs at the top rank. Range-separated hybrid (RSH) function- 
als, e.g., LC-BLYP, ωB97X-D, LC- ωHPBE and CAM-B3LYP [207–210] , 
represent a very important extension of hybrid XCFs constituting 
the 4 th rank of the Jacob’s ladder as they have been successfully 
used for studies of extended π-conjugated systems as well as ES 
calculations [211] . RSH functionals include an increasing fraction 
of the exact exchange when the interelectronic distance increases, 
thus significantly improving the description of charge-transfer (CT) 
transitions [212] . In the context of investigations of CDs, it is worth 
noting that the standard functionals, including hybrid XCFs such as 
B3LYP and PBE0, fail to properly describe dispersion interactions. 
Therefore, various flavors of DFT-based methods including disper- 
sion corrections have been developed. According to the treatment 
of the dispersion, they can be classified in a ladder-like manner 
[213] analogous to the Perdew’s ladder of XCFs. It should be noted 
that inclusion of dispersion interaction is required for correct de- 
scription of noncovalent complexes and some models of CDs based, 
e.g., on stacked PAHs. 

The most popular method to describe the ESs of CDs is DFT- 
based linear-response time-dependent density functional theory 
(TDDFT) [214] approach due to its favorable cost-performance ratio. 
A reliable use of such approach requires a careful benchmarking, 
as discussed in the recent study of Grotjahn and Kaupp [215] . Ma- 
jor difficulties in the TDDFT approach result from its incapability 
to properly describe polyradicaloid character of the GS wavefunc- 
tion, the failure to include doubly ESs [216] due to the adiabatic 
approximation of the time-dependent correlation-exchange poten- 
tial and, in several cases, to correctly describe the ES ordering of 
PAHs [ 171 , 217 , 218 ]. These problems could be only partially fixed by 
introducing modifications in the DFT functionals [219–223] . In par- 
ticular, considerable improvement of the ordering of ESs in PAHs 
has been achieved with the inclusion of long-range effects [224] , 
as exemplified by comparison of results obtained with standard 
B3LYP functional [ 225 , 226 ], and its extension by the TD-Coulomb 
attenuating method-B3LYP (TD-CAM-B3LYP) [210] . Despite of that, 
the TDDFT approach has proven to provide useful information on 
the optical spectra in good agreement with more sophisticated 
methods and with experiment for several PAHs. 

An alternative approach among the SR methods which reason- 
ably scales with the size of the system is the wave-function based 
approach CC method, the second-order approximate coupled- 
cluster (CC2) [227] , the algebraic diagrammatic construction to sec- 
ond order (ADC(2)) [228] , and its variants [229] , which provide 
reliable results and a well-balanced description of the ESs of rel- 
atively large PAH systems [ 224 , 230 ]. However, they are also not 
capable of describing doubly-ESs as explained in Ref. [231] . Even 
more accurate description of electron correlation taking into ac- 
count the effect of triple excitations can be obtained by using 
the third-order coupled-cluster (CC3) [232] or equation-of-motion 
(EOM)-CCSD(T) methods [233] . 

The MR approach significantly improves the reliability of the ES 
calculations. The popular CASSCF/CASPT2 method has been used 

for these purposes [ 172 , 234 ]. Its use is, however, limited due to 
rapidly increasing computational demands with the molecular size. 
An alternative, cost-effective multi-reference method based on per- 
turbation theory, the n-electron valence state perturbation theory 
to the second order (NEVPT2) [ 235 , 236 ] can be used. This method 
does not significantly exceed the computational expense of SR 
methods, still providing reliable results of excitations energies of 
PAHs [ 224 , 237 ]. A number of promising strategies have emerged 
recently, among which the density matrix renormalization group 
(DMRG) [238] is probably the most popular and already used for 
the ES calculations of CD models [239–243] . An interesting al- 
ternative approach is the density functional theory/multireference 
configuration interaction (DFT/MRCI) method [244] , a parametrized 
approach which treats the dynamic electron correlation and multi- 
reference character of the states at DFT and MRCI levels, respec- 
tively [245–247] . As shown in the literature [ 224 , 244 , 248 ], this ap- 
proach correctly describes the ordering of the ESs with calculated 
excited energies in an excellent agreement with experiment. 

Fig. 8 illustrates the performance of SR (TD-B3LYP, CAM-TD- 
B3LYP and spin-opposite scaled second-order algebraic diagram- 
matic construction (SOS-ADC(2)) and MR (DFT/MRCI and NEVPT2) 
methods to compute the first bright ES for a series of pyrene- 
and coronene-based PAHs [224] . Since all states have the same 
character, resulting from the combination of HOMO–1/LUMO and 
HOMO/LUMO + 1 transitions, all methods give a similar monotonic 
decrease of excitation energies with increasing number of fused 
benzene rings, showing a good performance of SR methods in this 
particular case. Extrapolated values to infinite number of carbon 
atoms give good agreement with experimental absorption peaks 
for the three lowest bright states gives of a GQD with 168 carbon 
atoms [249] . 

The evaluation of emission spectra includes finding of the min- 
ima of the S 1 state (following Kasha’s rule). The vertical S 1 → S 0 
emission energies ( Fig. 5 ) can be obtained with the SR approaches 
for most cases. These methods have, indeed, been recently used 
to explain unusually large Stokes shifts observed in the emission 
spectra of CDs by emission from excimer aggregates formed by 
stacking rather than from the monomer emission [250] . 
3.3.2. Treatment of environmental and dynamical effects 

The optical properties of CD fluorophores can be significantly 
affected by their environment, being the fluorophore’s neighbor- 
hood within the CD and/or solvent. Methodologically, the environ- 
mental effects can be modeled by either implicit or explicit ap- 
proaches. In the former, the solute molecule (i.e., a fluorophore) 
treated at the QM level occupies a cavity created in a homoge- 
neous polarizable medium (continuum) which is described by rel- 
ative permittivity and refractive index. The polarization interaction 
between the continuum and the solute needs to be evaluated iter- 
atively, leading to the so-called self-consistent reaction field (SCRF) 
models. Several SCRF models have been implemented, differing in 
the construction of the cavity, the treatment of the electrostatic 
solute–continuum interactions, the inclusion of non-electrostatic 
contributions, etc. Popular models include the family of polarizable 
continuum models (PCM) [251] , the solvation model based on den- 
sity (SMD) [252] , and the conductor-like screening model (COSMO) 
[253] . The main limitations of the continuum models lie in their 
inability to accurately describe specific interactions, such as hy- 
drogen bonds, and more complex solvation shells. Importantly, the 
combination of TDDFT with the SCRF models in calculations of op- 
tical properties necessitates a careful treatment of the equilibration 
of the cavity charges with respect to the GS and ES electron densi- 
ties [254] . In particular, in the case of absorption we need to com- 
ply with so-called non-equilibrium regime meaning that the slow 
components (arising from translations and rotations of the solvent 
molecules) are not equilibrated with the solute upon the excita- 
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Fig. 8. The vertical excitation energies of the first bright ESs for pyrene (py), circum-1-pyrene (c1p), coronene (cor), circum-1-coronene (c1c) and circum-2-coronene (c2c) 
as a function of the number of benzene rings calculated with various methods. Reprinted with permission from ref [224] . Copyright 2019 AIP Publishing. 
tion. On the other hand, to describe the emission we need to first 
equilibrate the cavity charges with the ES density (in the optimized 
ES geometry) and then apply the non-equilibrium setup to de- 
scribe the vertical de-excitation. In both cases, the linear-response 
TDDFT approach in which the transition densities are used to de- 
termine the changes of the cavity charges upon the excitation can 
be applied [255] . However, the using of transition densities in- 
stead of state densities can introduce substantial errors, and there- 
fore the state-specific approaches based on the one-particle TDDFT 
density matrix such as perturbative corrected linear response (cLR) 
[256] , or vertical excitation method (VEM) [257] should preferably 
be used. 

Whereas the implicit models can be efficiently used to describe 
the fluorophore-solvent interactions, they are not suitable for de- 
scription of the heterogeneous environment of fluorophores em- 
bedded in CDs. Here, the surrounding molecules or CD subunits 
need to be considered explicitly. As the number of atoms increases 
rapidly with the system size, one needs to rely on an MM de- 
scription of the whole system or combined QM/MM approaches, 
in which the part of interest (e.g., fluorophore) is treated at the 
QM level while the surrounding is described by MM. 

The MM potential can also be used in classical all-atom MD 
simulations which offer important insights into the conforma- 
tional dynamics of CDs. MD tracks positions of all atoms (usu- 
ally also including solvent molecules) in time and provides unique 
and very fine in time (femtosecond) and in space (atomic) res- 
olutions simultaneously. For example, MD simulations were per- 
formed to study dynamics and stability of CD models in water 
and N,N- dimethylformamide [196] . Very recently, incorporation of 
MFs (IPCA) into CD model structures was addressed by MD provid- 
ing detailed insights into the mechanism of CDs formation [195] . 
Moreover, MD simulations can serve to provide an ensemble of 
conformational states that can be further treated by applying the 
QM methods for the “high-level” region while its surrounding can 
be described by a computationally less demanding “low-level” ap- 
proach employing the ONIOM method with electrostatic or polar- 
izable embedding approaches [258–260] , as used for example in 
the studies of wild-type green fluorescent protein [261] and photo- 
switchable molecules in membranes [262] . 
3.4. Analysis of spectra 

The excitation and emission energies, oscillator strengths and 
characterizations of the electronic transition are nowadays directly 
obtained from ES calculations using most available methods. How- 
ever, these characteristics often do not provide all information nec- 
essary for a direct interpretation of experimental data. In order to 
resolve observed spectral bands, a treatment capable of vibrational 

resolution (vibronic coupling) needs to be considered. Several ap- 
proaches have been developed based on the assumption that the 
spectral band shape is determined by the GS nuclear-geometry 
distribution using the Franck-Condon approach [263–265] , wave 
packet dynamics [266] , path integral MD [267] , and the nuclear 
ensemble approach [ 268 , 269 ]. 

The characterization important for understanding of ES phe- 
nomena needs to be completed by the analysis of ESs. For this 
purpose, the formalisms based on the transition density matrices, 
directly connected with physical observables independent of the 
wavefunction model [270–272] have been proposed. Among those, 
the natural transition orbitals (NTOs) provide a convenient way to 
give a compact representation of the orbitals involved in the tran- 
sition [ 270 , 273 ] . Fig. 9 A shows the NTOs calculated for the pyrene 
S 1 ES and the geometry differences between optimized geometries 
in the S 0 and S 1 states. The NTO plots in Fig. 9 A show that the 
S 1 state consists of a combination of two electronic configurations. 
The NTOs, in particular bonding orbital contribution in the elec- 
tron NTO of the first configuration, explain the shortening of the 
central CC bond of pyrene and the lengthening of the connected 
C–C bonds in the S 1 minimum. 
4. Understanding CDs properties from theoretical studies 
4.1. Modeling structure of CDs/Structural models of CDs 

The trade-off between the accuracy and computational de- 
mands of theoretical approaches described in the previous section 
naturally puts limitations on theoretical models used to investi- 
gate the structure and optical properties of CDs. On the one hand, 
small models (usually containing less than 100 atoms) including 
single molecules (e.g., graphene fragments, doped and/or function- 
alized PAHs, and MFs) and small molecular aggregates (e.g., few 
layered PAHs, dimers or trimers of MFs) can be described by ad- 
vanced quantum chemistry methods at high accuracy (Fig. 6). Al- 
though these models suffer from ignoring the structural complex- 
ity of CDs (see Section 2.1 ), they often provide very useful insights 
into the electronic structure of CDs or at least their structural com- 
ponents. In particular, they are indispensable for investigation of 
GQDs, because many important relationships can be revealed from 
the size and shape dependence of the properties of graphene-like 
fragments. The small models are also highly adequate for descrip- 
tion of MFs, which are either non-covalently or covalently bonded 
to CDs and thus behave to a large extent as separated subunits, 
although very recent studies indicated their tendency to aggre- 
gate and/or co-assemble with PAH-like structures [195] . On the 
other hand, large structural models can cover many features of 
CDs, but their size heavily limits the available armament of compu- 
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Fig. 9. A) Geometry differences (nm) between S 1 and S 0 states of pyrene and NTOs for the S 1 → S 0 transition. Reprinted with permission from [250] . Copyright 2019 
American Chemical Society. B) Structure of IPCA dimers and corresponding NTOs for S 1 → S 0 transition. Reprinted with permission from [274] . Copyright 2020 American 
Chemical Society. 
tational chemistry methods, due to enormous computational costs, 
and thus we are forced to turn to more approximate SE, MM and 
QM/MM approaches. In this section, we survey the structural mod- 
els applied in theoretical studies of CDs and their subunits starting 
with single molecules, then we describe multilayer models and ag- 
gregates, and finally we discuss models addressing the amorphous 
nature of some CD cores and polymeric structure of an outer shell 
of CPDs. 
4.1.1. Polyaromatic hydrocarbons (PAHs) 

In general, PAHs represent a very diverse family of com- 
pounds differing by the size, shape and edge-arrangement (Fig. 
10). Typically, they consist of 6-membered fused aromatic rings (so 
called alternant PAHs), but structures containing larger or smaller 
rings are also not uncommon [275] . The structure of small PAHs 
such as pyrene, coronene, circum-1-pyrene and circum-1-coronene, 
circum-2-coronene as small finite-size models of graphene and 
GQDs has been thoroughly surveyed in literature [276] , and there- 
fore here we only briefly summarize the features relevant to their 
optical properties. These models have also been used in method- 
ological studies focused on benchmarking cheaper computational 
approaches by more rigorous methods in the context of calculation 
of optical properties of CDs core [ 250 , 277 ]. 

As discussed in Section 3 , the character of the GS can be under- 
stood in terms of the Glidewell-Lloyd rule [ 278 , 279 ] and its partic- 
ular case for benzenoid species formulated earlier by Clar [175] , as 
also shown for alternant PAHs by Yeh et al. [280] Their findings 
also supported the observations that the radical character of PAHs 

increases with increasing system size [281] . Moreover, the topol- 
ogy of the rings does matter; for instance, in the class of PAHs 
consisting of six-membered rings, coronene displays a stable sin- 
glet GS while triangulene and acenes exhibit strong (poly)radical 
character [280] . Also, stronger radical character was demonstrated 
for one-dimensional zigzag structures in comparison to armchair 
edges, although non-radical character up to structures with twenty 
aromatic rings was revealed [280] . Owing to the quasi-degenerate 
character of their GS wavefunctions, commonly used DFT methods 
may not be the best choice, and multi-reference approaches should 
be preferably adopted for calculations of large PAHs [ 169 , 170 , 172 ]. 

Larger single layer PAHs as model structures of CDs have been 
employed rather rarely [282] . Some interestingly shaped models 
of GQDs, i.e., not the common hexagonal ones, were studied due 
to their interesting tunability for specific purposes. Calculations 
on triangular and squared GQDs were studied with DFT methods, 
where triangular structure consisted of 4, 10, and 19 fused ben- 
zene rings functionalized with electron-donating hydroxyl groups 
or electron-withdrawing carboxyl groups or without functionaliza- 
tion, the square-like structure consisted of 4, 9, 10, 19 and 20 fused 
benzene rings [54] . Finally, a systematic study on a large variety 
of GQDs ( ∼400 systems) of various sizes, shapes, topologies and 
edges has been performed to explore their linear and nonlinear op- 
tical properties, utilizing the strengths of both semiempirical and 
first-principles methods [283] . All models were passivated with hy- 
drogen, and it was concluded that among the circular, triangular, 
stripe, and random shaped GQDs, those with inequivalent sublat- 
tice atoms always possess lower HOMO-LUMO gap (HLG), broad- 
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Fig. 10. Polyaromatic hydrocarbons (PAHs) can be sorted based on their: (A) - shape (hexagonal, squared, triangular). Coloring represents systematic extension of the struc- 
tures. (B) - edge organization (zigzag or armchair). (C) - presence of particular functional groups. (D) - doping elements and their positions (graphitic, pyridinic, pyrrolic). 
band absorption, and high nonlinear optical coefficients. Also, a 
majority of the GQDs with interesting linear and nonlinear opti- 
cal properties had zigzag edges. Furthermore, it was also found 
that among the different GQD shapes, circular GQDs were the most 
stable ones, ribbon-like GQDs were the least stable and it was re- 
ported that systems with a smaller number of edge atoms are eas- 
ier to be formed. Investigations of thermal stability of fully hy- 
drogenated triangular and hexagonal PAHs employing classical MD 
simulations demonstrated that these PAHs are able to retain their 
planarity for simulated temperatures up to 1500 K, starting to de- 
grade into amorphous nanocarbon for temperatures above 30 0 0 K 
[284] . 

In one of the earliest studies Sk et al. [285] systematically in- 
vestigated tunable PL properties of GQDs using DFT and TDDFT 
calculations. From a structural point of view, they covered wealth 
of potentially interesting structural features, e.g., different impact 
of armchair vs. zigzag edges, doping, defects in structure, edge- 
oxidation, and vacancies. They constructed many different models 
based on single-layer small PAHs as well as large benzenoid struc- 
tures. Interesting but probably less realistic models consisting of 

small sp 2 clusters joined by either sp 2 or sp 3 carbons were also 
used in their calculations to test the hypothesis that synthesized 
GQDs are mostly composed of isolated sp 2 clusters, which dictate 
the PL properties of GQD. 

Although the PAH models made solely of carbon and hydro- 
gen atoms are pertinent for understanding the structural features 
of GQDs, they are not suitable for describing the core structure 
of other classes of CDs (see Section 2.1 ), where doping and func- 
tionalization effects need to be taken into account. The properties 
of such modified structures are altered, and the degree of change 
is dependent not only on a chemical nature of dopant/functional 
groups, but also on their position in a structure, concentration, 
doping level, etc., as will be discussed later. 
4.1.2. Oxygen functionalization 

As O-containing functional groups are very common in syn- 
thetized CDs, the role of O-functionalization in PL properties of 
CDs has been studied, starting with small PAH models. In one 
of the earlier studies of systems with 7  and 12 aromatic rings 
and with four types of oxygen functional groups (i.e. −OH, C–O–
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C, = O and −COOH), it was revealed that edge and basal func- 
tional groups induced structural deformation of otherwise per- 
fectly planar structures, leading to presence of trap states in PL 
spectra [161] . Next, Sudolská et al. analyzed structures and absorp- 
tion spectra of single-layered as well as multilayer (up to three 
layers) O-functionalized PAH models to capture interlayer phys- 
ical phenomena such as the effects of stacking, excitonic cou- 
pling, and/or interlayer CT [211] . Pyrene and coronene functional- 
ized by −OH, −COOH (including deprotonated forms), and C −O −C 
groups were used as one-layer building blocks. Later on, Feng 
et al. [286] calculated the HLG for differently sized PAHs (C 24 , 
C 32 , C 42 and C 132 ) containing O-functional groups thus extend- 
ing the previously considered set to –CHO and –OCH 3 groups. It 
was found that that geometry distortions of the basal plane of 
PAHs due to functionalization were the dominating factor for tun- 
ing the HLG. DFT calculations revealed that −COOH functional- 
ized PAH models were thermodynamically stable and hexagonal 
clusters with armchair edges had the highest stability among all 
hexagonal/triangular armchair/zigzag models. Also, it was observed 
that stability increased with the increasing number of carboxyl 
groups [287] . Larger models representing O-functionalized GQDs 
with C 132 , C 168 , C 170 atoms were also considered [288] . The ef- 
fect of hydroxylation on PL properties of GQDs was studied on 
coronene, ovalene and circumcoronene [289] . It was demonstrated 
that a distortion caused by the −OH functionalization led to acti- 
vation of electronic transitions which were symmetry forbidden in 
the flat arrangement, and that the distortion had an impact on the 
optical band-gap [289] . 

The effects of functionalization by a wide spectrum of sub- 
stituents ( −NH 2 , −OH, −F, −CHO, −COCH 3 , −COOH, −CH 3 , −H) on 
electronic and optical properties of GQDs, represented by a circum- 
coronene monomer, were systematically investigated by employ- 
ing a combined approach of DFT, GW approximation [290] , and 
the Bethe −Salpeter equation (BSE) [ 291 , 292 ]. These works revealed 
that the functional groups containing a carbon −oxygen double 
bond (C = O) and −NH 2 groups were the most effective in tuning 
the optical properties of GQDs. Oxygen functionalized PAHs with 
stoichiometry C 160 H 30 O 15  were used to study the effects of vacan- 
cies and curvature. It was shown that the vacancies can signifi- 
cantly influence the structure and properties of CDs [94] . 
4.1.3. Nitrogen functionalization and doping 

To elucidate the nature of the absorptive properties of CNDs, 
Sheardy et al. [293] very recently performed TDDFT calculations for 
twelve model structures, addressing also the oxygen and nitrogen 
functionalization/doping effects on their structure. Various types of 
defects in the CND aromatic structure were also considered in this 
study. Whereas the structures with only edge functional groups 
and structures with graphitic nitrogens in the lattice were fairly 
planar, the remaining structures with disruptive internal functional 
groups showed notable deviations from planarity [293] . The nitro- 
gen functionalization of CDs surface was also studied using single 
layer PAH models of amino –NH 2 functionalized pyrene, perylene, 
hexabenzocoronene and one molecule having 41 aromatic rings 
[ 37 , 294 , 295  ]. It was shown that GQDs with edges fully covered 
by −NH 2 groups were very distorted from their planar geome- 
try, thus decreasing their symmetry. To elucidate an influence of 
graphitic N-doping on CD absorption and fluorescence, the elec- 
tronic and optical properties of computationally tractable mod- 
els, i.e., pyrene and coronene molecules functionalized by −COOH 
groups, were evaluated [87] . Lu et al. considered a single layer O- 
functionalized N-doped (pyridinic, amidic and graphitic) coronene 
for investigation of the PL mechanism of supersmall CNDs [163] . 
Sarkar et al. presented a comparative computational study of N- 
doped (graphitic core, graphitic edge, pyrrolic, pyridinic positions) 
and O- and/or N-functionalized CDs with models of single and 

double layer pyrene- and coronene-like molecules [296] . Sudolská
et al. employed single and double layer models of N-doped pyrene- 
like molecules with −NH 2 , pyridinic and pyrrolic moieties in order 
to mimic the chromophore diversity [297] . Here, the Boltzmann av- 
eraging of different suggested models was applied to simulate the 
absorption spectra of real samples ( Fig. 11 ). It was based on the 
thermodynamically driven probability of formation of a particular 
isomer within one class (e.g., aminopyrenes) of possible function- 
alization of the edges and doping, and the final absorption and 
emission spectra were constructed as the sum of the individual 
isomers’ spectra scaled by their Boltzmann populations (oscillator 
strength values of electronic transitions in a particular isomer i 
were weighted by the respective Boltzmann population). Further- 
more, Fig. 11 shows that the calculated absorption and emission 
spectra of −NH 2 functionalized PAHs can provide insights into a 
role of functionalization on experimental absorption and emission 
spectra of CDs. 

A detailed investigation of graphitic and pyridinic doping ad- 
dressing the effects of the number and positions of nitrogen atoms 
in pyrene models using also high level methods (including DLPNO- 
CCSD(T) and DFT/MRCI) was recently reported by Shao et al. [176] . 
Their thorough analysis employing also qualitative tools (the va- 
lence bond theory, Clar’s rule, HOMA index for assessing the aro- 
maticity, etc.) enabled to rationalize relative stabilities of differ- 
ent isomers, and also respective shifts in the UV spectra. A strong 
biradical character was found for structures with two nitrogen 
atoms located in the same sublattice where no Kekulé structure 
could be constructed. It was demonstrated that increasing the in- 
teratomic distance between the N atoms enhanced the stability of 
the doped structures, and the isomers with N atoms located in dif- 
ferent sublattices appeared to be preferred. Other set of small PAHs 
(aza-pyracylene, aza-benzoanthracene derivative, aza-pyrene, aza- 
perylene, corannulene, and some N-containing corannulene deriva- 
tives) served as models for DFT calculations addressing the role of 
aromatic domains in the PL of CDs [47] . 
4.1.4. Other doping and co-doping 

Single-layered larger PAH models were used to investigate the 
effects of B and/or N doping on the reactivity, aromaticity and ab- 
sorption spectra of graphene and O-functionalized carbon clusters 
mimicking GQDs [299] . The models were based on C 76 H 22 con- 
taining 28 benzene rings with hydrogen terminated edges which 
were (co-)doped with up to three boron and/or nitrogen atoms and 
functionalized by –OH and –COOH groups. Wang et al. [300] stud- 
ied the impact of nitrogen and sulfur edge (co-)doping on HLGs, 
considering small C 42 PAHs as suitable CD models. In particular, 
three doping types were considered, i.e., nitrogen doped CDs (pyri- 
dinic nitrogen without hydrogen, pyrrolic nitrogen with hydrogen), 
sulfur doped CDs, and nitrogen and sulfur co-doped CDs. Addition- 
ally, Fan et al. [301] in their boron doping study revealed that the 
model structure and the presence of borax (Na 2 B 4 O 7 ) in solution in 
a proximity of B-GQDs have an impact on the resulting PL proper- 
ties. The suggested structure of pure B-GQDs without borax, which 
is thought to be responsible for the PL, consisted of two covalently 
associated pyrene-like molecules. The structure stems from the as- 
sociation of B-GQDs by a [2 + 2] cycloaddition reaction over two 
C = B double bonds. Moreover, Feng et al. [302] demonstrated that 
the heteroatom type (B, N O, S) and geometry configuration collec- 
tively alter the HLG of doped GQDs and geometry deformation has 
been identified as one of the key factors that tailor the energy gap 
and electronic structure of graphene materials. Smaller sized PAHs 
models (C 42 ) were considered as a suitable model here. 

Preferential doping position in two types of graphitic carbon ni- 
tride quantum dots (g-C 3 N 4 ; with triazine or heptazine structural 
motif) differed for boron, oxygen, carbon and phosphorus [303] . 
Whereas B preferentially replaced the internal carbon atoms in the 
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Fig. 11. Left top panel: Structures of three aminopyrene isomers considered in the Boltzmann averaging applied for simulation of absorption and fluorescence spectra (shown 
on right bottom panel). Left bottom panel: Relative electronic and Gibbs energies (in kcal/mol) and Boltzmann populations of isomers 1-3 ( T = 298 K, p = 1 atm). Right top 
panel: Measured UV-vis absorption and PL spectra (at six different excitation wavelengths) of amino-functionalized GQDs. Reprinted with permission from [298] . Copyright 
2014 Royal Society of Chemistry. Right bottom panel: Calculated absorption and fluorescence (inset) spectra of pyrene chromophores with single –NH 2 substitutions (full 
lines), their rescaled counterparts (dashed lines) and the final averaged spectrum (thick black line), in water. Isomers 1, 2, 3 are indicated by blue, green, and red lines, 
respectively. The absorption and fluorescence maxima wavelengths are given in nm. Reprinted with permission from [297] . Copyright 2017 Elsevier. 
larger central rings of both types of g-C 3 N 4 , O and S preferred the 
substitutional doping at the bridge nitrogen atoms. Finally, P pre- 
ferred to substitute the bridge nitrogen atom in the heptazine type 
g-C 3 N 4 , but interstitial two-coordinated nitrogen atoms were more 
favored in the triazine g-C 3 N 4 . 
4.1.5. Molecular fluorophores 

QM calculations indicated that typical MFs are stable in wa- 
ter. CZA is known to form keto and imino tautomers, but only the 
keto form is stable in the aqueous solution [304] . Moreover, CZA 
forms stable J-type hydrogen-bonded aggregates in water, mostly 
dimers. The possible formation of π- π stacked H-type aggregates 
was ruled out as the calculated absorption spectra did not corelate 
with the experimental ones [304] . The formation of an interme- 
diate with pyridone-like structure similar to CZA during the syn- 
thesis of CDs from CA and diamines was supported by comparing 
experimental and simulated FT-IR spectra [164] . Based on experi- 
mental data, geometries of doubly hydrogen-bonded dimers of MA 
in solution were computationally optimized and proved to be sta- 
ble. Different protonated forms in solution were theoretically ex- 
plored as well [140] . Being identified as one of the most pertinent 
MFs, IPCA molecule was proven to be planar, and its protonated 
form prevailing in the acidic environment was only very slightly 
affected by the presence of solvent [ 29 , 274 ]. Importantly, p K a of 
the IPCA –COOH group was estimated to be 2.9, and thus IPCA an- 
ion was expected to be the dominant form at neutral pH [195] . 
Owing to the electrostatic repulsion of the anions, the tendency of 
IPCA to aggregate in solution decreases from the acidic to neutral 
environments. Nevertheless, both IPCA forms are prone to assem- 
bling in aqueous solutions and can form even bigger clusters of 
IPCAs that can be incorporated into the structure of CDs [195] . 
4.1.6. Multimers, assemblies and interaction with complex 
surroundings 

Although single layer models are capable to provide essen- 
tial insights into various CDs properties and therefore have 
been used in a majority of studies, the role of stacking, ag- 
gregation and surrounding effects in (photo)chemistry of CDs 

has also been investigated. As in the case of single molecules, 
benchmarking studies assessing the suitability of cheaper TDDFT 
methods against more rigorous but computationally more de- 
manding approaches, e.g. DFT/MRCI, were performed for stacked 
dimers (pyrene, coronene, circum-1-pyrene, circum-1-coronene 
and circum-2-coronene) [248] . This study also showed that the in- 
terplanar distances for the S 1 state decreased in comparison to the 
corresponding GS values. These reductions were most pronounced 
for the pyrene dimer ( ∼0.01 nm) and decreased significantly for 
the larger dimers. 

We also contributed to this field by exploring the aggregation 
effects on electronic structure of functionalized and doped PAHs in 
several studies [ 89 , 100 , 101 ]. The stacking effects on the structure 
and absorption spectra of dimers and trimers of O-functionalized 
pyrene-like PAHs were investigated [211] . From the structural point 
of view, the stacked systems revealed slight bending at the edges 
with −COOH and −OH groups being inclined toward each other. 
Solvation and additional deprotonation had only a minor effect on 
the geometry of the stacked structures. It was also shown that the 
hydrogen bonding between neighboring −OH/–COOH pairs had a 
significant stabilizing effect on the single-layer structures. Simi- 
lar peak positions in the experimental and calculated absorption 
spectra of the two-layer systems indicated that the size of π- 
conjugated regions in the used models is reasonable. In a follow-up 
study [297] , six classes of two-layer models were constructed by 
the stacking of two functionalized/doped molecules of the same 
type and their PL properties were evaluated. It was noted that 
multi-layer CDs can be rich in rotational conformers, which should 
be taken into account during the design of doped CDs in rela- 
tion to their optical characteristics. Next, a bilayer model composed 
of amide-capped graphene ribbons helped understand the funda- 
mental structure–property relationships [30] , and besides –CONR 2 ’ 
groups, other chemical modifications of the sp 2 network such as 
epoxidation, hydroxylation of a central double bond, and existence 
of pyridinic nitrogens at the edges of the lattice were also consid- 
ered [30] . 

MD simulations were used to study structural features [305–
308] and behavior of CDs in the vicinity of more complex molecu- 
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lar systems like chitosan [309] , peptides [310–312] , enzymes [313] , 
DNA [314] , and membranes [ 56 , 315–318 ]. Elvati et al. found that 
single GQDs tend to be more flexible as the size of the core in- 
creases and also that steric hinderance and tendency for forma- 
tion of hydrogen bonds through carboxylic groups make them de- 
viate from perfectly planar geometry, while functionalization with 
−CHO group did not lead to structural distortions of GQDs [305] . 
They also studied aggregation of such configurations and found out 
that GQDs assembled into three types of stable substructures: (i) 
a close stack, where two GQDs lie parallel to each other in close 
contact, (ii) a wide stack with a single molecular layer of water 
molecules separating the GQDs, and (iii) a perpendicular stack with 
the main plane of a GQD being orthogonal to the main planes 
of two or more GQDs. Gu et al. [307] modeled various structures 
based on their synthesis of g-C 3 N 4 , i.e., heavily N-doped graphene 
covered with = O groups and O-doped g-C 3 N 4 . It was shown that 
the structure with C-edges was more stable than the one with C/N 
edges with region of sp 2 carbons on the surface. It was also re- 
vealed that a squared structure with armchair edges was not favor- 
able, but the hexagonal zigzag structure was stable. Finally, it was 
stated that the substitutional N atom gradually replaced pyrrolic or 
pyridinic N during the pyrolysis at high N concentrations, thus N- 
doped GQDs (with pyrrolic and pyridine N) transformed to carbon 
nitride quantum dots (with quaternary N). Suzuki et al. [56] found 
that ripples appeared at the edges of the graphene sheets as the 
diameter of the sheets became larger. They also observed that the 
chirality of substituents on the edge does matter, e.g., in perme- 
ation of molecules into membrane. In general, all these MD simu- 
lations revealed that PAHs tend to form stacked structures via π- 
π interactions [313] . Although MD simulations with QM potentials 
are rather rare in the literature, DFT-MD studies of single layered 
−COOH functionalized PAHs (edge functionalization, because edges 
show better formation energies) with polyaniline (PANI) conduc- 
tive polymer were carried out and they uncovered that PAHs re- 
mained flat with the most important structural changes localized 
at the edges [319] . These MD simulations also demonstrated a good 
affinity between PANI and PAH. 

Theoretical calculations of real models of spherical CDs are less 
abundant in the literature. Real models of CNDs, i.e., those having 
∼2.4 nm in diameter, contain ∼9,0 0 0 atoms, which is too many for 
accurate ab-initio and DFT methods that are currently state-of-the- 
art in the field of PL calculations of MFs and fluorescent materials 
in general (see Section 3 ). A few studies employing classical MD 
simulations were carried out to describe stability and structural 
features of spherical CDs [196] and some more amorphous assem- 
blies [320] . Paloncýová et al. [196] employed a model of few lay- 
ered pure and O-functionalized ( −COOH/COO −, −OH, = O) spheri- 
cal CDs, where the role of size, chemical nature of side groups and 
their coverage were studied. To facilitate generating CD structures 
of various composition, size, coverage and positions of functional 
groups, an efficient tool interfacing employed MD simulation pro- 
grams was presented in this study. The simulations revealed that 
surface O-functionalized CDs were stable in water through the for- 
mation of an inter- and intra-hydrogen bonding network. It was 
also demonstrated that individual layers of CDs were highly dy- 
namical when the rate of rotation of layers with respect to each 
other decreased as the size of the core increased. The chemical na- 
ture of functional groups also influenced this internal dynamics, 
where −COOH groups interconnected the neighboring layers and 
decreased the rate of internal rotations. Further, it was shown that 
highly charged CDs, due to an excess of deprotonated carboxylic 
groups, caused the instability of CDs. Additionally, the simulations 
in DMF showed a decreased stability of pure CDs but an increased 
level of interlayer hydrogen bonding of the functionalized ones. Re- 
cently, Langer et al. [195] used MD simulations to study the self- 
assembly of spherical CDs and/or its fragments with IPCAs, and 

its possible intercalation into CD graphitic layers ( Fig. 12 ), provid- 
ing hints about the validity of experimental results suggesting the 
importance of MFs in PL of CD [ 142 , 321 ] or even the conclusions 
that ∼0.34 nm interlayer distance measured in TEM images is due 
to solely self-assembled MFs [140] , because they tend to be non- 
covalently adsorbed on the surface of CDs interacting either by π- 
π stacking or via hydrogen bonding network. Very recently, assem- 
blies of molecule-like subunits of PAHs (perylenes) attached to the 
CD surface were studied [322] , discussing the effect of different 
structural organization with either non-interacting monomers, or 
noncovalently bound dimers, or covalently bound dimers with two, 
three, or four carbon aliphatic linkers on PL properties. Although 
simulations focusing on interactions of CDs with more complex 
systems like biomembranes have also been performed [323] , the 
MD simulations of CDs permeation through a membrane can be 
tricky, e.g., because of the large size of a membrane model neces- 
sary to properly describe the CD-membrane double-layer interface. 
Another issue is the convergence necessary to obtain reliable re- 
sults. As an alternative, one can employ more approximate coarse- 
grained MD approaches, or to use advanced sampling methods to 
estimate the energetic barriers for penetration of CDs into the hy- 
drophobic region of a membrane. 

To sum up, classical MD simulations can provide unique views 
into structural features of CDs. They can also be used to select con- 
figurations of stable and potentially interesting conformers of lumi- 
nescent molecules (e.g. IPCA) and nanosystems, whose PL proper- 
ties can be further calculated with advanced methods [274] . More- 
over, MD simulations can also be applied to model possible path- 
ways of the formation of CDs from its precursors [ 195 , 324 ]. 

Li and coworkers showed that CQDs synthetized from 1,4,5,8- 
tetraminoanthraquinone and CA exhibited near infrared PL and 
ability to transport drugs, which can be used for tumor thera- 
nostics [6] . They documented that the CQDs accumulated in tu- 
mors, because they were transported into cells by the large neutral 
amino acid transporter 1 (LAT1). A binding pose of the CQDs model 
in LAT1 was probed by molecular docking which is a computa- 
tional technique that predicts mutual orientation of two molecules, 
in this case, LAT1 and functionalized PAH as a CQD model. Using a 
genetic algorithm for pose generation and empirical scoring func- 
tion for pose scoring, the binding affinity of CQD model to LAT1 
was estimated to be -2.1 kcal/mol. 

Significantly less attention has been paid to even more complex 
systems, e.g., CDs supported on other nanomaterials, despite signif- 
icant application potential of such nanocomposite hybrid systems, 
e.g., in photocatalysis. In the study by Sen and coworkers, it was 
shown that the electronic properties of CDs can be tuned by boron 
doping in order to achieve an optimal band alignment with TiO 2 
support [325] . Theoretical calculations on TiO 2 -GQD hybrid struc- 
ture served well for the verification of possible C–O–Ti bonds in 
this hybrid as well as for the prediction of its optical spectra [326] . 
The calculated absorption spectra were fully consistent with the 
experimental absorption data and significantly different form bare 
TiO 2 . From the point of exploring a photocatalytic activity TiO 2 
in conjunction with GQDs a DFT study was performed elsewhere 
[327] . 

Covalently bonded hybrid structures of g-C 3 N 4 and GQDs was 
studied for probing their light absorption, electronic, and excitonic 
characteristics [328] . It was shown that the relative size of the 
two components of this hybrid remarkably affected the absorp- 
tion spectra and the electronic/excitonic structures of the hybrid. 
On the contrary, non-covalently modified hybrid of g-C 3 N 4 with 
GQD in a stacked arrangement was explored in different study 
[329] . The structure of g-C 3 N 4 was wrinkled due to the interaction 
with GQD, and the structure of g-C 3 N 4 itself determined where the 
charge was distributed. The charge was accumulated in the region 
facing the cavities in g-C 3 N 4 and depleted in the region which was 
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Fig. 12. Molecular dynamics simulations showed self-assembly of molecular fluorophores and functionalized PAHs in an aqueous solution, forming quasi-spherical like CDs. 
Coloring scheme: Carbon-black and cyan; oxygen-red; nitrogen-blue; hydrogen-white. Water is omitted for clarity. (For details see study [195] .). 

Fig. 13. Electronic calculations of 2 nm model of amorphous nanodot identified molecular orbitals, which may correspond to band-like (left) and surface states (right). 
Reprinted with permission from [185] . Copyright 2015 American Chemical Society. 
facing the heptazine unit of g-C 3 N 4 . Studies of such systems can 
be carried out by utilization of plane-wave DFT calculations under 
periodic boundary conditions. It should be noted that studies fo- 
cused on heterostructures require perfect control over properties 
of both systems, i.e., CDs model and the support, their mutual ar- 
rangement and adopted level of computation. 
4.1.7. Amorphous CNDs 

Mass density and relative content of sp 3 , sp 2 , sp carbons are 
the most significant structural parameters of amorphous CNDs. 
Margraf et al. [185] used SE computational methods to study 
hydrogen-passivated pure and N- (mostly as amine-, imine- or 
cyano- groups) and/or O- (mostly ether or carbonyl groups) doped 
amorphous carbon nanostructure models, i.e., structures that might 
emerge from low temperature (40 0 −50 0 K) solvent-based syn- 
thetic procedures. As many as 93 structures with stoichiometry 
C w N x O y H z (119 < w > 128; 0 < x > 6; 0 < y > 3; 1 < z > 14) with fully sat- 
urated edges (no dangling bonds) in closed-shell singlet GSs were 
used for calculation of HLG and excitation energies (see Fig. 13 ). A 
general observation was that the low-density amorphous carbons 
feature a higher proportion of sp and sp 2 carbon atoms than high 
density ones. The structure of amorphous carbon nanoparticles 
and its stability in vacuum and water was also studied by Monte 
Carlo and MD simulations, DFT based machine learning techniques 
and Force Enhanced Atomic Refinement method (FEAR) [330–334] . 
In the study by dos Santos et al. [330] amorphous carbon (a-C) 
consisting almost entirely of threefold-coordinated (sp 2 -abundant) 
sites was considered as a model. On the five a-CN models it was 
shown that with the decreasing density (2.16, 2.00, 1.84, 1.79, 1.72 
g/cm 3 densities) of nanoparticles the ratio of sp 2 /sp 3 carbons in- 

creased. The sp-hybridized carbons were also present in all five 
models. The structure with the highest density exhibited the high- 
est cohesive energy per atom, indicating that this structure was the 
most stable. Simulations of nanoparticles in water revealed that 
two hydration shells were formed around the most dense struc- 
tures, while for less dense configurations containing large enough 
cavities, clathrate-like structures were formed. Also, due to the 
presence of dangling bonds increasing the reactivity of the surface 
of such amorphous carbon nanoparticles, the electric double layer 
is expected to be formed around the nanoparticles. With the FEAR 
approach, four models of a-C with 648 atoms with densities 3.50, 
2.99, 2.44 and 0.951 g/cm 3 were constructed based on the exper- 
imental data. For the highest density, a model with 96 % of sp 3 
carbon bonded network was built; for the density of 2.99 g/cm 3 , 
the content of sp 3 carbon was 82.70 %, and the lowest density the 
model was mostly built from sp 2 carbons, interconnected with a 
small fraction of sp 3 sites. The sp carbons were abundant in all 
four models [334] . 
4.1.8. Carbonized polymer dots (CPDs) 

Theoretical studies of CPDs are less frequent in literature, due 
to its structural complexity and ambiguity (see Section 2.1 .). Val- 
lan et al. [335] introduced a structural model of CPDs prepared 
from CA and ethylene diamine (EDA) at low-temperature condi- 
tions with the aim to understand the role of the inner structure of 
CPDs in the enhancement of their blue PL. A complete character- 
ization of their chemical structure by a broad set of experimental 
methods unveiled the formation of a hydrogen-bonded rigid net- 
work of short polyamide chains of about 10 monomer units. DFT 
calculations for a model with polymeric [C 8 H 12 O 5 N 2 ] n units re- 
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vealed that the optimized structures exhibited an intricate network 
due to the establishment of both intra- and intermolecular hydro- 
gen bonds. 

The dependence of the HLG on the sp 2 -hybridization factor of 
carbon atoms in CPDs was also studied [336] . To reflect the hy- 
brid polymer-like structure of CPDs, the applied model was com- 
posed of an amorphous core and a polymer-like structure made of 
sp 3 -hybridized amorphous carbon containing small sp 2 -hybridized 
atomic domains of various geometries (represented by a pair of 
coupled pyrene molecules). The internal structure of the amor- 
phous core was not modeled. Importantly, the domains (repre- 
sented by pairs of coupled polycyclic aromatic molecules) were not 
like stacked dimers of flat aromatic systems, because of their non- 
planar geometry and the proximity of the atomic layers. The best 
agreement with the experimental absorption and emission spec- 
tra was achieved when pyrene-sized sp 2 domains were considered, 
suggesting that these domains may be the prevailing structural el- 
ement in CDs corresponding to the employed synthetic conditions. 
4.2. Electronic structure and PL of CDs 

The spectacular and not fully understood PL properties of CDs 
put them into the spotlight of computational methods, which can 
provide deep insights into electronic structure and origin of PL. 
In this section, we first describe the electronic structure of sim- 
ple PAHs as useful models of GQDs and π-conjugated cores of CDs 
in general focusing on the size and shape effects. Then we discuss 
the impact of chemical modifications of the core and shell of CDs, 
i.e., doping and/or functionalization, on the optical properties of 
CDs. Next we review the studies devoted to the electronic struc- 
ture and spectra of MFs. Possibilities to account for the impact of 
solvation are also considered. Finally, the aggregation effects with 
an emphasis on (co-)assembling of PAHs with MFs are discussed. 
4.2.1. Polycyclic aromatic hydrocarbons 

Due to its low computational cost, HLG is often calculated as a 
very rough estimate of the excitation energy of a molecule. In solid 
state semiconductors, HOMO corresponds to a valence band, LUMO 
to the conduction band, therefore HLG corresponds to a band gap. 

As commonly accepted, absorption of pure PAHs is dominated 
by π → π ∗ transitions [ 248 , 282 , 337 , 338 ]. In agreement with ex- 
perimental data, theoretical studies confirmed that the absorption 
maxima of small and medium sized PAHs are mostly localized in 
UV region [ 30 , 283 ]. During the PAHs excitation, transition into S 1 
or S 2 state is only weakly allowed, but excitation into higher ESs, 
such as S 3 and S 4 is strongly allowed in numerous PAH models as 
revealed by TD-B3LYP [ 282 , 288 , 337 ]. This finding agrees with ex- 
perimental observations [157] . This can be, however, different in 
smaller systems, such as pyrenes, where even S 2 was found to 
be involved, as shown by using TD-CAM-B3LYP [248] . Such ob- 
servations can be, however, caused both by real differences in 
the molecules as well as by used method. Multireference methods 
(such as MRCI or NEVPT2) in the same study [248] predicted S 3 or 
S 4 as the first allowed excitation. 

In PAHs, the S 1 → S 0 transition has a π- π ∗ character, as re- 
vealed by, e.g., TD-CAM-B3LYP [47] and TD-B3LYP [288] . The higher 
ESs stemming from previous excitation can either decay via inter- 
nal conversion to lower lying states, or undergo ISC into triplet 
states and decay via phosphorescence [ 34 , 337 ]. This is favored in 
the case of larger PAHs that have delocalized electrons in larger 
area, which reduces the singlet-triplet splitting and favors the ISC 
[288] to triplet states laying a slightly below the corresponding 
singlets ( Fig. 3 A) [282] . Therefore, a small radiative rate constant 
and low QY from the S 1 state was observed for such molecules 
[ 157 , 288 ]. 

4.2.1.1. Role of shape/size. In experiments, the increase of PAHs size 
generally causes a red shift both in their absorption and PL spec- 
tra ( Fig. 3 A). Theoretical studies of PAHs focusing on calculations 
of HLG [ 283 , 286 , 339–341 ], absorption [ 30 , 248 , 282 , 283 , 288 , 342 ] as 
well as fluorescence [ 30 , 248 , 285 , 288 , 342 ] were in line with this 
observations using mostly single reference TDDFT methods with 
generalized-gradient approximation (GGA) functionals [340] , hy- 
brid B3LYP [ 282 , 285 , 286 , 288 , 341 ] or PBE0 [342] functionals, RSH 
functionals, such as ωB97X-D [30] or CAM-B3LYP [283] , as well 
as DFTB [339] , and MRCI or SC-NEVPT2 calculations [248] . Due to 
the low computational cost, TD-B3LYP/6-31G ∗ was the most often 
used, agreeing well with experimental data [ 282 , 285 , 286 , 288 ]. The 
red shift of the absorption and emission maxima with the increas- 
ing layer size is consistent with a theory of the dependence of PL 
wavelength on the size of sp 2 domain due to QCE [34] . Sk et al. 
confirmed this hypothesis by deliberate manipulation of sp 2 do- 
main size, dividing sp 2 layer into smaller domains by introduc- 
ing sp 3 regions [285] . The wavelength shift indeed comes from 
π-delocalization of electrons with increasing π-conjugated domain 
size and QCE ( Fig. 14 ) [285] . 

Apart from the size of PAHs, the shape and edges play an 
important role in their PL properties. For example, hexagonally 
shaped PAHs exhibit much larger band gap than rectangular or 
triangular PAHs [285] . The triangular structure was also found to 
be responsible for a multicolor narrow PL peak as calculated with 
B3LYP and experimentally measured by Yuan et al. [54] The shape 
also affects the dependency of optical properties on the layer size. 
This can be observed for shapes pertinent in particular for GQDs. 
While extended nanoribbons acquire the properties of polyphenan- 
threnes or polyacenes, by increasing the radius of circular PAHs 
the HLG approaches zero and the properties converge to those of 
graphene, as observed using DFT and DFTB [339] , Gerischer-Marcus 
theory [343] or fragment molecular oscillation [344] . In the case 
of similar sizes and shapes, zigzag edges induce a red shift in both 
absorption and emission maxima with respect to armchair edge ar- 
rangements, in agreement with sparse available experimental data 
[ 283 , 285 ]. 
4.2.2. Introducing heteroatoms 

The elemental analysis of many GQDs, CNDs and CQDs identi- 
fied significant amounts of N, O, B, S or P in various chemical forms 
in CD structures. Without any doubt, the presence of heteroatoms, 
their chemical form and abundance influence optical properties of 
all types of CDs. Understanding relationships between the struc- 
ture and optical properties also motivated many theoretical stud- 
ies. These were either focused on heteroatoms substituting carbons 
in the aromatic matrix, i.e., doping, or on functional groups substi- 
tuting hydrogens on the edges. 
4.2.2.1. Role of doping. Introducing heteroatoms (typically nitrogen, 
which is well structurally tolerated by the aromatic matrix) into a 
GQD increases the amount of possible energy levels available for 
internal conversion ( Fig. 3 ). Both heteroatoms substituting carbons 
in the aromatic sp 2 domains and surface functional groups induce 
edge, surface or defect states and often cause a red shift in PL 
properties ( Fig. 3 B) [345] , though not with a full consensus, as dis- 
cussed below. 

Due to chemical composition of precursors in bottom-up syn- 
thetic strategies, the most common doping element is nitrogen. 
Nitrogen is known to affect the PL properties both in terms of 
wavelength as well as QY [101] . The most common forms of N in 
GQDs are graphitic N (in GQD core substituting carbon, Fig. 10 D), 
pyridinic N (on the edge of a 6-membered ring) and pyrrolic N 
(5-membered ring). However, despite the development in the field 
and though multiple theoretical studies were focused on the role 
of doping atoms, many issues still remain unresolved. 
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Fig. 14. (A) Role of quantum confinement effect on emission properties of GQDs. Substituting sp 2 carbons with sp 3 carbons leads to a blue shift in resulting emission 
wavelength. (B) The emission wavelength of GQD composed of pyrene domains is similar to the wavelength of individual sp 2 domains. Reprinted with permission from 
[285] . Copyright 2014 Royal Society of Chemistry. 

Comparing to carbon, graphitic nitrogen contributes to the elec- 
tronic structure with one extra electron. Therefore, the nature of 
the GS depends on the parity of number of added nitrogens lead- 
ing to odd multiplicity in the case of the even number of graphitic 
nitrogens and vice versa . The excitation of GQDs doped with 
graphitic nitrogen has a π- π ∗ character [176] , same as in undoped 
PAHs. Theoretical studies of graphitic N doped systems showed 
a red shift of absorption maxima with respect to pristine GQDs 
[ 299 , 337 ] or functionalized coronene and pyrene [ 87 , 176 , 296 ], sim- 
ilar red shift was observed in the emission maxima with respect 
to corresponding non-doped GQD models [ 47 , 87 , 163 , 285 , 302 ] in 
agreement with experimental observations [87] . Interestingly, a 
slight blue shift upon introducing graphitic N was reported for a 
spherical armchair-edged GQD with 13 aromatic rings studied by 
B3LYP [302] as well as for –OH or –COOH substituted GQDs with 
28 aromatic rings studied by CAM-B3LYP [299] . While in the first 
case the blue shift could arise from the armchair-edged structure, 
in the latter it was attributed to the local electronic changes in- 
duced by the functional groups rather than to N doping. Also con- 
trary to experimental observations and other theoretical studies, 
using B3LYP, Niu et al. predicted no fluorescence upon introducing 
graphitic N into GQDs with diameters ranging from 1–5 nm [337] , 
though a red shifted absorption was observed. In these works, hy- 
brid B3LYP [ 163 , 285 , 302 , 337 ], as well as RSH CAM-B3LYP [ 47 , 299 ] 
or ωB97X-D [ 87 , 296 ] functionals were used. Apart from that, the 
role of nitrogen doping was also studied by Shao et al. [176] with 
multireference methods, such as MRCI, highlighting the role of N 
position and the role of double excitation. Shao et al. concluded 
that graphitic N inside GQDs red shifted the absorption, while 
graphitic N on GQDs edges can induce either red or blue shift. 

Nitrogen substitutions of edge carbon atoms, i.e., pyridinic or 
pyrrolic nitrogens, cause usually a smaller red shift than the 
graphitic position in the GQD core in HLG [163] , absorption 
[296] and emission spectra [ 47 , 87 ]. Pyrrolic nitrogen behaves sim- 
ilar to graphitic-edge nitrogen both causing either a blue shift 
[285] or red shift [ 297 , 337 , 346 ] in absorption spectra of GQDs. 
Niu et al. found that the edge doping with N preserves the π- 
conjugated domain of GQD and increases the oscillator strength 
of the S 1 → S 0 transition. Together with increasing the probabil- 
ity of internal conversion, emission intensity of such GQDs is in- 
creased [337] . Moderately red shifted absorption was observed 
in the case of pyridinic nitrogen in smaller GQDs [302] and red 
shifted emission was predicted for pyridinic derivatives of coran- 
nulenes [47] . However, the pyridinic nitrogen was also observed 
to cause a blue shifted emission with respect to pristine GQD 

[ 285 , 297 , 337 ] or blue shifted absorption in amino functionalized 
GQDs [30] . Both red and blue shifts introducing pyrrolic or pyri- 
dinic nitrogens were obtained using hybrid [ 163 , 285 , 302 , 337 ] or 
RSH functional [ 30 , 47 , 87 , 296 , 297 ] so the reason for this variabil- 
ity probably does not lay in the used method. Unlike in the case 
of graphitic N, with pyridinic N the excitation has a n- π ∗ char- 
acter and N contributes only with one electron to the π-system, 
thus shifting the absorption spectra only mildly to red, more re- 
sembling the original GQD (pyrene), as calculated by MRCI or SC- 
NEVPT2 [176] . Furthermore, a level of frontier orbital hybridization 
is found to be crucial for doping effects on optical properties. In 
the case of even hybridization, a blue shift of absorption and emis- 
sion spectra can be expected, while uneven hybridization leads to 
red shift [337] . Although the direction of induced shift in the re- 
sulting spectra is still debatable, the effect of N doping is consis- 
tently concentration dependent [ 87 , 285 , 337 ]. 

Apart from nitrogen, boron, phosphorus or sulphur doping was 
also studied. Similarly to the N doping, the abundance and po- 
sition of doped atoms affect PL of GQDs. It was observed that 
heteroatoms are actively involved in electron transitions. In gen- 
eral, electron-rich atoms (e.g., N, P, S) raise the HOMO energy, 
while electron deficient ones (e.g., B) lower the LUMO energy, thus 
in general inducing a red-shift in absorption/emission spectra. In- 
deed, the B doping into GQD core caused a red shift in absorption 
spectra in pristine GQD, although a blue shift in OH- or COOH- 
functionalized GQDs was also observed with CAM-B3LYP [299] . 
Both in 5- and 6-membered rings, the most profound effect was 
observed for S [302] , remarkably reducing the HLG, as calculated 
by B3LYP. This was explained by a larger atomic radius and excess 
of electrons of S. The HLG also depends significantly on geomet- 
ric deformations invoked by doping with larger atoms such as P 
and S, which effectively reduce the sp 2 hybridization. Also, partial 
edge substitution with B and N can alter the HLG in rectangular or 
cross-linked GQDs [340] . 
4.2.2.2. Functional groups. Another possible position of het- 
eroatoms is on the CDs surface that is covered by multiple 
functional groups. Consistently with the accepted role of low-lying 
surface/defects states ( Fig. 3 B), the attachment of –OH, –COOH 
or –NH 2 groups usually induces a red shift in a concentration 
dependent manner in absorption [ 292 , 295 ] as well as fluorescence 
spectra [ 37 , 285 , 286 , 288 , 294 , 297 , 337 ], although Saha et al. observed 
a blue shift in absorption spectra upon introducing –OH or –COOH 
group to pristine, boron or nitrogen doped GQD [299] . Moreover, 
Wang et al. demonstrated that the O-containing functional groups 
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did not alter the HLG of the aromatic core, nevertheless, due to 
the either structural disorder or because of the functional groups 
themselves, additional energy states were generated [161] . Apart 
from the red shift, the functionalization of triangular dots with 
–OH groups leads to a narrower emission peak than in the case 
of –COOH [54] . The electron donating –OH group induces higher 
degree of electron delocalization and therefore higher structural 
stability and reduces electron-phonon coupling. Further, the π- 
electron density is increased by –OH group and thus facilitates 
radiative recombination of electrons and holes [54] . Similar CT 
was observed for –NH 2 groups, where electron donating –NH 2 
decreased GQD band gap [37] . Although theoretical calculations 
could offer the explanation of involved orbitals, not much at- 
tention was paid to this topic and no consensus was reached. It 
is believed that with surface states, the character or electronic 
transitions changes from π → π ∗ transitions of aromatic domains 
to n → π ∗ (C = O or C = N) [ 288 , 297 ] or n → σ ∗ transition (C–OH) 
[ 47 , 347 ]. However, Sudolská et al. [211] claimed that lone pair or- 
bitals of oxygen on OH-pyrene hybridized with its π-orbitals and 
therefore no pure n → π ∗ transition was observed. Apart from the 
study of Saha et al. (using CAM-B3LYP) [299] , observations among 
published studies are consistent with experiments using LDA 
[37] , hybrid B3LYP [ 54 , 285 , 286 , 288 , 294 , 337 ] or RSH functionals 
[ 30 , 211 , 295 , 297 , 299 ]. 

Functional groups can be attached not only on the edges of in- 
dividual layers, but also to core carbon atoms. For example, epoxy 
groups attached to GQD induce a blue shift in absorption spec- 
tra by reducing the sp 2 domain size [ 30 , 211 ]. Similarly, attaching 
other oxygen-containing functional groups to GQD plane (which 
could be the case of edge layers in C-dots) leads to the blue shift 
in absorption maxima [ 30 , 286 ]. While the edge functionalization 
–NH 2 does not decrease the absorption intensity significantly and 
actually increases fluorescence QY [294] , the functionalization in 
the aromatic region of GQD does decrease the absorption intensity 
[286] . The effect of such functionalization is related to reducing 
the sp 2 domain size rather than to the direct effect of individual 
functional groups. 

The functionalization also affects the PL characteristics of CDs 
based on the g -C 3 N 4 core. By employing TD-B3LYP calculations of 
low-lying singlet and triplet states, Yuan et al. [114] successfully 
rationalized the enhancement of ISC for yellow phosphorescence 
emission induced by the presence of carbonyl groups at the rim of 
the g -C 3 N 4 core. 
4.2.3. Molecular fluorophores and PL 

Owing to the small size of MFs, the electronic structure of GS 
and ES and related absorption/emission characteristics of isolated 
MFs can be investigated in detail employing advanced quantum 
chemistry methods (see Section 3 ). The solvent effects can also be 
reliably included by either implicit or explicit solvation models, de- 
pending on whether specific intermolecular interactions (e.g., hy- 
drogen bonds) play an important role (see Section 3.3.2 ). The first 
gas-phase calculations of the structure, HOMO/LUMO and absorp- 
tion/emission spectra of IPCA (at an unspecified level of theory) 
were already performed by Song et al. along with the first unam- 
biguous isolation and thorough structural confirmation of this MF 
[29] . Similar theoretical analyses of the HOMO/LUMO, IR and elec- 
tronic absorption spectra were performed for pyridone-like deriva- 
tives in the gas phase by Wang et al. [164] and Das et al. [144] em- 
ploying the B3LYP method with the 3-21G and 6-31G basis sets, 
respectively. Later on, Shamsipur et al. [47] repeated the calcula- 
tions for the IPCA molecule in the gas phase at the TDDFT/B3LYP/6- 
31G(d) level. The emission spectra were attributed to the electron 
transfer between HOMO and LUMO. Although they agreed well 
with the first component of the experimental spectra, it was sug- 
gested that a small observed difference could be caused by calcu- 

lating the spectra only for a single fluorophore in vacuum. Zhang 
et al. investigated TPCA in solution at the B3LYP/6-31G(d) level ad- 
dressing also photoemission and aggregation effects (TPCA trimer) 
[142] . Although these studies undoubtedly provided useful qualita- 
tive insights into the electronic structure of key MFs, it should be 
noted that the choice of the B3LYP functional and small basis sets 
was not fully appropriate taking the non-negligible CT character of 
the S 0 → S 1 excitation into account. 

A more detailed view into PL properties of IPCA was provided 
in a recent study applying both QM and MD calculations of IPCA 
monomers and stacked dimers [274] . The classical MD simulations 
performed in the GS revealed spontaneous formation of stacked 
IPCA dimers in aqueous solution. Using the TDDFT approach (cLR- 
CAM-B3LYP-D3/def2-TZVP in combination with PCM), UV absorp- 
tion spectra of monomer and dimers were obtained based on ver- 
tical excitations and by vibrational broadening with the help of the 
nuclear ensemble method. The calculated absorption and emission 
maxima (including the radiative lifetimes) for the monomer were 
in sound agreement with the experimental values. The character 
of ESs was further analysed in terms of Natural Transition Orbitals 
(NTOs) to identify CT and locally ESs ( Fig. 9 B). The NTOs nicely il- 
lustrate for two local minima, structures 1 (1-S 1 ) and 2 (2-S 1 ), re- 
spectively, the CT character from one to the other IPCA molecule 
(structure 1) and the local character (on the lower IPCA molecule 
in Fig. 9 B). Previous interpretations have determined π → π ∗ and 
n → π ∗ transitions to contribute to the absorption spectra of CD 
core and fluorophore, respectively [348] . On the contrary, the re- 
sults derived from these IPCA calculations predict that the π → π ∗

transitions are responsible for absorption spectra of both chro- 
mophores. The S 1 optimization procedure has shown preferential 
formation of stacked dimers and pointed toward a possible non- 
radiative relaxation competing with fluorescence via opening of 
IPCA dimers. 
4.2.4. Clusters 

Although the CNDs and CQDs are multilayered structures, 
doped and functionalized GQDs seem to be useful models for sim- 
ple CQDs. However, the effects of MFs in CNDs need to be ad- 
dressed even in a more complex manner. With increasing compu- 
tational power, studies of more layers and their interactions were 
performed. According to current knowledge, no significant effect 
of second and third layers on the electronic structure of PAHs and 
their doped and/or functionalized derivatives was observed, and 
thus the absorption and emission spectra of π-stacked dimers and 
trimers were very similar to spectra of individual monomers, as 
studied with RSH functional [ 211 , 296 , 297 ]. Considering CQDs as an 
ensemble of individual GQDs explains well its spectral versatility 
and excitation dependent wavelengths. As each layer can have dif- 
ferent composition, they can be excited independently under dif- 
ferent conditions and the resulting fluorescence is then depen- 
dent on which fragment was excited and which internal conver- 
sion takes place prior to fluorescence. Recently, (co-)assembling of 
MFs with PAHs was studied by MD simulations [195] , and the role 
of such (co-)assembling on the resulting PL properties is under the 
investigation in our group. 

Theoretical investigations of PL of CPDs require slightly dif- 
ferent approach than studying GQDs-like fragments. Vallan et al. 
[335] used RSH functional ωB97X-D to calculate PL properties of 
CPDs prepared from CA and ethylenediamine by modeling its basic 
unit [C 8 H 12 O 5 N 2 ] n in form of dimer, octamer and decamer. After 
geometry optimization, the oligomer was indeed entangled with a 
network of intra- and intermolecular hydrogen bonds, which was 
actually responsible for the CEE effect (see Fig. 3 C). Further, anal- 
ysis of the absorption properties revealed that HOMO was local- 
ized mostly on the amide moiety, while LUMO resides on carboxyl, 
therefore the transition had a strong CT character. When they used 
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a model with intermolecular hydrogen bonds (two chains), a sig- 
nificant red shift in the emission with respect to absorption was 
observed, but no fluorescence was observed with a model consid- 
ering only intramolecular hydrogen bonds. This is consistent with 
the CEE effect and rationalization of CPDs PL. 
4.2.5. Solvent effect 

Although CDs are usually prepared and applied in solution, 
most of QM studies were performed for the gas phase, with only 
few exceptions employing implicit solvent models. Generally, the 
presence of solvent caused a red shift in studied spectra, which 
was shown for water [ 211 , 288 , 297 , 299 ] as well as other solvents, 
such as toluene [337] , dichloromethane [288] or benzene and ace- 
tonitrile [299] . In the case of N-doped GQDs, enhanced red shift 
and intensity in PL was observed with increasing polarity of a sol- 
vent [337] . However, in other studies no significant effect of polar- 
ity of the solvents was observed [ 288 , 299 ]. It can be expected that 
the polarity of a solvent affects more significantly the PL proper- 
ties of surface functionalized CQDs, but we are not aware of any 
systematic theoretical study dealing with this issue. 
5. Perspectives 

Challenges concerning reliable characterization of the optical 
spectra and the explanation of the PL of CDs lie in the large size 
of realistic model systems, their structural complexity, and the in- 
tricate character of their GS and ESs. Computationally feasible DFT 
methods provide a reliable description for the majority of appli- 
cations. However, the lack of doubly ESs in the absorption spec- 
tra and the wrong ordering of the lowest ESs observed in sev- 
eral important cases represent serious drawbacks and can lead to 
false characterization of the optical spectra. These issues can be 
kept under control by comparison with multireference methods, 
which can identify critical cases and thus help avoid the prob- 
lems in photodynamical studies. Future studies should be focused 
on a reliable description of electronic states and PL properties of 
more realistic CD models. In any case, affordable methods should 
be benchmarked against available advanced QM methods, using as 
many reliable (but still tractable) molecular systems as possible. It 
is expected that the utilization of hybrid QM/MM methods will en- 
able to reach the controlled accuracy also in computational studies 
of larger model systems. Importantly, such hybrid methods can be 
combined with armament of approaches capable to cover effects of 
solvent and generally surrounding environment such as, e.g., the 
polarizable embedding approach and ONIOM method. Special at- 
tention should be paid to the identification of processes and struc- 
tural features that can be behind the excitation-dependent PL of 
CDs. In addition, theoretical approaches that can assess the PL QYs 
should be adapted and thoroughly tested for CDs. Another research 
field should be focused on the electron-phonon coupling and vi- 
brationally resolved spectra of CD models. Dynamical effects, in- 
cluding also the fate of electronic excitation, belong to absolutely 
unexplored and very appealing tasks in the modeling of photo- 
physics of CDs. Processes involving the (R)ISC such as, e.g., TADF 
and phosphorescence are particularly interesting but very chal- 
lenging for current theoretical tools. Moreover, contrary to organic 
molecular fluorophores, the trap states in CDs involved in such 
processes have often charge-separated character, which requires 
consideration of sufficiently large structural models thus putting 
limitations on applicable computational methods. Nonlinear opti- 
cal properties of CDs will also undoubtedly soon become a target 
of theoretical effort s, because some CDs can exhibit strong two- 
photon absorption (TPA). This dramatically increases their appli- 
cation potential by the possibility of (i) extending their absorp- 
tion range to near-infrared region, (ii) obtaining spatially resolved 

photo-responses (two-photon fluorescence) of CDs, and (iii) ad- 
dressing excited states distinct from those active in one-photon 
spectra. In the case of classical MD, a special attention should be 
paid to the interaction of CDs with biomolecular systems, cellular 
compartments and other nanomaterials. MD simulations will cer- 
tainly provide important insights into many important processes 
including, e.g., CDs membrane permeation and cellular transport. 
The reliable structural models of such complex systems can be 
used for not only understanding the CD interactions but also de- 
signing specific CDs, alongside with further calculations addressing, 
e.g., the electron/energy transfer between the CDs and nanomate- 
rials. 
6. Conclusion 

CDs represent a challenging class of nanomaterials with ex- 
traordinary PL properties and highly appealing applications. Their 
PL behavior puts them into the spotlight of both experimental 
and theoretical effort s. The structural complexity and limit ations 
of experimental characterization of CDs in early studies compli- 
cated the development of structural models treatable by theoret- 
ical methods. However, recent progress on experiments has made 
the structural models more robust and well representing individ- 
ual types of CDs, thus opening a route to deep theoretical inves- 
tigations. In this review, we surveyed current structural models as 
well as theoretical studies focused on the structural features and 
PL properties of CDs. We showed that theoretical methods mostly 
based on the TDDFT approach could provide useful information, 
but might fail in specific cases, e.g., if the multireference character 
of ground and excited states plays a significant role. In such a case, 
NEVPT2 or DFT/MRCI methods can be effectively used, but their 
employment is hampered by high computational costs allowing 
treatment of only relatively small structural models. We showed 
that for large models semiempirical methods could provide use- 
ful semi-quantitative insights. Although a general theoretical ap- 
proach applicable for all types of CDs can hardly be established, 
current state-of-the-art methods can help rationalize many impor- 
tant structural and spectral features of CDs. Perspectives towards 
more general computational protocols including hybrid QM/MM 
approaches and methods addressing dynamical phenomena in CDs 
were outlined, but a universal reliable computational strategy re- 
mains to be a challenge requiring close collaboration of theoreti- 
cians (including software developers) and experimentalists. It is 
our hope that this review will help to draw the attention of the 
community to this fascinating field. 
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