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Abstract 
This term project deals with the functionality of Spanning Tree protocols, especially the 
Rapid Spanning Tree Protocol, and the Multiple Spanning Tree Protocol. The primary 
usage of spanning tree protocols is the prevention of loops within the data link layer, the 
prevention of a broadcast storm, and also deals with redundancy in the network. Moreover, 
the project contains the description of configuration of these protocols on Cisco devices. 
The main goal of this thesis is to implement the Multiple Spanning Tree protocol into INET 
framework within the OMNeT++ simulation system. Then, the implemented solution is 
tested and it's functionality is compared with the real behaviour in a Cisco network. 

Abstrakt 
Táto diplomová práca sa zaoberá funkcionalitou Spanning Tree protokolov, predovšetkým 
pre protokoly Rapid Spanning Tree Protocol a Multiple Spanning Tree Protocol. Spanning 
tree protokoly sa predovšetkým používajú pre prevenciu slučiek v rámci vrstvy dátového 
spoja, prevenciu broadcast storm a tiež riešia redundanciu v sieti. Ďalej je v tejto práci 
zahrnutý opis konfigurácie týchto protokolov na Cisco zariadeniach. Hlavným cieľom práce 
je implementácia Multiple Spanning Tree protokolu do prostredia INET vrámci OMNeT++ 
simulačného systému. Implementované riešenie je následne testované a funkcionalita je 
porovnávaná voči reálnemu chovaniu v Cisco sieti. 
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Multiple Spanning Tree Protocol, O M N E T + + , A N S A I N E T , INET4+, Network modeling 
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Rozšírený abstrakt 

V tejto diplomovej práci sa zaoberám všeobecnou funkcionalitou, implementáciou a testo­
vaním Spanning Tree protokolov. Tieto protokoly sa zameriavajú na tri hlavné úlohy: 
odstránenie nekonečných slučiek, zabránenie broadcast storms a blokovanie redundantných 
ciest. Okrem toho poskytuje STP aj možnosť obnovenia spojov, medzi ktorými bola pre­
rušená aktívna cesta. 

Spanning Tree algoritmus vo všeobecnosti funguje na voľbe rol pre switche a stavov na 
ich portoch. Pre zistenie a aktualizáciu týchto informácií si switche pravidelne posielajú 
B P D U správy, ktoré obsahujú aktuálne hodnoty pre všetky parametre na switchy. Zmeny 
v aktívnej topologii sú taktiež rozoznané formou B P D U správ. 

Poznáme viaceré typy Spanning Tree protokolov. Prvým bol samotný STP, založený na 
I E E E štandarde 802.1D. Jeho nástupcom je Rapid Spanning Tree protokol, ktorý poskytuje 
rýchlejší prechod portu do stavu "forwarding" a taktiež rýchlejšie zotavenie po vypadnutí 
aktívnej cesty. 

Ďalším variantom STP protokolu je M S T P (Multiple STP) . Tento protokol poskytuje 
pre switche viacero ciest na posielanie dát medzi V L A N so zameraním na ich vyváženie. 
M S T P zadeľuje switche do regiónov. Aby dva switche patrili do rovnakého regiónu, musia 
mať rovnaký M S T konfiguračný identifikátor, ktorý pozostáva zo štyroch častí: Configura-
tion Identifier Formát Selector, Configuration Name, Revision Level a Configuration Digest. 
Posledný spomenutý parameter je vytvorený na základe M S T konfiguračnej tabuľky. Táto 
tabuľka obsahuje mapovanie V L A N na M S T inštancie. V rámci regiónu môže existovať 
viacero M S T inštancií. M S T P prepája tieto regióny do jediného stromu - Common and 
Internal Spanning Tree. Z hľadiska celého stromu sa regióny javia ako samostatné switche. 

Hlavným cieľom tejto práce je implementácia Spanning Tree protokolov do prostredia 
INET v rámci OMNeT++ simulačného systému. OMNeT++ je rozšířitelný framework 
používaný primárne na tvorbu sieťových simulátorov. Je založený na komponentoch a ob­
sahuje integrované prostredie pre vývojárov odvodené z Eclipse s dodatočnou funkcional­
itou, napr. na tvorbu a konfiguráciu sieťových modelov a analýzu výsledkov simulácií. 
INET je rozšírením OMNeT++ o sieťové modely pre rôzne protokoly ako napráklad Eth­
ernet, IPv4, T C P a iné. Keďže STP a R S T P protokoly už sú súčasťou I N E T frameworku, 
hlavným zameraním tejto práce je vytvorenie MSTP. 

M S T P modul bude bežať v rámci zloženého modulu EthernetSwitch. Vďaka podob­
nosti M S T P s inými protokolmi, ktoré už sú súčasťou INET frameworku, je možné pri 
implementácii použiť už existujúce moduly, ktoré budú rozšírené o M S T P funkcionalitu. 
Medzi tieto moduly patrí L2NetworkConfigurator modul, vylepšený o možnosť konfigurácie 
M S T P vlastnostní pre porty. 

Konfigurácia M S T P modulu zahŕňa nasledujúce parametre: forwardDelay, maxAge, 
txHoldCount, maxHops, bridgePriority, mstConfig a mstiBPConfig. Posledné dva parame­
tre reprezentujú X M L konfiguráciu pre mapovanie M S T inštancií na V L A N a pre nastavenie 
priorít switchov na jednotlivých inštanciách. Činnosť M S T P je implementovaná prostred­
níctvom stavových automatov na základe štandardu I E E E 802.1Q (2018). 

Na účely testovania bola navrhnutá topológia, ktorá obsahuje sedem switchov rozde­
lených do dvoch regiónov a jeden ďalší switch bez príslušnosti k regiónu (switch predstavuje 
vlastný región). Jednotlivé parametre na portoch a switchoch boli nastavené tak, aby bolo 
možné otestovať čo najviac funkcionalit protokolu. V rámci regiónov boli nakonfigurované 
inštancie. Niektoré switche mali zmenenú hodnotu priority tak, aby sa stali rootom pre 



danú inštanciu. Na zmenu predvolenej cesty k root switchu sa použil parameter ceny pre 
port. 

Počas testovania boli overené aj zmeny v topologii v prípade výpadku linky a jej obnove­
nia. Tieto zmeny boli porovnávané s chovaním na Cisco switchoch. Správanie protokolov 
bolo v týchto prípadoch odlišné, pretože Cisco implementácia zahŕňa funkcionalitu na de­
tekciu jednosmerného výpadku spojenia, ktoré však nie je súčasťou žiadneho I E E E M S T P 
štandardu. Implementácia pre I N E T neobsahuje toto vylepšenie. 

Táto diplomová práca môže byť prínosom pre používateľov INET frameworku so záuj­
mom simulovať sieť s M S T P protokolom. V budúcnosti môže byť riešenie doplnené o pre­
pojenie M S T P modulu s dalšími modulmi vrstvy dátového spoja, predovšetkým s modulmi 
pre V L A N . Okrem toho môže byť pridaná kompatibilita s predošlými verziami STP pro­
tokolu (STP, R S T P ) . Práca by mala byť v blízkej budúcnosti začlenená do oficiálneho INET 
frameworku. 
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Chapter 1 

Introduction 

1.1 Motivation and Goals 

In the past few years, the world of networking has changed tremendously. More and more 
technologies and protocols variations are used in this sphere. Therefore, it is needed to 
have a possibility to test and optimize those technologies and protocols before their actual 
application to practice. It is also a requisite for their refinement. Modeling and simulation 
are a good option for that purpose. Wi th this option, we can also prevent complications 
during deployment of changes to a networking configuration and test the suitability of the 
changes subsequently. 

Spanning tree protocols are operating at the second layer of the OSI model of computer 
networking, the data link layer. The primary usage of spanning tree protocols is the pre­
vention of the layer 2 loops, broadcast storms, and it also deals with redundancy in the 
network. 

This thesis deals with modeling and simulation of spanning tree protocols. The Multiple 
Spanning Tree Protocol (MSTP) is not a part of the INET implementation yet. The main 
purpose of the thesis is to implement a model of M S T P into an INET4++ interface within 
an OMNeT++ simulation system, test and evaluate the results of the solution afterwards. 

1.2 Thesis Structure 

In Chapter 2, we will look into the spanning tree protocols. It contains a description of 
a basic Spanning Tree Protocol (STP), but also its successors, the Rapid Spanning Tree 
Protocol (RSTP), and the Multiple Spanning Tree Protocol (MSTP) . The information 
about the configuration of these protocols on Cisco devices is encapsulated in Chapter 3. 

Chapter 4 describes the implementation and the technologies used during the develop­
ment. These are the discrete event simulator OMNeT++, INET framework and A N S A , 
which is an extension of the I N E T framework. In this chapter, we additionally look into 
existing solutions for implementations of STP protocols in the OMNeT++. 

In Chapter 5, we focus on the conducted tests and elaboration of the implemented 
Multiple Spanning Tree Protocol. We compare the solution with a referential behavior on 
Cisco switches. 

The last Chapter 6 includes the evaluation of the progress within this term project and 
the plans for the future work on the diploma thesis. 
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Chapter 2 

Spanning Tree Protocols 

To protect the network from a failure such as a breakdown of a switch or a damaged network 
cable, redundant devices and links are established into the network. However, this solution 
causes loops on a network which inflicts frames duplication and even worse broadcast storms. 
The Spanning Tree Protocol was developed to deal with these difficulties. It was originally 
created for bridges, but nowadays it is used also for switched L A N topologies. In the 
following sections we will talk about more recent switched networks. 

2.1 Spanning Tree Algorithm and Protocol 

The main role of STP algorithm and protocol is to reduce topology (Bridged L A N topology, 
Switched L A N topology) to a single logical tree - the spanning tree. The resulting spanning 
tree ensures that the following conditions are met [16]: 

• eliminated data loops - no more than one active path between any two end stations, 

• automatic reconfiguration of the spanning tree topology - in case of a failure, a break­
down or an addition of a new switch to the topology. 

2.1.1 S T P Operations 

For the spanning tree algorithm to work, the root bridge must be elected at first. The 
election process is under way on the basis of sending configuration B P D U s (Bridged Pro­
tocol Data Units). After the switches are turned on, they start to send the BPDUs to its 
neighbours and they behave as the root bridge themselves at first. 

The B P D U contains information about the switch. A n important field in the B P D U 
for the election process of the root bridge is the Bridge Identifier (BID). It consists of two 
parts: 

• a Bridge Priority (default value 32,768), 

• and a M A C address of the switch. 

You can see a more specific B P D U structure and its description in Section 2.1.5. The root 
bridge is elected based on the lowest (i.e., superior) value of the BID. If the Bridge Priority 
was not modified within manual configuration, then the lowest M A C address represents the 
root bridge. When a switch receives a B P D U with a lower BID, it hands over these newly 
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determined B P D U to its neighbours instead of their own B P D U [25]. Finally, only the root 
bridge B P D U is advertised. 

After the root bridge is found out, the next step is to identify the root ports for every 
switch which is not the root bridge. The way to do this is to calculate the least-cost path 
to the root bridge. The cost of the path (STP Cost, see in Section 2.1.6) depends on the 
speed of the interface on a network segment between switch and the root bridge. If the cost 
is the same for two or more paths, the next factor to determine the root port is the lowest 
sender BID. When also the BIDs are the same, the Port Identifier field in the B P D U of the 
sending switch is used. The Port Identifier is structured similarly to a Bridge Identifier and 
is comprised of: 

• a Port Priority (default value 128) - may be configured, 

• a unique port number. 

Other port roles 2.1.2 and states 2.1.3 are derived with consideration to the previously 
mentioned determination of root ports for all non-root bridges in the topology. After 
acquiring the whole topology, the Spanning Tree Protocol is ready to operate. 

Wi th B P D U exchange mechanism, each bridge establishes own M A C address table, also 
called C A M table (Content Addressable Memory table), which is used to forward frames 
in the topology. On a typical Cisco switch, each M A C address entry has a default ageing 
time of five minutes (300 seconds) [20], which means that only after five minutes of a host 
inactivity is its entry removed from the M A C address table. This can lead to a traffic loss 
when a topology change occurs in the active topology. 

Behavior After Topology Changes 

A topology change may occur because of a failure of a switch, a link or a port in a topology. 
The active topology is maintained by exchanging the B P D U messages. The failure is 
recognized when a port does not receive a B P D U within expected period. 

To prevent a traffic loss, the information about topology changes must be spread to the 
whole STP network. The process of exchanging the Topology Change Notification BPDUs 
after a topology change goes as follows [6]: 

• When a topology change appears on a non-root bridge, it sends the Topology Change 
Notification B P D U out of the Root Port forwarding to the root bridge. 

• If this notification arrives to the designated port of a non-root bridge from the down­
stream bridge, it sends it out of its root port as is towards the root bridge. 

• After the previous step, the non-root bridge sends a Configuration B P D U with the 
Topology Change Acknowledgement flag set towards the bridge from which the noti­
fication originated, thus informing the downstream bridge about successful receipt of 
the Topology Change Notification B P D U . It is done to prevent a replications of the 
BPDUs . 

• When the notification arrives to the root bridge, the Configuration B P D U with the 
Topology Change Acknowledgement (TCA) flag and the Topology Change (TC) flag 
set is sent by the root bridge to the bridge from which it received the T C N B P D U at 
first. This device then distributes the Configuration B P D U with only the T C flag set 
further. Then the root bridge generates the Configuration B P D U with only the T C 
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flag set and sends it to all other bridges and it is distributed to the whole spanning 
tree topology. Those B P D U s are sent for the duration of 35 seconds, the sum of the 
Maximum Age Timer and the Forwarding Delay Timer. The T C flag informs about 
a change in the topology. 

• After receiving the Configuration B P D U with T C flag set, bridge sets the aging time 
for each entry of its M A C address table to the Forwarding Delay Timer, which is 
15 seconds. After this timer, the inactive M A C addresses are deleted and thus the 
convergence speed is increased. 

When a topology change occurs, some port roles in the spanning tree topology may be 
changed to reestablish a new active topology. A recalculation of the whole spanning tree 
may result from adding a new bridge with a smaller Bridge Identifier than the current root 
bridge, or from a failure of the root bridge. 

2.1.2 Port Roles 

A port role is determined for each bridge within the spanning topology in the Spanning 
Tree Protocol. The old version of Spanning Tree Protocol contained these roles: Root Port, 
Designated Port and Blocking Port. Since the the I E E E Standard 802.ID, version 1998 [16] 
was replaced and the STP has a successor - the Rapid Spanning Tree Protocol, the port 
roles are more specified in Section 2.2.2. Nowadays, same port roles may be applied for 
the STP. 

2.1.3 Port States 

The Spanning Tree Protocol functionality is provided by port states. Each port has assigned 
state in which it operates. Port states with their operations are summarized in the table 
2.1. Following port states with their functionality are considered for STP [16]: 

• Forwarding - a port in the forwarding state transmits and receives frames. Also a 
mac learning process is enabled. It process received B P D U s and submits B P D U s for 
transmission. 

• Learning - sending and receiving frames is disabled to avoid temporary loops and 
frame duplication. Since in this state, the port is preparing to transfer to forwarding 
state, the mac learning process is enabled, so the number of unnecessarily relayed 
frames is reduced. Sending and receiving B P D U s takes place on this port too. 

• Listening - listening port may still send and receive BPDUs . The learning process is 
disabled because of temporary loops prevention. 

• Blocking - this type of port exists for preventing frame duplication. A port in blocking 
state only receives BPDUs which are processed afterwards. 

• Disabled - in this state, the port is shut down administratively and does not partici­
pate in the active spanning tree topology. 
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Port state Send & Receive Frames Mac Learning Send BPDUs Receive B P D U s 
Forwarding / / / / 

Learning X / / / 
Listening X X / / 
Blocking X X X / 
Disabled X X X X 

Table 2.1: Operation of Port States, [27] 

2.1.4 S T P Timers 

The STP process is based on exchanging BPDUs . To determine errors in the network or 
to maintain the spanning tree it is also important to have timers for those BPDUs . The 
following default timers exists for STP [30]: 

• Hello timer - the default value of this timer is two seconds. This timer determines 
how often is the B P D U periodically sent from the bridge. When bridge does not 
receive any B P D U from the root bridge, it stops to send the BPDUs . The purpose is 
to find out possible failure of a link. 

• Forward Delay timer - represents a delay period for STP root ports and designated 
ports before transitioning from the listening and learning state to the forwarding 
state. This type of timers ensures there is sufficient time to determine and eliminate 
loops. Default value for this timer is 15 seconds. To transmit from both listening and 
learning states it results in 30 second delay duration. 

• Max age timer - specifies maximum possible age for the B P D U . The B P D U is for­
warded when its Message Age value is smaller or equal to the Max Age value, otherwise 
the configuration B P D U is discarded. The default value is 20 seconds (10-times the 
Hello Timer). 

The following relationships between timers should be observed to maintain interoper­
ability in the network: 

2 * (Forward Delay timer — 1.0 seconds) > Max Age timer 

Max Age timer > 2 * (Hello timer + 1.0 seconds) 

2.1.5 Bridged Protocol Data Unit 

The Bridged Protocol Data Unit (BPDU) structure is displayed in Figure 2.1. The B P D U s 
are sent from a non-root bridge every hello-time only while it receives B P D U s on its root 
port. The B P D U contains the following fields [8]: 

• Protocol Identifier - fixed value 0x0000, identifies the STP family protocols. 

• Protocol Version Identifier - fixed value 0x00 for STP. 

• B P D U Type - represents type of the B P D U . The configuration B P D U has value 
0x00. The Topology Change Notification (TCN) B P D U has value 0x80. We use a 
configuration B P D U to select the root bridge, root ports and designated ports. T C N 

7 



is used in case of a port transition to a forwarding state or when one of the forwarding 
and learning ports transitions to blocking or disabled state. In case of T C N only first 
4 bytes are considered. 

• Flags - the purpose of B P D U is indicated by this 8-bit field. The lowest bit repre­
sents the Topology Change flag (TC), the highest represents the Topology Change 
Acknowledge flag (TCA) . Other bits are unused. 

• Root Identifier - contains the priority number and M A C address of the root bridge. 

• Root Path Cost - represents the cost of the path from the sender to the root bridge. 

• Bridge Identifier - contains the priority number and M A C address of the sender. 

• Port Identifier - identifies the port from which a sender forwards the configuration 
message to the network; contains the priority number and global port number of the 
port. 

• Message Age - age of the current configuration B P D U while spread out the network. 

• Max Age - indicates the maximum possible age for the configuration B P D U . After 
passing this timer, the configuration B P D U shall be deleted. 

• Hello Time - a periodic transmission interval for configuration B P D U . How often the 
B P D U is send from the bridge. 

• Forward Delay - represents waiting time that bridge should wait before a port state 
can change. 

Protocol Identifier 
Protocol 
Version 

Identifier 
BPDU Type Flags 

Root Identifier 

Root Path Cost Bridge Identifier 

Bridge Identifier Port Identifier Message Age 

Max Age Hello Time Forward Delay 

Figure 2.1: Bridged Protocol Data Unit structure [16]. 

The least conditions that must be met for processing the B P D U by the Spanning Tree 
Protocol: 

• the B P D U consists at least of four bytes 

• the Protocol Identifier value is 0x0000 

• the B P D U Type stands for a Configuration B P D U with Message Age parameter lesser 
than the Max Age parameter or it stand for a Topology Change Notification B P D U . 
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2.1.6 Spanning Tree Costs 

Path cost from a non-root switch to the root bridge depends on a speed of a networking 
technology. STP costs are associated to speeds of an interface on a network segment, see 
in Table 2.2. 

Link Speed Recommended Cost Value Recommended Cost Range Cost Range 
4 Mb/s 250 100 - 1000 1 - 65535 
10 Mb/s 100 50 - 600 1 - 65535 
16 Mb/s 62 40 - 400 1 - 65535 
100 Mb/ s 19 10 - 60 1 - 65535 

1 Gb/s 4 3 - 1 0 1 - 65535 
10 Gb/s 2 1 - 5 1 - 65535 

Table 2.2: STP - Path Costs associated to Link Speeds, [16] 

2.2 Rapid Spanning Tree Protocol 

The Rapid Spanning Tree Protocol is a replacement for the previously mentioned Spanning 
Tree Protocol. It is defined in the standard I E E E 802.ID, 2004 Edition [15]. The R S T P 
now represents the default Spanning Tree Protocol and the main purpose of this protocol 
remains the same as in the STP. 

The protocol provides faster (therefore, the „rapid" in the name) transition of a port 
to the forwarding state. It also provides faster recovery from a failure by including the 
port roles in the computation of port states and by allowing explicit acknowledge signals 
indicating a port wants to enter the forwarding state [26]. 

2.2.1 R S T P Operations 

The process of selection of the root bridge remains the same as in the spanning tree algo­
rithm. The root port is also chosen similarly as in the spanning tree algorithm, but the 
recommended values for the least cost paths differ. The recommended least cost paths for 
the Rapid Spanning Tree Protocol are mentioned below in Section 2.2.5. The determination 
of other port roles is described in Section 2.2.2. 

The Rapid Spanning Tree Protocol ensures a rapid transition to forwarding state, which 
is the most important feature in comparison with the STP. The following concepts are 
considered in achieving this [29]: 

• Edge Ports - a port that is directly connected to end stations and is not connected 
to any other bridge device. There cannot be a loop upon topology changes caused 
by the edge port. When the edge port parameter is set, the port transitions to 
the forwarding state forthwith, skipping the listening and learning states. After the 
configuration B P D U is received on the edge port, the edge port attribute is lost. 
The port becomes a non-edge port and the spanning tree recalculation is performed. 
This causes a network flapping, which can be prevented with B P D U protection. It 
corresponds to the Cisco PortFast feature1. 

lr

The description of the PortFast-https://www.cisco.com/c/en/us/td/docs/switches/lan/ 
cat alyst4000/8-2glx/configur at ion/guide/stp_enha.html#wp 1046787 
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• Link Type - the duplex mode of a port automatically decides about the link type. If 
a port is operating in the half-duplex mode, it is considered as a shared port - on a 
link between a switch and a hub. In the full-duplex mode, the port is considered a 
point-to-point link - links two switches. The full-duplex point-to-point links may be 
eventually rapidly transitioned to the forwarding state, see the Proposal/Agreement 
Process further in this section. 

Proposal/Agreement Process 

After election of the designated port in the RSTP, the port firstly enters the Discarding 
state and afterwards it rapidly transitions to the Forwarding state thanks to the Propos­
al/Agreement (P /A) mechanism. This is considered a speed up according to the STP, where 
the port must wait for a two forward delay timers, transitioning firstly to the learning state 
and secondly to the forwarding state. 

The P / A mechanism may be used only on point-to-point full-duplex links. It uses 
Proposal and Agreement messages to achieve the rapid transition to the forwarding state. 
When there is no agreement response to the proposal message on the designated discarding 
port, the port transitions to the forwarding state the same way as in the STP, after two 
forward delay timers. The P / A process does not rely on any timers and it is considered a 
fast mechanism to reestablish connectivity after a change in the active topology. 

3. agreement 
pi forwarding 

I pO 1 
' pi 1 1. proposal 

pO: designated port 
pi: new root port 
p2: alternate port 
p3: designated port 
p4: edge port 

2. sync 
(unchanged) 

sync (block) sync(unchanged) 

Figure 2.2: Rapid Spanning Tree Protocol - Proposal/Agreement Mechanism, part 1 [29]. 

We will describe the Proposal/Agreement process with a consideration to the topology 
displayed in Figure 2.2. Let us assume that we add a new point-to-point full-duplex link 
between switches named Root and A . The P / A process goes as follows [29]: 

• Firstly, both switches act as a root bridge, therefore, both ports pO and p i are imme­
diately considered the designated ports and send the configuration BPDUs . 
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The switch A receives the better B P D U on the p i interface, thus the p i immediately 
knows that it is now the root port. 

The port pO of the Root switch enters the Discarding state, so it sets the proposal 
bit in the sent B P D U s (step 1 in Figure 2.2). The proposal bit may be set only on a 
designated port which state is discarding or learning. 

After the switch A receives the B P D U with a proposal from the Root switch, it starts 
the sync to ensure that all its ports are in sync - set to one of the following, or blocked: 

— The port is in a discarding state, blocked. 

— The port represents an edge port. 

To show how the sync mechanism works, lets assume that the switch A has except 
the new root port the following ports: 

— an alternate port p2, 

— a designated forwarding port p3, 

— and an edge port p4. 

Port p2 is blocked with unchanged state. Port p4 is an edge port and it does not par­
ticipate in the operation. Both ports meet one of the previously mentioned conditions 
to be in sync. Therefore, the switch A must change only the non-edge designated port 
p3, the port must be blocked and put in the discarding state. In this moment, all 
ports of the switch A are in sync (step 2 in Figure 2.2). 

Now the switch A can send the response B P D U with the agreement bit set back to 
the Root switch (step 3 in Figure 2.2). The B P D U carries same information as the 
proposal B P D U , except that instead of the proposal bit, the agreement bit is set. 

When the Root switch receives the corresponding agreement to its proposal on the 
port pO, the port can immediately transition to the forwarding state. We may see 
this step (step 4) in Figure 2.3. 

The process continues to the downstream bridges. We may see, the port p3 is in a 
designated discarding state after the sync. It sends the proposal to its neighbors in 
pursuit of transition to the forwarding state as soon as possible. 
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4. proposal 

Figure 2.3: Rapid Spanning Tree Protocol - Proposal/Agreement Mechanism, part 2 [29]. 

RSTP Topology Change 

In the Rapid Spanning Tree Protocol, the topology change is caused only when a non-edge 
port transitions to the forwarding state. A failure of a device and lost connectivity is unlike 
in the STP not considered as a topology change. So, a port which transitions to the blocking 
state does not generate a T C B P D U . 

A propagation of a topology change to the whole topology does not need to be acquired 
through the root bridge anymore. When a topology change is detected by an R S T P bridge, 
the following actions occur [10]: 

• The initiator bridge starts a T C While timer for its non-edge designated ports and 
also the root port, when necessary. The While timer is set to the two times of the 
hello time. 

• It clears the M A C addresses related to all this ports mentioned in previous step. 

• The outbound B P D U s have the T C bit set for the time of the T C While timer. 

After the T C B P D U is received on a bridge from its neighbor, the following actions are 
performed on this bridge [10]: 

• It clears the M A C addresses on all ports, except the port on which the T C B P D U 
was received. 

• It starts a While timer on all its designated ports and root port and sends B P D U s 
with the T C bit set from them. 

The Topology Change Notification is spread to the whole topology much faster as in 
the STP. The process does not need to notify the root bridge at first, which then maintains 
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the topology by informing all other bridges about a change for the time of the max age plus 
the forward delay. 

2.2.2 R S T P Port Roles 

Each port in the rapid spanning tree topology has an assigned role. The following types of 
ports are defined for Rapid Spanning Tree Protocol [23]: 

• Root Port - one root port is elected on each non-root bridge. The root port represents 
the most optimal path (path with the lowest cost) to the root bridge. The election 
process is same as in the Spanning Tree Protocol, described in Section 2.1.1. This port 
type is the only one which communicates with the root bridge both ways - receives 
and forwards frames. 

• Designated Port - a selection of a designated port is ongoing as follows: when one 
end of a link has a resolved root port, then the other end represents a designated 
port. Every link connection on a designated bridge has one designated port. Also all 
ports on the root bridge function as designated ports. A main role of this port is to 
forward traffic from the root bridge toward a non-root bridges. 

• Alternate Port - selected only on a link with no root port. Does not participate in 
active topology. It is activated only when root port fails and then it provides alternate 
path to the root bridge (a backup port for the root port). 

• Backup Port - a similar functionality to the alternate port, except it provides a backup 
for designated ports, in case of their failure. A backup port existence is possible only 
on bridges, where more than one link is connected to the same L A N - redundant 
links, and the bridge has a designated port on one of those links. 

• Disabled Port - port is shut down and does not participate in the active spanning 
tree topology. 

2.2.3 R S T P Port States 

There are only 3 port states for the Rapid Spanning Tree Protocol in comparison with 5 
port states for the previously mentioned STP. Port states listening, blocking and disabled 
were merged into one state - the discarding state. The port states help to control the 
functionality of the protocol and the operation of the Learning and Forwarding processes. 
A l l port states receive the B P D U s for processing. The characteristics of the R S T P port 
states [22]: 

• Forwarding - ports in the forwarding state establish the active topology. The forward­
ing state may be only seen in a stable active topology. While synchronization and 
topology changes, forwarding of frames is only possible by a proposal and agreement 
process described in Section 2.2.1. 

• Learning - the learning state accepts data frames in order to learn M A C addresses 
and to build the M A C address table. Used in stable active topology and while syn­
chronization and topology changes. 

• Discarding - the discarding state does not forward the data frames to the network, 
and thus it prevents the loops. Used for backup and alternate port roles. Same as the 
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learning state, used in stable active topology and while synchronization and topology 
changes. 

2.2.4 Rapid Spanning Tree B P D U s 

The rapid spanning tree B P D U s has some differences from the spanning tree B P D U . The 
RST B P D U is the second version of the B P D U protocol since the version 0 of STP B P D U . 
In the Rapid Spanning Tree Protocol, a bridge sends a B P D U every hello-time without 
any matter of receiving one on its root port. The structure for R S T B P D U is displayed in 
Figure 2.4. 

Protocol Identifier 
Protocol 
Version 

Identifier 
BPDU Type Flags 

Root Identifier 

Root Path Cost Bridge Identifier 

Bridge Identifier Port Identifier Message Age 

Max Age Hello Time Forward Delay 
Version 1 

Length 

Figure 2.4: Rapid Spanning Tree Protocol - Bridged Protocol Data Unit structure [15]. 

The description of the RST B P D U ' s structure is following [15]: 

• Protocol Identifier - fixed value 0x0000, same as STP. 

• Protocol Version Identifier - fixed value 0x02 for RSTP. 

• B P D U Type - represents type of the B P D U . The configuration B P D U has value 0x02 
which denotes R S T P B P D U . The Topology Change Notification B P D U remains same 
as in the STP. 

• Flags - the encoding for the RST B P D U flags may be seen in Figure 2.5. Following 
flags may be encoded: Topology Change flag, Proposal flag, Port Role, Learning flag, 
Forwarding flag, Agreement flag, Topology Change Acknowledgement flag. 

• The following parameters remains same as in the STP 2.1.5: Root Identifier, Root 
Path Cost, Bridge Identifier, Port Identifier, Message Age, Max Age, Hello Time, 
Forward Delay. 

• Version 1 Length - takes 1 byte. When the value is 0x00, then it indicates there are 
no information from previous versions of the B P D U protocol. 

14 



Topology 
Learning Forwarding Agreement Change ACK 

(TCA) 

0 0 0 1 

Unknown Alternate/Backup 

1 0 1 1 

Root Desig nated 

Figure 2.5: Structure of the Flags field in the Rapid Spanning Tree B P D U [15]. 

2.2.5 Rapid Spanning Tree Costs 

Recommended values for the path costs from a non-root switch to the root bridge are 
showed in Table 2.3. The path cost parameter is associated to the speed of an interface, 
and may be set from range 1 — 200,000,000 when supporting the 32 bit Path Cost values. 

Link Speed Recommended Cost Value Recommended Cost Range 
< 100 Kb / s 200,000,000 20,000,000 - 200,000,000 

1 Mb/s 20,000,000 2,000,000 - 200,000,000 
10 Mb/s 2,000,000 200,000 - 20,000,000 
100 Mb/s 200,000 20,000 - 2,000,000 

1 Gb/s 20,000 2000 - 200,000 
10 Gb/s 2000 200 - 20,000 
100 Gb/s 200 20 - 2000 

1 Tb/s 20 2 - 200 
10 Tb/s 2 1 - 20 

Table 2.3: R S T P - Recommended Path Costs associated to Link Speeds, [11]. 

2.3 Per-VLAN Spanning Tree 

The basic STP does not consider Virtual Local Area Networks (VLANs) . This may lead to 
the connectivity loss on the V L A N segments of the network. Possible solution is to create 
separate active topologies for each of V L A N s . On each V L A N , a separate STP process is 
running. The network now considers V L A N s and their ports, therefore, the link connecting 
the V L A N to the rest of the network may not be blocked, and the connectivity may not be 
lost for any V L A N . This approach is included within the p e r - V L A N Spanning Tree (PVST) 
Cisco proprietary protocol. 

There is several variations for the P V S T . They differ in version of STP (using STP or 
RSTP) and the communication on the links. The P V S T variations are following [18]: 

• P V S T - this p e r - V L A N Spanning Tree uses the STP, and has a new Cisco propri­
etary enhancements2: PortFast, B P D U Guard, UplinkFast, BackboneFast, etc. Wi th 

2Detailed description of those enhancements may be seen at https://www.cisco.eom/c/en/us/td/docs/ 
switches/Ian/catalyst4000/8-2glx/configuration/guide/stp_enha.html 
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P V S T , the communication on a link is performed on the basis of Cisco proprietary 
mechanism for V L A N encapsulation, the Inter Switch Link (ISL). 

• PVST+ - the PVST+ uses the STP. The difference to the P V S T is that P V S T works 
only with ISL, which has a different frame format, and the PVST+ is compatible with 
I E E E 802.1Q encapsulation and frame format. 

• Rapid-PVST - same as the P V S T , except it uses the RSTP. 

• Rapid-PVST+ - same as the PVST+, except it uses the RSTP. 

2.4 Multiple Spanning Tree Protocol 

In the previously mentioned versions of STP, except the P V S T , the spanning tree is shared 
by all V L A N s in the network. There is no load balancing of the data traffic, which causes 
bandwidth waste. The Multiple Spanning Tree Protocol, defined in the I E E E 802.1s stan­
dard [17] improves the aforementioned deficiencies. It provides multiple separate paths for 
data forwarding and implements load balancing of the frames between V L A N s . 

In this section, we will focus on the functionality of the M S T P . We will describe the Mul­
tiple Spanning Tree Instances (MSTI) within the Multiple Spanning Tree (MST) Regions, 
which are composed of L A N s and M S T Bridges, and how are these M S T Regions con­
nected within a single Common and Internal Spanning Tree (CIST). We will also describe 
the composition of M S T B P D U and the differences in port roles for MSTP . 

2.4.1 M S T Configuration Identifier ( M C I D ) 

The M S T P specifies an M S T Configuration Identifier (MCID). The identifier serves for 
propagation of a bridge configuration for allocation of frames with assigned VIDs to one of 
Multiple Spanning Tree Instances (MSTIs). The agreement on allocating of VIDs to specific 
MSTIs is fundamental to all bridges within an M S T Region. A duplication of frames, or 
frame loss may occur when the consistency of the allocation is not ensured. 

To assure that the VIDs are allocated to the same spanning trees for all bridges within 
the M S T Region, the M S T Configuration Identifiers are transmitted together with other 
information in the BPDUs . The following fields are included in the M S T Configuration 
Identifier [17]: 

• Configuration Identifier Format Selector - fixed value 0x00, indicating the use of the 
M S T Configuration Identifier. 

• Configuration Name - a string encoded in 32 bytes representing the name of the M S T 
Region. 

• Revision Level - an unsigned integer value encoded in 2 bytes (0-65535) that identifies 
M S T Region. 

• Configuration Digest - this field denotes a signature (based on H M A C - M D 5 authen­
tication method) created from an M S T configuration table. The M S T configuration 
table is constituted by maximum of 4096 successive 2-byte elements. The elements 
in the configuration table contains a mapping of values of VIDs (except of first and 
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last elements, which contains the value 0) to MSTIDs. The Configuration Digest sig­
nature is encoded in 16 bytes, generated by using the signature key which is a string 
specified in Table 2.4. 

Parameter Mandatory Value 
Configuration Digest Signature Key 0xl3AC06A62E47FD51F95D2BA243CD0346 

Table 2.4: M S T Configuration Identifier - Configuration Digest Signature Key [17]. 

2.4.2 M S T P Port Roles 

M S T P assigns a port role to each spanning tree used within the whole topology. Firstly, 
the port roles are assigned to the CIST, and to the MSTIs afterwards. The CIST uses the 
same port roles as the R S T P 2.2.2. The Multiple Spanning Tree Instance uses additional 
port role - Master port. Port roles are assigned on the basis of the spanning tree port 
priority vectors. The following port roles are defined by the M S T P [13]: 

• Root Port 

• Designated Port 

• Master Port - a newly defined port role, used in the MSTI . The master port, same 
as the root port or designated port forwards data frames. More detailed description 
is contained in Section 2.4.7. 

• Alternate or Backup Ports - substitute for other ports in case of their failure. 

• Disabled Port - a port role, which represents a port that is not enabled. It is not 
participating in the active topology and neither in any of operating spanning trees. 

2.4.3 M S T P Port States 

Port states for M S T P remains same as the port states defined for R S T P 2.2.3. Root 
ports, master ports and designated ports are transitioned rapidly to the forwarding state. 
Alternate and backup ports are transitioned to the discarding port state as rapidly as 
possible without the risk of data loops [14]. 

2.4.4 Spanning Tree Priority Vectors 

To determine the active topology for any type of a spanning tree, the Configuration Mes­
sages are sent between devices in the topology. The exchanged information is called a 
spanning tree priority vector [17]. After receiving a priority vector, the port role is decided 
on the basis of comparing the received vector with priority vector to be transmitted. The 
decision is made in favour of the lower priority vector values. A description of spanning 
tree priority vectors for the MSTIs is further in Section 2.4.7 and for CIST in Section 2.4.6. 

2.4.5 M S T Region 

The M S T P region consists of one or more switching devices, which use the same MSTIs 
2.4.7. For two devices to belong in the same region, we must ensure that M S T P is running 
on both devices, and also the following characteristics must be the same [28]: 
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• devices share the same configuration name, 

• have the same configuration revision level, 

• and incorporates the same mapping of respective V L A N s (VIDs) to spanning tree 
instances (MSTIDs) within every M S T Region. The mapping is stored in the M S T 
configuration table of length of 4096 elements. 

Wi th the Multiple Spanning Tree Protocol, it is possible to divide network devices and 
V L A N s into multiple regions (more than one device in a region). Those M S T regions 
then behave as single bridges. The M S T regions are interconnected as „single bridges" to 
the Common Spanning Tree (CST). Inside the regions the connection is ensured with the 
Internal Spanning Tree (1ST) or Multiple Spanning Tree Instances (MSTIs). The maximum 
number of instances created within one M S T region is 16 [5]. Both, the connection outside, 
and inside the M S T regions together form one Common and Internal Spanning Tree (CIST). 

2.4.6 Common and Internal Spanning Tree (CIST) 

A l l the network devices in the topology are connected with a single Common and Internal 
Spanning Tree. The CIST represents the overall spanning tree for such a topology. It has a 
part contained within each M S T region - the Internal Spanning Tree (1ST), which has the 
regional root as its root bridge, and operates like an MSTI [13]. The 1ST is also referred as 
M S T instance 0. The CIST connectivity between regions is also referred as the Common 
Spanning Tree (CST). 

A n example of how the M S T P interconnects M S T Regions into one Common and In­
ternal Spanning Tree is displayed in Figure 2.6. Each Region behaves as a single switch 
from a perspective of a CST. 

CIST Port Roles 

Every port, which is enabled for M S T , has a port role assigned to it for each spanning tree. 
At first, port roles are assigned to the CIST. The determination of the CIST root bridge 
and the port roles is in comparison with the R S T P with extended priority vectors within 
M S T Regions. The process of assigning the port roles to the CIST is following [17]: 

• CIST Root Port - assigned to all bridges except the CIST root bridge. Port that is 
a source of the root priority vector and provides the minimum cost path to the CIST 
root for the bridge where it is located. If the bridge is not a regional root, the minimal 
path leads through the regional root. 

• CIST Designated Port - each port with designated priority vector, which is derived 
from the root priority vector. It ensures the least cost path for the attached L A N 
through the bridge where it is located further to the CIST root. 

• CIST Alternate Port - each non Root Port with port priority vector received from 
another bridge. May ensure connectivity in case of a failure in the active topology. 

• CIST Backup Port - each port with port priority vector received from another port 
on this bridge. Same as the alternate port, it may ensure connectivity in case of a 
failure in the active topology. 
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Figure 2.6: Common and Internal Spanning Tree (CIST) with three M S T Regions. Re­
worked from [24, 2.2]. 

CIST Priority Vectors 

The following components are contained within CIST priority vectors [13]: 

• CIST Root Identifier - CIST root's Bridge Identifier. 

• CIST External Root Path Cost - cost of a path between M S T regions from the sending 
bridge to the CIST root. 

• CIST Regional Root Identifier - stands for the Bridge Identifier for one of the follow­
ing: 

— of the single bridge in a region whose CIST root port represents a boundary 
port. 

— of the CIST root if it is located within the region. 

• CIST Internal Root Path Cost - the path cost to the CIST regional root. 

• CIST Designated Bridge Identifier - the Bridge Identifier for the transmitting bridge 
for the CIST. 

• CIST Designated Port Identifier - the Port Identifier for the transmitting bridge for 
the CIST. 
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• CIST Receiving Port Identifier - the Port Identifier is not present in configuration 
messages. It is used as a tiebreaker in case of equal priority vectors within a receiving 
bridge. 

2.4.7 Mult iple Spanning Tree Instance (MSTI) 

The Multiple Spanning Tree Instance operates in similar way as the R S T P within an M S T 
Region. The regional root identifier and internal path cost parameters are dedicated for 
MSTI . The process of selecting the regional root, and port roles computation uses modified 
priority vectors 2.4.4, which helps in constructing an active topology for MSTIs for every 
region. 

MSTI Port Roles 

In the M S T P , the port roles are assigned to all ports in the topology. The port roles are 
determined firstly for the CIST, and for the MSTI afterwards. In the MSTI , the following 
port roles may be set for its active topology within an M S T Region and also at the region 
boundaries [17]: 

• MSTI Master Port - ports with this role ensure a connectivity to a CIST root from the 
region where they are located to a CIST root outside this region. The MSTI master 
port is determined on the CIST root port which received the CIST port priority vector 
from an outside bridge. The CIST root port for the CIST regional root represents 
also the master port for all MSTIs. 

• MSTI Root Port - this port role is determined for bridges that are not the MSTI 
regional root. It is a port which is a source of the MSTI priority vector. The MSTI 
root port provides the minimum cost path to the MSTI regional root. 

• MSTI Designated Port - the MSTI designated port is every port which is endowed 
with the designated priority vector derived from the root priority vector. It ensures 
the least cost path for the L A N attached to it through the bridge to the regional root. 

• MSTI Alternate Port - a port which does not represent a master port or a root port, 
and which contains a received: 

— port priority vector from another bridge, 

— or CIST port priority vector from bridge located in a different region. 

This port may provide connectivity in case of a failure in the active topology. 

• MSTI Backup Port - the MSTI backup ports are all other ports that has a port 
priority vector received from another port on the bridge where they are located. This 
port may also provide connectivity in case of a failure in the active topology. 

The M S T instances within the region may contain different configuration parameters 
for each bridge or port, therefore the port roles may also vary. A n example of instances is 
shown in Figure 2.7. Let us consider unchanged port cost parameters, and modified bridge 
priorities for the root switches in this example. The instance MSTIO is considered a CIST 
instance, so the port roles are determined as described in Section 2.4.6. For other M S T 
instances, the port leading out of the Region towards the CIST root is considered Master 
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Port. The MSTI2 instance with switch SW9 as a MSTI regional root has all internal ports 
(ports that receive B P D U s from the same region) set to Designated Port Role. On other 
switches within the region, the ports leading to the MSTI regional root are the Root Ports. 
The rest of the ports in this example are Alternate Ports. 

• MSTI 0 (root SW7) 

• MSTI 1 (root SW8) 

• MSTI 2 (root SW9) 

MSTI 3 (root SW10) 

Figure 2.7: A n example of Multiple Spanning Tree Instances within the M S T Region. 
Reworked from [24, 2.3]. 

MSTI Priority Vectors 

The MSTI priority vectors are only defined within an M S T region, where they are to­
tally and uniquely ordered. The following components are contained within MSTI priority 
vectors [13]: 

• MSTI Regional Root Identifier - the Bridge Identifier of the MSTI regional root for 
the particular MSTI in which it is located, in this M S T region. 

• MSTI Internal Root Path Cost - a cost of the path to the MSTI regional root for the 
particular MSTI in which it is located, in this M S T region. 

• MSTI Designated Bridge Identifier - the Bridge Identifier for the transmitting bridge 
for this MSTI . 

• MSTI Designated Port Identifier - the Port Identifier for the transmitting port for 
this MSTI . 

• MSTI Receiving Port Identifier - the Port Identifier is not present in configuration 
messages. 

2.4.8 Mult iple Spanning Tree B P D U s 

The Bridge Protocol Data Unit for M S T P is of version 3. The first thirteen fields of 
an M S T P B P D U does not differ from the previously mentioned R S T P B P D U 2.2.4. It 
consists of six more fields that are unique to M S T P . The M S T P BPDUs may be used 
as the Configuration Messages, the Topology Change Notification (TCN) Messages and 
besides that also as MSTI Configuration Messages. 
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A n M S T bridge supports 64 MSTIs at the most, which is also the limit for number of 
MSTI Configuration Messages configured in an M S T B P D U [17]. The structure of M S T P 
B P D U is shown in Figure 2.8. 

Protocol Identifier 
Protocol 
Version 

Identifier 
BPDU Type CIST Flags 

CIST Root Identifier 

CIST External Root Path Cost CIST Regional Root Identifier 

CIST Regional Root Identifier CIST Port Identifier Message Age 

Max Age Hello Time Forward Delay 
Version 1 

Length = 0 

Version 3 

Length 

Version 3 

Length 
MST Configuration Identifier... CIST Internal Root Path Cost 

CIST Bridge Identifier 

CIST 
Remaining 

Hops 
MSTI Configuration Messages (may be absent) ... 

Figure 2.8: Multiple Spanning Tree - the Bridged Protocol Data Unit structure [21]. The 
structure of M S T Configuration Identifier is shown further in Figure 2.9. 
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The description of M S T P B P D U structure [17]: 

• Protocol Identifier - identifies the spanning tree family of protocols, value 0x00. 

• Protocol Version Identifier - for the M S T P the value of this field is 3. 

• B P D U Type - the R S T P and the M S T P share the same value for this field, which is 
0x02. 

• CIST Flags - the encoding of M S T P CIST flags is the same as for the R S T P and 
may be seen in Figure 2.5. The Topology Change Acknowledgement flag is not used 
in the M S T P CIST. 

• CIST Root Identifier 

• CIST External Root Path Cost - the path cost from the M S T region of a sender to 
the M S T region of the CIST root. 

• CIST Regional Root Identifier - ID of the regional root. 

• CIST Port Identifier - the Port Identifier of the sender bridge port. 

• The following fields are same as in the R S T P B P D U : Message Age, Max Age, Hello 
Time, Forward Delay and Version 1 Length. 

• Version 3 Length - Specifies the length of the fields specific for the M S T P . It is used 
to verify that an M S T P B P D U was received. 

• M S T Configuration Identifier - this field consists of the Configuration Identifier For­
mat Selector, the Configuration Name, the Revision Level and the Configuration 
Digest, more described in Section 2.4.1, and shown in Figure 2.9. 

• CIST Internal Root Path Cost - the path cost from the sender bridge port to the CIST 
regional root. 

• CIST Bridge Identifier - the identifier of the sender bridge. 

• CIST Remaining Hops - the remaining hops are decreased by one each time a B P D U 
is forwarded by a bridge. When the remaining hops are at the count of zero, the 
B P D U is discarded. 

• MSTI Configuration Messages (optional) - contains MSTI Configuration Messages 
(maximum 64 Messages), more specific encoding of this field is described further in 
this section. 

Octet 

Configuration Identifier Format Selector 39 

Configuration Name 40-71 

Revision Level 72-73 

Configuration Digest 74-89 

Figure 2.9: Multiple Spanning Tree B P D U - M S T Configuration Identifier [21] 
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MSTI Configuration Messages 

The structure of MSTI Configuration Messages is following, also displayed in Figure 2.10: 

• MSTI Flags - the encoding of MSTI flags within the MSTI configuration message is 
displayed in Figure 2.11. 

• MSTI Regional Root Identifier 

• MSTI Internal Root Path Cost - the path cost from the local port to the MSTI 
regional root bridge. 

• MSTI Bridge Identifier Priority - the priority of the designated bridge in the MSTI . 

• MSTI Port Identifier Priority - the priority of the designated port in the MSTI . 

• MSTI Remaining Hops - represents the value of remaining hops of the B P D U within 
the MSTI . 

MSTI Flags 

MSTI Regional Root Identifier 

MSTI Internal Root Path Cost 
MSTI Bridge 

Priority 

MSTI Port 

Priority 

MSTI 
Remaining 

Hops 

Figure 2.10: Multiple Spanning Tree B P D U - MSTI Configuration Messag es [21]. 

MSTI Flags 

Topology „ , „ , 
„ Proposal Port Role 
Change (TC) 

Learning Forwarding Agreement Master 

1 I 1 
Designated 

Figure 2.11: Multiple Spanning Tree B P D U - MSTI Configuration Message - MSTI 
Flags [21]. 
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Chapter 3 

Protocols Configuration on Cisco 
Devices 

Configuration of STP protocols (RSTP, M S T P ) is described in this chapter. Implemented 
solution will be tested in comparison with real functionality of these protocols configured 
on Cisco devices. 

3.1 Monitoring and Maintaining STP protocols 

While configuring the network, it is very important to have a possibility to monitor current 
state of the configuration within it. To check the configuration of the spanning tree protocols 
on a switched device, the following commands may be used [9, 2]: 

• Switch* show spanning-tree 

— command displays STP parameters for all V L A N s . Information about ports are 
summarized. 

• Switch* show spanning-tree d e t a i l 

— command displays STP parameters for all V L A N s . Information about ports are 
showed in detail. 

• Switch* show spanning-tree [vlan vlan-id~\ summary 

— for each STP state, this command shows the total number of ports, which are 
configured in those states. When we want to show only the numbers of ports 
configured for each state within a V L A N , we may specify optional parameter 
vlan vlan-id. 

• Switch* show spanning-tree [vlan vlan-id~\ root 

— displays the following information: the Bridge Identifier of the root, the root 
port, and the Root Path Cost. 

• Switch* show spanning-tree [vlan vlan-id] bridge 

— information about the Bridge Identifier and STP timers for the local switch are 
shown with this command. 
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• Switch* show spanning-tree interface type port 

— shows information about the STP activity for a specific interface. 

• Switch* show running-config spanning-tree [all] 

— shows the current configuration for spanning tree. 

• Switch* clear spanning-tree detected-protocol [interface interface 

[interface-num \ port-channel]] 

— the migration process for detected protocol ( R S T P / M S T P ) is restarted on the 
switch, or the specified interfaces of the switch. This forces the renegotiation 
with neighboring switches. 

3.2 RSTP Configuration 

In this section, we will look into the configuration settings for the R S T P on switched devices. 
The mentioned information are gained from the following source [3]. 

3.2.1 R S T P configuration commands 

The R S T P protocol is now the default protocol running on switched devices. To explicitly 
configure the R S T P on a switched device, we need to enable the Rapid P V S T + mode on 
the device: 

• Switch(config)# spanning-tree mode rapid-pvst 

It is also possible to enable (and similarly disable) the Rapid P V S T + only for specified 
V L A N s : 

• Switch(config)# spanning-tree vlan-range 

— command for enabling Rapid P V S T + on the specified V L A N . The vlan-range pa­
rameter may be a value from the interval 2-4096 (except reserved V L A N values). 

• Switch(config)# no spanning-tree vlan-range 

— command for disabling Rapid P V S T + on the specified V L A N . 

After the R S T P is enabled on the switched device, we may also configure other parameters 
for the R S T P on the running Rapid P V S T + mode. To do so, the following commands may 
be used: 

• Switch(config)# spanning-tree vlan vlan-range root primary 

[diameter dia [hello-time hello-time]] 

— with this command, the switch is configured as the primary root bridge. The 
default value for dia parameter is 7. The diameter specifies the maximum number 
of switches (hop counts) between any two end stations. The hello-time value can 
be configured from 1 to 10 seconds, default is 2 seconds. 

• Switch(config)# spanning-tree vlan vlan-range root secondary 

[diameter dia [hello-time hello-time]] 
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— with this command, the switch is configured as the secondary root bridge. 

• Switch(config-if)# spanning-tree [vlan vlan-list] 

p o r t - p r i o r i t y priority 

— through this command, the port priority for the L A N interface is configured. 
The default priority value is 128, and can be configured from one of the following 
values: 0, 32, 64, 128, 160, 192 and 224. Other values for this parameter are 
rejected. The lower value indicates the higher priority. 

• Switch(config)# spanning-tree pathcost method {long | short} 

— configures the method used for path-cost calculations within the Rapid P V S T + 
mode. Default is short. 

• Switch(config-if)# spanning-tree [vlan vlan-id~\ cost lvalue | auto] 

— with this command, the port cost for the L A N interface may be configured. 
For the short path-cost calculation method, the cost value may be configured 
from interval 1-65,535, and for the long method from 1-200,000,000. The default 
(auto) value is derived from the media speed of the interface. 

• Switch(config)# spanning-tree vlan vlan-range p r i o r i t y value 

— the bridge priority of a V L A N is configured with this command. The prior­
ity value may be from range 0-61,440 in increments of 4096. Other values are 
rejected. The lower priority is considered better. The default value is 32,768. 

• Switch(config)# spanning-tree vlan vlan-range hello-time hello-time 

— sets the hello time for a V L A N . Can be configured from range 1 to 10 seconds. 
The default value is 2 seconds. 

• Switch(config)# spanning-tree vlan vlan-range forward-time forward-time 

— sets the forward delay time for a V L A N . Can be configured from range 4-30 
seconds. The default value is 15 seconds. 

• Switch(config)# spanning-tree vlan vlan-range max-age max-age 

— sets the maximum aging time for a V L A N . Can be configured from range 6-40 
seconds. The default value is 20 seconds. 

• Switch(config-if)# spanning-tree link-type 

{auto | point-to-point | shared} 

— type of a link is configured. The default is auto, which configures the link type 
according to the duplex mode of the interface. The half-duplex links are shared, 
the full-duplex links are point-to-point. 

3.3 MSTP Configuration 

In this section, we will discuss the possible methods for configuring the M S T P on a switch. 
Firstly, the M S T needs to be enabled, then a various commands may be used for configu­
ration of M S T regions, its instances and other parameters. 
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3.3.1 M S T P Configuration Commands 

A configuration of M S T P on a Cisco switch may be provided by using the commands 
specified in this section [2, 3]. 

Basic MSTP Configuration Commands 

• Switch(config)# spanning-tree mode mst 

— enables M S T on the switch. 

• Switch(config)# no spanning-tree mode mst 

— disables M S T on the switch and reset to the default Spanning Tree Protocol 
version. 

MST Configuration Mode 

The M S T configuration mode serves to configure M C I D (MST Configuration Identifier). 
For two bridges to belong to the same region they both need to have the same M C I D , which 
consists of: 

• M S T configuration name, 

• M S T configuration revision number, 

• instance to V L A N mapping. 

The following configuration commands are used for the M S T configuration: 

• Switch(config)# spanning-tree mst configuration 

— enters configuration mode for the MST. 

• Switch(config-mst)# name name 

— this command specifies the name for the M S T configuration. The maximum 
length of name parameter is 32 characters, case sensitive. 

• Switch(config-mst)# revision version 

— specifies the revision number for the M S T configuration. The parameter version 
may be configured from interval 1-65,535. 

• Switch(config-mst)# instance instance-id vlan vlan-range 

— maps VLAN(s) to an M S T instance. The instance-id parameter represents the 
MSTID (Multiple Spanning Tree Instance Identifier), and may be configured 
from a range 0-4094 (where the instance number 0 represents configuration for 
the CIST, while the range 1-4094 represents other instances within specific re­
gion, the maximum number of configured instances within one region is 64, 
excluding the instance 0 for the CIST), the vlan-range may be configured from 
range 1-4094. The vlan-range parameter may be specified using hyphen as a 
range, or by using commas as a list of V L A N s . 
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MSTP Bridge Parameters Configuration 

The following commands are used to configure bridge times: 

• Switch(config)# spanning-tree mst hello-time seconds 

— sets the hello time for all M S T instances. Can be configured from range 1 to 10 
seconds. The default value is 2 seconds. 

• Switch(config)# spanning-tree mst forward-time seconds 

— sets the forward delay time for all M S T instances. Can be configured from range 
4 to 30 seconds. The default value is 15 seconds. 

• Switch(config)# spanning-tree mst max-age seconds 

— sets the maximum-aging time for all M S T instances. Can be configured from 
range 6 to 40 seconds. The default value is 20 seconds. 

• Switch(config)# spanning-tree mst max-hops hop-count 

— specifies the number of hops in a region before discarding the B P D U . The hop-
count may be from range 1-255. The default value is 20. 

• Switch(config)# spanning-tree transmit hold-count hold-count 

— specifies the maximum transmission limit (maximum number of transmitted 
BPDUs within the hello time period) [4]. The hold-count may be from range 1-20. 
The default value is 6. 

The bridge priority may be configured only separately for each tree instance. To do so, 
the following configuration commands may be used: 

• Switch(config)# spanning-tree mst instance-id p r i o r i t y priority 

— configures the priority of the switch. The priority may be from range 0-61,440 in 
increments of 4096. Other values are rejected. The lower priority is considered 
better. The default value is 32,768. 

• Switch(config)# spanning-tree mst instance-id root primary 

[diameter net-diameter [hello-time seconds]] 

— with this command a switch is configured as the root bridge. The instance-id 
parameter may be configured as a vlaue from range 0-4094. It may be specified 
as a single value, by using hyphen as a range, or by using commas as a list of 
instances. It is possible to specify the maximum number of switches between any 
two end stations by using the optional diameter, but only for the M S T instance 0 
(the CIST). The net-diameter parameter may be from range 2-7. The hello-time 
parameter may be configured from range 1-10, the default value is 2 seconds. 

• Switch(config)# spanning-tree mst instance-id root secondary 

[diameter net-diameter [hello-time seconds]] 

— with this command a switch is configured as the secondary root bridge. 
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MSTP Port Parameters Configuration 

The following commands may be used for configuration of the port priority and cost pa­
rameters for all tree instances on a specific interface: 

• Switch(config-if)# spanning-tree p o r t - p r i o r i t y priority 

— configures the port priority for all instances on this interface. The priority may 
be from range 0-240 in increments of 16. Other values are rejected. The lower 
priority is considered better. The default value is 128. 

• Switch(config-if)# spanning-tree cost [cost | auto] 

— configures the cost on this interface. The cost may be from range 1-200,000,000. 
The default (auto) value is derived from the media speed of the interface. The 
auto value is not available on all types of Cisco devices. Another possibility to 
configure back to the default automatic cost calculation based on a media speed 
is to use the following command: no spanning-tree cost. 

The port priority and cost parameters may be also configured individually for each tree 
instance. This configuration is preferred over the blanket configuration for all instances. 
The following commands are used for that matter: 

• Switch(config-if)# spanning-tree mst instance-id p o r t - p r i o r i t y priority 

— configures the port priority on this interface for the specified instance. 

• Switch(config-if)# spanning-tree mst instance-id cost [cost | auto] 

— configures the cost on this interface for the specified instance. When the auto 
value is not available on a Cisco device, the following command may be used to 
configure back to the default automatic cost calculation based on a media speed: 
no spanning-tree mst instance-id cost. 

The link type is configured in the same way as in the R S T P configuration 3.2.1. 

3.3.2 Monitoring M S T P 

To show the configuration for M S T running on a switched device, and to monitor its activity 
within the network, we may use the following commands [2]: 

• Switch* show spanning-tree mst configuration 

— shows configuration for the M S T region. 

• Switch* show spanning-tree mst configuration digest 

— shows the MD5 digest included in the current M S T configuration identifier. 

• Switch* show spanning-tree mst instance-id 

— shows M S T configuration for the instance specified in this command. 

• Switch* show spanning-tree mst interface interface-id 

— shows M S T configuration for the interface specified in this command. 
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Chapter 4 

Design and Implementation 

We will focus on familiarization with technologies used for modeling and simulation of 
network processes, especially with OMNeT++ and INET, A N S A I N E T . Also a summary of 
existing solutions for STP implementations is contained in this chapter. 

4.1 Technologies Used 

4.1.1 OMNeT++ 

OMNeT++ x (Objective Modular Network Testbed in C++) is an extensible, modular, 
component-based C++ simulation library and framework used primarily for building net­
work simulators. It also includes integrated development environment which is based on the 
Eclipse 2 simulation IDE and extends it with additional functionality - possibility of creating 
and configuring models (by using N E D and ini files), analyzing simulation results, etc. [1]. 

For network simulation, additional simulation models and frameworks must be used 
within OMNeT++ framework, because OMNeT++ itself does not contain any components 
specifically for computer networks [31]. The network simulation frameworks are imple­
mented independently of the simulation framework OMNeT++. In this thesis, we will 
consider the following network simulation frameworks for OMNeT++ (from many others): 
the most common INET Framework 4.1.2, and an extension of the I N E T framework-
A N S A I N E T 4.1.3. 

OMNeT++ provides a generic component based architecture for representing network 
elements in the model. These model components are referred as modules. The communi­
cation between modules is based on message passing. The communication may be direct 
between two model components or may be transmitted via predefined connections. Depend­
ing on the model domain, message may refer to events, packets, commands, jobs, etc. [31]. 
To configure the simulation components in the OMNeT++ framework, the N E D language 
and ini files are used. 

The structure specification for a simulation model, declaration of simple modules and 
their interconnection with channels into compound modules may be ensured via the N E D 
(Network Description) language. The configuration may be performed within a N E D file. 
The N E D language may be represented by an equivalent tree, thus it can be converted to 

1OMNeT++, Discrete Event Simulator - https: //omnetpp. org/ 
2Eclipse IDE-https: //www.eclipse.org/ 
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X M L . Parameters for the configuration, for example specifying the network, may be set 
within the ini file (the omnetpp.ini file by default). 

4.1.2 I N E T 

The I N E T framework1 is an open-source network simulation framework developed for 
OMNeT++. It contains models for several protocols: 

• for the link layer - Ethernet, P P P , I E E E 802.11, I E E E 802.Id, etc., 

• for the network layer - IPv4, IPv6, B G P , OSPF, RIP, etc., 

• for the transport layer - T C P , UDP, SCTP, etc. 

4.1.3 A N S A I N E T 

The Automated Network Simulation and Analysis (ANSA)' ' is a project developed at Fac­
ulty of Information Technology at the Brno University of Technology. The source code of 
this project is referred as A N S A I N E T , because this project is an extension to the INET 
framework for the network simulation. 

4.2 State of the Art 

In this section, we will look into current state of implementation of the STP family protocols 
for INET framework. The version of INET framework observed is I N E T 4.2.06. 

The implementations of the basic STP and the R S T P are already contained within 
the INET framework. The Multiple Spanning Tree Protocol implementation is not imple­
mented yet. We will look into the R S T P implementation in more detail further in this 
section. 

4.2.1 R S T P Implementation 

The current implementation of R S T P protocol ( IEEE 802.1D-2004) is contained within 
the INET package inet.linklayer.ieee8021d.rstp. According to the statement in the 
implementation of the R S T P module , the implementation of R S T P is complete except it 
does not fall back to STP, when the R S T P is not supported by peers. The following source 
files are contained within the R S T P package: 

• Rstp .h/cc - this class contains implementation of the R S T P functionality. It con­
tains methods for initializing ports, sending and processing BPDUs , comparing B P -
DUs, comparing R S T P data, printing data info, handling timers for RSTP, checking 
topology changes and other associated methods. 

• Rstp.ned - contains the description of the R S T P protocol, its interfaces and pa­
rameters. Also includes the location of the package within the I N E T framework. It 
reconnects the source code of the protocol with the simulated Ethernet switch devices. 

3Varga, A. OMNeT++ Simulation Manual-https://doc.omnetpp.org/omnetpp/manual/  
4 I N E T Framework-https: //inet.omnetpp.org/  
5 ANSA-https: //ansa.omnetpp.org/ 
6Available at https: //github.com/inet-f ramework/inet/archive/v4.2.0.zip. 
7 R S T P module implementation-https: //github.com/inet-f ramework/ inet/blob/master/src/inet/ 

linklayer/ieee8021d/rstp/Rstp.ned 
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The R S T P protocol also uses source files from the i n e t . l i n k l a y e r . ieee802Id.common 
package, which includes common implementation methods for both, STP protocol ( IEEE 
802.1D-1998) and the R S T P protocol. The package comprises following: 

• StpBase.h/cc - this class stores the parameter values for timers, bridge address and 
priority, interfaces, M A C address table, etc. 

• Ieee8021d.Bpdu.msg - specifies the Bridge Protocol Data Units for the STP and the 
RSTP. 

• Ieee8021dBpduSerializer .h/cc - this class implements serialization methods for 
converting between B P D U messages and their binary format. 

4.2.2 Integration of S T P Protocols 

The spanning tree protocols operate on the second layer of the OSI model, the data 
link layer. One of the main components for the data link layer is the Ethernet switch. 
For the OMNeT++ simulator, the Ethernet switch compound module is a part of the 
inet .node. ethernet package. The EtherSwitch compound module is displayed in Figure 
4.1. The module labeled as stp on the mentioned figure represents the ISpanningTree 
module interface. Both, the STP and the R S T P implementations inherit from this module. 

Ether5witch 

p Reco rate r[ n u m Pea p Reco rate re ] 

Figure 4.1: Ethernet switch compound module 8, taken over from [7]. 

The ISpanningTree module interface is specified within the ISpanningTree .ned file. 
It contains definition of common parameters for all modes of the Spanning Tree Protocol 
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(STP, R S T P ) . However, the module interface cannot contain the specification of the de­
fault values for those parameters. Therefore, the default parameter values, and parameters 
specific to a particular mode of the STP are specified within the corresponding protocol 
modules. For the R S T P it is the Rstp.ned file, and it contains specification for the follow­
ing R S T P parameters: helloTime, forwardDelay, maxAge, migrateTime, tcWhileTime, 
bridgePriority and autoEdge. 

The Spanning Tree Protocols make use of per-port configuration data. The state of a 
port is monitored within the Interf aceTable module. Parameters for the port (link cost, 
port priority and edge flag) are configured on the L2NetworkConf igurator module via 
the X M L (Extensible Markup Language) configuration file. The protocol operation is also 
based on the usage of M A C addresses for the network modules configured in the simulated 
topology. The M A C addresses are managed by the MacAddressTable module. Path to 
both of these modules is also one of the configuration parameters for the Spanning Tree 
Protocols. 

4.2.3 Configuration 

To simulate a specific network, it is possible to use the . i n i file (Initialization file). The 
default initialization file used for this purpose is the omnetpp. i n i file. It is used to pass 
parameters to the model used in the simulated network. 

The configuration of port data is done by using the X M L configuration file, as al­
ready mentioned in 4.2.2. A n example configuration for STP and R S T P modules is shown 
in Figure 4.2. 

< config> 
<i n t e r f a c e hosts='switchl' p o r t s = ' l ' cost='10' priority='249'/> 
<i n t e r f a c e hosts='switch3' ports='9' cost='19' priority='32'/> 

</config> 

< config> 
<i n t e r f a c e hosts='**' ports='**' cost='19' priority='128'/> 

</config> 

Figure 4.2: A n example of X M L interface configurations for STP and RSTP. The first 
configuration sets priority and cost parameters for specified switch and port, the second 
configuration sets these parameters on all switched devices and all their ports in the simu­
lated network. 

4.3 Implementation Notes 

The main goal is to implement the M S T P into the INET framework. The design is based on 
the I E E E Standard 802.1Q, version 2018[12]. The standard describes also interoperability 
between the RSTP, M S T P and ISIS-SPB (Intermediate System to Intermediate System 
Protocol for Shortest Path Bridging). The implemented functionality will exclude the 
operations for ISIS-SPB and interoperability between protocols will be also omitted. The 
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L2GP (Layer 2 Gateway Port) functionality, also described in the mentioned standard is 
not implemented. The implemented solution is placed on Gi tHub 9 . 

Since the M S T P is related to other Spanning Tree Protocols, we will also use the common 
modules described in 4.2.2. The M S T P will be implemented into the Mstp module which 
will run under EthernetSwitch, the same compound module used by the STP or RSTP. 
It will also inherit from the ISpanningTree module interface. 

The L2NetworkConf igurator module will be enhanced with the configuration of M S T P 
properties for ports. A l l of the M S T P parameters, which may be configured for a port have 
the same meaning for the M S T P as described in the I E E E Standard 802.1Q, version 2018. 
A n example of a configuration for M S T P port parameters is showed in Figure 4.3. 

<config> 
< i n t e r f a c e hosts='**' ports='**' cost= '2121212' priority='4896'/> 

< i n t e r f a c e h o s t s = ' s w i t c h l ' ports='l'> 
•(instance id='399' p r i o r i t y = 1 64 '/> 

</interface> 
•(in t e r f a c e hosts= ' s w i t c h l ' ports='3' cost= ' 509009'/> 

</config> 

Figure 4.3: A n example of X M L interface configurations for M S T P . In the first step, con­
figures the default port cost and priority for all ports on all switches. Then the default port 
priority configuration is replaced on port 1 of the switch 1 for instance with MSTID 300. 
Then the default cost on port 3 of the switch 1 is replaced for all instances by the value 
500,000. 

The L2NetworkConf igurator module is connected to the L2NodeConf igurator module, 
contained within the Ether Switch module. The following parameters may be specified 
inside the X M L configuration and porocessed by this module: 

• AdminEdge - if set, the port is determined as operEdge port immediately on initial­
ization, without a delay to detect other switched devices in the simulated topology, 

• AutoEdge - if set, automatically determines the port as operEdge after recognizing 
other switched devices in the simulated topology, 

• Autolsolate - if set, conditionally causes a Designated Port to transit into Discarding 
state, 

• mcheck - forces M S T B P D U transitions for the MigrateTime period, to test if any 
STP bridge is connected to the switched device (since the interoperability between 
protocols will be omitted, this parameter will not affect the M S T P functionality), 

• port path cost - the cost parameter for a port, configured either as a default value 
per port, or separately for each instance (this instance must be also configured on the 
Mstp module, configuration for the Mstp module described further in this section), 

GitHub repository-https: //github.com/simona5108/inet/tree/ieee8021s 
9Figure of the Ethernet switch, source-https: //doc. omnetpp.org/inet/api-current/neddoc/ 

inet.node.ethernet.Ether Switch-type, svg 
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• port priority - the p r i o r i t y parameter for a port, configured either as a default value 
per port, or separately for each instance (same as for a cost parameter, the instance 
must be also configured on the Mstp module). 

The Mstp module configuration includes specifying the following parameters: 
forwardDelay, maxAge, txHoldCount, maxHops, bridgePriority, mstConfig parameter, 
which represents an X M L configuration for instance to V L A N mappings and mstiBPConf i g 
for Bridge Priority configuration per specified MSTI . The helloTime parameter may not 
be changed for M S T P according to the I E E E Standard 802.1Q (2018). A n example of M S T 
X M L configuration parameters is showed in Figure 4.4 for mstConfig and in Figure 4.5 for 
mstiBPConf i g parameter. 

<mstConfig name='REGI0N1234' revision='Q'> 
<instance i d = 1 1 ' vlan='l'/> 
<instance id='2' vlan='2'/> 
<instance id='399' vlan='3-369'/> 

</mstConfig> 

Figure 4.4: Configuration for an M S T Region applied to an Mstp module running on a 
switch. A n M S T Region with the Configuration Name REGI0N1234 and the Revision Level 
0 will be created. The Configuration Digest for this region will be computed based on the 
stated instance to V L A N mapping. 

<mstiBPConfig> 
<instance id='300' priority='16384'/> 

</mstiBPConfig> 

Figure 4.5: Configuration of a bridge priority parameter on a switch per instance. 

The implemented solution includes logic for mapping instances to V L A N s . It is not 
directly connected to any V L A N module yet. One of the main functionality for M S T P is 
that the switches in simulated topology belong to one M S T Region. For two switches to 
belong to the same region, they must have the same M S T Configuration Identifier, which 
consists of an M S T Configuration Identifier Format Selector (fixed value), the Configuration 
Name, the Revision Level and the Configuration Digest. The Configuration Digest is created 
from the M S T Configuration Table, which consists of the instance to V L A N mapping. It 
is computed as a H M A C - M D 5 (Hash-based Message Authentication Code, Message Digest 
Algorithm 5) signature. The implemented solution is derived from the R S A Data Security, 
Inc. MD5 Message-Digest Algor i thm 1 0 (RFC 1321) and the H M A C - M D 5 method 1 1 (RFC 
2104). 

The operation of the M S T P is implemented through state machines based on the I E E E 
Standard 802.1Q (2018). These state machines include the following: 

• Port Timers S M 

• Port Receive S M 
1 0 R S A Data Security, Inc. MD5 Message-Digest Algorithm-https://tools.ietf.org/html/rfcl321  
nHMAC-MD5-https://tools.ietf.org/html/rfc2104 
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• Port Protocol Migration S M 

• Bridge Detection S M 

• Port Transmit S M 

• Port Information S M 

• Port Role Selection S M 

• Port Role Transitions S M - includes state machines for port transitions to each port 
role: Disabled port role, Master port role, Root port role, Designated port role and 
one S M for both, the Alternate port role and the Backup port role. The connection 
of all of the port role transition state machines into one S M is not specified in the 
standard. The implemented solution includes the generalized S M which comprises all 
of the stated port role transition S M . The S M is depicted in Appendix B. 

• Port State Transition S M 

• Topology Change S M 

The interconnection of these state machines is showed in Figure 4.6. As already mentioned, 
the L2 Gateway Port functionality (therefore also the L2 Gateway Port Receive SM) is 
excluded from the implementation as well as the original Figure. 
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Chapter 5 

Testing 

This chapter concerns with testing of the M S T P protocol implemented as the Mstp mod­
ule into the INET framework. Simulated solution in the OMNeT++ framework will be 
compared with the referential behavior of the Cisco switched devices. The same simulated 
topology will be used for both cases. The referential behavior will be observed in E V E - N G 
(The Emulated Virtual Environment - Next Generation) testing environment. 

This chapter is divided into three main sections. In the first section there is introduced 
the topology used for the testing in detail. It is followed by the section about the tree 
structure establishment for the M S T P . And the last part describes the link failure and 
reestablishment scenario and behavior of the M S T P afterwards. 

5.1 Testing Topology 

The topology used for testing the solution is displayed in Figure 5.1. It consists of eight 
switched devices with M S T P configured. The switched devices labeled as S1-S4 belongs to 
the M S T Region REGI0N1234, switches labeled as S5-S7 to REGI0N567 and the switch S8 is 
in a region of its own (not configured, only default region parameters). 

To show the correctness of the implementation better, the following configuration steps 
will be performed: 

• The costs on links between SI and S6 and between S5 and S6 will be set to a quarter 
of their default values, to ensure the path between regions will lead just through 
the link between SI and S6. Therefore, the switch S6. The cost value for a link is 
determined based on a link speed by default. (For a link with a link speed of 10 
Mb/s the default cost value is 2,000,000.) To also validate the cost configuration per 
instance, the instance MST200 in M S T Region REGI0N567 will be modified on links S5 
to S6 and S5 to S7 by setting the cost to a smaller value (etc. 1000), so the preferred 
path from S6 to S7 will go through S5. 

• To validate the configuration parameter for bridge priority, there will be different 
instances configured in both M S T Regions so that each switch will be set as root in 
one of the instances. The instances for both regions are displayed in Figure 5.2 for 
the M S T Region REGI0N1234 and in Figure 5.3 for the M S T Region REGI0N567. Also 
the expected tree structure determination is depicted in the mentioned figures. 
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• 58 

Figure 5.1: Testing Topology with depicted M S T Regions 
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• To verify the functionality of port priority parameter (configured in X M L configu­
ration for the L2NetworkConf igurator module), the instance created for the region 
REGI0N1234, labeled as instance MST300 will be modified for links between SI, S3 
and S3, S2. That will not affect the topology determination, but we may notice the 
changed value while monitoring the M S T P and in transmitted B P D U s for that M S T 
instance. 

• The integration of switched devices into the mentioned regions depends also on the 
instance to V L A N mappings. The implementation provides the possibility to configure 
the mapping between the M S T instances and V L A N s , even though the implemented 
Mstp module is not yet connected to V L A N module. Also the computation of the 
M S T Configuration Digest is implemented, and its correctness will be verified based 
on the configured mapping. 

Figure 5.2: Tree structure inside region REGI0N1234 after topology establishment. A l l 
switches stated as MSTx ROOT are the MSTI Regional Roots for instance x. The switch SI 
is also the CIST Root for the testing topology. 

REGION567 

Figure 5.3: Tree structure inside region REGI0N567 after topology establishment. A l l 
switches stated as MSTx ROOT are the MSTI Regional Roots for instance x. 
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5.2 Tree Structure Establishment 

In this section, we will look into the establishment of the topology described in Section 
5.1. A comparison of B P D U format captured from a Cisco switch in contrast to a packet 
received in simulated Mstp module will be made. 

5.2.1 B P D U Format Comparison 

After the switched devices are started, they begin to transmit the B P D U packets to establish 
a loop-free topology. A n example of the content of the transmitted B P D U for the simulated 
solution in comparison with captured packet on a Cisco switch is displayed in Figure 5.4 
and 5.5 for the main M S T P B P D U content (excluded MSTI messages) and in Figure 5.6 
and 5.7 for the MSTI messages. A l l figures display a packet received on the switch S2 from 
the switch S3 in the testing topology. 

By comparing the MSTI content of the received packets in Figure 5.6 and 5.7, we may 
also verify the functionality of the M S T Configuration digest computation. We can also 
make sure, that the costs for individual MSTI messages is properly calculated. 
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frame const inet::Ptr<inet::MSTBpdu const> & {...} 

V • P const inet::MSTBpdu * 0x1e2d82DD 

> 0 inet::BpduBase inet::BpduBase {...} 

(x)= tcaFlag bool false 
M= agreernentFlag bool false 
M= forwardingFlag bool false 
¥>-- learningFlag bool false 

(x)= portRole inet::PortRole inet:ALTER OR BACKUP 
(x)= proposalFlag bool false 

(x)= tcFlag bool false 
M= cistRootPriority uint16_t 32763 

v cistRootAd dress inet::MacAddress {...} 

(x)= address uint64_t S1: OA -AA-0O-0O-DD-01 11725260715031 
M= cistExtemalPathCost uint32_t I 
(x)= cistRegionalRootPriority uint16_t 32763 

cistRegionalRootAddress in et:: Mac Ad dress {...} 

M= address uint64_t SI : O A - A A - 0 0 - 0 0 - 0 0 - 0 1 11725250713031 
portP riority uint3_t 123 VDO' 

(x)= portNum uintS_t 101 'e' 

> m rnessageAge o rn n etp p:: si mti rn e_t {...} 

> £ rnaxAge o m n etp p:: si mti m e_t {•••} 
> helloTime o rn n etp p:: si mti rn e_t {...} 

forwardDelay omnetpp::simtime_t {...} 

(x)= versionOneLen uintS_t 0'\D' 
(x)= versionThreeLen uint16_t 112 
(x)= formatSelector uintS_t 0'\G' 

> £ configurationNarne omnetpp::opp_string {•••} 
(x)= revision Level uint16_t 0 

> Q§ configurationDigest omnetpp::opp_string {...} 

M= cistlntemalPathCost uintiZ t 2000000| 
M= bridgePriority uint16_t 32763 

v bridgeAddress inet::MacAddress {...} 

M= address uint64.t S3: O A - A A - 0 0 - 0 0 - 0 0 - 0 8 11725250713033 
rernainingHops uint3_t 
mstiMsgs inet::M£TIMsgsVec {...} 

> <3 [0] inet::MSTIMsg {...} 

> £ HI inet::MSTIMsg {•••} 
> (8 K l inet::MSTIMsg {...} 

Figure 5.4: The format of a transmitted B P D U (part 1) in the implemented solution in 
OMNeT++. 
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> Frame 17: 167 bytes on wi re (1336 b i t s ) , 167 bytes captured (1336 b i t s ) on i n t e r f a c e 9 
IEEE 8*2.3 Ethernet 
L o g i c a l - L i n k C o n t r o l 

v Spanning Tree P r o t o c o l 
P r o t o c o l I d e n t i f i e r : Spanning Tree P r o t o c o l (9x9999) 
P r o t o c o l V e r s i o n I d e n t i f i e r : M u l t i p l e Spanning Tree (3) 
BPDU Type: R a p i d / M u l t i p l e Spanning Tree (9x92) 

v BPDU f l a g s : 0x04., Port R o l e : A l t e r n a t e o r Backup 
9 = Topology Change Acknowledgment: No 
. 0 . . = Agreement: No 
. . 9 = Forwarding: No 
. . . 9 . . . . = Learn ing : No 

0 1 . . = Por t Ro le : A l t e r n a t e or Backup (1) 
9. = P r o p o s a l : No 

9 = Topology Change: No 
Root I d e n t i f i e r : 32768 / 9 / a a : b b : c c : 9 9 : 1 9 : 9 9 

[Root Path Cost : 9| 
Br idge I d e n t i f i e r : 32768 / 9 / a a : b b : c c : 9 9 : 1 9 : 9 9 
P o r t i d e n t i f i e r : 9x8992 
Message Age: 0 
Max Age: 20 
H e l l o Time: 2 
Forward De lay : 15 
V e r s i o n 1 Length: 9 
V e r s i o n 3 Length : 112 

v HST Extens ion 

MST C o n f i g ID format s e l e c t o r : 9 
MST C o n f i g name: REQION1234 
MST C o n f i g r e v i s i o n : 9 
MST C o n f i g d i g e s t : e94722e477d94ac81bcc97fbad89cl69 

[CIST I n t e r n a l Root Path Cost : 2999999] 
CIST Br idge I d e n t i f i e r : 32768 / 9 / a a : b b : c c : 0 0 : 3 0 : 0 0 

|CIST Remaining hops: 19| 
MSTID 1 , Reg iona l Root I d e n t i f i e r 16384 / a a : b b : c c : 9 9 : 2 9 : 9 9 
MSTID 2 , Reg iona l Root I d e n t i f i e r 16384 / a a : b b : c c : 9 9 : 3 9 : 9 9 

> MSTID 309, Reg iona l Root I d e n t i f i e r 16384 / a a : b b : c c : 0 0 : 4 0 : 0 0 

Figure 5.5: The format of a transmitted B P D U (part 1) on a Cisco switch captured in 
Wireshark. 
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(x)= formatSelector u in tSt 
v configurationName | cmnetpp::opp_string {•••} 

> + buf char* 0x1d2f1ab0|"REGION1234" 

(x)= revi&ionLevel uint16_t 0 
v Q^|configurationDigest | omnetpp::opp_string (...) 

> + buf char* 0x1 d2.fi af0|"E04722E477D04AC81 BCC97FBAD&9C1&9M| 

1 (x)= cistlnternalPathCost uint32 t 2000000| 

(x)= bridgePriority uint16_t 32768 

v \£ bridgeAddress inet::MacAddress (...) 
<*)= address uint&4_t 11725260718088 S3: OA-AA-00-00-00-08 

(x)= remainingHops uint8_t 19'\023' 

v ^ mstiMsgs inefciMSTlMsgsVec (...) 

v £ § [ 0 ] inet::MSTIMsg (...) 

1237 inet::FieldsChunk inet::Field5Chunk (...) 
1*1= masterFlag bool false 
(x)= agreernentFlag bool true 
(x>= forwardingFlag bool true 
M= learningFlag bool true 
(x)= portRole inet::PortRole inet::ROOT 

(x)= proposalFlag b e d false 

M= tcFlag bool false 

(x)= mstiRegionalRootPriority uint16_t 16384 

v-1£* mstiRegionalRootAddress inet::MacAddress (...) 
(x)= address uint64_t 11725260718085 S2:0A-AA-00-00-00-05 

(x)= mstilnternalPathCost uint32_t 2000000 
(x)= bridgePriority uint8_t 128 V O 0 

(x)= portPriority uint8_t 128 VOO' 

(k)= remainingHops uint8_t 19\023 ' 

v g [ 1 ] inet::MSTIMsg (...) 
> q£? inet::FieldsChunk inetuFieldsChunk (...) 

(*)= masterFlag bool false 

(x)= agreernentFlag b e d false 

(x)= forwardingFlag b e d true 
M= learningFlag b e d true 

(x)= portRole inet::PortRole inetiiC-ESIGNATED 

(x)= proposalFlag bool false 

M= tcFlag b e d false 

(x)= mstiRegionalRootPriority uint16_t 16384 

v ^ mstiRegionalRootAddress inet::MacAddre5s (...) 
(x)= address uint64_t 11725260718088 S3: OA-AA-00-00-00-08 

(x)= mstilnternalPathCost uint32_t 0 
(x)= bridgePriority uint8_t 64 '® ' 

(x)= portPriority uint8_t 128 V 0 O 

(*)= remainingHops uint8_t 20 '\024' 

v j | [2] inet::MSTlM5g (...) 
> inetuFieldsChunk inet::FieldsChunk {.,} 

M= masterFlag bool false 

(x)= agreernentFlag b e d true 
<x)= forwardingFlag b e d true 
<x)= learningFlag bool true 
(x)= portRole inet::PortRole inet::ROOT 

(x)= proposalFlag I: c c false 

M= tcFlag b c c false 

<x)= mstiRegionalRootPriority uint16_t 16384 

v mstiRegionalRootAddress inet::MacAddres5 (...) 
(x)= address uint64_t 11725260718091 S4:0A-AA-00-00-00-0B 

(x)= mstilnternalPathCost | uint32_t 400DD0C 

(x>= bridgePriority uint8_t 128 X200' 
(x)= portPriority uint8_t 54 '® ' 

(x>= remainingHops uint8_t 18 \022' 

Figure 5.6: The format of a transmitted B P D U (part 2) in the implemented solution in 
O M N e T + - h We may see the details for the transmitted MSTI messages. 
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v MST E x t e n s i o n 
."•IST C o n f i g ID fo rmat s e l e c t c ) r : Ö 
MST C o n f i g name: REGION1234 

) r : Ö 

MST C o n f i g r e v i s i o n : 0 

) r : Ö 

MST C o n f i g d i g e s t : e 0 4 7 2 2 e 4 7 7 d 0 4 a c S l b c c 9 7 f b a d S 9 c l 6 9 
CIST I n t e r n a l Root P a t h C o s t : 2GGGGGG 
CIST B r i d g e I d e n t i f i e r : 32768 / G / a a : b b : c c : G & : 3 9 : G 8 
CIST R e m a i n i n g hops : 19 

v MSTID 1 , R e g i o n a l Root I d e n t i f i e r 16384 / a a : b b : c c : 0 0 : 2 0 : 0 0 
> MSTI f l a g s : 0 x 3 S j F o r w a r d i n g , L e a r n i n g , P o r t R o l e : Root 

0100 . . . . = P r i o r i t y : 0 x 4 
. . . . 0000 &&&& 0001 = MSTID: 1 

R e g i o n a l Root : a a : b b : c c : & & : 2 & : 0 0 ( a a : b b : c c : 0 0 : 2 0 : 0 0 ) 
I n t e r n a l r o o t path c o s t : 2090000 
B r i d g e I d e n t i f i e r P r i o r i t y : S 
P o r t i d e n t i f i e r p r i o r i t y : 8 
Remain ing hops : 20 

v MSTID 2 , R e g i o n a l Root I d e n t i f i e r 16384 / a a : b b : c c : 0 0 : 3 0 : 0 0 
v MSTI f l a g s : 0 x 7 c , Agreement , F o r w a r d i n g , L e a r n i n g , P o r t R o l e : D e s i g n a t e d 

0 = Topo logy Change Acknowledgment : No 
. 1 = Agreement : Yes 
. . 1 = F o r w a r d i n g : Yes 
. . . 1 . . . . = L e a r n i n g : Yes 
. . . . 1 1 . . = P o r t R o l e : D e s i g n a t e d (3) 

G. = P r o p o s a l : Mo 
0 = Topo logy Change: No 

0100 . . . . = P r i o r i t y : 0 x 4 
. . . . 0000 0000 0010 = MSTID: 2 
R e g i o n a l Root : a a : b b : c c : 0 0 : 3 0 : 0 0 ( a a : b b : c c : 0 0 : 3 0 : 0 0 ) 
I n t e r n a l r o o t path c o s t : 0 
B r i d g e I d e n t i f i e r P r i o r i t y : 4 
P o r t i d e n t i f i e r p r i o r i t y : 8 
Remain ing hops : 2G 

v MSTID 3 0 0 , R e g i o n a l Root I d e n t i f i e r 16384 / a a : b b : c c : 0 0 : 4 0 : 0 9 
v HSTI f l a g s : 0 x 3 8 j F o r w a r d i n g j L e a r n i n g , P o r t R o l e : Root 

0 = Topo logy Change Acknowledgment : No 
. 0 = Agreement : No 
. . 1 = F o r w a r d i n g : Yes 
. . . 1 . . . . = L e a r n i n g : Yes 

1 0 . . = P o r t R o l e : Root (2) 
G. = P r o p o s a l : No 

0 = Topo logy Change: No 
0100 , , , , = P r i o r i t y : 0 x 4 

©001 0010 1100 = MSTID: 300 
R e g i o n a l Root : a a : b b : c c : 0 0 : 4 0 : 0 0 ( a a : b b : c c : 0 0 : 4 0 : 0 0 ) 
I n t e r n a l r o o t path c o s t : 4080G8G 
B r i d g e I d e n t i f i e r P r i o r i t y : 8 
P o r t i d e n t i f i e r p r i o r i t y : 4 
Remain ing hops : 19 

Figure 5.7: The format of a transmitted B P D U (part 2) on a Cisco switch captured in 
Wireshark. We may see the details for the transmitted MSTI messages. 
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5.2.2 Monitoring M S T P 

To monitor the progress of the protocol during the simulation run, there is possibility to 
use the WATCH macros provided by OMNeT+-h By default, it includes all primitive types 
and the std: : string type, but it may be also used with any object, which contains an 
implementation for the stream output operator. 

For the M S T P protocol, the most significant information to be observed are available 
from the MstpPortData class which contains data for individual interfaces. In Figure 5.8 and 
5.9, there is shown an example of the monitoring possibilities while running the simulation. 
The first figure shows the initialization of the data after starting the simulation, while in 
the second figure we may see how this data were changed for the same port after topology 
establishment. To make a comparison with a referential behavior, there are displayed M S T P 
data in Cisco switch in Figure 5.10 using the Cisco command show spanning-tree mst. 

The MstpPortData are contained within the L2NodeConf igurator module. 

v í ř í i CustomNetwork (CustomNetwork) id=1 

> H scenar ioManager (ScenarioManager) i d—2 

> d l2NetworkConfigurator (L2NetworkConfigurator) id=3 

> t£ switchl (EthernetSwitch) id=4 

ÍS switch2 [EthernetSwitchJ id=5 

> switch3 (EthernetSwitch) id=6 

IS switch4 [EthernetSwitchJ id=7 

Í J switch5 [EthernetSwitchJ id=8 
v ÍS switch6 (EthernetSwitch) id=9 

> • ethg$i[0] (cGate) 

> • e thg l ip ] (cGateJ 

ethgIi[Z] (cGate) 

> • ethg$i[3] (cGateJ 

> • ethglo[0] (cGateJ 

ethgío[1] (cGateJ 

> • ethg$o[2] (cGate) 

ethg(o[3] (cGateJ 

' : ' numPcapRecorders (cParJ 

' ! • hasstatus (cPar) 

' ! ' hasStp (cPar) 

' • ' hasGptp (cParJ 
H

r enableCutthrough [cParJ 

' ! ' f csMode (cPar) 

spanningTreeProtocol [cParJ 
H

r numEthlnterfaces [cParJ 

• macTable (MacAddressTable) id=681 

• interfaceTable (InterfaceTable) id=682 
v • l2NcideCcinfigurator (L2NodeConfigurator) id=6S3 

H : r interfaceTableModule (cParJ 
t ; i l2ConfiguratorModule (cParJ 

<š> portData (MstpPortData) 

O portData (MstpPortData) 

& portData (MstpPortData) 

<š> portData (MstpPortData) 

> • status (NodeStatus) id=684 

> n stp (Mstp) id=685 

Figure 5.8: M S T P port data for the Ethernet interface (eth2) on switch S6 available after 
topology initialization while running the simulation example. The eth2 interface leads 
towards the switch S5. We may notice that the configuration was loaded, for example by 
looking at the instance MST1 and the P r i o r i t y parameter is configured to the value 16384. 
We may also see changed port path cost for the instance MST200. 

(MstpPortData] portData, eth2 
TxHoldCounfcl DefauftPortPathCost:2O00000 ExternalPortPathCost:2OO0OO0 

MSTO: { 
DesignatedPriorityVector: {Bridge:[Address:OA-AA-00-00-00-OF Priority:32768 (3276S sysidiO)) 

Root: this switch for the CIST 
RegionalRoot: this switch 

} 
RemainingHops:20 
PortRoleiDESIGNATED 
PortState:DISCARDING (BLK) 
Portldentifier:(Priority: 128 Number:102) 
Intern al P o rtP ath C o st:2000000 
PortPathCostOJ 

MST1: { 
DesignatedPrioritj 'Vector: {Bridge:[Address:OA-AA-00-orj-rjo-rjF Priority:16384- [16364 sysidiO)) 

RegionalRoot: this switch} 
RemainingHops:20 
PortRoleiDESIGNATED 
PortStateiDISCARDING (BLK) 
Portldentifier:(Priority: 128 Number:102) 
Intern al P o rtP ath C a st:2OOOOO0 
PortPathCostiB}) 

MST20X): { 
DesignatedPriorityVector: {Bridge:[Address:OA-AA-00-00-00-OF Priorrty:327&S [3276S sysid:0)) 

RegionalRoot: this switch} 
RemainingHops:28 
PortRoleiDESIGNATED 
PortState:DISCARDING (BLK) 
Portldentifier:(Priority: 128 Number:102) 
lnternalPortPathCost:10O0 
PortPathCostlOOO}) 
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(MstpPortData) portData, eth2 
TxHoldCount:5 DefaultPortPath Cost: 2000000 Exte rn a IP ortPath Cost: 2000000 

MSTO: { 
DesignatedPriorityVertor: {Bridge:[Address:OA-AA-00-00-00-OF Priorfty:32768 [32768 sysid:0)) 

Root: [Address:0A-AA-00-00-00-OI Priority:32768 [32768 sysid:0)) ExternalRootPathCost: 2000000 
RegionalRoot:(Address:OA-AA-00-00-00-OC Priority:32768 [32768 sysid:0)] lnternalRootPathCost:2000000 

} 
RernainingHops:19 
PortRoleiROOT 
PortState: FORWARDING 
P o rtl d entifier: (Priority :128 Nurnber:102) 
I nte rn a IP o rtP ath C o st: 2 DOOOOD 
PortPathCosfcOJ 

MST1: { 
DesignatedPriorityVertor: {Bridge: [Ad dress:OA-AA-00-00-00-OF Priority': 16384- (16384 sysid:0]) 

RegionalRoot: this switch} 
RernainingHops:20 
PortRoleiDESIGNATED 
PortState: FORWARDING 
Portldentifier:(Priority:128 Nurnber:102) 
I nte rn a IP o rtP ath Co st: 2000000 
PortPathCostOD 

MST200: { 
DesignatedPriorityVertor: {Bridge:(Address:0A-AA-00-00-08-0F Priority:32768 [32768 sysid:0)) 

RegionalRoot:(Address:0A-AA-00-00-00-13 Priority: 16384 [16384 sysid:0)) lnternalRootPathCost:2000} 
RernainingHops:18 
PortRoleiROOT 
PortState: FORWARDING 
Portldentifier:[Priority:128 Number:102) 
lnternalPortPathCost:1000 
PortP ath Cost: 1000» 

Figure 5.9: M S T P port data for the Ethernet interface (eth2) on switch S6 available 
after topology establishment while running the simulation example. The eth2 interface 
leads towards the switch S5. Compared to the information showed in Figure 5.8 we may 
notice how the Root address has changed to the address of the switch SI in the CIST 
instance MSTO. There is also changed the RegionalRoot in instance MST200, because of the 
InternalRootPathCost 2000. Also the port roles and port states are established. 
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S6#sh s p a n n i n g - t r e e rust 

##### MST0 v l a n s mapped : 2 0 1 - 4 0 9 4 
B r i d g e a d d r e s s a a b b . c c 0 0 . 6 0 0 0 p r i o r i t y 32768 ( 3 2 7 6 8 s y s i d 9 ) 
i.cct a d d r e s s a a b b . c c 0 0 . 1 0 0 0 p r i o r i t y 32768 ( 3 2 7 6 8 s y s i d 9 ) 

p o r t E t 0 / 0 p a t h c o s t 5 0 0 0 0 0 
R e g i o n a l R o o t t h i s s w i t c h 
O p e r a t i o n a l h e l l o t i m e 2 , f o r w a r d d e l a y 1 5 j max age 2 0 , t x h o l d c o u n t 6 
C o n f i g u r e d h e l l o t i m e 2 , f o r w a r d 1 d e l a y 1 5 , max age 2 0 , max h o p s 20 

I n t e r f a c e R o l e S t s C o s t P r i o . N b r Type 

E t 8 / B ^ o o t ri - .D 500000 1 2 3 . 1 S h r B o u n d ( R S T P ) 

E t 8 / 1 A l t n BLK 20BBB00 1 2 3 . 2 S h r B o u n d ( R S T P ) 

E t 8 / 2 D e s g FWD 2 0 0 0 0 0 0 1 2 8 . 3 S h r 

E t 8 / 3 D e s g FWD 2 0 0 0 0 0 0 1 2 3 . 4 S h r 

t t t t t r-',STl v l a n s mapped : 1 
B r i d g e a d d r e s s a a b b . c c B B . 6 0 0 0 p r i o r i t y 1 6 3 3 5 (16334- s y s i d 1) 
=!oot t h i s s w i t c h f o r HST1 

I n t e r f a c e R o l e S t s C o s t P r i o . N b r Type 

E t B / B •'.st- =i-.D 500000 1 2 3 . 1 S h r B o u n d ( R S T P ) 
E t 9 / 1 A l t n BLK 2 0 0 0 0 0 0 1 2 3 . 2 S h r B o u n d ( R S T P ) 
E t B / 2 D e s g FWD 2 0 0 0 0 0 0 1 2 3 . 3 S h r 
E t 9/3 D e s g FWD 2 0 0 0 0 0 0 1 2 3 . 4 S h r 

'•JiST200 v l a n s mapped : 2 - 2 0 0 
B r i d g e a d d r e s s a a b b . c c 0 0 . 6 0 0 E I p r i o r i t y 3 2 9 6 3 ( 3 2 7 6 3 s y s i d 2 0 0 ) 
^ o o t a d d r e s s a a b b . c c 0 0 . 7 0 0 E I p r i o r i t y 1 6 5 3 4 ( 1 6 3 3 4 s y s i d 2 0 0 ) 

p o r t E t 0 / 2 c o s t 2000 rem h o p s 13 

I n t e r f a c e R o l e S t s C o s t P r i o . N b r Type 

E t B / B M s t r FWD 500BB0 1 2 3 . 1 S h r B o u n d ( R S T P ) 
E t 9 / 1 A l t n BLK 200BB00 1 2 3 . 2 S h r B o u n d ( R S T P ) 
E t B / 2 R o o t FWD 1000 1 2 3 . 3 S h r 
E t B / 3 A l t n BLK 2 0 0 0 0 0 0 1 2 3 . 4 S h r 

Figure 5.10: M S T P port data for the Ethernet interface (eth2) on switch S6 available after 
topology establishment displayed in the Cisco switch. 

To see the correctness of the configuration for multiple spanning tree instances and their 
mapping to V L A N s , there is an MstConf i g l d watchable object within the Mstp module. For 
region REGI0N567 on the switch S6 the M S T Configuration Identifier is displayed in Figure 
5.11. We may also compare it with the referential configuration on the Cisco switch S6 
shown in Figure 5.10. In the M S T Configuration Identifier we are looking at the following 
parameters: Configuration Name, Revision Level and Configuration Digest. To compute 
the Configuration Digest, the MD5 Message-Digest Algorithm 1 . The purpose of observing 

X RSA Data Security, Inc. MD5 Message-Digest Algorithm-https://tools.ietf.org/html/rfcl321 
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the M S T Configuration Identifier is to determine that two switches belong to the same 
M S T Region. 

[MstConfigld] mstConfigld, MST_Configurationjdentifier: { 
Configuration Name: REGION567 
Revision Level: 0 
Configuration Digest: 0x0S3FDS7246E2E43CE73D5S64D16E4521} 

M5TD_mapped_VLANS: 201-4094 
MST1_mapped_VLAN5: 1 
MST200_mapped_VLANS: 2-200 

Figure 5.11: The M S T Configuration Identifier for the switches within the M S T Region 
REGI0N567 in the testing topology. 

5.3 Link Failure Scenario 

In this section we will look into the behavior of the implemented solution after a link 
failure and reestablishment. For this types of scenarios, there is a ScenarionManager 
module within the INET framework. It serves for setting up and controlling the network 
simulations in OMNeT++. 

The input parameter for the ScenarioManager module is a X M L script parameter. 
To test the mentioned scenarios, we will use the following commands within the script: 

• <at t
= )

 30s'>-used for grouping more commands to be executed at the same simu­
lation time t, 

• <disconnect src-module=
,

switch6
)

 src-gate='ethg[0] ^-disconnects a mod­
ule from a link, if the specified source gate is bidirectional, both directions are dis­
connected, 

• <connect src-module=
,

switch6
)

 src-gate
= ,

ethg[0]' dest-module
= ,

switchl' 

dest-gate='ethg[3] channel-type='inet.node.ethernet.EthlOM'> - we will use 
this commands to reconnect two modules, all of the parameters are required. 

5.3.1 Link Failure 

When the link failure/disconnect occurs, the Mstp module may notice the change on the 
l ink- the Networklnterf ace (interface entry for the interface table in the Ilnterf aceTable 
module) by subscribing to the signal interfaceStateChangedSignal. Then, by imple­
menting the ReceiveSingnal method within the module, we may configure the behavior 
on the switches on which the signal is received. 

In current state, the created solution is slightly different from the referential behav­
ior in this topology. This is caused because the Cisco has implemented the detection of 
unidirectional link failure, which is not present in any I E E E M S T P Standard [19]. The uni­
directional link failure detection improvement checks the consistency of the port roles and 
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states within the received B P D U packets. It is made to prevent bridging loops, which may 
be caused by this type of link failure. This protocol improvements are not implemented. 

In the testing topology, the link disconnection was simulated at time 30s. The ex­
ample of monitored changes for the region REGI0N567 is shown in Figure 5.12 and 5.13. 
Comparison was made with the captured packets in Wireshark on individual interfaces, 
an example displayed in Figure 5.14. The comparison is however irrelevant because of im­
proved implementation of the M S T P behavior on Cisco switches after the already mentioned 
unidirectional link failure detection. 

Event* Time Relevant Hops ID / Source Info / Destination 
#4095 30. ,000 switch5 —> switch*; BPDU 00- 00 -05 01 -80-C2 -00 -00 -00 [UNIHPLEMENTEC STEi ; ins::; :KSTBpdu] 
(4096 30. ,000 switchS —> awitch7 BPDU 00- 00 -05 01 -30-C2 -00 -00 -00 I U I T I M L E M H I E : STEi ; ; :KSTBpdu] 

(409S 30. ,000 switch*; —> switchS BPDU 00- 00 -0; 01 -30-C2 -00 -00 -00 I U I T I M L E M H I E : STEj ; ; :KSTBpdu] 

(4099 30. .000 switch*; —> switch7 BPDU 00- 00 -Oc 01 -30-C2 -00 -Ijlj -00 [UNIHPIEMEHTED STEj ; ! :KSTBpdu] 

(4100 30. .000 switch"? —> switchS BPDU JA- 00- 00 -07 01 -30-C2 -00 -Ijlj -00 [UNIHPLEHENTED STEj ; ! :KSTBpdu] 

(4101 30. .000 switch"? —> switch*; BPDU iA--iA-A A - 00- Ijlj -07 01 -80-C2 -00 -00 -00 (UNIKPLEKENIE3 STEi ;ineT; :HSTBpdu] 

(4311 30. .000 124 switchS —> switch*! BPDU iA--iA-A A - 00- Ijlj -05 01 -80-C2 -00 -00 -00 (UNIKPLEKENIE3 STEi ; ! :HSTBpdu] 

(4212 30. .000 124 switch5 —> switch7 BPDU ÄÄ- 00- Ijlj -05 01 -80-C2 -00 -Ijlj -00 (UNIKPLEKENIED STEi ; i n 5 T : :KSTBpdu] 
(4217 30. .000 124 switch"? —> switch*; BPDU ÄÄ- 00- Ijlj -07 01 -80-C2 -00 -Ijlj -00 (UNIKPLEKENIED STEi ; i n 5 T : :KSTBpdu] 
(42S5 30. .000' 238 450 switch*: —> switchS BPDU 00- Ijlj -0E 01 -80-C2 -00 -Ijlj -00 (UMIKPLEKENIED STEi : iziET: :KSTBpdu] 
(4286 30. .000' 238 450 switch*: —> switch7 BPDU 00- Ijlj -0E 01 -80-C2 -00 -Ijlj -00 (UMIKPLEKENIED STEi .; iziET: :KSTBpdu] 
(42S7 30. .000' 238 450 switch"? —> switchS BPDU -JA--JA- 00- Ijlj. -07 01' -80-C2 -Ijlj. -Ijlj -00 (UMIKPLEEENIED STEi ;in=T; :MSTBpdu] 
(4322 30. .000 24; switch"? —> switch*; BPDU -JA--JA-•00- Ijlj. -07 01' -30-C2 -Ijlj. -Ijlj -00 (UMIKPLEEENIED STEi ;in=T; :KSTBpdu] 

Figure 5.12: The message exchange between switches within the M S T Region REGI0N567 
after the link disconnect in the testing topology. 

portRole = 2 (ROOT), proposalFlag = f a l s e , t c F l a g = fa l se , c i s t R o o t P r i o n t y = 32763, cistRootflddceaa = AA-AA-AA-00-00-01, CLStEjcternalPathCost = 500000, c istRegiona 
portRole = 3 (DESIGNATED), proposalFlag = fa l se , t c F l a g = fa l se , c i s t E c o t P r i o r i t y = 32768, cistRootAddress = AA-AA-AA-00-00-01, c i s tExternalPathCost = 500000, c i s tR 
poj-tEole - 3 (DESIGNATED), proposalFlag - fa l se , ^ c F ^ g ^ ^ ^ r u e ^ c i s t R o o t P n o r i t y - 32768, cistRootAddress - AA-AA-AA-00-00-01, ^ ^ ^ x t e m a ^ a U i C o s ^ ^ ^ O D D O O O j c i s t R 
portRole - 3 (DESIGNATED), proposalFlag - fa l se , t c F l a g - true, c i s t R o o t P n o r i t y - 32768, cistRootAddress - AA-AA-AA-00-00-01, c i s tExternalPathCost - 2000000, c i s t R 
, portRole - 1 (ALTf:R_C'R_BaOKUPJ , proposalFlag = f a l s e , t c F l a g - fa l se , c i s t R o o t P r i o r i t y = 3276c!, cistRootAddress - AA-AA-AA-00-00-01, c is tExternalPat l iCost - 500000 
portBole - 2 (ROOT), proposalFlag = f a l s e , t c F l a g = fa l se , c i s t R o o t P r i o n t y = 32768, cistRootAddress = AA.-AA-AA-00-00-01, CistExternalPatl iCost - 500000, c istRegiona 
e, portRole = 3 (DESIGNATED), ^ r a p o ^ ^ ^ l ^ g ^ ^ ^ r u e ^ ^ G ^ l ^ a ^ ^ r u e ^ c i a t R o o t P r i o r i t y = 32768, ciatRootAddreaa = AA-AA-AA-00-00-01, j^tEKternalPathiLca^^^C^OrjOO^ c ia 
portBole = 3 (DESIGNATED), propoaalFlag = fa lae , t c F l a g = true, c i a t H o o t P r i o r i t y = 32768, ciatHootAddreaa = AA-AA-AA-00-00-01, c iatExternalPathCoat = 2000000, c iatR 
e, portRole = 3 (DESIGNATED), proposalFlag = true, t c F l a g = fa lae , c i a t R o o t P r i o r i t y = 32768, ciatRootAddreaa = AA-AA-AA-00-00-01, c iatExternalPathCoat = 500000, c ia 
portHole = 2 (HOOT), propoaalFlag = fa lae , t c F l a g = true , c i a t R o o t P r i o r i t y = 32763, ciatRootAddreaa = AA-AA-AA-00-00-01, CiatExternalPathCoat = 2000000, ciatRegiona 
, portRole = 3 (DESIGNATED), proposalFlag = true, t c F l a g = true , c i a t H o o t P r i o r i t y = 32768, ciatHootAddreaa = AA-AA-AA-00-00-01, c iatExternalPathCoat = 2CC0000, c i a t 

Figure 5.13: The message exchange between switches within the M S T Region REGI0N567 
after link disconnect in the testing topology. 
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Time 

_C . 01246^ 

11 9.223335 

12 10.626174 

13 19.433359 

14 10.433559 

15 10.433957 

16 19,434948 

17 10.434965 

IS 11,239999 

19 11.231856 

20 12,036477 

Source Destination Protocol Length Info 

aa bb cc H 68: 38 Spanning -tree (for- STP 151 HST = 32768/0/aa bb « u 00 COSt - 504 »000 Port - 0x8094 

aa bb cc ei- 70:10 Spanning -tree (for- STP 151 HST 3cct = 32768/0/aa bb e 13 00 CD5t - 5e « 0 0 Port - 0K.S092 

aa bb cc ee SC: 3C Spanning -tree (for- . STP 151 HST Rcc- = 32768/0/aa bb 13 00 Cost - 50< »000 Port • 0x8004 

bb cc ee 60:30 Spanning tree [for- ^^^^ 151 HST Root = 3276S/0/aa Li Li cc 19 00 Cost = 2 « J0000 Port = 9xS904 

aa bb cc ee 70:10 Spanning -tree (for- . STP 151 HST Root - 32768/0/aa bb cc 13 ee cost - 50 

aa bb cc ee 70:10 Spanning -tree (for- STP 151 HST TC + Root = 3276S 0/aa bb cc 90:19:09 Cost = 500090 Port = 0x8002 

aa bb cc ee 70:10 Spanning -tree (for- STP 151 HST. TC + Root - 32768/0/aa bb cc 90:10:09 Cast - 2000900 Port - 0x8002 

aa bb cc H 30: 30 Spanning -tree ffor STP 151 HST. TC + Root = 32768/0/aa bb cc 90:10:09 Cost = 2000906 Port = 0x8004 

aa; bb cc ee 70:10 Spanning -tree (for- STP 151 HST. TC + Root - 3276S/9/aa bb cc 99:10:09 Cast - 2000900 Port - 0x8002 

aa bb cc Bfl 60: 30 Spanning -tree ffor STP 151 HST. TC + Root = 32768/0/aa bb cc 90:10:00 Cost = 2000900 Port = 0x8004 

:: 60:30 Spanning -tree ffor- STP 151 MST, TC + Root - 3276S/9/aa :: 90:10:99 Cost = 2000900 Port - 0x8004 

Frame 13: 151 bytes on wire (1238 bits)., 151 bytes captured (1208 bits) on irr 

IEEE 892.3 Ethernet 

Logical-Link Control 

Spanning Tree Protocol 

Protocol Identifier: Spanning Tree Protocol (0x0009) 

Protocol Version Identifier: Hultiple Spanning Tree (3) 

BPDU Type: Rapid/Hultiple Spanning Tree (0x92) 

BPDU flags: 0x9e, Port Role: Oesignatedj Proposal 

Root Identifier: 32768 / 9 / aa:bb:cc;09;10:00 

Root Path Cost: 2090099 

> Bridge Identifier: 32768 / 0 / aa:bb:cc:00:60:99 

Port identifier: 0x8094 

•eiiage Age: 1 

Hax Age: 20 

Hello Tine: 2 

Forward Delay: 15 

Version 1 Length: 0 

Version 3 Length: 96 

MST Extension 

Figure 5.14: Packets received and sent from the Ethernet interface ethO/3 on Cisco switch 
S6 (the link between S6 and S7 switches). 

5.3.2 Link Reestablishment 

After the link is reconnected, the changes to the topology are reflected almost immediately 
thanks to the proposal-agreement mechanism. The changes may be monitored as well as 
in the section 5.3.1 within the transmitted packets. 

The topology establishment before and after both, the link disconnect and reconnect 
is shown in Figure 5.15. The displayed changes are captured in simulation times 25s, 50s 
and 65s. The link disconnect was managed at simulation time 30s and the link reconnect 
at 60s. 

Figure 5.15: The established topology before and after the link disconnect and connect 
changes within scenarioManager in the simulated topology. The current tree for the CIST 
is highlighted. 
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5.4 Summary and Future Work 

The implemented solution determines the M S T P topology according to the I E E E M S T P 
Standard. There is possibility to simulate a link failure scenarios. The GitHub repository, 
where the solution is beeing developed is located at this address2. 

There are still possible enhancements. The future work may include the reconnection 
of the implemented Mstp module with other modules in the INET framework. For example 
with module for managing V L A N s on a link layer. Also the fallback to the previous versions 
of the Spanning Tree Protocols is not a part of implemented solution. I hope that in the 
near future, the implemented solution will be also a part of the INET framework. 

2

GitHub repository-https: //github.com/simona5108/inet/tree/ieee8021s 
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Chapter 6 

Conclusion 

In this project, we discussed the functionality of STP variations, especially the Rapid 
Spanning Tree Protocol and the Multiple Spanning Tree Protocol. We described the char­
acteristics of these protocols, including the description of the spanning tree creation for 
each protocol. The spanning tree protocols provide the opportunity to manage the active 
topology and to avoid loops with redundant links in the topology. 

We also illustrated the possibilities of configuring and monitoring the spanning tree 
protocols on Cisco devices. We showed various configuration commands were for both, the 
RSTP, and the M S T P . 

The main part of this work was the implementation of the M S T P into the I N E T frame­
work within the OMNeT+-1- simulation library and framework used for building network 
simulators. The implementation was created based on the state machine definition in the 
IEEE802.1Q Standard (2018). 

In order to use the solution, the user is to configure the M S T P parameters including 
port priorities and costs, bridge priorities, etc. Upon execution, the steps of the simulation 
can be monitored inside the OMNeT+-1- simulator. For an easy recognition of current state, 
we used the W A T C H macros provided by OMNeT+-h 

We tested and compared the implementation with the referential behavior of the pro­
tocol on Cisco switches. The way of dealing with a link failure is not identical. The Cisco 
implementation contains the detection of unidirectional link failure which is not part of 
any I E E E M S T P Standard. These improvements are not contained within the current 
implementation. 

During future development, the solution might become a part of the official INET 
framework. Nevertheless, it provides a valuable contribution to all INET framework users. 
It enables simple simulation of the M S T P . Further development might include binding the 
implemented module with other modules within the link layer, especially the modules for 
managing the V L A N s . Additionally, the fallback to the previous versions of STP can be 
developed. 
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Appendix A 

Contents of the included storage 
media 

The enclosed D V D content is following: 

• this document in P D F format (xpolac27.pdf) 

• „readme.txt" manual describing the project compilation 

• directory „tex" with latex source of this document 

• directory „src" containing the source code of the project implementation 

• directory „captures" including the captured files for analyzing the testing topolo 

• directory „install" containing the files for O M N e T + + installation 
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Appendix B 

Port Role Transitions S M 
Generalization 

BEGIN (role != selectedRole) && selected && lupdtlnfo && 

Figure B . l : Generalized Port Role Transitions S M . 

The implementation of M S T P is based on the state machines from the I E E E 802.1Q 
Standard (2018). One of them is referred as the Port Role Transitions State Machine, which 
is constituted by: the Port Role Transitions S M for Disabled Port, Master Port, Root Port, 
Designated Port and one S M for both, Alternate and Backup Port. The connection of these 
state machines into one S M is not a part of the standard. 

However, the S M displayed in Figure B . l is part of the implemented solution. The input 
condition to each Port Role Transitions S M from the standard is generalized into one con­
dition. The corresponding S M is then chosen based on the selectedRole parameter. The 
added reset method replaces just the input condition for individual Port Role Transitions 
state machines. 
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Appendix C 

X M L D T D 

The following figures represent the document type definitions for the program configura­
tions. 

1 < ? K m l versicn= _-_._-?> 
2 < L DOCTYPE config [ 
3 < ELEKENT ccnfi;r (interface*)> 

4 
C 

< ELEKENT interface (instance*) > 

6 < .ATT LI ST interface 

7 hcsts : I A T A #R£2UIR£D 

S pert s : I A T A #R£2UIR£D 

9 ccst ' Z2-.J2-. #IMPLIED 

1 0 priority : I A T A #IHPLIED> 

1 1 < ATTLIST instance 

1 2 id : D A T A #RE2UIRED 

1 3 ccst : I A T A #IHPLIED 

1 4 pricrit_ : I A T A #IHPLIED> 

1 5 ]> 

Figure C . l : X M L D T D for Interface Configuration. 

1 < ? K m l version= , , 1.0 , , J ?> 

2 <LDOCTYPE mstConficj [ 
3 < LELEKENT mstConfig (instance*) > 

5 <!ATTLIST mstConfig 

6 name : IATA #IHPLIED 

7 revision : I.-.T.-. F I ^ L I E I > 

3 !ATTLIST ir.3^.i.r.:e 
5 id : IATA #PE2UIR£D 

1 0 vlan : IATA # IMPLIED 

1 1 

Figure C.2: X M L D T D for Configuration of Instance to V L A N Mapping. 
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<?xml ver3ion=™1.0™1?> 
<IDOCTYFE mstiBPConfig [ 

<!ELEKENT mstiBPConfig (instance*)> 

4 
<!ATTLIST instance 

id CDAIA R̂EQUIRED 

priority CDATA #IKPLIED> 

]> 

Figure C.3: X M L D T D for MSTI Bridge Priority Configuration. 
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