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Abstract 
This thesis aims to (i) better understand the biases and cues exploited by content-based 
methods in the text of fake news articles and (ii) evaluate their performance i n predicting 
the rel iabi l i ty of articles and media sources. Two different models are implemented. The 
baseline model uses T F - I D F and M u l t i n o m i a l Naive Bayes ( M N B ) classifier. The second 
model uses the B E R T transformer. To study the cues exploited i n the text a method of 
interpretabili ty is implemented. W h i l e M N B is interpretable by design, the B E R T model 
is analyzed through the Integrated gradients explainabil i ty method. B o t h classifiers were 
trained on a modified version of the N E L A - G T - 2 0 2 1 dataset. This thesis suggests applica­
t ion of preprocessing to this dataset which could lead to creating a more robust classifier, 
e.g., removing keywords that provide simple cues. This thesis also presents a novel F N I 
dataset consisting of 46 manual ly selected articles. The F N I dataset enables topic-wise 
analysis (on topics such as covid, football, science, politics, etc.). The analysis revealed 
several biases of the classifiers. The baseline model was not able to identify unreliable ar­
ticles about football (0% recall on the F N I dataset), reliable scientific articles (0% recall 
on the F N I dataset), etc. B o t h classifiers were more successful in identifying unreliable 
articles w i th the B E R T classifier having a recall of 91% on unreliable and only 78% on 
reliable articles in the F N I dataset. The methods of interpretabili ty also performed better 
on unreliable articles and were able to identify the sensationalism and shocking headlines 
used i n fake news. The classifiers are also used to predict the credibil i ty of sources. The 
results are compared wi th a state-of-the-art method that employs a different approach of 
using mutual citations of sources to predict their credibili ty. One of the outcomes of this 
thesis is also a new challenge set, containing articles from the N E L A dataset on which the 
classifiers failed. Th is challenge set can be used for future research i n this area. 

Abstrakt 
Cílem p r á c e je (i) p o r o z u m ě t j aké vlastnosti textu jsou využ ívány content-based metodami 
př i klasifikaci fake news a (ii) vyhodnot i t kval i ty t ě ch to metod na u rčován í spolehlivosti 
č l ánků a zdro jů . P r á c e implementuje dva klasifikační modely. P r v n í model (baseline), je 
založen na T F - I D F a M u l t i n o m i a l Naive Bayes klas i f ikátoru . D r u h ý model použ ívá ar­
chitekturu B E R T transformeru. K interpretaci výs ledků t ě c h t o m o d e l ů jsou v p rác i imple­
m e n t o v á n y metody interpretability. M e t o d a interpretabil i ty pro B E R T model je za ložena 
na In teg rovaných gradientech. K t r énován í obou klas i f ikátoru je v p rác i p o u ž i t a d a t o v á 
sada N E L A - G T - 2 0 2 1 , k t e r á je p ř e d z p r a c o v á n a vyf i l t rováním kl íčových slov. V p rác i je 
t a k é p ř e d s t a v e n a nová d a t o v á sada n a z v a n á F N I dataset. Tato sada obsahuje 46 m a n u á l n ě 
v y b r a n ý c h č l ánků a je p o u ž i t a k ana lýze klas i f ikátoru . F N I dataset umožňu je analyzovat 
klasi f ikátory na č láncích z různých ob las t í ( nap ř ík l ad covid, fotbal, věda , pol i t ika , etc.). 
Výs ledky a n a l ý z y odhal i ly několik n e d o s t a t k ů v y t v o ř e n ý c h klas i f ikátoru. Baseline model 
nebyl schopen s p r á v n ě klasifikovat n e d ů v ě r y h o d n é č l ánky na t é m a fotbal (recall 0% na 
F N I datasetu), d ů v ě r y h o d n é vědecké č l ánky (recall 0% na F N I datasetu), etc. O b a klasi­
f ikátory byly úspěšnějš í v identif ikování n e d ů v ě r y h o d n ý c h č l ánků . B E R T model dosáh l 
recall 91% pro t ř í d u unreliable a pouze 78% pro t ř í d u reliable na F N I datasetu. Me tody 
interpretabili ty dosahovaly t a k é lepších výs ledků na t ř í d ě unreliable kde se j i m dař i lo iden­
tifikovat šokující t i t u lky použ ívané ve fake news. Klas i f iká tory jsou t a k é použ i t y k u rčen í 
d ů v ě r y h o d n o s t i zd ro jů . Jejich výs ledky jsou s r o v n á n y s referenčními hodnotami z í skanými 
ze state-of-the-art metody, k t e r á posuzuje v ě r o h o d n o s t zd ro jů na zák l adě vzá j emných ci tací . 
J e d n í m z v ý s t u p ů p r á c e je t a k é challenge d a t o v á sada, obsahuj íc í č l ánky z N E L A datasetu, 



k t e r é klas i f ikátory n e d o k á z a l y s p r á v n ě klasifikovat. Tato d a t o v á sada m ů ž e bý t p o u ž i t a pro 
b u d o u c í v ý z k u m v tomto oboru. 

Keywords 
Fake news detection, biases of content-based methods, credibil i ty of articles, credibil i ty 
of sources, interpretable classifier, natural language processing, machine learning, neural 
networks. 

Klíčová slova 
Detekce fake news, zaujatost content-based metod, kredibi l i ta č lánů, kredibi l i ta zdro jů , 
i n t e rp re tova t e lný klasif ikátor , zp racován í p ř i rozeného jazyka, s t ro jové učení , neu ronové s í tě . 
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Rozšířený abstrakt 
Fake news jsou t vo řeny články, z á m ě r n ě n a p s a n ý m i tak, aby p řenáše ly nep ravd ivé infor­
mace se z á m ě r e m ovlivni t jejich č t e n á ř e pro své v l a s tn í benefity. Existuje mnoho fact-
checkingových s lužeb, k t e r é p rovád í m a n u á l n í inspekci č l ánků . M a n u á l n í kontrola však 
nes tač í o b s á h n o u t všechny č l ánky pub l ikované k a ž d ý den na internetu. Automatizace, nebo 
a lespoň polo-automatizace t ě c h t o p rocesů je proto d ů l e ž i t ý m úkolem. C í l em t é t o p r á c e je 
vy tvo ř i t klasif ikátor , s chopný urč i t kredib i l i tu č l ánků a zd ro jů na internetu pouze za použ i t í 
textu a vy tvo ř i t metodu interpretability, k t e r á p o m á h á vysvět l i t r o z h o d n u t í k las i f iká toru a 
p o r o z u m ě t tak, j aké vlastnosti textu jsou využ ívány content-based metodami př i klasifikaci 
fake news. 

Tato p r á c e zač íná popisem metod v minulost i ap l ikovaných k řešení d a n é h o prob­
lému určován í kredibi l i ty č l ánků a detekci fake news. Me tody použ ívané v t é t o oblasti se 
daj í rozděl i t na knowledge-based, content-based a social context-based. Knowledge-based 
metody jsou založeny na extrakci t v r zen í z textu a posuzován í jejich kredibi l i ty na zák­
ladě zna los tn í báze . T y t o metody jsou t a k é z n á m é pod n á z v e m a u t o m a t i c k ý fact-checking. 
Social context-based metody se nejčastěj i používaj í na sociálních sí t ích, jelikož používaj í in ­
formace o uživate l ích a jejich in te rakc í s j i n ý m i uživatel i a obsahem na d a n é sociální s í t i . Za 
p o m o c í t ě ch to informací p o t é mode lu j í tendenci už iva te lů k š í ření n e d ů v ě r y h o d n ý c h č lánků . 
Knowledge-based a social context-based metody však nen í m o ž n é aplikovat ve všech pří­
padech. Social context-based metody nelze aplikovat bez informací o uživate l ích a jejich 
in te rakc í . Knowledge-based metody nemohou bý t p o u ž i t y n a p ř í k l a d pokud d a n ý č lánek 
p o j e d n á v á o čers tvé udá los t i , kdy pro u v e d e n é informace neexistuje nic ve zna los tn í báz i . 
Ve všech t ě c h t o p ř í p a d e c h je m o ž n é využ í t klasif ikátor , k t e r ý p o t ř e b u j e k u rčen í kredibi l i ty 
pouze text d a n é h o č l ánku . Takový klasif ikátor s p a d á do kategorie content-based metod. 

Po s tudiu metod nás leduje p o d r o b n á a n a l ý z a d o s t u p n ý c h d a t o v ý c h sad. D a t o v á sada 
v y b r a n á pro t r énován í k las i f ikátoru je N E L A - G T - 2 0 2 1 . Tato d a t o v á sada je nás l edně 
p ř e d z p r a c o v á n a vyf i l t rováním kl íčových slov (nap ř ík l ad n á z v ů zdro jů) z textu a rozš í řen ím 
jejích labe lů z ú r o v n ě zd ro jů na ú roveň č l ánků . K r o m ě t é t o d a to v é sady jsou v p rác i použ i t y 
dvě dalš í . P r v n í z nich je tzv. Merged dataset, k t e r ý b y l v y t v o ř e n s p o j e n í m t ř í d a t o v ý c h 
sad s labely na ú rovn i č l ánků . Pos l edn í p o u ž i t o u sadou je nová d a t o v á sada, v y t v o ř e n a au­
torem t é t o p ráce , n a z v a n á F N I dataset. Tato d a t o v á sada obsahuje 46 m a n u á l n ě v y b r a n ý c h 
č l ánků a slouží pro d o d a t e č n o u a n a l ý z u a evaluaci v y t v o ř e n ý c h klas i f ikátoru. K e k a ž d é m u 
č l ánku v t é t o da tové s adě je p ř i ř azeno t é m a , k t e r é reflektuje jeho obsah. P o m o c í takto 
definovaných t é m a t jsou n á s l e d n ě klas i f ikátory vyhodnoceny pro jejich schopnost sp rávně 
klasifikovat č l ánky z různých obo rů . 

P ro implementaci k las i f iká toru byly zvoleny dvě metody. P r v n í metoda, z n á m á jako 
baseline klasif ikátor , je za ložena na T F - I D F a M u l t i n o m i a l Naive Bayes klas i f ikátoru. 
M e t o d a p o u ž i t á k implementaci d r u h é h o klas i f ikátoru je za ložena na a r c h i t e k t u ř e B E R T 
transformeru. O b ě metody jsou n a t r é n o v á n y na d a t o v é s adě N E L A - G T - 2 0 2 1 a vyhodno­
ceny p o m o c í eva luačních metrik accuracy, precision, recall a F l score. Výs ledky ana lýzy 
odhali ly někol ik n e d o s t a t k ů v y t v o ř e n ý c h m o d e l ů . Baseline model n a p ř í k l a d nebyl schopen 
s p r á v n ě klasifikovat n e d ů v ě r y h o d n é č lánky na t é m a fotbal (recall 0% na F N I datasetu) a 
d ů v ě r y h o d n é vědecké č lánky (recall 0% na F N I datasetu). 

Pro p o r o z u m ě n í j a k é čás t i textu ovlivňují r o z h o d n u t í k las i f ikátoru nejvíce jsou v p rác i 
v y t v o ř e n y dvě metody interpretability. M e t o d a interpretabili ty pro baseline model určuje 
důlež i tos t k a ž d é h o slova podle jeho p o d m í n ě n é p r a v d ě p o d o b n o s t i pro k a ž d o u t ř í d u . Me toda 
interpretabili ty pro B E R T model je za ložena na In teg rovaných gradientech. Výs ledky inter-



pretabil i ty jsou v p rác i vizual izovány. Jejich a n a l ý z a odhal i la n a p ř í k l a d to, že oba klasifiká-
tory jsou schopny identifikovat šokující t i t u lky č e t n ě se vyskytu j íc í ve fake news článcích. 

K r o m ě schopnosti u rčován í kredibi l i ty č l ánků jsou klas i f ikátory ap l ikovány i na p r o b l é m 
určen í kredibi l i ty zdro jů , k t e r é tyto č l ánky publ ikuj í . P o r o v n á n í výs ledků s referenčními 
hodnotami, z í skanými ze state-of-the-art metody založené na vzá j emných c i tac ích zdro jů , 
odhalilo vysoký K e n d a l l rank kore lační koeficient a tedy potvrdi lo , že je m o ž n é klas i f ikátory 
ú spěšně aplikovat i na predikci kredibi l i ty zdro jů . J e d n í m z v ý s t u p ů p r á c e je t a k é challenge 
d a t o v á sada, obsahuj íc í č l ánky z N E L A datasetu, k t e r é ani jeden z klas i f ikátorů nedokáza l 
s p r á v n ě klasifikovat. V závěru p ráce shrnuje dosažené výs ledky a nab íz í m o ž n o s t i pro dalš í 
směřován í v ý z k u m u v d a n é m odvě tv í . 
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Chapter 1 

Introduction 

W i t h the enormous amount of content being published every day, the internet has already 
become one of the ma in sources of information for most people i n the world. Accord ing 
to S ta t i s ta 1 , a German company specializing in market and consumer data, there were 
approximately 5.16 b i l l ion internet users as of January 2023 as stated i n [2]. Th is number 
represents more than 64.4% of the entire populat ion. The accessibility of information on 
the internet, however, goes hand i n hand wi th the threat of spreading misinformation and 
fake news. 

Fake news consists of articles intentionally wri t ten to convey false information. The 
purpose of these articles often is to influence and manipulate their audience for their own 
benefit (e.g., financial, pol i t ica l , etc.). One of the infamous examples of using fake news 
for manipulat ion was the 2016 U . S . presidential election where, for instance, the article [33] 
quoting „Pope Francis shocks the world, endorses Dona ld T rump for president, releases a 
statement." gained over 960,000 user engagements (e.g., likes, comments, etc.) on Facebook. 

The pr imary source of the spread of fake news is often social media. Nowadays, most 
social media platforms employ actions to address the spread of misinformation, e.g., as 
stated i n [1], Twit ter identifies misinformation through a combination of human review and 
technology using global third-party experts. However, the content posted on social media 
is not subject to immediate inspection at the t ime of posting. Therefore, thousands of 
users may be affected by the potential fake news before the platform identifies i t . For an 
untrained eye, it may be difficult to identify the credibil i ty of presented information. A s 
stated i n [44], 67% of Americans in 2022 believed fake news caused a great deal of confusion 
and over 38% claimed they have accidentally shared fake news before. 

It is therefore necessary to implement some supervised verification of online news 
sources. There are several organizations that provide such verification, among these a 
fact-checking website called Snopes 2 . These websites, however, usually perform a manual 
human inspection of articles which natural ly cannot cope wi th the volume of fake news being 
published every day. Automat ion , or at least semi-automation, of these processes, is crucial . 
The methods used to automate fake news detection can be divided into three categories: 
social context-based methods, knowledge-based methods and content-based methods. 

Social context-based methods are often used on social media platforms. They use infor­
mat ion from user profiles and their interactions wi th content on the platform to model their 
tendency to share fake news. Knowledge-based methods are often referred to as automated 

x h t t p s : //www. st at ista.com/  
2 h t t p s : //www.snopes.com/ 
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fact-checking. These methods create evidence-grounded systems which for a given c la im 
identify relevant sources from a database and then use these sources to predict the veracity 
of the given c la im. These methods are discussed in further detail i n Chapter 2. None of 
the above-mentioned methods can be used at a l l times. Social context methods are hardly 
ever used outside of social media as no information about user interactions is available. 
Knowledge-based methods cannot be applied when none of the extracted claims can be 
verified, e.g., in case of breaking news or recent events for which no evidence is present in 
the database. A n example of such an event can be found i n the P H E M E dataset, discussed 
in chapter 3, which contains rumours spread during breaking news on Twit ter . Figure 1.1 
shows a thread from the P H E M E dataset, where a fake tweet spreads rumours about a 
football player Michae l Essien being diagnosed wi th Ebo la . 

Breaking news: Ghana international and AC 
Source tweet: fj\\\an star Michael Essien has contracted Ebola, 

his club has confirmed. 

He is a very strong person and the Ebola has 
« • Reply: been caught in the early stages. He's in experts 

hands so he should be fine. 

^01 Reply: 
Why would you make such a rumour up!? 
Horrible bloke. 

Figure 1.1: Example of fake breaking news from the P H E M E dataset. 

In these cases, the help of content-based methods is crucial . Content-based methods rely 
only on the content of articles. They evaluate the l inguistic and visual features from their 
input (e.g., style of wri t ing, sensational headlines, etc.) and can operate using only the text 
of articles w i t h no addi t ional information needed. The purpose of this thesis is to create 
a content-based classifier that relies only on text and uses it to compute the credibi l i ty of 
news articles and sources. The research goals can be defined as follows, (i) Understand 
how well can modern content-based approaches perform, (ii) Implement a method that 
interprets the results of the classifier to better understand what cues are exploited i n the 
text, (iii) Use the classifier to determine the overall credibil i ty of news publishers based 
on the articles they publ ish and compare the results w i t h a state-of-the-art method. A n 
interpretable classifier like this could be then used on downstream tasks, e.g., to improve 
available fact-checking systems by assigning a rel iabi l i ty score to the documents used as 
evidence. It could also be used to create a credibil i ty ranking system for online sources that 
could even lead to creating a database of a l l internet publishers and their corresponding 
credibilities. 

Chapter 2 defines the problem of fake news detection and further explains the approaches 
and methods previously used by others in this field. Chapter 3 presents a comprehensive 
review and analysis of publ ic ly available datasets w i th fake news articles and discusses their 
sui tabil i ty for this thesis. To t r a in the classifier, only the N E L A - 2 0 2 1 dataset is used in 
this thesis. The source-level labels i n this dataset were expanded to a l l articles, meaning 
al l articles received the label of the source that published them. This technique ensures a 
big dataset w i th lots of t ra ining data, however, as it is not guaranteed that a l l articles by 
an untrustworthy source are necessarily fake news, it may also br ing some disadvantages. 
A similar technique of using source-level labels has been used by the authors of [5]. 
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Chapter 4 introduces the datasets created in this thesis and describes their prepro­
cessing. Besides the N E L A - G T - 2 0 2 1 dataset, another two datasets are used for testing 
purposes. The Merged dataset, created by merging three fake news datasets w i t h article-
level labels and the Fake News Interpretability (FNI) dataset, that was created by the 
author of this thesis and consists of 46 manually selected articles. The proposed methods 
for implementing the classifiers are described in chapter 5. Chapter 6 shows the evaluation 
results of the classifiers using mult iple evaluation metrics. Chapter 7 presents a qualitative 
analysis of the classifiers, including an interpretabil i ty analysis. In chapter 8 the imple­
mented classifiers are applied to predict the rel iabil i ty of media sources. Final ly , chapter 9 
provides a conclusion of this thesis together w i th suggestions for future work. 
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Chapter 2 

Fake News Detection 

This chapter provides a general introduct ion to the problem of fake news detection and 
the approaches used to implement i t . The Cambridge Dic t ionary assigns fake news the 
following defini t ion 1 . 

Definition 1: Fake News — False stories that appear to be news, spread on the internet 
or using other media, usually created to influence pol i t ica l views or as a joke. 

Fake news is often used to manipulate and influence the opinions of readers during 
important events such as pol i t ica l elections. Other forms of fake news can be conspiracy 
theories or satire. In this thesis, a binary classifier model of fake news is created. The model 
expects the text of an article as its input and outputs the probabi l i ty for two classes: reliable 
and unreliable. The output probabilit ies represent the credibi l i ty of the input article. The 
credibil i ty of an article represents the extent to which the article can be perceived as 
trustworthy. The Cambridge Dic t ionary gives credibi l i ty the following defini t ion 2 . 

Definition 2: Cred ib i l i ty — The fact that someone can be believed or trusted. 

Fol lowing is an overview of the methods previously used for fake news detection in this 
field. The methods could be classified into three categories based on the data they work 
wi th . T h e y are content-based methods, knowledge-based methods and social context-based 
methods. This thesis implements the approach of content-based methods. To base the 
decision, whether an article is reliable, solely on the style of its text is inherently not as 
reliable as using knowledge-based methods that verify the information wri t ten in the article 
against some database. There are, however, cases i n which knowledge-based systems cannot 
be used, e.g., for recent news where none of the information wri t ten i n the article can be 
verified. In these classifier based only on the stylistic features of text could be used 
complementary to a knowledge-based or a social context-based model. 

2.1 Content-based Methods 

For content-based methods, the actual content of the news is used to compute the credibil i ty 
of the given article. These methods evaluate articles based on their l inguistic or visual 
features. Th is means they extract lexical , semantic and syntactic characteristics capturing 
specific wr i t ing styles and sensational headlines that typical ly occur in fake news articles. 
Simple content-based methods often use the statistics of word occurrences i n a corpus as 

x h t t p s : //dietionary.cambridge.org/dictionary/english/f ake-news 
2 h t t p s : //dietionary.cambridge.org/dictionary/english/credibility 
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the pr imary source of information. For these approaches, t radi t ional methods like Term 
frequency-inverse document frequency (TF-IDF)[32] can be used together w i th machine 
learning techniques, e.g., Decision trees, Support vector machines or Naive Bayes classifiers 
as in [22] and [14]. 

Mode l l ing the documents based only on word frequencies, however, l imits the abilities 
of the classifiers. A much better approach is using word embeddings where the classifier 
knows not only the words that occur i n a document but also has a sense of their meaning. 
These embeddings are usually represented as n-dimensional vectors trained to capture the 
relationships between words based on their co-occurrence i n a document. The posit ion 
of these vectors i n this n-dimensional space then reflects their similarities. These embed­
dings can be created and trained direct ly from the text of documents using unsupervised 
methods like word2vec [25] and FastText [6]. It is also possible to obtain pre-trained word 
embeddings, e.g., the G l o V e [29] word representations. 

These embeddings, however, do not exhibit the best performance because they employ 
fixed vectors for each word. Th is means that each word has only one vector representa­
t ion that is the same i n every context. A much better approach is using contextualized 
embeddings that enable mult iple representations for a word based on the context of its 
surrounding words i n the sentence. One example of a method that uses contextualized 
embeddings is the B E R T [9] model. 

The best results w i t h content-based methods are generally achieved using deep neural 
networks. Us ing contextualized word embeddings and mult iple layers of computat ion, they 
are able to exploit hidden features of documents and assess their credibili ty. Various neural 
network architectures are uti l ised for content-based methods. S tudy [21] proposed a deep 
convolutional neural network ( F N D N e t ) for fake news detection. The authors used the 
GloVe pre-trained embeddings to create 100-dimensional word embeddings as the input for 
the network. The architecture consisted of 3 parallel convolutional layers whose results 
were concatenated together and run through several max pool ing and dense layers. They 
used the Kaggle Fake News dataset, discussed i n chapter 3, for t ra ining and evaluation and 
achieved an accuracy of 98.36%. Achiev ing an accuracy of 98% may look slightly suspicious. 
Therefore one of the objectives of this work is to create an interpretable classifier that would 
enable uncovering the biases that cause these exceedingly good results. 

Authors of [18] implemented several fake news detection systems using 5 different classi­
fication techniques — Logist ic regression ( L R ) , Naive Bayes ( N B ) , Support vector machine 
( S V M ) , R a n d o m forest ( R F ) and a deep neural network ( D N N ) — and compared their re­
sults. The experiments were performed on the L I A R dataset discussed later in this thesis in 
chapter 3.5. The results showed that the D N N classifier outperformed the other t radi t ional 
machine learning methods as it achieved an accuracy of 91% followed by the N B method 
which achieved an accuracy of 89%. 

In both of the mentioned methods, the models were trained using pairs of text and a 
label that represents its credibili ty. A different approach was chosen by the authors of [20]. 
The i r approach t r ied to detect fake news by classifying the stance of the text in the body 
of an article relative to its headline. The body can either agree, disagree, discuss or be 
unrelated to the headline resulting i n 4 different class labels. To t ra in the model they used 
the F N C - 1 ' ^ dataset. The t ra ining set consisted of a to ta l of 2587 pairs of headline and 
body texts and the class label for each pair. The authors used the B E R T model w i t h its 
pre-trained embeddings and fine-tuned the model by classifying the data using linear and 

3 h t t p s : //github.com/FakeNewsChallenge/fnc-1 
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softmax layers into the four classes. Weighted cross-entropy was used as the loss function 
because of a big imbalance in the class labels. The classifier achieved an F l score of 0.74. 

2.2 Knowledge-based Methods 

O n the other hand, knowledge-based methods use external sources to check the veracity of 
claims extracted from the articles. This process is also known as automated fact-checking 
and usually consists of three stages as described i n [16]: (i) c la im detection to identify 
claims that require verification; (ii) evidence retrieval to find sources support ing or refuting 
the claims; (iii) c la im verification to assess the veracity of the c la im based on the retrieved 
evidence. 

In other words, automated fact-checking creates evidence-grounded systems which for 
a given c la im identify relevant sources and then use these sources to predict the veracity of 
the given c la im. [11]. The authors of [41] introduced a new dataset suitable for verification 
against textual sources called F E V E R (Fact Ex t rac t ion and V E R i f i c a t i o n ) . Th is dataset is 
further described i n section 3.6. Other widely used datasets include F a V I Q [28] and R E -
A L F C [40]. Mos t state-of-the-art systems are based on a 3-stage approach as described in 
[11]: for a c la im, they retrieve relevant documents, rank parts of these documents based on 
their relevance and predict the veracity of the given c la im from the t o p - K ranked parts. A n ­
other approach was introduced by the authors of [11]. They created a latent variable model 
called Claim-Dissector . Th is model combines the ranks of top-relevant, top-supporting and 
top-refuting provenances' 1 and predicts the veracity of a c la im as the linear combinat ion of 
its per-provenance probabilities. 

2.3 Social Context-based Methods 

Social context-based methods are often applied to social media as they incorporate features 
from user profiles to the fake news detection problem. They often use previous interactions 
of users and model their tendency to share information from doubtful sources. The datasets 
used by these methods are often collected from social media networks like Twit ter or Face-
book. One of these datasets is the P H E M E dataset described i n section 3.7. It consists of 
a collection of rumours and non-rumours posted during breaking news on Twit ter . Besides 
the tweets, the dataset also contains addi t ional information about users — their t ime zones, 
locations, number of followers, profile pictures, etc. 

Social context methods usually a im to extract information by analysing the connectivity 
of users and articles. To do this they often use Bayesian probabil i ty graphical models as in 
[47], or various types of matr ix and tensor factorization [27], [36]. 

M a t r i x factorization is a technique commonly used also among recommender systems. 
In this case, the matr ix composes of interactions between users (rows of the matr ix) and 
articles (columns of the matr ix) . The actual values inside the matr ix can be the number of 
interactions, minutes spent reading, a rating, etc. The interaction mat r ix is then decom­
posed as the product of two or three matrices such that it maps both users and articles to 
a joint latent factor space where the interactions are modelled as the inner product i n that 
space. Examples of these models include L D A [4] and S V D [13]. For fake news detection, 
a similar approach can be used. The interaction matr ix is decomposed into a mat r ix of 

4Parts of the text, sentences, paragraphs, etc. 
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user and article features. New interactions can be modelled as the product of a user-feature 
vector and an article-feature vector resulting i n a probabil i ty of this user sharing the article. 

Authors of [27] proposed a semisupervised approach for classifying fake news posts that 
combines tensor factorization and classification i n a joint learning process. The interactions 
of users w i th posts and users wi th other users are modelled in a 3rd-order tensor. To 
decompose this tensor they employ the Canonical /Parafac ( C P ) factorization [17] using a 
least-squares loss. The tensor is decomposed into three matrices A , B , and C , where A 
represents the posts-factor matr ix , and B and C represent the users-factor matrices. To 
capture the class information of posts a classification error term is added to mat r ix A . 

Authors of [36] described the process of fake news dissemination on social media as a 
tri-relationship — the relationship among publishers, news pieces, and users. They cre­
ated an embedding model called T r i F N , which models these relationships simultaneously 
for fake news detection. It consists of five major components: a news contents embedding 
component, a user embedding component, a user-news interaction embedding component, 
a publisher-news relation embedding component, and a semi-supervised classification com­
ponent The news contents embedding component is a bag-of-words feature matr ix . The 
user embedding component is constructed as a user-user adjacency matr ix , that represents 
friendships among users. The user-news component is a mat r ix that states which users 
shared which news articles, s imilar to the publisher-news component that models which 
articles were published by which publishers. The semi-supervised classification component 
learns to predict unlabeled news articles. The components then employ various factoriza­
t ion approaches, e.g., nonnegative mat r ix factorization, to create feature vectors that are 
then used i n the T r i F N embedding. 

Social context-based methods are often used i n combinat ion wi th content-based ap­
proaches to uti l ize their best abilities and further improve fake news detection. Authors of 
[34] created a hybr id model based on integrating a graph neural network on the propagation 
of news and bi-directional encoder representations from the transformers model on news 
content. 

2.4 Methods for Source Credibil i ty 

This thesis studies predict ing the credibil i ty of both articles and the media sources that 
publish them. The credibi l i ty of sources has also been researched in previous work. In [26], 
the authors created an interpretable joint graphical model for fact-checking from crowds 
which uses claims, headlines and sources. E a c h c la im has an assigned veracity (correctness) 
that can be true, false or unknown. E a c h headline corresponds to a source and has a 
stance towards the c la im. The stance can be for, against or merely observing the c la im. 
To predict the veracity of claims the authors defined a multiclass logistic regression model 
parameterized by R (the reputation of a source), that uses a l l source stances for the c la im 
as features. In this scheme, the reputation of source R is a parameter learned by the model. 

Another approach was applied by the authors of [30] who created a neural network 
model called D e C l a r E that predicts the credibil i ty of claims by aggregating signals from 
external evidence articles, the language of these articles and the trustworthiness of their 
sources. To predict the credibil i ty of a c la im the architecture combines the article and 
c la im embeddings to get the claim-specific attention weights. The article embeddings are 
run through bidirect ional L S T M to create article representations. These representations are 
combined wi th the attention weights and concatenated wi th the claim-source embeddings 
and the article-source embeddings. This is then passed through several dense layers and 
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softmax to predict the credibil i ty of the c la im. After t ra ining the model, the authors 
analysed the learned article-source and claim-source embeddings using P C A to project the 
representations. They found that fake news sources were separated from mainstream media 
and sources wi th similar opinions were located close to each other i n the embedding space. 

The methods of predict ing the credibil i ty of sources implemented i n this thesis are 
compared w i t h another method which uses the citations between sources to assess their 
credibility. This method is briefly explained in chapter 8. 
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Chapter 3 

Fake News Datasets 

A n extensive part of this thesis was to create a review of available fake news datasets. 
Choosing the right dataset is crucial for t ra ining a model that generalizes as much as 
possible, without focusing on irrelevant biases, as explained i n [35]. It was first necessary to 
define the requirements of our system. The chosen dataset should consist of news articles 
and contain the following fields: (i) the text of the article; (ii) a binary label identifying 
whether the article is true or fake; (iii) optionally also the name of the source that published 
the article. Th is section provides a thorough analysis of several publ ic ly available datasets. 
E a c h dataset was evaluated for its sui tabil i ty for this thesis. 

Table 3.1 shows a comparison of the studied datasets. For t ra ining the models, the 
N E L A - G T - 2 0 2 1 dataset was used i n this thesis. A p a r t from N E L A , other datasets were 
used. The Fake news dataset, Fake or real news dataset and FakeNewsNet were merged and 
used for further testing of the created models. The following sections discuss the datasets 
in further detail . 

Dataset T y p e Size Labels Sources 
Fake News news articles 20,800 2 N o 

Fake or Rea l News news articles 6,335 2 N o 
N E L A - G T - 2 0 2 1 news articles 1,8 mi l l ion 3* Yes 

FakeNewsNet news articles 422 2 Yes 
L i a r statements 2,836 6 -

F E V E R statements 185,445 3 -
P H E M E tweets 6,425 2 -

Table 3.1: Compar ison of the examined datasets. *The labels in the N E L A dataset are on 
a source level (label per source, not per each article). 

3.1 Fake News Dataset 

The first reviewed dataset is called the Fake news dataset. It was published i n 2018 and 
is available on the Kaggle website 1 . There is no specific information available on how this 
dataset was collected. The author only stated that it was created by merging several fake 
news datasets available on Kaggle and that he would not vouch for its quali ty in general 
as it may contain lots of artefacts that l imi t its usefulness in t raining a more generalizable 

xhttps://www.kaggle. com/compet i t ions/f ake-news/data 
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model. Despite this knowledge, the dataset was used i n some publications, including [21]. 
Table 3.2 shows the fields i n the t raining dataset. 

C o l u m n T y p e Description 
t i t le text Headline of the article 

author text Au tho r of the article 
text text The text in the body of the article 

label integer 
B ina ry label that marks the article as potential ly unreliable 
(1—unreliable, 0—reliable) 

Table 3.2: Fields inside the Fake News Dataset. 

The test dataset contains the same fields except for the labels, as the results were meant 
to be submitted to the authors for evaluation. One drawback of this dataset is that the 
articles contain no sources. The only available information is the name of the author, which 
is not a useful feature w i t h respect to the aims of this thesis. 

The t ra ining dataset contains 20,800 articles and the test dataset 5,200 articles. The 
dis tr ibut ion of reliable and unreliable articles is well-balanced. The articles contain on 
average 773 words. The topic of the articles is not specified. After analysing the most used 
words it can be assumed that most articles revolve around polit ics, most probably i n the 
U . S . as the most common words were Dona ld Trump, H i l l a ry C l in ton , Amer i ca and the 
Uni t ed States. 

3.2 Fake or Real News Dataset 

Fake or real news is a smal l dataset presented in [10] as part of their survey on fake news 
prediction. It is available on Kagg le . com 2 . The dataset consists of 6,335 news articles. 
Each article is assigned a binary label identifying it as either real or fake. The dis t r ibut ion 
of labels is well-balanced wi th approximately half of the articles being real and the other 
half fake. The dataset contains the following fields. 

C o l u m n T y p e Description 
t i t le text Headline of the article 
text text The text in the body of the article 
label text B i n a r y label ( R E A L / F A K E ) 

Table 3.3: Fields for each article i n the Fake or real news dataset. 

In some cases, the text contains the name of the author or media source that published 
the article. However, for most articles, this information is unknown. The topics of the 
articles are also not known. 

3.3 N E L A - G T - 2 0 2 1 

This section discusses the N E L A - G T - 2 0 2 1 dataset 3 . The 2021 version of the N E L A - G T 
dataset is the fourth publicat ion of this dataset and is further described by the authors 

2https://www.kaggle.com/datasets/rchiticl7/real-or-fake 
3 h t t p s : //dataverse.harvard.edu/dataset.xhtml?persistent!d=doi : 10.7910/DVN/RBKVBM 
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i n [15]. The dataset was created by scraping the content of web articles from news sources 
on the internet published in 2021. It consists of approximately 1.8 mi l l ion articles from 348 
different sources. The scraped articles contain the following fields. 

C o l u m n T y p e Description 
i d text (primary key) Identifier of the article 

date text Publ ica t ion date str ing in yyyy-mm-dd format 
source text Name of the source that published the article 

ti t le text Headline of the article 
content text The text in the body of the article 
author text Au tho r of the article (may be empty) 

published text Publ ica t ion date str ing as provided by the source 
publ ished_utc integer Publ ica t ion t ime as unix t ime stamp 
col lect ion_utc integer Col lect ion t ime as unix t ime stamp 

ur l text U R L of the article 

Table 3.4: Structure of data collected for an article i n the N E L A - G T - 2 0 2 1 dataset. 

A n important part of the dataset, besides the actual content of the scrapped articles, is 
a categorization of the collected news sources. In a separate file, called labels.csv, there is a 
label for each source defining its reliabili ty. The label can have one of the following values. 

• 0 — marks the given source as reliable 

• 1 — marks the given source as unreliable 

• 2 — marks the given source as mixed 

To create these source-level labels, the authors of the dataset used a website specialized 
i n rat ing news sources on the internet called M e d i a Bias / Fact Check ( M B F C ) ' 1 . Th is 
website contains an extensive database of more than 5400 media sources and journalists, 
categorized by two ma in criteria: bias and factuality. The bias of a news source defines a 
prejudice or an inclination in favour of or against one thing, person or group. The M B F C 
website recognizes the following types of bias: 

• Least Biased — Most credible media sources that have min ima l bias, factual reporting 
and are usually well sourced. 

• Left Bias — Moderate ly to strongly biased toward l iberal causes through story selec­
t ion and/or pol i t ica l affiliation. These sources may be misleading and untrustworthy. 

• Left-Center Bias — Slight to moderate l iberal bias, usually trustworthy sources. 

• Right Bias — Moderate ly to strongly biased toward conservative causes through story 
selection and /or pol i t ica l affiliation. These sources may be misleading and untrust­
worthy. 

• Right-Center Bias — Slight to moderate conservative bias, generally trustworthy. 

4https://mediabiasfactcheck.com/ 
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• Conspiracy-Pseudoscience — These sources publ ish unverifiable information that is 
usually not supported by evidence, may be untrustworthy. 

• Questionable Sources — Extreme bias, promotion of propaganda and conspiracies, no 
sourcing of credible information and fake news. These sources are very untrustworthy. 

• Pro-Science — These sources publ ish evidence-based information through the use of 
credible scientific sourcing. Unbiased and trustworthy. 

• Satire — These sources use humour, irony, exaggeration, or ridicule to expose and 
criticize people or other topics. They usually c la im to be satir ical and do not t ry to 
deceive. 

The bias of media sources may help to identify not only the incl inat ion towards specific 
topics but also the credibi l i ty of published articles. The M B F C website recognises two main 
biases of untrustworthy sources: Conspiracy-Pseudoscience and Questionable Sources, w i th 
the latter being marked as l ikely very untrustworthy. O n the other hand, sources marked as 
Pro-science or Least Biased can be generally considered credible. Another measure that the 
M B F C website uses to classify media sources is the factuality score. Factuality represents 
how much the reporting of a source resolves around actual well-sourced facts that can be 
proven. It may hold one of the following six values: 

• Very L o w • Mos t ly Factual 

• L o w • H i g h 

• M i x e d • Very H i g h 

A source wi th a very low or low factuality could be considered untrustworthy, whereas 
sources w i th very high or high factualities are likely to publ ish credible information. The 
final labels of a given media source i n the N E L A - G T - 2 0 2 1 dataset are constructed as follows: 
[15] 

• 0 (reliable) — sources w i th high or very high factuality 

• 1 (unreliable) — sources w i t h Conspiracy-Pseudoscience bias or very low / low fac­
tual i ty 

• 2 (mixed) — sources w i th mixed factuality 

The dis t r ibut ion of source labels i n the dataset can be seen in figure 3.1a. A s the figure 
shows, the dis t r ibut ion of media sources among labels is not very even. The number of 
unreliable sources is more than double the number of reliable and more than four times the 
number of sources marked wi th the mixed label. This proport ion changes when looking 
at the to ta l number of articles for each label . There are more unreliable sources but more 
reliable articles in the dataset. In total , the dataset contains 603,894 articles from reliable 
sources, 490,345 articles from unreliable sources and 416,673 articles from mixed sources as 
shown i n figure 3.1b. 
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Number of sources per label Number of articles per label 

(a) The number of sources per label. 

rm 
(b) The number of articles per label. 

Figure 3.1: Dis t r ibu t ion of labels in the N E L A - G T - 2 0 2 1 dataset. 

Due to the imbalance i n the dis t r ibut ion of labels, it is obvious that the most frequent 
types of bias are the ones that imply untrustworthy sources. Indeed the most common bias 
in the dataset is Conspiracy-Pseudoscience, followed by the Questionable Source and Left-
Center bias. The number of sources per bias is shown in figure 3.2a. It is also interesting 
to see what are the most common biases i n each label group. A s already mentioned earlier, 
sources labelled as unreliable are those wi th Conspiracy-Pseudoscience bias or low/very low 
factuality. It is therefore straightforward that the most common biases among unreliable 
sources are Conspirtacy-Pseudoscience (159 sources), Questionable-Source (52 sources) and 
one source wi th Right bias. Reliable sources, on the other hand, contain sources from 6 
different biases: Left-Center (40 sources), Left (18 sources), Center (13 sources), Right-
Center (12 sources), Pro-Science (6 sources), Right (4 sources). Sources w i t h the M i x e d 
label are also spread between several biases: Right (17 sources), Left-Center (11 sources), 
Left (11 sources) and Right-Center (1 source). The number of sources per bias in each label 
can be also seen i n figure 3.2b 

Number of sources per bias Bias by source label 

E 
= 60 

Reliable 
Unreliable 
Mixed 

1 1 1 I . | - l l 

(a) Number of sources per bias. (b) Number of sources per bias for each label. 

Figure 3.2: Analys is of the sources and their bias i n the N E L A - G T - 2 0 2 1 dataset. 
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Similarly, we can have a look at the number of sources per factuality score. Th is can be 
seen in figure 3.3a. Figure 3.3b then shows the number of sources per factuality for each 
label. It is evident that sources labelled as unreliable generally possess lower factuality 
scores. Interestingly, there is one source wi th mixed factuality marked as reliable (Dai ly 
Telegraph - U K ) . 

Number of sources per factual i ty Factuality by source label 

factuality factuality 

(a) Number of sources per factuality score. (b) Number of sources per factuality for each label. 

Figure 3.3: Analys is of the sources and their factuality score in the N E L A - G T - 2 0 2 1 dataset. 

The actual content of articles i n the N E L A dataset had to be slightly modified as 
some of the texts i n the dataset are copyrighted. For articles w i t h more than 200 tokens, 
7 consecutive tokens are replaced wi th an at symbol '@' every 100 tokens. For articles 
wi th fewer than 200 tokens, only 5 tokens are replaced w i t h '(§>' every 20 tokens. This 
transformation polishes the articles to make them useless for anyone who would want to 
use the dataset to consume news while s t i l l keeping most of the content useful for analysis. 
Features like the relative frequency of words are not affected by this transformation as 
it occurs w i th no regard to context. Fol lowing is an example of the polished text i n the 
dataset: 

The proposals are primarily i n response to President Joe Biden ' s @ @ @ @ 
@ @ @ least 100 employees to get vaccinated or tested regularly. Randy 
Zook , president of the state Chamber of Commerce , warned lawmakers that 
the proposal could force employers between choosing whether to violate 

state law or federal regulations. 

The N E L A - G T - 2 0 2 1 dataset was found suitable for this thesis. It is a large dataset w i th 
source-level labels and besides the content of articles, it contains addi t ional information 
about where and when they were published. Pol ishing the text w i th special symbols should 
have no effect on the analysis. More details about how this dataset is used i n this thesis 
can be found in chapter 4. 
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3.4 FakeNewsNet 

FakeNewsNet is a dataset available at Kagg le . com 5 . It consists of 422 news articles collected 
by Buzzfeed 6 and Po l i t i f ac t ' . Each article is assigned a binary label indicat ing whether the 
article is real or fake. Besides labels, this dataset contains addi t ional information, some of 
which is displayed i n table 3.5. 

C o l u m n T y p e Description 
t i t le text Headline of the article 
text text The text in the body of the article 
ur l text U r l of the article 

authors text Names of authors of the article 
source text Source that published the article 

publish date text Publ ica t ion date of the article 
movies text Ur ls to a l l videos in the article 
images text Ur l s of a l l images i n the article 

Table 3.5: Fields i n the FakeNewsNet dataset. 

The dis t r ibut ion of labels is very well-balanced wi th half of the articles being fake and 
the other half real. This dataset is a great candidate for the purposes of this thesis. It 
consists of news articles and contains both labels and sources. However, due to its size of 
only 422 articles, it may not be enough to t ra in a robust classifier and it is therefore only 
used for testing. 

3.5 Liar Dataset 

Introduced i n [43], the L i a r dataset consists of 12,836 statements collected i n various con­
texts from poli t ifact .com. E a c h statement was manual ly assigned a label evaluating it for its 
truthfulness. The dataset considers six fine-grained labels, in order from less to most trust­
worthy: pants-fire, false, barely-true, half-true, mostly-true, and true. The average length 
of a statement i n the dataset is 18 words. The statements in the dataset are categorized 
into 4,535 different subjects. The most common ones are health care, taxes, education, 
elections and immigra t ion . E a c h statement also specifies the speaker, meaning the per­
son responsible for the statement. The most common speakers in the dataset are Barack 
Obama, Dona ld Trump, H i l l a ry C l in ton and M i t t Romney. Table 3.6 shows a l l fields in 
the L i a r dataset. The barely-true, false, half-true, mostly-true, and pants-fire fields in the 
dataset, represent the to ta l number of statements by the speaker that were assigned the 
given label. Figure 3.4 shows the number of statements for each label . The dis t r ibut ion of 
labels is well-balanced except for the pants-fire label. 

The L i a r dataset is one of the most used datasets for fake news detection. Its manually 
assigned labels guarantee a big level of authenticity. However, as the dataset only contains 
short statements, it is not suitable for t ra ining a classifier working wi th entire news articles. 
Therefore, it was not found suitable for the purpose of this thesis. 

5https://www.kaggle.com/code/sohamohajeri/buzzfeed-news-analysis-and-classification/data  
6 h t t p s : //www.buzzf eed.com/  
7 h t t p s : //www.politif act.com/ 
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C o l u m n T y p e Description 
label text L a b e l of the statement 

statement text Content of the evaluated statement 
subject text The topic/subject of the statement 
speaker text Name of the speaker 

speaker job text Job tit le of the speaker 
state text State which the speaker is representing 
party text Pa r ty affiliation of the speaker 

barely-true integer Barely-true counts 
false integer False counts 

half-true integer Half-true counts 
mostly-true integer Most ly- t rue counts 

pants-fire integer Pants on fire counts 
venue text The venue/location of the speech or statement 

Table 3.6: Structure of data in the L i a r dataset. 

Distribution of labels 
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Figure 3.4: Number of statements by label in the L i a r dataset. 

3.6 F E V E R 

F E V E R , which stands for Fact Ex t r ac t ion and Verification, is a dataset for verification 
against textual sources introduced in [41]. The dataset consists of 185,445 claims generated 
by altering sentences extracted from W i k i p e d i a . For each cla im, there is evidence that 
can be used to verify i t . The claims are labelled as Supports, Refutes or Not enough info 
indicat ing whether the evidence supports or refutes the c la im. O n average, a c la im contains 
only 8 words. Some examples of claims from the F E V E R dataset are: 

Roman Atwood i s a content creator. 
Charles Woodruff Yost died. 

Portugal leads the European Union. 
Muhammad A l i was a model of r a c i a l pride for resistance to white 

domination. 

18 



C o l u m n T y p e Description 
verifiable text Specifies whether given c la im is verifiable or unverifiable 

label text Specifies whether the evidence refutes or supports the c la im 
cla im text The evaluated c la im 

evidence text Reference to the evidence refuting or support ing the c la im 

Table 3.7: Structure of data in the F E V E R dataset. 

Table 3.7 shows the contents of the F E V E R dataset. Figure 3.5 shows the dis t r ibut ion 
of labels in the dataset. It may be seen that the majority of claims are supported by the 
evidence as the number of claims i n this class is more than double the number of claims 
that are refuted. 

Distribution of labels 

SUPPORTS REFUTES NOT ENOUGH INFO 
label 

Figure 3.5: Number of claims by label i n the F E V E R dataset. 

The main use of the F E V E R dataset is for fact-checking and extraction tasks. It could, 
however, also be used for fake news detection tasks as the labels that indicate whether the 
evidence supports or refutes the c la im, could also be interpreted as whether the c la im is 
true or fake. This interpretation would enable the t ra ining of a classifier. However, given 
the short nature of given claims, it is not suitable for classifying long texts of news articles. 

3.7 P H E M E 

P H E M E was introduced in [49]. It is a dataset containing a collection of rumours and 
non-rumours posted dur ing breaking news related to 9 different events on Twit ter . Besides 
the tweets, the dataset also contains information about the authors of the tweets, their 
locations, number of followers, l inks to their profiles etc. The dataset also contains a l l 
the reactions to the posted rumours/non-rumours tweets including comments and likes. In 
total , there are 4,023 non-rumour and 2,402 rumour tweets. Th is dataset is ideal for use in 
social context-based methods where the classifier evaluates the interactions of users. It is, 
therefore, not suitable for this thesis. 
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Chapter 4 

Creating Datasets For This Thesis 

The previous chapter analyzed available fake news datasets. This chapter presents the final 
datasets that are used for t ra ining and testing the classifiers i n this thesis. In total , three 
different datasets are used. The dataset used for t raining is a preprocessed form of the 
N E L A - G T - 2 0 2 1 dataset. The other two datasets are used only for testing. These datasets 
are the Merged dataset — created by merging three different fake news datasets — and 
the Fake News Interpretability dataset — created especially for this thesis by manually 
collecting several fake and real articles. 

4.1 N E L A Dataset 

The dataset used for t ra ining the classifiers i n this thesis was created by modifying the 
N E L A - G T - 2 0 2 1 dataset. Th is section describes the preprocessing of this dataset as dis­
played i n figure 4.1. The first step was expanding the source-level labels to a l l articles. This 
means that a l l articles were assigned the label of their source. After expanding the labels, 
a l l articles labelled as mixed were removed. O n l y the articles published by reliable and 
unreliable sources were kept in the dataset. The reason for removing mixed labels is that 
the articles published by mixed sources may contain both reliable and unreliable articles, 
making it harder for the classifier to correctly learn to detect fake news. 

The next preprocessing step was keyword filtering. After in i t i a l manual analysis, it 
was found that the text often contains simple cues, e.g., source name, author name, etc., 
which could be leveraged by the model without analyzing the semantics of the language. To 
investigate the exploitat ion of the easy cues by the models, an analysis using the baseline 
model was performed. The baseline model, described i n chapter 5.1, uses a M u l t i n o m i a l 
Naive Bayes ( M N B ) classifier and T F - I D F . 

Expand labels Remove mixed Keyword filtering Train, test, 
validation split 

Expand labels Remove mixed Keyword filtering Train, test, 
validation split 

Figure 4.1: Preprocessing steps of the N E L A dataset. 

In the t ra ining process, the M N B classifier learns the probabilities of a l l words for each 
class. Th is means each word i n the dataset is assigned a probabil i ty for classes r e l i a b l e 
and unreliable. It is then possible to look at the words wi th the highest probabilit ies 
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for each class and hence display the words that contribute the most to the decision of the 
classifier. The importance of word x is computed as follows. 

Imp (a;) 
P(x\reliable) 

(4.1) 
P(x\unreliable) 

where P(x\reliable) is the probabil i ty of x for class r e l i a b l e and P(x\unreliable) is the 
probabil i ty of x for class unreliable. Words w i th high values are more important to the 
r e l i a b l e class and vice versa. The filtering was performed by comparing each word from 
the articles w i th a defined set of keywords. If a word matches one of the defined keywords it 
is removed from the text. The filtering was performed i n two iterations w i t h each i teration 
having its own set of keywords. The following keywords were used i n the iterations. 

• Iteration 1 — (395 keywords) filtering names of sources in various forms as they 
appear i n the dataset (e.g., cbs, cbsn, upi, i p o l i t i c s , foxnews, tass, etc.). 

• Iteration 2 — (19 keywords) filtering source-specific terms discovered dur ing the anal­
ysis of the most important words for each class. Th is includes football-related terms 

— as the sources wr i t ing about football are considered reliable, the classifier learned 
to interpret football-related terms as a sign of rel iabil i ty (especially names of play­
ers, coaches and football clubs). Other source-specific keywords include, e.g., garda, 
gardai (names of the police department i n Ireland used by a reliable source The Irish 
Times) , quijano (name of a cbs news reporter Ela ine Quijano), paypal, and currency 
abbreviations (heavily used by an unreliable source — Infinite Unknown — at the end 
of their articles where they ask readers for donations). 

Table 4.1 shows the most important words for each class i n the original dataset and 
after keyword filtering. It can be seen that in the original dataset, there are a lot of source 
names among the most important words (e.g., cbsn, upi, i p o l i t i c s , nrplus, sitsshow, 
l i f esitenews). After removing them i n the first i teration, the 20 most important words, 
discovered w i t h the method i n equation 4.1, were manual ly analysed. M u l t i p l e source-
specific terms were identified, e.g., gardai, arteta — the coach of Arsena l football club, 
currency abbreviations, etc. Therefore the second i teration was applied to remove these 
terms. 

Original Iteration 1 Iteration 2 
reliable unreliable reliable unreliable reliable unreliable 

redistributed gbp redistributed paypal redistributed discernment 
cbsn aud rewrit ten gbp rewritten kerth 

rewritten paypal gardai aud lanarkshire donate 
upi chf lanarkshire chf notifications longform 

ipolitics eur moyes eur osborn flote 
moyes sitsshow quijano discernment lapook epoch 
nrplus lifesitenews usd alerts peta 

Table 4.1: The most important words in the original dataset, after the first i teration of 
filtering and after the second i teration of filtering. 

Figure 4.2a shows the percentage of articles that contained at least one of the filtered 
keywords. It can be seen that over 60% of unreliable articles and over 30% of reliable articles 
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in the dataset contained a source name i n their text. The keywords from the second i teration 
were not as common as they only appeared i n approximately 4% of reliable and 10% of 
unreliable articles. Figure 4.2b shows the ratio of reliable, unreliable and mixed sources 
mentioned in the articles of the N E L A dataset. Near ly 70% of the sources mentioned in 
reliable articles are also reliable. Unreliable articles mention reliable sources more often 
than unreliable sources and around 54% of the mentions are related to mixed sources. 

% of articles containing keywords % of sources mentioned in articles 

reliable unreliable reliable unreliable mixed 
abel article labe 

(a) (b) 

Figure 4.2: Figure (a) shows the percentage of articles that contained at least one of the 
filtered keywords. Figure (b) contains the percentage of sources mentioned i n reliable 
unreliable and mixed articles. 

The last step of the preprocessing was creating the t rain, test and validat ion splits. The 
final datasets are presented in table 4.2. 

Dataset Reliable articles Unreliable articles Total 
t ra in 312,069 304,729 616,798 

test 98,337 98,103 196,440 
val idat ion 78,851 78,346 157,197 

Table 4.2: Number of articles in the t rain, val idat ion and test splits of the N E L A dataset. 

4.2 Merged Dataset 

The N E L A dataset, used for t ra ining the classifiers, uses source-level labels expanded to a l l 
articles. The Merged dataset is used to addi t ional ly test the abilities of the classifiers on 
a dataset whose labels were not extracted from sources. The Merged dataset was created 
by merging three fake news datasets with binary labels: the Fake news dataset described 
in section 3.1, the Fake or real news dataset described i n section 3.2 and FakeNewsNet 
described in section 3.4. The resulting dataset consists of 27,518 articles (13,769 reliable 
and 13,749 unreliable). It is intended to be used only for further evaluation of the created 
classifiers. 
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4.3 Fake News Interpretability Dataset 

This section introduces the Fake News Interpretability (FNI) dataset created as part of this 
thesis. It was created for qualitative analysis and evaluation of the implemented classifiers. 
The F N I dataset consists of 46 manual ly picked articles (23 reliable, 23 unreliable). For 
each article, the dataset contains a label, indicat ing whether it is reliable or unreliable, the 
U R L of the article, the source that published the article, bias and the factuality score of 
the source (if known) obtained from the M B F C website and the date of publ icat ion. The 
factuality score ranges from 0 (least factual reporting) to 5 (most factual reporting). Table 
4.3 shows a l l the fields stored for each article in the dataset. 

C o l u m n T y p e Description 
t i t le text Headline of the article 
text text The text in the body of the article 
ur l text U r l of the article 

label text B ina ry label (True/Fake) 
source text Source that published the article 
topic text Topic of the article 

mbfc bias text Bias of the source from M B F C 
factuality text Factual i ty of the source from M B F C 

date text Date when the article was published 

Table 4.3: Fields i n the F N I dataset. 

The fake articles were obtained from three main sources: 

• The top 50 fake news hits of 2016 published by Buzzfeed News i n [8]. 

• The M B F C website — cherry-picked articles that failed the fact check from several 
questionable-source, satire and conspiracy-pseudoscience sources. 

• L i s t of fake news websites at W i k i p e d i a [45]. 

Addi t ional ly , three fake articles were generated by the C h a t G P T 1 language model . The 
articles labelled as true were picked from verified factual news published on the following 
websites: 

• The M B F C website — section wi th verified factual news. 2 

• The News Facts Network website — verified factual news. 3 

The M B F C bias and factuality score were explained i n section 3.3. The dis t r ibut ion of 
biases per label i n the F N I dataset is displayed in figure 4.3a. The factuality of sources per 
label i n the F N I dataset is shown in figure 4.4. In cases where the source is not known by 
the M B F C database, it receives an unknown bias and factuality score. Each article i n the 
dataset also contains a topic. The topic was assigned manual ly after reviewing each article. 
It serves mainly informative purposes as the articles were selected wi th the intention of 
including various different topics to present enough diversity. The topics were also used 

x h t t p s : //openai.com/blog/chatgpt 
2 h t t p s : //mediabiasf actcheck.com/factual-news/ 
3 h t t p s : //newsf actsnetwork.com/ 
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Factuality of sources in the OOD dataset 

unknown 0 1 2 3 4 5 
factuality 

Figure 4.4: Number of articles per factuality score i n the F N I dataset. 

to create mult iple areas that would test the abilities of the created classifiers. The main 
areas that were identified are covid, crime, football, politics, science and war. E a c h area 
contains at least two articles for each label (reliable/unreliable). The topics of a l l articles 
for each label can be seen i n figure 4.3b. The analysis of the implemented classifiers on the 
F N I dataset is described i n chapter 7. The next chapter discusses the methods proposed 
to implement the classifiers. 

Topics of art icles in the OOD dataset 

bias topic 

(a) (b) 

Figure 4.3: Figure (a) shows the number of articles per bias in the F N I dataset. Figure (b) 
shows the topics of articles i n the F N I dataset. 
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Chapter 5 

Proposed Methods for the 
Classifiers 

This chapter describes the methods used to create the fake news classifiers and obtain 
predictions i n this thesis. In to ta l two different classifiers were created. The first classifier 
represents the baseline model and is based on a M u l t i n o m i a l Naive Bayes classifier. The 
second classifier is based on the B E R T transformer model and is meant to help better 
understand the clues exploited in the articles. 

5.1 Baseline Classifier 

The baseline classifier is based on an approach using Term Frequency-Inverse Document 
Frequency ( T F - I D F ) and M u l t i n o m i a l Naive Bayes Classifier. Th is section explains both 
these methods and describes how they were used i n the classifier. Figure 5.1 shows the 
steps in the baseline model . The first step is applying some preprocessing to the input 
data (news articles). The preprocessing includes removing stop words, U R L s and H T M L 
code. Stop words are common words that are considered to be semantically insignificant. 
Examples of stop words are, e.g., "the", "a", "and", etc. After the preprocessing, T F - I D F 
is applied to create a feature vector expected as the input for the M u l t i n o m i a l Naive Bayes 
( M N B ) classifier. The M N B classifier then computes the predicted probabilities for each 
class, i.e., classes reliable and unreliable. 

NELAdataset 

Input data 

Preprocessing TF-IDF MNB classifier Preprocessing TF-IDF MNB classifier [0.85] reliable 
[0.15] unreliable 

Output 
probabilities 

Figure 5.1: Steps of the baseline model. 

TF-IDF 
A s described i n [32], T F - I D F is a statistic designed to reflect the importance of a term to 
a document i n a collection of documents (also known as a corpus). It is often used for 
information retrieval tasks, data mining, recommender systems, as a weighting factor in 
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search engines and other N L P tasks. The T F - I D F value of a term for a document ranges 
from 0 to 1. It increases proport ional ly wi th the number of times the term appears i n the 
document and decreases wi th the number of documents in which the term appeared. The 
computat ion of T F - I D F is d ivided into two metrics: Term frequency and Inverse document 
frequency. 

The term frequency of a term represents the significance of the term to a document by 
the number of its occurrences. The first form of te rm weighting appeared i n [24]. Term 
frequency of term t w i th in document d is defined as: 

tf(t,d)= ft>d (5.1) 
2^t'tEdJt',d 

where ft d is the number of times term t occurs in document d and the denominator 

represents the to ta l number of terms in document d. 
Inverse document frequency, described in [37], is a measure of how much information 

a term provides to a certain document given a corpus of documents. If the te rm is rare 
and only appears i n one document it is significant for the document. If the term is very 
common and appears in a l l documents, its significance and its inverse document frequency 
are very low. The inverse document frequency of term t to a document d i n a corpus of 
documents D is defined as: 

where iV is the to ta l number of documents in corpus D meaning \D\ = N and the 
denominator is the number of documents where term t appears. The denominator is often 
adjusted to 1 + \{d € D : t € d}\ to avoid zero divis ion. F ina l ly , the T F - I D F of term t is 
computed as the product of the two: 

tfidf(t, d, D) = t f (*, d) • idf(t, D) (5.3) 

where d is a document and D is the corpus of documents. The second method used in 
the baseline system is the Naive Bayes Classifier. 

Multinomial Naive Bayes Classifier 

A Naive Bayes Classifier, as described i n [38] and [19], is a probabil ist ic machine learning 
model for classification tasks. The classifier is based on the Bayes theorem. The Bayes 
theorem defines the probabil i ty of an event based on prior knowledge of conditions that 
might be related to the event. The theorem is defined by the following equation: 

P m = m ± m ( 5 . 4 ) 

where a, b are realizations of events A, B and the probabil i ty of b is non-zero: P(b) ^ 0. 
The following probabilit ies are used i n the theorem: 

• P(a\b) is the probabi l i ty of a occurring given that b has occurred (so-called posterior 
probabil i ty i n the Bayes formula). 

• P(b\a) is the condit ional probabil i ty of b occurr ing given that a has occurred (so-called 
l ikelihood probabil i ty i n the Bayes formula). 
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• P(a) is the probabil i ty of a occurring (called the prior probabil i ty i n the Bayes for­
mula) . 

• P(b) is the probabil i ty of b occurring (called the evidence or marginal probabil i ty in 
the Bayes formula). 

Using the explanation given i n [7] and [12], the Naive Bayes model can be formulated 
as follows. The classifier uses a labelled t raining dataset (x^l\ yW) for i = 1... n, where n is 
the number of samples i n the dataset. E a c h is a <i-dimensional vector, where d specifies 
the number of features i n the model and each is i n { 1 , 2 , k } , where k is the number of 
classes i n the problem. In the case of a binary classifier k = 2. Considering the problem of 
classifying fake news articles into two different classes (reliable, unreliable) the M u l t i n o m i a l 
Naive Bayes classifier is used. The label represents the class of the i - th article in the 
training set. W i t h the approach of using word counts (or T F - I D F ) , d corresponds to the 
vocabulary size in the corpus — the tota l number of unique words i n the dataset. Each 
component of the vector of features Xj for j = 1... d, contains a number that represents 
the number of occurrences (or the T F - I D F value) of the j - t h word in the i - th article. 

The Naive Bayes classifier assumes the features i n the model are independent. That 
means the presence of one part icular feature does not affect the other features. Hence it 
is called naive. Another assumption made by the model is that a l l the features have an 
equal effect on the outcome. This means they a l l affect the result equally. The Naive Bayes 
model is then derived as follows. 

P M = ^ ™ (5.5) P(x) 

where y corresponds to the label and x corresponds to the feature vector x^. A s the 
model assumes that a l l features are independent, the probabil i ty P(x\y) can be computed 
as the product of the separate probabilities for each feature. 

p , | v P(x1\y)P(x2\y)...P(xd\y)P(y) 
P ( y | X 1 ' - X d ) = P(Xl)P(X2)...P(Xd) ( 5 - 6 ) 

where d is the number of features in the model . For a l l entries in the dataset, the denom­
inator does not change, it remains static. Therefore, the equation 5.6 can be reformulated 
using proportionality. 

d 

P ( y \ X l , x d ) oc P(y) l\ P(Xj\y) (5.7) 
i=i 

In the case of a binary fake news classifier, the class variable y has only two outcomes. 
The classification is then performed by finding the class w i th the m a x i m u m probability. 

y a rgmax P{y) P(xj\y) (5.c 
ye{i,..,fc} J 

where k = 2 for a binary classifier. The probabilit ies i n the equation are estimated 
from the data using the maximum-l ikel ihood estimates for the Naive Bayes model . The 
probabil i ty P(y) can be interpreted as the probabi l i ty of seeing the label y i n the data. The 
maximum-l ikel ihood estimates for P(y), where y £ 1... k take the following form. 
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n n 

where n is the number of samples (articles) i n the dataset and I[y^ = y] is defined as 
1 i f = y, 0 otherwise. Therefore, X^ILi ^tl/*' 1 = 2/] corresponds to the number of times 
label y appears i n the dataset. A s the equation 5.9 shows, the probabil i ty of P{y) is s imply 
the number of times the label y appears i n the dataset divided by the number of samples 
in the dataset. 

The other probabil i ty that needs to be estimated is the P(xj\y) for each feature j G d 
in vector x. This probabil i ty can be understood as the probabil i ty of feature Xj appearing 
in a sample belonging to class y. The M L estimates for P(xj\y) depend on the dis t r ibut ion 
of the t ra ining data. In the case of a M u l t i n o m i a l Naive Bayes classifier, the M L estimates 
take the following form. 

P(xAy) = ; — T T T = —^- (5.10) 

where n is the number of samples i n the dataset, Nyj is the is the number of times 
feature j appears in a sample of class y i n the t raining dataset and N ^ is the to ta l count of 
al l features for class y. In the case of using T F - I D F values the equation just sums the T F -
I D F values of features instead of the discrete counts of their occurrence. The equation 5.10 is 
often adjusted by adding a smoothing prior a > 0. The smoothing accounts for features not 
present in the t ra ining samples and prevents zero probabilities in the computat ion. Setting 
a = 1 is called Laplace smoothing and when a < 1 it is called the Lidstone smoothing. 

where d is the number of features i n the model . D u r i n g the inference of new articles, 
the new T F - I D F values of these articles are used as an exponent of the trained probabilities 
as described in equation 5.12. 

pm = /™\pf(, (5. i2) 
22yP (x\y) • P(y) 

where P' is the dis t r ibut ion exponentiated by the new T F - I D F values. The M u l t i n o m i a l 
Naive Bayes classifier is intended to be used wi th integer feature (word) counts. However, 
T F - I D F vectors are also known to work well i n practice. B o t h approaches — the word 
counts and T F - I D F vectors — were tr ied and compared in this thesis and the approach of 
using T F - I D F was found to perform slightly better. This comparison is further described 
in chapter 6. 

In this thesis, the sc iki t - learn 1 implementat ion of the M N B classifier is used. This 
implementation uses the formula described in equation 5.11 to compute the M L estimates. 
A m o n g the advantages of a Naive Bayes Classifier is the speed of computat ion and ease of 
implementation. The disadvantage of this model is the fact that a l l features are considered 
independent. In reality, words have relations wi th each other and are often part of a 
broader context. To solve these problems the B E R T transformer model is proposed i n the 
next section. 

x h t t p s : / / s c i k i t - l e a r n . org/stable/modules/naive_bayes.html#multinomial-naive-bayes 
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5.2 B E R T Classifier 

This section describes the second classifier implemented i n this thesis. The architecture 
chosen for the second classifier is the B E R T model . The baseline classifier models the 
documents based only on the occurrence of words without any deeper understanding of 
the text. A better approach is using word embeddings that are trained to capture the 
relationships between words based on their co-occurrence i n a document and convey the 
meaning of words to allow for deeper understanding. The B E R T model uses contextualized 
embeddings where the embedding of a word depends on the context of the sentence i n which 
it occurs. The B E R T (Bidirect ional Encoder Representations from Transformers) model, 
introduced i n [9], is a language representation model that produces state-of-the-art results 
in a wide variety of N L P tasks. The model utilizes the approach of transfer learning -
pre-training a neural network model and fine-tuning it for specific tasks. Th is means B E R T 
was designed to pre-train deep bidirect ional representations from unlabeled text and then 
fine-tune the pre-trained model on a downstream task. Dur ing the fine-tuning, the model is 
first ini t ia l ized wi th the pre-trained parameters. A l l parameters are then fine-tuned using 
labelled data, e.g., by adding one addi t ional output layer to the model . The architecture 
of B E R T is based on the Transformer architecture described i n [42]. The Transformer 
architecture uses the encoder-decored structure displayed i n figure 5.2. 
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Figure 5.2: Archi tecture of the Transformer model, as described in [42]. 
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The encoder takes an input sequence (e.g., a sentence i n English) and computes its 
hidden representation. Th is hidden representation is then used by the decoder to generate 
the desired output sequence of symbols one element at a t ime (e.g., the input sentence 
translated to French). A s the decoder generates the output it uses the previously generated 
symbols as addi t ional input when generating the next symbol . Th is transformation of 
an input sequence to an output sequence makes the model suitable for applications like 
translation, question answering, text summarizat ion, etc. 

Each word i n the input sentence is first transformed into the input embedding 512-
dimensional vector, to which posi t ional encoding is added. The posi t ional encoding is a 
vector that helps to determine the posit ion of words i n the sentence. After that the vectors 
are passed into the first layer of the encoder. The original paper uses a stack of N = 6 layers 
in the encoder connected in a sequence. Each layer contains two components: a multi-head 
self-attention mechanism and a feed-forward neural network. 

Multi-head Attention 

The self-attention mechanism helps the model determine the relevance between words in 
the input sentence. A s the model processes each word, the self-attention allows it to look at 
the other words and based on their relevance to the processed word contribute to a better 
encoding for this word. For example, when the model processes this sentence: "The animal 
didn' t cross the street because it was too t i red", self-attention allows the model to associate 
the word " i t " w i th the word "animal". 

The self-attention mechanism works as follows. Fi rs t , each input vector of the encoder 
(the word embeddings i n the first layer) is transformed into three vectors: Query vector q 
and K e y vector k of dimensions d^, and Value vector v of dimension dv. These vectors are 
created by mul t ip ly ing the input embedding wi th three weight matrices WQ, WK, and Wy 
that are trained during the t ra ining process, as displayed i n figure 5.3. 

w 0 

value 

Figure 5.3: Creat ion of the query, key and value vectors from the input embedding by 
mul t ip ly ing the embedding wi th weight matrices trained during the t ra ining process (biases 
omit ted for s implici ty) . 

To compute the attention vector for a word at posit ion i = 1 w i th a l l the other words 
j G l...t where t is the number of words in the sentence, the model computes the dot 
product of query qi w i th each key kj, divides the result by \fd~k and applies the softmax 
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function to obtain the weights of the values. After that, each value vector Vj is mult ipl ied 
by the corresponding softmax value to obtain a weighted value vector. In the last step, a l l 
the weighted value vectors are summed to create one attention vector zi for word i. Th is 
process is shown i n figure 5.4. 
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Figure 5.4: Computa t ion of the attention vector z for a word i n a sequence, as described 
in The Illustrated Transformer [3]. 

In practice, the input vectors, their queries, keys and values are a l l packed together 
into matrices and the attention function is computed for a set of queries simultaneously. 
The attention of a query matr ix Q G M L x d f e , a key mat r ix K G R L x d f e and a value mat r ix 
V G JlLxdv — where dk is the dimension of the query and key vectors and dv is the dimension 
of the value vector — can be represented by equation 5.13. 

OKT 

A t t e n t i o n s , K, V) = softmax ( ) V (5.13) 

where d^ is the dimension of the query and key vectors (64 i n the original paper). The 
process described above is the computat ion of a single attention function. The Transformer 
model uses Mul t ip le-head attention. E a c h attention head contains its own weight matrices 
WQ, WK, Wy and computes the attention mat r ix Zi. The matrices from a l l heads are then 
concatenated together and mul t ip l ied by another weight matr ix W° t rained jo in t ly w i th the 
model. After that, the flow continues to the second component of the transformer — a feed­
forward neural network — which is applied to every one of the attention vectors. A r o u n d 
each of the components, there is a residual connection followed by layer normalizat ion. 

The decoder is also composed of N = 6 identical layers. The input for the decoder 
is actually the desired output of the transformer (e.g., a sentence translated into another 

31 



language). The B E R T model uses only the encoder, therefore, the decoder is not further 
described i n this section. 

BERT model 
The B E R T model used i n this thesis is based on the Transformer described above. The 
architecture of B E R T is a multi-layer bidirect ional Transformer encoder as it uses only 
the encoder part of the transformer. Authors of the B E R T model created two pre-trained 
versions: B E R T B A S E and B E R T L A R G E - The B E R T B A S E model used in this thesis contains 
12 encoder blocks and 110 mi l l ion parameters. The B E R T model is pre-trained on two 
unsupervised tasks: Masked Language M o d e l ( M L M ) and Next Sentence Predic t ion ( N S P ) . 

M L M is used to t ra in bidirect ional representations. A percentage of the input tokes 
is masked at random — they are replaced by the [ M A S K ] token. The model then learns 
to predict the masked words from the context words on either side of the sequence. This 
is achieved by adding a classification layer at the end of the encoder and performing a 
softmax over the vocabulary. A downside to this approach is that the [ M A S K ] token is not 
used during fine-tuning. Therefore the [ M A S K ] token is only used i n 80% of the randomly 
selected tokens, 10% is replaced by a random token and the remaining 10% stays unchanged. 
Dur ing the training, a cross-entropy loss is used. 

In N S P the model is fed pairs of sentences A, B and learns to predict whether sentence 
B is subsequent to sentence A in the original document. In 50% of the pairs used for train­
ing, B is subsequent to A and i n the other 50%, B is a random sentence not subsequent to 
sentence A. B o t h sentences are fed into the model as one input sequence. Each sequence 
starts w i t h the [CLS] token, followed by tokens of sentences A and B separated by the 
[SEP] token. The model then takes the token embeddings of each word and adds a seg­
ment embedding, indicat ing to which sentence the given word corresponds, and a posit ion 
embedding, that indicates the posit ion of each word i n the sequence. Figure 5.5 provides a 
visual i l lustrat ion of the B E R T input representation. 

Input cute likes play ##ing [SEP] 

Token 
embeddings 

Segment 
embeddings 

Position 
embeddings 

E[CLS] E my E dog i Ecute j | E [SEP] | j Elikes j Eplay E##ing E[SEP] 

+ + + + + + + + + + + 

0 0 H 0 H 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 

Figure 5.5: Representation of B E R T input is the sum of token embeddings, segmentation 
embeddings and posit ion embeddings, as described i n [9]. 

W h e n t ra ining the model the M L M and N S P are trained together. To predict whether 
the sentence B is subsequent to A the model adds a classification layer on top of the encoder 
output for the [CLS] token and computes the probabil i ty w i th softmax. 

This thesis uses the B E R T B A S E uncased model that was pre-trained on the BooksCorpus 
(800M words) [48] and Engl i sh W i k i p e d i a (2,500M words). The model is then fine-tuned 
on the N E L A dataset described i n section 4.1, which contains binary labels representing 
whether the given article is reliable or unreliable. For fine-tuning, a classification layer is 
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added on top of the encoder output for the [CLS] token. The classification layer is s imply 
a linear layer w i th dropout and optionally some activation function, e.g., R e L U . The linear 
layer has 768 input features (hidden size of B E R T B A S E ) and 2 output features (number of 
labels in the dataset). The fine-tuning process is displayed i n figure 5.6. 

cross-entropy 4 
loss 

[CLS] 
Classification 

Layer 

BERT, BASE output 
embeddings 

[0.85] reliable 
[0.15] unreliable 

output 
probabilities 

NELA 
dataset 

Figure 5.6: Fine- tuning the B E R T B A S E model on the N E L A dataset. 

5.3 Interpretability with Integrated Gradients 

This section describes the method used for gaining interpretable cues from the B E R T clas­
sifier. Due to the deep stack of layers used i n models like B E R T , deep neural networks are 
often viewed as black boxes i n the sense that it is not simple to interpret the predictions 
they generate. However, it is possible to implement a method able to interpret the predic­
tions of neural networks. A n interpretation method like this seeks to answer the following 
questions: (i) W h y does the model predict the given class? (ii) W h a t are the features 
exploited by the model during the predict ion (i.e., what are the most important words that 
influence the prediction)? 

To gain interpretable cues from the B E R T classifier the Integrated gradients (IG) 
method is used i n this thesis. Integrated gradients, presented i n [39], is a method that 
requires no modification to the original network. It is simple to implement and can be 
applied to any deep-learning model for classification and regression tasks. The method 
computes an a t t r ibut ion score for each input feature of the deep learning model based on 
the gradients of the output prediction. Fol lowing is the formal definition of the method, as 
defined in [39]. 

Definition: Suppose a function F : W1 —>• [0,1] that represents a deep network and 
a vector x = (xi,... ,xn) representing an input . A n a t t r ibut ion of the predict ion at input 

relative to a baseline input x G W1 is a vector ap(x , x) = ( a i , . . . , an) £ W1 where 
each O j is the contr ibut ion of Xi to the prediction for F(x). 
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The vector x is used as the input of the neural network for s implic i ty as usually the 
input of a neural network is a matr ix . The Integrated gradients method requires two sets 
of input: the original input and a baseline input . The original input corresponds to the 
unchanged input x of the network. The baseline input is constructed from the original 
input and should contain neutral values. A s suggested by the authors of the original paper, 
for image processing, the baseline could be a black image, whereas for text models it could 
be a zero embedding vector. In practice, the [PAD] token is often used in the baseline 
input, as it is interpreted by the network as empty space (even though it does not have 
zero embeddings). The difference between the original and baseline input is also described 
in figure 5.7. 

101 4228 2829 4419 102 101 102 

encoding encoding 

[CLS] quick brown fox [SEP] [CLS] [PAD] [PAD] [PAD] [SEP] 

Original input Baseline input 

Figure 5.7: Example of the input and baseline text used in the Integrated gradients method 
as described in [46]. 

The Integrated gradients are defined as the integral of the gradients along a straight 
line path (in W1) from the baseline x to the original input x. The Integrated gradient of 
the ith dimension for an input x and a baseline input x is defined in equation 5.14. 

, . /. f1 dF(x + a • (x — x)) 
IntegratedGradSj(x) = (xi — a;J • / da (5-14) 

Ja=o uxi 

where is the gradient of F(x) along the ith dimension. In practice, the integral 
of Integrated gradients can be approximated as the sum of the gradients at mult iple points 
occurring at sufficiently smal l intervals on the straight line between x and x. This technique 
is also known as the R iemann sum. It is the sum of the gradients divided by the number 
of approximation steps. Equa t ion 5.14 can be therefore approximated as: 

In tegra tedGrads" p p r o : r (x) = (xi — x ) • > ^ • — (5.15) 
^ oxi m 
k=l 

where m is the number of approximat ion steps. In the case of the B E R T classifier used 
in this thesis, function F represents the classifier model . The model predicts the probabil­
ities of two classes, therefore one target probability, e.g., probabil i ty of class r e l i a b l e , is 
selected to be the output of F. The input x represents the text of an article and xi repre­
sents each word. The I G method gradually interpolates the baseline input x to move closer 
to the original input — by increasing the k value i n each approximat ion step — and feeds it 
into the network. This is achieved by the following part of the equation: (x + ^ • (x — x )). 
In the last step when k = m the interpolated input is identical to the original input . The 
interpolated inputs are gradually fed into the network and in each step, the gradient of F 
along the ith dimension is computed. The formula computes the a t t r ibut ion score for each 
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embedding element. The B E R T classifier used i n this thesis uses 768-dimensional embed-
dings. Therefore the final a t t r ibut ion score of the ith word is computed as the a t t r ibut ion 
average of a l l of the embedding elements. The a t t r ibut ion score is computed for a l l words 
in the text as displayed i n figure 5.8. 
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Figure 5.8: App l i ca t i on of Integrated gradients as described i n [46]. 

The method of Integrated gradients is used to get an insight into the predictions of the 
B E R T classifier and explore which features of the text are exploited by the model when 
making predictions. Chapter 7 describes the qualitative analysis of the created classifiers 
using the I G method. 

5.4 Technical Details 

This section provides a brief discussion of the tools and libraries used to implement the 
models i n this thesis. A l l models are implemented i n P y t h o n 3.9.7. The implementat ion of 
the baseline model uses the P y t h o n sciki t - learn 2 l ibrary. Two main classes are used by the 
baseline. The TfidfVectorizer is used to convert a collection of input articles to a matr ix 
of T F - I D F features. The M u l t i n o m i a l N B class is an implementat ion of the Naive Bayes 
classifier for mul t inomia l models and is used as the classifier i n the baseline. B o t h classes 
can be found on the scikit-learn website. 

The B E R T classifier uses the Hugging Face framework. In part icular the pre-trained 
B E R T base uncased m o d e l 3 . For the implementat ion of Integrated gradients, the Layer 
Integrated Grad ien t s 1 class from the C a p t u m l ibrary is used. The usage of this class is 
based on an explanation in [46]. 

2 h t t p s : //s c i k i t - l e a r n . o r g / s t able/ 
3 h t t p s : //huggingf ace.co/bert-base-uncased 
4 h t t p s : //captum.ai/api/layer.html#layer-integrated-gradients 
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Chapter 6 

Quantitative Analysis of the 
Classifiers 

This chapter summarizes the quantitative evaluation of the classifiers implemented i n this 
thesis. The intention is to evaluate the performance of the Baseline classifier and the B E R T 
classifier by applying various evaluation metrics and to analyse their biases i n certain areas. 
To test the implemented classifiers, the following evaluation process was used: 

1. Tra in the classifier on a split of the N E L A dataset (train set). 

2. Tune the hyper-parameters of the model using the val idat ion split of the N E L A 
dataset (validation set). 

3. Evaluate the classifier on the test split of the N E L A dataset (test set). 

4. Perform cross-evaluation of the classifier on the Merged dataset. 

5. Perform cross-evaluation of the classifier on the F N I dataset. 

The evaluation of the classifiers is performed using four evaluation metrics: accuracy, 
precision, recall and F l - score . Fol lowing is a brief explanation of these methods. 

Confusion Matrix 

To understand the evaluation metrics it is first important to introduce the confusion matr ix . 
A confusion mat r ix as described i n [31], is a square matr ix that is used to evaluate the 
performance of machine learning algorithms i n classification tasks. Each row of the matr ix 
represents the instances in the actual class while each column represents the instances 
predicted by the model. 

Predicted 

Actual 

Negative Positive 

Negative True Negative False Positive 

Positive False Negative True Positive 

Figure 6.1: Example of a confusion mat r ix for a binary classifier. 
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In the case of a binary classifier w i t h only two classes (negative and positive), the 
confusion mat r ix would look as displayed i n figure 6.1. The numbers i n the cells have 
specific names. True negative ( T N ) is the number of instances of class negative that were 
correctly predicted as negative. False negative (FN) is the number of instances of class 
positive that were mistakenly classified as negative. False positive ( F P ) is the number of 
negative instances falsely predicted to be positive. True positive ( T P ) is the number of 
instances correctly classified as positive. 

Accuracy 
Accuracy is defined as the number of correctly predicted instances divided by the total 
number of instances in the dataset (confusion matr ix) . Us ing the terms of the confusion 
matr ix it could be also defined as: 

TN + TP . . 
A c C U r a C V = TN + FP + TP + FN ( 0 ) 

Accuracy is often used together w i th other metrics — precision and recall — to better 
reflect the capabilities of the classifier. 

Precision 
Precision is defined as the number of correctly predicted instances of one class divided by 
the to ta l number of predictions of that class. Equa t ion 6.2 shows the definition i n terms of 
the confusion mat r ix for class positive. 

TP . . 
Precision = p p - p p (6.2) 

Precision is a good measure to determine the performance of a model where the cost of 
a false positive ( F P ) is high. For example, i n a fake news classifier, the positive class could 
be interpreted as fake news and the negative as true (not fake news). In that case, a false 
positive would be a non-fake news article falsely classified as fake news. A model w i t h too 
many false positives would receive a low precision. 

Recall 
Recal l is defined as the number of correctly predicted instances of one class divided by the 
to ta l number of actual instances of that class, as displayed i n equation 6.3. 

TP 
Recall = —— —— (6.3) 

TP + FN v ' 

Recal l is crucial for models w i th a big risk associated wi th false negatives ( F N ) . In the 
case of a fake news classifier, false negatives would be fake news articles that are falsely 
classified as true. In this case, the cost of such a prediction may be harmful but not 
catastrophic. B u t for a classifier predict ing whether a bank transaction is fraudulent, the 
consequence of false negative cases could be very bad for the bank. 

Fl-score 
Fl-score is a function of precision and recall. It is defined using the following formula. 
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Precision • Recall 
Fl = 2- (6.4) 

Precision + Recall 

The F l score is beneficial for finding a balance between precision and recall and for 
datasets w i th an uneven class dis t r ibut ion. 

6.1 Evaluation on the N E L A Test Set 

This section describes the evaluation of the baseline and B E R T classifiers on the test split 
of the N E L A dataset. A detailed description of the N E L A dataset and its preprocessing 
can be found in sections 3.3 and 4.1. Table 6.1 shows the number of articles in the t rain, 
test and validat ion splits. The dis t r ibut ion of labels is well-balanced w i t h a l l splits having 
an accuracy around 50% for majori ty and random classifiers. 

Reliable Unreliable Total 
T r a i n 312,069 304,729 616,798 

Test 98,337 98,103 196,440 
Validat ion 78,851 78,346 157,197 

Table 6.1: Number of reliable and unreliable articles in the t rain, test and val idat ion splits 
of the N E L A dataset. 

The architecture of the baseline classifier combines the T F - I D F method wi th a Mul t i no ­
mia l Naive Bayes ( M N B ) classifier and was described in section 5.1. Different configurations 
of the baseline model were examined in order to leverage its capabilities. M u l t i n o m i a l Naive 
Bayes ( M N B ) is often used wi th just word counts instead of T F - I D F . Table 6.2 shows the 
comparison of using word counts and T F - I D F i n the baseline classifier. The table shows 
the precision, recall and F l - score for each label and the overall accuracy. A s the results 
show, the usage of T F - I D F slightly improved the classifier. 

Precision Recal l F l - score 

W o r d counts 
Reliable 0.77 0.80 0.78 

W o r d counts Unreliable 0.80 0.76 0.78 W o r d counts 
Accuracy 0.78 

T F - I D F 
Reliable 0.79 0.80 0.80 

T F - I D F Unreliable 0.80 0.78 0.79 T F - I D F 
Accuracy 0.79 

Table 6.2: Compar ison of using word counts and T F - I D F i n the baseline classifier. 

The T F - I D F classifier achieved an accuracy of 79%. W h e n using the word counts, the 
accuracy dropped to 78%. A n improvement i n the performance of the baseline was achieved 
when the T F - I D F values were computed using not only words (unigrams) but also bigrams 
and trigrams. A bigram is a sequence of two adjacent words i n a sentence and a t r igram is 
a sequence of three adjacent words. Th is approach improved the accuracy of the model to 
86%. Table 6.3 shows the evaluation results of this approach. 
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Precision Recal l F l - score 
Reliable 0.84 0.89 0.86 

Unreliable 0.88 0.82 0.85 
Accuracy 0.86 

Table 6.3: Baseline wi th T F - I D F , unigrams, bigrams and trigrams evaluated on the N E L A 
test set. 

A d d i n g bigrams and trigrams, however, dramatical ly increased the memory usage of the 
model making it much slower. Table 6.4 compares the corpus size of the two approaches. 
The corpus size represents the number of features of the model . For the baseline model 
using only words (unigrams), the corpus size is equal to the number of a l l unique words in 
the dataset. For the model w i th words, bigrams and trigrams the corpus size is enlarged 
by the number of unique bigrams and trigrams. 

A p p r o a c h Corpus Size 
unigrams 587,587 

unigrams, bigrams, trigrams 174,785,580 

Table 6.4: Compar ison of the corpus size. 

The best performance of the baseline model was achieved using T F - I D F , unigrams, b i ­
grams and trigrams. This approach outperformed the other approaches i n a l l evaluation 
metrics. The downside of this approach is its memory usage and slow speed. The require­
ments for the baseline model i n this thesis were to be a simple, quick solution that is not 
resource-heavy. Therefore, for a l l the remaining experiments in this thesis only the baseline 
model w i th unigrams is used. 

The second classifier implemented i n this thesis is based on the B E R T model architecture 
and is described in section 5.2. The validat ion split of the N E L A dataset was used to tune 
the hyper-parameters of the model . To find the best hyper-parameters a simple grid search 
was applied. The ranges of values for each parameter were suggested i n the original paper 
[9]. The following hyper-parameters were found to be the best. 

• learning rate: 2e-5 

• number of epochs: 2 

The N E L A dataset used for t ra ining was preprocessed by filtering certain keywords 
from the text, e.g., names of sources, etc. The baseline classifier was not influenced by this 
filtering as the results of his performance d id not change. For the B E R T classifier, however, 
the accuracy on the N E L A test set dropped from 97% to 94% when the filtered dataset was 
used. The evaluation of the B E R T classifier before and after keyword filtering is displayed 
in table 6.5. 
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Precision Recal l F l - score 

Before kw filtering 
Reliable 0.96 0.98 0.97 

Before kw filtering Unreliable 0.98 0.96 0.97 Before kw filtering 
Accuracy 0.97 

After kw filtering 
Reliable 0.95 0.94 0.94 

After kw filtering Unreliable 0.94 0.95 0.94 After kw filtering 
Accuracy 0.94 

Table 6.5: Eva lua t ion of the B E R T classifier before and after keyword filtering. 

Keyword filtering was applied to prevent the classifiers from focusing on simple cues like 
names of sources and focus more on the semantics of the text. The model trained on the 
N E L A dataset w i th keyword filtering is therefore used i n a l l the experiments in this thesis. 
Table 6.6 shows the difference i n performance between the baseline classifier using T F -
I D F wi th unigrams and the B E R T classifier. It is not surprising that the B E R T classifier 
outperforms the baseline in every metric. The overall accuracy of the B E R T model is 14% 
higher than the accuracy of the baseline. The goal of this thesis, however, is not to show 
that the B E R T model performs better than an M N B classifier. The goal is to analyse the 
biases and l imitat ions of content-based methods and discover the cues exploited by these 
methods in the text. To better understand the biases the next section examines the average 
accuracy of the classifiers for each source i n the dataset. 

Precision Recal l F l - score 
Reliable +0.16 +0.14 +0.14 

Unreliable +0.14 +0.17 +0.15 
Accuracy +0.15 

Table 6.6: Difference between baseline and the B E R T classifier. 

6.2 Analysis of Accuracy per Source 

This section evaluates the classifiers by analysing the average accuracy per each source in 
the N E L A test set. The articles i n the test set were grouped by their source and for each 
group the classifiers predicted the classes. After that, the average accuracy was computed 
for each group. Table 6.7 shows five sources wi th the highest and lowest average accuracy 
computed by the baseline. A s the table shows, the baseline system is better at classifying 
fake articles and is much more unsure when dealing with reliable articles. The sources 
wi th the highest accuracy were a l l unreliable w i th low factuality scores and conspiracy-
pseudoscience biases. The worst accuracy was achieved for five reliable sources wi th high 
factuality scores. 
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Baseline model 
Source Accuracy Label Bias Factuality 
trunews 1.0 unreliable conspiracy low (1) 

healthsciencesinstitute 1.0 unreliable conspiracy low (1) 
x22report 1.0 unreliable conspiracy low (1) 

thecorbettreport 1.0 unreliable conspiracy low (1) 
naturalhealth365 1.0 unreliable conspiracy low (1) 

theamericanconservative 0.24 reliable right-center high (4) 
thescientist 0.21 reliable pro-science very high (5) 

themoscowtimes 0.19 reliable left-center hight (4) 
dailysignal 0.18 reliable right factual (3) 

americablog 0.18 reliable left high (4) 

Table 6.7: Top five highest and lowest average accuracies per source for the baseline. 

The B E R T classifier was evaluated i n the same way. Table 6.8 shows five sources w i t h 
the highest and lowest average accuracy i n the test set for the B E R T model. 

B E R T model 
Source Accuracy Labe l Bias Factuality 

greenmedinfo 1.0 unreliable conspiracy low (1) 
jesusissavior 1.0 unreliable conspiracy low (1) 

familysurvivalheadlines 1.0 unreliable conspiracy low (1) 
iheartintelligence 1.0 unreliable conspiracy mixed (2) 

summitnews 1.0 unreliable questionable low (1) 

usahi tman 0.58 unreliable conspiracy low (1) 
dai lysignal 0.56 reliable right factual (3) 

Washingtontimes 0.49 unreliable questionable mixed (2) 
naturalawakeningsmagazine 0.46 unreliable conspiracy mixed (2) 

truththeory 0.19 reliable left high (4) 

Table 6.8: Top five highest and lowest average accuracies per source for the B E R T model. 

W h e n comparing these results w i th the baseline, it can be seen that the B E R T classifier 
contains more unreliable sources among the five worst accuracies. For the baseline classifier, 
the five worst sources were a l l reliable. The worst accuracy for the baseline and the B E R T 
model are similar (18% and 19%), however, the second-worst accuracy is much higher for 
the B E R T model (18% for the baseline, 46% for the B E R T model). The worst accuracy 
for the B E R T model belongs to a reliable source truththeory w i th a high factuality score. 
After analysing the articles of this source it was discovered that the articles have a strong 
left bias based on their ac t iv ism for l iberal causes and often use sensational headlines that 
typical ly occur i n fake news articles. Some examples of these headlines include: 

Is Amazon's Alexa spying on you? 
Farmed Salmon - Most Toxic Food i n the World? 

He refused surgery after he broke his spine and healed himself with his 
mind alone. 
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According to the M B F C website — which is used to assign the labels to sources i n the 
N E L A dataset as described in chapter 3.3 — this source obtained a high factuality score 
due to the proper sourcing of information included i n their articles. The M B F C website 
also states that truththeory has previously failed fact checks but since their change in 
direction, they have not failed any fact checks again i n the last several years. This source 
is therefore considered an edge CctS6 ctS the manual analysis of its articles raised questions 
about their credibili ty. Further analysis of the articles of this source can be found i n chapter 
7 which performs a qualitative analysis of the classifiers. 

Table 6.9 shows the average accuracy per bias for the baseline and B E R T classifiers. 
For bo th classifiers, the lowest accuracy is among sources with left bias (60% for baseline, 
86% for BERT) and right bias (36% for baseline, 77% for BERT). The baseline obtained 
a very low accuracy of 48% for articles with a pro-science bias. These articles should be 
considered very reliable as they use proper sourcing, have a high factuality and are often 
based on scientific research. Yet the baseline was not able to correctly classify them. O n 
the other hand, the B E R T model reached an accuracy of 94% on articles w i t h a pro-science 
bias. It outperforms the baseline in every category wi th only the articles w i th a right bias 
causing some problems for the classifier. 

Baseline model B E R T model 
Bias Accuracy 

conspiracy-pseudoscience 0.86 
left-center 0.79 

questionable-source 0.78 
center 0.72 

right-center 0.68 
left 0.60 

pro-science 0.48 
right 0.36 

Bias Accuracy 
center 0.96 

conspiracy-pseudoscience 0.95 
left-center 0.95 
pro-science 0.94 

questionable-source 0.94 
right-center 0.93 

left 0.86 
right 0.77 

Table 6.9: Table on the left shows the average accuracy per bias for the baseline and table 
on the right shows the average accuracy per bias for the B E R T classifier. 

Table 6.10 shows the average accuracy per factuality score for the baseline and the B E R T 
classifier. A g a i n it confirms that the baseline is better at identifying unreliable articles (85% 
accuracy for low factuality, 83% accuracy for very-low factuality) than at identifying reliable 
articles (73% accuracy for high factuality, 62% accuracy for very-high factuality). In fact, 
articles w i th the highest factuality (5) have the second-worst average accuracy. Th i s is 
probably caused by the incompetence of the baseline on the pro-science bias. The B E R T 
classifier, on the other hand, reflects reality quite well, as it performed best on articles w i th 
either very-high (97% accuracy) or very-low factuality (98% accuracy). It can be assumed 
that sources i n the middle of the factuality scale — mixed (2) and mostly-factual (3) -
are harder to classify than those w i t h low/h igh factuality. 
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Baseline model B E R T model 
Factuality Accuracy 

low (1) 0.85 
very-low (0) 0.83 

mixed (2) 0.81 
high (4) 0.73 

very-high (5) 0.62 
mostly-factual (3) 0.57 

Factuality Accuracy 
very-low (0) 0.98 
very-high (5) 0.97 

low (1) 0.96 
high (4) 0.93 

mixed (2) 0.92 
mostly-factual (3) 0.88 

Table 6.10: Average accuracy per factuality score for the baseline and B E R T classifiers. 

Table 6.11 shows the average, median, standard deviation, and m i n and max values of 
accuracy per source for the baseline and the B E R T classifier. Both classifiers perform better 
on unreliable articles. For the B E R T classifier, however, the difference is not as significant. 
For the baseline, the average accuracy of unreliable articles (83%) is 12% higher than the 
average accuracy of reliable articles (71%). For the B E R T classifier, the difference is only 
3% (95% unreliable, 92% reliable). 

In conclusion, the baseline classifier performs poorly on reliable and scientific articles 
with high factuality scores. The pro-science bias obtained the second-worst accuracy among 
sources. The B E R T classifier solves this problem, even though it s t i l l performs slightly 
better on unreliable articles. The B E R T classifier achieved a very bad accuracy of only 19% 
for one reliable source called truththeory. This source is, however, considered an edge 
case and is further analysed i n chapter 7. 

M e a n M e d i a n Std M i n M a x 

a Total 0.80 0.85 0.20 0.18 1.0 
'03 Reliable 0.71 0.77 0.21 0.18 0.99 
CO 

a 
Unreliable 0.83 0.91 0.19 0.26 1.0 

ER
T

 Total 0.94 0.97 0.09 0.19 1.0 

ER
T

 

Reliable 0.92 0.96 0.11 0.19 1.0 
PQ Unreliable 0.95 0.98 0.08 0.46 1.0 

Table 6.11: Accuracy average, median, standard deviation, m i n and max values. 

6.3 Cross-evaluation on the Merged and F N I Datasets 

Besides evaluating the models on the N E L A dataset, the models were also cross-evaluated 
on the Merged dataset, described i n section 4.2, and the F N I dataset, described in section 
4.3. The number of articles i n each dataset is shown i n table 6.12. 

Reliable Unreliable Total 
Merged 13,769 13,749 27,518 

F N I 23 23 46 

Table 6.12: The number of articles i n the Merged and F N I datasets. 

The Merged dataset was constructed by merging three datasets w i th article-level labels. 
Table 6.13 shows the evaluation of the classifiers on the Merged dataset. The performance 
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of both methods decreased i n comparison wi th the N E L A test set. The accuracy of the 
baseline dropped from 79% to 70%. The accuracy of the B E R T model dropped from 94%. 
to 76%. B o t h classifiers achieved a higher recall for unreliable articles, e.g., the B E R T 
classifier managed to correctly classify 88% of a l l unreliable articles i n the dataset. A t the 
same time, the precision of reliable articles is 14% higher than the precision of unreliable 
articles. This indicates that the model is sceptical towards the reliability of an article as 
it predicts the unreliable class more frequently than the reliable class. Hav ing a sceptical 
model is not necessarily undesirable as the risk of incorrectly classifying a reliable article 
as unreliable is not as high as labell ing a fake news article as reliable. However, identifying 
only 65% (recall) of reliable articles in the dataset correctly is not a very good result. 

Precision Recal l F l - score 
Reliable 0.72 0.65 0.68 

Baseline Unreliable 0.68 0.74 0.71 
Accuracy 0.70 

Reliable 0.85 0.65 0.74 
B E R T Unreliable 0.71 0.88 0.79 

Accuracy 0.76 

Table 6.13: Eva lua t ion of the classifiers on the Merged dataset. 

The credibi l i ty of the Merged dataset is questionable as it contains no information about 
the articles (e.g., sources, U R L s , etc.). Therefore, a new dataset w i th article-level labels 
was created in this thesis. This new dataset called the F N I dataset contains 46 manually 
selected articles (23 reliable, 23 unreliable) collected from fact-checking websites. It contains 
addi t ional information including sources and U R L s of the articles. The process of creating 
the dataset is discussed in section 4.3. Table 6.14 shows the evaluation of the classifiers on 
this dataset. 

Precision Recal l F l - score 
Reliable 0.61 0.61 0.61 

Baseline Unreliable 0.61 0.61 0.61 
Accuracy 0.61 

Reliable 0.90 0.78 0.84 
B E R T Unreliable 0.81 0.91 0.86 

Accuracy 0.85 

Table 6.14: Eva lua t ion of the classifiers on the F N I dataset. 

The baseline is not very successful on the F N I dataset as its accuracy of only 61% 
indicates almost random predictions. The B E R T classifier, on the other hand, achieved an 
accuracy of 85% which is 9% higher than on the Merged dataset and 9% lower than on 
the N E L A test set. A g a i n the classifier is sceptical towards reliable articles. However, the 
recall improved for both classes w i th 91% of unreliable and 78% of reliable articles being 
correctly classified. The conclusion of this section is, therefore, that a B E R T content-based 
classifier trained on articles w i th source-level labels can be used to classify fake news, even 
though it is slightly sceptical towards reliable articles. 
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Chapter 7 

Qualitative Analysis of the 
Classifiers 

This chapter performs a qualitative analysis of the implemented classifiers including an 
analysis of the methods for their interpretability. The F N I dataset, introduced i n section 
4.3, is used to analyse the qualities of the baseline and B E R T classifiers using specific 
examples. E a c h article i n the F N I dataset is assigned a topic based on its content. Some 
topics are only once in the dataset, however, six topics w i th at least two articles of each 
label were selected to better analyse the performance of the classifiers i n different areas. 
The six topics are: 

• C o v i d — articles selected based on their relevance to the C O V I D - 1 9 pandemic. Two 
reliable and three unreliable articles were selected. 

• C r i m e — articles selected based on their reporting of crime and cr imina l activities. 
Three reliable and five unreliable articles were selected. 

• Football — articles selected based on their relevance to football, including analysis of 
players, reports from matches etc. The reason for selecting this area was a hypothesis 
that the classifiers will automatically consider all football-related articles as reliable 
as there are not a lot of fake articles about football i n the t ra ining dataset and on 
the internet in general. A s it was hard to find fact-checked fake news articles about 
football on the internet, the two unreliable articles i n this area were generated by 
C h a t G P T 1 . One of these articles is shown later i n this chapter. Th is area contains 
five reliable and two unreliable articles. 

• Politics — articles selected based on their relevance to poli t ics. Contains three 
reliable and three unreliable articles. 

• Science — articles selected based on their relevance to science. To see how well 
can the classifiers dist inguish between fake and real scientific articles two reliable and 
three unreliable articles were selected. 

• W a r — articles selected based on their relevance to war, conflicts and the mil i tary. 
Contains three reliable and two unreliable articles. One of the unreliable articles was 
also generated by C h a t G P T and can be found later i n this chapter. 

x h t t p s : //openai.com/blog/chatgpt 
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Table 7.1 shows the accuracy of the baseline and B E R T classifiers in the six areas of 
the F N I dataset. The numbers i n parentheses represent how many reliable and unreliable 
articles were correctly classified, e.g., the B E R T classifier achieved an accuracy of 80% in 
the covid area and correctly classified 1 reliable article and 3 unreliable articles. The last 
two columns show the number of reliable/unreliable articles i n each area. 

A r e a Baseline accuracy B E R T accuracy # Reliable # Unreliable 
covid 0.20 (1, 0) 0.80 (1, 3) 2 3 
crime 0.75 (2, 4) 1.00 (3, 5) 3 5 

football 0.71 (5, 0) 1.00 (5, 2) 5 2 
poli t ics 0.50 (2, 1) 0.66 (2, 2) 3 3 
science 0.40 (0, 2) 1.00 (2, 3) 2 3 

war 0.80 (2, 2) 0.80 (2, 2) 3 2 

Table 7.1: Accuracy of the baseline ( T F - I D F wi th unigrams) and the B E R T classifiers 
for different areas of the F N I dataset. Numbers i n parentheses show how many reliable 
and unreliable articles were correctly classified. The last two columns show the number of 
articles i n each area. 

A s the results show, the B E R T classifier outperformed the baseline i n every area ex­
cept for war, where both classifiers were tied. The hypothesis about the football area was 
confirmed for the baseline model as it predicted all articles about football to be reliable. The 
BERT classifier managed to correctly identify both unreliable articles about football and 
achieved an accuracy of 100% in this area. Another interesting discovery is that the base­
line is not able to identify reliable scientific articles. Th is was already noted after analysing 
the average accuracy per source i n the N E L A test set i n section 6.2. The B E R T classifier 
once again solves the issue as it achieved an accuracy of 100% i n the area of science. The 
worst results for the baseline are i n the covid area wi th only a 20% accuracy as it managed 
to correctly identify only one reliable article. The B E R T classifier improved i n this area 
to 80%. The worst results for B E R T were achieved in the politics-related articles w i th an 
accuracy of 66%. In the area of war, bo th classifiers made exactly the same predictions. 
Even though the number of articles i n each area is moderately small , it s t i l l helped to reveal 
some strengths and weaknesses of the implemented classifiers. 

Besides measuring the performance i n certain areas, the interpretabili ty of the classifiers 
is also investigated using specific examples from the F N I dataset. The technique used to gain 
interpretable cues of the predictions from the B E R T model uses the Integrated gradients 
method explained in section 5.3. For the baseline, the interpretabili ty method is based 
on computing the most important words for each class. The importance of a word x is 
computed as the probabil i ty of P(x\reliable) d ivided by the probabi l i ty of P(x\unreliable) 
as described in equation 4.1 i n section 4.1. The following part of this chapter shows the 
visual izat ion of interpretabili ty on mult iple articles. The visualizations show the importance 
of tokens (words) i n the decision of the classifier. Words that have a positive contribution, 
meaning they indicate the article is reliable, are highlighted in green and words w i t h a 
negative contr ibut ion which indicates the article is unreliable are highlighted i n red. 

Figure 7.1 shows the visualizations for an unreliable article from the F N I dataset w i t h 
the climate topic. Figure 7.1a shows the results of the Integrated gradients method for the 
B E R T model and figure 7.1b shows the results for the importance of words computed by 
the baseline. B o t h models correctly classified the article as unreliable. The B E R T classifier 

46 



was most influenced by the sentence: s c i e n t i s t s prove man-made global warming i s 
a hoax. This sentence is highlighted i n red which represents a negative contr ibution to the 
result. For the baseline, the words that influenced the result the most are: hoax, detailed, 
co2, global, warming, theory, and s c i e n t i f i c . 

[CLS] no ##lt ##e : scientists prove man - made global wanning 

is a hoax the far - left think ##pro ##gre ##ss reports that 

scientists have finally proven that the theory of man - made 

global wanning is a total hoax . of course , no one wi l l admit i t , 

but that is exactly what has happened . a new scientific study 

shows has revealed the following : current co ##2 levels of 410 

parts per million ( pp ##m ) were last seen on earth three million 

(a) B E R T model, correctly classified. 

nolte: scientists prove man-made global warming is a hoax the far-left 

thinkprogress reports that scientists have finally proven that the theory 

of man-made global warming is a total hoax, of course, no one will 

admit it, but that is exactly what has happened, a new scientific study 

shows has revealed the following: current co2 levels of 410 parts per 

million (ppm) were last seen on earth three million years ago, 

according to the most detailed reconstruction of the earthis climate by 

(b) Baseline model, correctly classified. 

Figure 7.1: Visua l iza t ion of interpretabili ty for an unreliable article w i th a climate topic. 

B o t h models successfully classified the article claiming that global warming is a hoax 
as unreliable. A potential concern from this observation may be that the models would 
consider a l l articles about global warming as unreliable. To test this hypothesis figure 7.2 
shows the interpretation of a reliable article about global warming. The baseline model 
indeed classified the article as unreliable. The B E R T model, on the other hand, correctly 
classified the article and identified unesco as a reliable entity. 

[CLS] in north america and around the globe , 50 unesco world 

heritage sites are home to glaciers . a new study warns that 

glaciers in a third of them wil l disappear by 205 ##0 due to 

carbon emissions warming the planet. the other two - thirds can 

still be saved — but only if global temperatures don ' t exceed 1 . 

5 degrees ce ##ls ##ius compared with pre - industrial times, 

unesco says . world heritage sites are places that have 

(a) B E R T model, correctly classified. 

in north america and around the globe, 50 unesco world heritage sites 

arc home to glaciers, a new study warns that glaciers in a third of 

them will disappear by 2050 due to carbon emissions warming the 

planet, the other two-thirds can still be saved — but only if global 

temperatures don't exceed 1.5 degrees Celsius compared with pre-

induslrial limes, unesco says, world heritage sites are places that have 

outstanding natural and cultural heritage, and that world leaders have 

(b) Baseline model, incorrectly classified. 

Figure 7.2: Interpretability of a reliable article w i th topic climate. 

A s already noted i n chapter 6, the baseline model considers a l l articles about football 
as reliable. Figure 7.3 shows the visualizat ion of interpretabil i ty for a reliable article about 
football. B o t h models correctly classified this article and identified football-related terms 
like arsenal, t i t l e , scores, and match as reliable. The baseline was influenced by the 
names of players and coaches — e.g., e r l i n g haaland, bruyne, pep — a lot more than the 
B E R T model . 
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[CLS] man city 4 - 1 arsenal: kevin de br ##uy ##ne scores 

two as pep guard ##iol ##a ' S tre ##ble - chase ##rs take man city 4-1 arsenal: kevin de bruyne scores two as pep guardiola's 

charge o f title race . report and free match highlights as treble-chasers take charge of title race report and free match 

arsenal ' s title dream was dealt a huge blow by manchester 

city at the et ##ih ##ad stadium . kevin de br ##uy ##ne 

scored two with John stones and er ##lina ha ##ala ##nd 

highlights as arsenal's title dream was dealt a huge blow by 

manchester city at the ctihad stadium, kevin dc bruync scored two 

with John stones and erling haaland also on target in a 4-1 win that 

moves city within two points with two games in hand, magnificent 

also on target in a 4 - 1 w i n that moves city wi thin two manchester city dealt a crushing blow to arsenal's premier league 

(a) B E R T model, correctly classified. (b) Baseline model, correctly classified. 

Figure 7.3: Interpretabili ty of a reliable article about football. 

Figure 7.4 shows the interpretabil i ty of an unreliable article about football . This article 
is a fictional story about a reckless football player generated by C h a t G P T . The BERT 
classifier managed to correctly identify it as unreliable as it uses a style similar to tabloid 
journal ism that tries to shock readers through scandals and sensationalism. The baseline 
also identified the sensationalism i n the article but s t i l l identified it as reliable because it 
contains the word football. 

[CLS] the dark side of football: the shocking story of marco _ ^ ^ ^ ^ ^ ^ ^ 
the dark side of football: the shocking story of marco rodriguez the 

rodriguez . the dark side of football: the shocking story of marco 
dark side of football: the shocking story of marco rodriguez marco 

rodriguez marco rodriguez , one of the most talented football „ , .... 
rodriguez, one ot the most talented football players or his generatron, 

players of his generation . has made headlines once again - this . , , ,,- ^m. t ,, ., 
1 J ° ° lias made headlines once again - this time lor all the wrong reasons. 

time for all the wrong reasons . the striker , who was once t h c s t r i k ( a . w h o w a s o n c c r c g a r d c d a s a r o l c m o d c l f o r y o l m g a t h l c t c S j 

regarded as a role model for young athletes, has been accused of n a s b e e n a c c u s e d of engaging in a string of shockiBand 

engaging in a string of shocking and im ##moral behavior both behavior both on and off the field, sources close to the athlete claim 

(a) B E R T model, correctly classified. (b) Baseline model, incorrectly classified. 

Figure 7.4: Interpretability of an unreliable article about football generated by C h a t G P T . 

Another hypothesis found i n chapter 6 is that the baseline is not able to correctly 
classify reliable scientific articles. Figure 7.5 shows the interpretabil i ty of such an article. 
The baseline indeed failed to successfully classify this article. Science-based words like 
nutrient, biomass, research, science a l l have a negative contr ibut ion to the prediction. 

[CLS] as carbon dioxide goes up , plants ' nutrient content declines 

abundant environmental co ##2 can increase plant biomass and 

photos ##yn ##thesis, but it has downs ##ides for agriculture and 

ecosystems , a growing body of research finds . as greenhouse gas 

concentrations in the air continue to climb , plants are faced with a ve 

##rita ##ble feast of carbon dioxide , which they use alongside water 

and sunlight to photos ##yn ##thcs ##izc . while years of research 

shows that this prof ##usion of carbon allows some plants to grow 

faster and larger , a literature review published today ( november 3 ) 

in trends in plant science indicates that the full story is far less 

(a) B E R T model, correctly classified. 

as carbon dioxide goes up, plants' nutrient content declines abundant 

environmental co2 can increase plant biomass and photosynthesis, 

but l l has downsides for agriculture and ecosystems, a growing body 

of research finds, as greenhouse gas concentrations in the air 

continue to climb, plants are faced with a veritable feast of carbon 

dioxide, which they use alongside water and sunlight to 

photosynthesize. while years of research shows that this profusion of 

carbon allows some plants to grow7 faster and larger, a literature 

review published today (november 3) in trends in plant science 

indicates that thc full story is far less encouraging, thc review 

(b) Baseline model, incorrectly classified. 

Figure 7.5: Interpretability of a reliable article about science. 
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The B E R T model, on the other hand, correctly classified the article as reliable. Figure 
7.6 shows a reliable article w i th the topic of war on which the B E R T classifier failed. The 
cues discovered by the interpretation method seem confusing. O n the second row, the word 
reuters is marked wi th red and later i n the text the same word is green. It is important to 
note that this may be caused by a different context in each case, however, the interpretation 
of this article s t i l l remains sl ightly confusing. 

[CLS] u . s . announces $ 400 mill ion in new military aid for 

Ukraine . Washington , nov 4 ( reuters ) - the united states on 

friday announced an additional S 400 mill ion in military aid to 

Ukraine , including ref ##ur##bis ##hing t - 72 tanks and 

missiles for hawk air defense systems for kyiv . pentagon 

spoke ##sw ##oman sabrina singh told reporters that the u . s . 

would pay for 45 t - 72 tanks from the czech republic to be 

equipment . deputy czech defense minister tomas ko ##pe ##c 

##ny told reuters that in total 90 tanks from third parties and 

private stocks would be modernized . the u . s . funds would 

pay for 45 , or half the fleet. in October , reuters first wrote 

Figure 7.6: Example of a reliable article w i th the topic of war incorrectly classified by the 
B E R T model as unreliable. 

Besides using the articles from the F N I dataset, the interpretabil i ty was also analysed 
using one source from the N E L A dataset the truth theory. A s described in table 6.8 in 
section 6.2, this reliable source obtained the lowest accuracy of only 19% from the B E R T 
model. Figure 7.7 shows the interpretabili ty of two articles by this source. 

[CLS] guy claims to expose how pigs are fed plastic and paper 

and got tired for doing so in 1906 , upton Sinclair ' s novel " 

the jungle " had painted a graphical ##ly ho ##rri ##fying 

world of meat factories filled with rampant ve ##rmin , foul 

odor ##s , and even human remains used as animal feed . it had 

pressed then - president theodore roosevelt to establish the 

foundations of the food and drug administration . recently , a ti 

(a) B E R T model 

Figure 7.7: Reliable articles by source 

[CLS] p ##fi ##zer ' s phase 3 co ##vid vaccine trial results 

have been fa ##ls ##ified according to whistle ##bl ##ower 

british medical journal - one of the oldest, peer - reviewed , 

general medical journals in the world has just published a 

shocking report titled : " co ##vid - 19 : researcher blows the 

whistle on data integrity issues in p ##fi ##zer ' s vaccine trial 

" according to the report, brookjackson , a former regional 

(b) B E R T model 

truth theory classified as unreliable. 

The truth theory is a source marked as reliable on the M B F C webpage wi th a high 
factuality score. After analysing its articles, however, it seemed that the articles are 
wri t ten i n a way that resembles fake news and tabloid journal ism. Us ing phrases like 
guy claims to expose how pigs are fed p l a s t i c or covid vaccine t r i a l results 
f a l s i f i e d really resembles unreliable sources. Th is source is therefore considered to be an 
edge CctS6 ctS a l l the other sources achieved much better accuracy. However, there are also 
some articles by this source that seem to be reliable and were incorrectly classified. One 
of these examples is shown i n figure 7.8. In this case, the interpretabil i ty is also rather 
confusing. 
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[CLS] 70 years ago , a Japanese car maker developed 

an electric truck with a 65 ##km range electric cars 

have been around for a surprisingly long amount of 

time - at least 7 decades . in the middle of the 1940s , 

the world was in the middle of one of the greatest tr 

##aged ##ies in human history : the second world war . 

when the war ended . there were massive losses on both 

Figure 7.8: Confusing interpretabili ty of a reliable article by source truth theory incor­
rectly classified by the B E R T model as unreliable. 

Overal l the interpretabil i ty methods of both classifiers work better on unreliable articles 
where they are able to identify sensational and shocking headlines. Natural ly , it is easier to 
show that an article is fake rather than prove that it is true. In many reliable articles, the 
interpretabili ty was not self-explanatory even though the article was correctly classified. 
A manual analysis of 30 articles showed that the interpretabili ty method of the B E R T 
classifier worked well for 80% of unreliable and 47% of reliable articles. 
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Chapter 8 

Predicting the Credibility of 
Sources 

The classifiers implemented i n this thesis are constructed to predict the credibi l i ty of ar­
ticles. The goal of this chapter is to find out whether it is possible to use the predicted 
credibil i ty of articles obtained from the B E R T classifier to predict the credibil i ty of media 
sources. To evaluate the credibi l i ty of sources, two different methods were implemented. 
The first method uses the average credibil i ty of articles published by the given source. 
The second method creates embeddings from the predicted credibilities of articles and uses 
them to t ra in a logistic regression model that learns to predict the credibi l i ty of sources. 
To evaluate these two approaches, the results are compared wi th ground t ru th labels and 
wi th a state-of-the-art method which uses graph-neighbourhood exploitat ion algorithms. 
Following is the explanation of these methods. 

8.1 Graph-neighborhood Exploitation Method 

The credibil i ty of sources used as the reference for the other two methods was obtained from 
a method based on graph-neighbourhood exploitat ion. This method was implemented by 
Sergio Burdisso (sergio.burdisso@idiap.ch) who k ind ly shared his results for the purpose 
of this thesis. A s of now, the method has not been officially published and is therefore 
described only briefly. The method uses citations and references to other sources mentioned 
i n articles to construct a graph, where the nodes represent the sources and the edges 
represent their relationship based on the citations. Based on this graph it uses reinforcement 
learning techniques to identify reliable and unreliable sources and compute their credibility. 

The author used 4497 sources crawled from the M B F C website and annotated their 
rel iabil i ty following the pol icy described i n the N E L A - G T - 2 0 1 9 paper. E a c h source is 
assigned a value from [—1,1] that represents its credibility. These values were transformed 
to range [0,1] to match the probabilities used by the B E R T classifier. Out of the 4497 
sources, only 88 were present i n the dataset used i n this thesis (57 reliable, 31 unreliable). 
Therefore, these 88 common sources are used to compare the computed credibilities. The 
following sections describe the methods implemented in this thesis. 
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8.2 Average Credibili ty Method 

The first method computes the credibi l i ty of a source s imply as the average rel iabil i ty of 
al l articles published by the given source. The articles of the source are a l l evaluated by 
the B E R T classifier. For each article, the classifier outputs the probabilities of two classes 
(reliable and unreliable). The probabil i ty of the r e l i a b l e class is used to compute the 
average. Therefore, the rel iabi l i ty of a source is computed as the average rel iabil i ty of its 
articles, predicted by the B E R T classifier. Figure 8.1 shows a graphical representation of 
this method. 

• 

BERT 
classifier 

• 

p 
BERT 

classifier 

articles 
of source S 

[0.90, 0.10] 
[0.20, 0.80] 
[0.75, 0.25] 

[0.95, 0.05] 
[0.15, 0.85] 

average 
0.77 

reliability 
of source S 

probabilities 
of reliable / unreliable 

Figure 8.1: Compu t ing the rel iabil i ty of source S using the average rel iabi l i ty method. 

8.3 Embedding Method 

The second method uses the probabilit ies of class r e l i a b l e predicted by the B E R T classifier 
to create embeddings. A l l articles are first evaluated by the B E R T classifier and the output 
probabilities of class r e l i a b l e are sorted in descending order. T h e n k highest and k lowest 
values of the predicted rel iabil i ty are concatenated to create a 2&;-dimensional embedding 
vector. Th is vector is then used to t ra in a logistic regression model, which consists of one 
linear layer w i t h a sigmoid activation function, to predict the rel iabi l i ty of the source based 
on its embedding. Figure 8.2 shows the construction of the embedding for source S. 

1 
BERT 

classifier 

1 
BERT 

classifier 

articles 
of source S 

[0.97, 0.03] 

[0.95, 0.05] 

[0.90, 0.10] 

[0.25, 0.75] 

[0.20, 0.80] 

k=3 [0.15,0.85] 

sorted 
predicted probabilities 

embedding of source S 

[0.97, 0.95, 0.90, 0.25, 0.20, 0.15] 

logistic 
regression 0.77 

reliability 
of source S 

Figure 8.2: Comput ing the rel iabil i ty of source S using the embedding method w i t h logistic 
regression for k = 3. 
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The embedding vectors often contained very smal l numbers (e.g., 1.1166e-04, 1.7239e-
05, etc.) among the k lowest reliabilities. These numbers are interpreted as zeros by the 
logistic regression model which made the learning difficult. Normal iz ing the vector w i th 
the L 2 norm d id not show any improvement nor d id applying mean removal. The problem 
was finally solved by scaling a l l values of the vector by 10,000. Different values of k were 
tr ied and evaluated by comparing the resulting reliabilities of sources wi th the referential 
values. The following section discusses the results i n detail . 

8.4 Comparing the Results 

The implemented methods are evaluated by comparing their results w i th ground t ru th labels 
and the referential scores obtained from the graph-neighbourhood method. B o t h methods 
were trained on the articles from the N E L A test set. The test set contains 249 sources and 
88 of them are also present i n the referential scores. Therefore these 88 sources were only 
used for evaluation, not for training of the average rel iabi l i ty and embedding methods. To 
compare the computed reliabilities w i th the referential scores the Jensen-Shannon distance 
and K e n d a l l rank methods are used. 

Jensen—Shannon Divergence 

The Jensen-Shannon (JS) divergence, presented i n [23], is based on the Kul lback-Leib le r 
( K L ) divergence. The K L divergence score quantifies how much one probabil i ty dis t r ibut ion 
differs from another probabi l i ty dis t r ibut ion. The K L divergence between two distributions 
P and Q is computed using the following equation. 

KL{P\\Q) = YJP{x)-\og^\ (8.1) 

where P(x) and Q(x) are the probabilities of x i n distributions P and Q. The K L 
divergence is not symmetric as KL{P\\Q) ^ KL{Q\\P). The Jensen-Shannon (JS) diver­
gence uses the K L divergence to calculate a normalized score that is symmetrical . The 
computat ion of JS divergence is described by equation 8.2. 

JS(P\\Q) = \ • KL(P\\M) + \ • KL(Q\\M) (8.2) 

where M = \{P + Q). The JS diver gence computes symmetr ical values — meaning 
JS(P\\Q) = JS(Q\\P) — ranging from 0 (distributions P and Q are identical) to 1 (biggest 
difference) when using the base-2 logari thm. Fina l ly , the JS distance used i n this thesis is 
simply the square root of the JS divergence. 

JSdistance(P\\Q) = VJS(P\\Q) (8.3) 

Kendall Rank Correlation Coefficient (Tau) 

The second metric used for comparing the results is the K e n d a l l rank correlation coefficient, 
also known as the K e n d a l l tau. Th is method is used when the compared variables are ordinal 
or ranked data. It measures the strength of the association between two variables and the 
direction of the relationship. The computat ion of K e n d a l l t au is based on the appearance 
of concordant and discordant pairs in the data. Imagine we compare two columns of ranked 
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data X and Y. A pair of observations (XJ , yi) and (xj,yj) where i < j are concordant when 
the following statement is true: 

(xi > Xj) A (yi > yj) V (xi < Xj) A (y, < yj) 

otherwise, the pairs of observations are considered discordant. The number of concor­
dant and discordant pairs between X and Y is counted and used to compute the rank. 
Several versions of the K e n d a l l t au exist. In this thesis, the tau-b version is used as it 
accounts for ties i n the columns. The K e n d a l l tau-b uses the following equat ion 1 : 

^((P + Q + T)-{P + Q + U)) 

where P is the number of concordant pairs, Q is the number of discordant pairs, T is 
the number of ties i n X and U is the number of ties i n Y. If a tie occurs for the same pair 
in bo th X and Y, it is not added to either T or U. The value of K e n d a l l tau ranges from -1 
to 1. The closer to 0 the lower the association between X and Y. The further from 0 the 
bigger is the association. The negative sign only indicates the direction of the relationship. 

Table 8.1 shows the results of JS distance and K e n d a l l tau of the two methods (using 
the B E R T classifier and average rel iabil i ty/embeddings) compared w i t h the referential re­
l iabi l i ty scores of sources obtained from the graph-neighbourhood method. B o t h methods 
obtained values around 0.2 for the JS distance (where 0 indicates identical distributions 
and 1 indicates the biggest difference). The embedding method outperformed the average 
rel iabil i ty in both metrics, however for different values of A:. It achieved the best t au value 
of 0.63 for k = 22 and the best JS distance for k = 4. 

M e t h o d JS distance Kendal l tau 
avg rel iabi l i ty 0.21 0.51 

embeddings (k=4) 0.20 0.56 
embeddings (k=22) 0.25 0.63 

Table 8.1: Results of JS distance and K e n d a l l tau of the average rel iabil i ty and embedding 
methods compared wi th the referential values. 

Figure 8.3 shows the K e n d a l l tau and JS distance of the embedding method for different 
values of k from 1 to 30. The value of k represents how many article rel iabil i ty scores are used 
to create the embedding. It also influences the required number of articles for each source, 
e.g., when k = 10 a l l sources must contain at least 20 articles to create the embedding. In 
cases where the source contains fewer articles than is required, the embedding uses zeros 
as padding at the end. A growing tendency can be seen i n figure 8.3a, indicat ing that the 
logistic regression method improved wi th longer embeddings. It is interesting to see that 
wi th the growing value of k the tau value is improving whereas the JS distance deteriorates. 
The change in JS distance, however, is not as significant as a l l values are between 0.2 and 
0.26. O n the other hand, the tau value managed to improve from 0.45 to 0.63. Therefore it 
seems that a bigger number of embeddings improves the ordering of the computed reliability, 
but the accuracy of the scores remains approximately the same. 

x h t t p s : //docs, scipy.org/doc/scipy-0.15.1/rei erence/generated/scipy.stats.kendalltau.html 
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Tau vs. K JS distance vs. K 
1 0 2 6 1 

I 0.20 -I 
1 4 7 10 13 16 19 22 25 28 30 1 4 7 10 13 16 19 22 25 28 30 

K K 

(a) (b) 

Figure 8.3: K e n d a l l t au and JS distance of the embedding method based on the value of k. 

To see how the values of tau and JS vary, they were computed separately for four groups 
of sources. Each group is chosen randomly and contains around 20 sources. The results for 
the embedding method wi th k = 22 are displayed i n figure 8.4. 

Tau and JS for each group 

group 1 group 2 group 3 group 4 
groups of sources 

Figure 8.4: K e n d a l l tau and JS distance of the embedding method wi th k = 22 for different 
groups of approximately 20 sources. 

Besides comparing the computed source reliabilities w i t h the referential scores they were 
also compared wi th the ground t ru th labels. Figure 8.5 shows the accuracy of both methods 
for different values of threshold. The threshold is used to determine the label of a source 
based on the computed rel iabi l i ty score. If the score is higher than the selected threshold 
the source is considered reliable, otherwise it is considered as unreliable. A n interesting 
observation is that the accuracy is above 90% for most of the threshold values. Th i s is 
explained when looking at the average predicted score for each label . Unreliable sources 
have an average predicted score of 0.07 and reliable sources have an average score of 0.93 
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(for the average probabi l i ty method). S t i l l , the best threshold value was found to be 0.6 as 
it performs the best for a l l approaches. 

Accuracy vs Threshold Accuracy vs Threshold 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Threshold 

(a) Average credibility method. (b) Embedding method. 

Figure 8.5: Accuracy of the embedding and average credibil i ty methods for different thresh­
olds. 

The conclusion of this experiment is therefore that a classifier computing rel iabil i ty 
scores of articles based only on text can be used to assess the rel iabil i ty of media sources 
on the internet. 
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Chapter 9 

Conclusion 

The goal of this thesis was to study the biases and cues exploited by content-based methods 
in the text of fake news articles and evaluate their performance on predict ing the rel iabil i ty 
of articles and media sources. The first step was to define the problem of fake news detec­
t ion and study the methods and previous work in this area. After that, a comprehensive 
analysis of available datasets was conducted. Each dataset was evaluated for its qualities 
and sui tabi l i ty for this thesis. 

The most suitable dataset was found to be the N E L A - G T - 2 0 2 1 dataset and was therefore 
used to t ra in the classifiers i n this thesis. This dataset was preprocessed by extending the 
source-level labels ( indicating the rel iabil i ty of sources) to article-level labels as each article 
obtained the label of its source. Another preprocessing step was filtering keywords from 
the dataset (e.g., names of sources and specific terms) that would provide simple clues 
for the classifiers making them base the predictions on simple clues rather than actually 
understanding the text. Another two datasets were created for testing and analysis. The 
first one called the Merged dataset, was formed by merging three fake news datasets w i th 
article-level labels and was used for further evaluation of the classifiers. The second dataset 
called the Fake News Interpretability (FNI) dataset, was created by the author of this 
thesis. It consists of 46 manual ly collected articles (23 reliable and 23 unreliable) from 
various sources on the internet. E a c h article is assigned a topic that reflects what is its 
content related to. The topics of the articles were used to analyse the performance of the 
classifiers i n different areas. 

For the implementat ion of the classifiers, two different methods were selected. The 
first method implements the baseline model and is based on T F - I D F and a M u l t i n o m i a l 
Naive Bayes classifier. The second method intended to improve the baseline uses the B E R T 
transformer. B o t h classifiers were evaluated on a test split of the N E L A dataset, the Merged 
dataset and the F N I dataset. The analysis revealed several strengths and weaknesses of both 
classifiers. The baseline was not very successful i n classifying reliable articles. It achieved 
a very low accuracy of only 48% on articles w i th a pro-science bias (science-based articles 
using credible scientific sourcing) as well as on articles w i t h a very high factuality score 
(62% accuracy). The average accuracy per source for unreliable articles was 83% whereas 
for reliable articles only 71%. The baseline was also not able to identify unreliable articles 
about football as it learned to connect football-related terms wi th a sign of reliability. 
The B E R T classifier managed to outperform the baseline i n every aspect and mitigated 
its disabilities. The difference between the average accuracy per source for unreliable and 
reliable articles was not so significant (only 3%). The B E R T classifier performed much 
better i n classifying the pro-science articles (94% accuracy) and articles w i th a very-high 
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factuality (97% accuracy). The B E R T classifier also managed to identify fake articles 
about football, a topic considered reliable by the baseline. A m o n g the l imitat ions of the 
implemented classifiers can be the fact that both methods can be used only for text and 
cannot be applied to other types of media (e.g., video, images, etc.). 

For the B E R T classifier, a method of interpretabil i ty based on Integrated gradients was 
implemented. The interpretabili ty was analysed using articles from the F N I dataset and 
one reliable source from the N E L A dataset that achieved the lowest accuracy. Th is reliable 
source wi th a high factuality score achieved an accuracy of only 19%. After analysing its 
articles it seemed like the source often uses shocking headlines and style-of-writing similar 
to unreliable articles. The interpretabil i ty method worked better for unreliable articles 
and was able to identify the shocking headlines they often use. For reliable articles, the 
results were often inconsistent. A manual analysis of 30 articles showed that the Integrated 
gradients method worked well for 80% of unreliable and 47% of reliable articles. 

The implemented classifiers were also evaluated for their abi l i ty to predict the rel iabil i ty 
of sources using the computed rel iabi l i ty of their articles. Two methods were created and 
their results were compared w i t h referential values obtained from a state-of-the-art method 
using graph exploitat ion. The results showed that a classifier constructed to compute the 
rel iabil i ty of articles can be successfully applied to media sources. 

This thesis succeeded i n creating a functional classifier for predict ing the credibil i ty 
of articles and sources on the internet using only the text of articles. The method of 
interpretabili ty performed well in identifying the sensationalism used i n fake articles but 
showed uncertainty in identifying reliability. A more complex method could be applied in 
future work, e.g., a masker neural network inspired by the masker model in [11] - — a model 
that learns to mask the least number of tokens to change the decision of the classifier, where 
the tokens that were masked represent the most important tokens for the decision. The 
content-based classifier created i n this thesis could further be applied to downstream tasks, 
e.g., to improve an existing fact-checking model by assigning rel iabi l i ty to the documents 
used as evidence. 
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Appendix A 

Additional Examples of 
Interpretability 

Figure A . l a shows a story about a fictional dictator invading the Czech Republ ic for its 
low prices of beer generated by C h a t G P T . B o t h classifiers managed to identify the satirical 
fictional story mark ing words like invasion for beer, ruthless dictator etc. 

[CLS] the invasion for the sake of beer . admiral - general ha t h e i n v a s i o n for ( h e s a k e o f b e e r a d m i r a l . g e n e r a l h a f f a z a l a d e e n > t h e 

##ffa ##z ala ##dee ##n , the eccentric and ruthless dictator of eccentric and ruthless dictator of the country of wadiya, was 

the country of wadi ##ya , was reportedly l iv ##id when he heard reportedly livid when he heard that beer in the czech republic was 

that beer in the czech republic was cheaper than water . this cheaper than water, this information, passed on to him by one of his 

information , passed on to him by one of his trusted advisors , trusted advisors, was enough to trigger his next military conquest, 

was enough to trigger his next military conquest. believing that believing that the czechs were hoarding their cheap beer, admiral-

the czech ##s were ho ##arding their cheap beer , admiral - general aladeen ordered his army to invade the country at once, he 

(a) B E R T model, correctly classified (b) Baseline model, correctly classified 

Figure A . l : Interpretability of an unreliable article w i th the topic of war generated by 
C h a t G P T . 

Figure A . l b shows an article about N o r t h Korea firing ball ist ic missiles into the sea 
from a reliable source. Figure A . 2 b is an unreliable article stating that the covid vaccine is 
dangerous. 

[CLS] north korea fires four ballistic missile as tensions mount [CLS] new study confirms : the co ##vid shot spike protein is 

with the south . seoul and Washington would " res ##ol ##ute ##ly dangerous an explosive new study by researchers at the 

respond to any pro ##vocation ##s from north korea , " south' s prestigious sal ##k institute casts doubt on the current crop of 

korea ' s joint chiefs of staff said in a statement. north korea fired gene - based vaccines that may pose a grave risk to public health . 

four short - range ballistic missiles into the western sea on the article , which is titled " the novel corona ##virus ' spike 

Saturday morning , said south korean military , adding the protein plays an additional key role in illness " , shows that sar 

missiles flew about 80 miles at an altitude of about 12 miles . ##s - co ##v - 2 ' s " distinctive ' spike ' protein damages 

(a) Label: reliable, topic: war (b) Label: unreliable, topic: covid 
result: correctly classified result: correctly classified 

Figure A . 2 : Interpretability for two articles by the B E R T model. 
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Appendix B 

Contents of the Enclosed SD card 

The S D card enclosed as part of this thesis consists of the following tree structure: 

/ 

data ... Directory containing a l l datasets 

src ... Directory containing a l l models and source f i l e s 

1 tutorial.ipynb ... This f i l e contains a t u t o r i a l showing how to use 
the created models 

src_doc ... Directory containing a l l source f i l e s of the 

latex documentation 

doc ... Directory containing this pdf f i l e 

1 thesis.pdf 

requirements.txt ... F i l e containing a l l required l i b r a r i e s 
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