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Abstract

Using metrics and quantitative design guidelines to analyze design aspects of user inter-
faces (UI) seems to be a promising way for the automatic evaluation of the visual quality
of user interfaces. Since this approach is not able to replace user testing, it can provide
additional information about possible design problems in early design phases and save time
and expenses in the future. Analyses of used colors or UI layout are the examples of such
evaluation. UI designers can use known pixel-based (e.g., Colorfulness) or object-based
(e.g., Balance or Symmetry) metrics which measure chosen UI characteristics, based on
the raster or structural representation of Ul

The problem of the metric-based approach is that it does not usually consider users’
subjective perception (e.g., subjective perception of color and graphical elements located
on a screen). Today’s user interfaces (e.g., dashboards) are complex. They consist of sev-
eral color layers, contain overlapping graphical elements, which might increase ambiguity
of users’ perception. It might be complicated to select graphical elements for the metric-
based analysis of UI, so the selection reflects users’ perception and principles of a visual
grouping of the perceived shapes (as described by Gestalt psychology). Development of ob-
jective metrics and design guidelines usually requires a sufficiently large training set of user
interface samples annotated by a sufficient number of users.

This thesis focuses on the automatic evaluation of dashboard design. It combines com-
mon knowledge about dashboards with the findings in the field of data visualization, visual
perception and user interface evaluation, and explores the idea of the automatic evalua-
tion of dashboard design using the metric-based approach. It analyzes chosen pixel-based
and object-based metrics. It gathers the experience of users manually segmenting dash-
board screens and uses the knowledge in order to analyze the ability of the object-based
metrics to distinguish well-designed dashboards objectively. It establishes a framework
for the design and improvement of metrics and proposes an improvement of selected met-
rics. It designs a new method for segmentation of dashboards into regions which are used
as inputs for object-based metrics. Finally, it compares selected metrics with user reviews
and asks questions suggesting future research tasks.
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Abstrakt

Analyza vlastnosti uzivatelskych rozhrani zalozend na pouziti metrik a kvantitativnich
pravidel grafického designu se zd4 byt slibnym piistupem pro automatické hodnoceni vizual-
ni kvality uzivatelskych rozhrani. Prestoze tento pristup nemiize plné nahradit uzivatelské
testovani, mize poskytnout dodateéné informace o moznych problémech navrhu uzivatel-
skych rozhrani v pocatecnich fazich vyvoje a usetfit tim ¢as a vydaje v budoucnu. Prik-
ladem je analyza pouzitych barev a rozvrzeni grafickych elementii na obrazovce. Navrhari
uzivatelskych rozhrani mohou mérit vlastnosti uzivatelskych rozhrani za pouziti znamych
metrik zaloZenych na analyze pixelt bitmapy (napf. barevnost) nebo grafickych elementu
(napf. vyvazeni, symetrie).

Problémem pouziti metrik nicméné je, ze tento pristup zpravidla nezohlednuje sub-
jektivni vniméni uzivateli (napf. subjektivni vniméni barev nebo grafickych elementu
rozmisténych na obrazovce). Dnesni uzivatelskd rozhrani (jako napiiklad rozhrani dash-
board) jsou komplexni. Skladaji se z nékolika barevnych vrstev, obsahuji prekryvajici se
grafické elementy, coz muze zvysovat nejednoznacnost vnimani tohoto rozhrani uzivateli.
Muze byt proto komplikované vybrat takové grafické elementy, které odpovidaji elementtim
rozpoznanym uzivateli v souvislosti s principy shlukovani vnimanych tvaru (jak je popséno
Gestalt psychologii). Vyvoj objektivnich metrik a kvantitativnich pravidel grafického de-
signu obvykle vyzaduje dostate¢né velkou trénovaci mnozinu vzorka uzivatelskych rozhrani
anotovanych dostate¢nym poctem uzivatela.

Tato prace se zaobird automatickym ovérovanim vzhledu uzivatelskych rozhrani dash-
board. Prace kombinuje obecné znalosti tykajici rozhrani dashboard s poznatky z oblasti
vizualizace dat, vizualniho vniméani a ovérovani kvality uzivatelskych rozhrani a nasledné
zkouma myslenku automatického hodnoceni vzhledu rozhrani dashboard s vyuzitim metrik.
Prace analyzuje vybrané metriky zalozené na analyze pixeld bitmapy a grafickych elementii.
Konkrétné zkouma, jakym zptisobem uzivatelé rozpoznavaji grafické elementy v rozhranich
dashboard a vysledky aplikuje pro hodnoceni schopnosti metrik (analyzujicich grafické ele-
menty rozhrani) objektivné rozpoznéavat dobte navrzené vzorky rozhrani dashboard. Déle
predstavuje framework pro navrh a vylepseni metrik, ktery vyuziva pro vylepseni vybranych
metrik. Nésledné navrhuje metodu pro segmentaci rozhrani dashboard do regionu, které
mohou byt pouzity jako vstupy pro tyto metriky. Zavérem prace porovnava vybrané metriky
s hodnocenim rozhrani uzivateli a poklada otazky vhodné pro budouci vyzkum.

Klicova slova

dashboard, uzivatelské rozhrani, UX, testovani pouzitelnosti, metriky, esteti¢nost, vyvazend,
vizudlni vniméni, subjektivni vniméani, Gestalt principy, segmentace
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Chapter 1

Introduction

Information—*“the facts provided or learned about something or someone” (Oxford Dictio-
nary of English [Stevenson, 2010]); “the communication or reception of knowledge or intel-
ligence” (Merriam-Webster’s collegiate dictionary [Merriam-Webster Inc., 2004]. Those are
only examples of possible definitions. Information has been the aim of various philosophers
during the history [Capurro and Hjgrland, 2005]. It has various forms. It can be represented
by a logical value deciding a single fact or a sequence of values with a complex meaning.
In computer technology, we are talking about data and semantics of the data [Eckerson,
2006]. Biology and psychology focus on the perception of a signal (e.g., light, or sound)
by human sensors and the transformation of the signal to information by the human brain
[Gibson, 1950; Marr, 2010]. Then, we can consider information as an answer to a question
or a stimulus for making decisions.

Since vision is the dominant human sense, it is important to pay high attention to data
visualization, perception, and cognition. There are various possibilities of how to visualize
the same data [Harris, 2000]. The goal of data visualization is to provide data in such
form (graphical or textual) which helps users to understand the meaning of the data corre-
sponding to the information we want to communicate (Figure 1.1) [Tufte, 2001]. Nowadays,
people are surrounded by information technology providing them with increasing amount
of data. It is often difficult for them to distinguish the data providing beneficial infor-
mation (knowledge). People work with useless information, which leads to information
overload [Yigitbasioglu and Velcu, 2012]. This problem can negatively affect their deci-
sions, or even their health condition (e.g., increasing stress level [Levy, 2008]). Hence, there
are tendencies to design visualization tools which would present only important information
on a single screen and maximize its comprehensibility. An example of such visualization
tool is dashboard.

Dashboard is a frequently used term connected with business intelligence and manage-
ment information systems. It is a favorite tool used by many organizations to compre-
hensively present their data for operational, analytical, or strategic purposes. It presents
key performance indicators which help to evaluate the progress and benefit of business
activities [Eckerson, 2006]. Since dashboards support decision-making, they have become
popular among a wide range of users for the management of personal activities. We can find
numerous web applications providing dashboard templates to visualize data gathered from
common services like social networks. The rising diversity of dashboards has led UI design-
ers and researchers to think about the principles of high-quality dashboard design.

One of the first rules which brought some clarity to dashboard characteristics were
provided by Stephen Few [2006]. He has worked with the idea of a single screen display
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Figure 1.1: Motivational figure presented by Edward R. Tufte in [Tufte, 2001], which
describes graphical excellence as “that which gives the viewer the greatest number of ideas
in the shortest time with the least in the smallest space.” Stephen Few showed that we can
work with this definition in the field of information technology. We can consider the ink as
pixels and the space as a resolution of the screen [Few, 2006].

comprehensively presenting the most critical information to achieve goals. The require-
ment of the dashboard—*“present information on a single screen”—is what distinguishes
dashboards from other interfaces and, also, makes them difficult to design. UI designers
need to focus on the design aspects such as strong simplification, elimination of unnecessary
elements, highlighting significant relationships between data, or careful selection of graphi-
cal elements capable of comprehensively presenting a great deal of data using a small area.
Few pointed out that most of the existing so-called dashboards break the requirement. He
has provided a framework based on the knowledge of famous books regarding design and
graphics (e.g., [Tufte, 2001; Ware, 2004]). This framework contains heuristics for the dash-
board design, including examples of well-designed dashboards. Examples of such heuristics
are:

e Eliminate the non-data pixels (decorations) to decrease the distraction of users (based
on [Tufte, 2001]).

e Consider Gestalt laws to help a user recognize the coherent groups better (based
on [Ware, 2004]).

e Select appropriate charts and colors for emphasizing the relationship between data
and highlighting the critical information (Figure 1.2).

Even more than ten years after the release of Few’s publication, we can still observe that
the majority of dashboards ignore Few’s heuristics or express them in their own way. We
assume that the reason might be the complexity and vague definition of the framework and
the lack of other sources which would provide formal and quantitative knowledge in the area
of dashboard design. For instance, the selection of appropriate charts and colors usually
depends on an actual context, and it cannot be completely generalized. A dashboard
designer needs to be a person with experience in human-computer interaction and capable
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Figure 1.2: An example of a design heuristic. Few [2006] advises to use bar charts with
subtle colors instead of pie charts using vivid colors to compare values. Viewers can note
the differences between the values better. Vivid colors can be used to emphasize selected
values (e.g., the values higher that a limit).

of applying the framework correctly. The presence of users is usually required to evaluate
usability, which increases the time and expenses of the design phase.

A challenge in improving Ul design and evaluation is that of finding quantitative guide-
lines which would detect some of the design problems and help to distinguish well-designed
interfaces from poorly designed ones. Such guidelines could be applied automatically dur-
ing the early design phase without the presence of users and specialists in UI design [Ivory
and Hearst, 2001]. The simplicity of guidelines is, however, the major weakness of this
approach. It is not usually easy to describe complex design attributes of a user interface
since they usually depend on the subjective judgment of the viewer. Design guidelines are
usually based on simple metrics (e.g., the average colorfulness based on saturation of screen
pixels [Reinecke et al., 2013]).

One possible step in making the metric-based evaluation more reliable is to process
a screen similarly as it is perceived by the human brain—mnot as a matrix of pixels but as
a group of objects within a scene as described (for example) by Baker et al. [2009]. Then,
we evaluate objects on a screen (e.g., controls and widgets) and their properties (e.g., size
or position) as described by Charfi et al. [2014]. For this purpose, we use object-based met-
rics. We can measure advanced characteristics of a screen (e.g., the characteristics connected
with layouts). For instance, Ngo et al. [2003] have published 13 advanced object-based met-
rics measuring aesthetic aspects of a screen—e.g., layout balance or symmetry. An example
of practical application of Ngo’s metrics is the QUESTIM tool designed by Zen and Vander-
donckt [2014]. Users can use it without specialized knowledge of UI design. They manually
specify object boundaries according to their visual perception, and the tool calculates the
values of Ngo’s metrics using dimensions of the regions (Figure 1.3). The values can help
them rate the overall quality of a user interface since it has been shown that aesthetics
or even the first impression has an impact on usability and acceptability of the product
[Tractinsky et al., 2000].

The main weakness of the applicability of object-based metrics is the ambiguous def-
inition of the object. The QUESTIM tool depends on the user’s subjective perception
of objects. Two users will most likely specify object regions in a slightly different way,
which may lead to ambiguous results (Figure 1.4). There were also attempts to extract the
description of objects from the structural descriptions of web-pages [Purchase et al., 2011],
or images of user interfaces [Reinecke et al., 2013]. The problem with these approaches is
that they do not usually consider objects with the same complexity as people perceive them
(e.g., the principles of objects grouping described by Gestalt laws [Koffka, 2013]).
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Figure 1.3: In the beginning, we have a screenshot of a user interface. We need to find
a suitable segmentation method to specify regions representing visually dominant objects
corresponding with the user perception. Then, we can use these regions as the inputs for
object-based metrics measuring UI characteristics.
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Figure 1.4: An example of the two different ways (b, c) of subjective perception of ob-
jects in a dashboard (a). The perceived objects are specified by the rectangular boundaries
(regions), which are used as the inputs for object-based metrics (such as Balance or Sym-
metry).

1.1 Goal of the Research

The goal of this research is to explore the possibility to apply the metric-based evaluation
for analysis of dashboard design quality. Specifically, this research focuses on the solution
of the following issues:

e Analyze the common characteristics of dashboards. Focus on the perception of objects
in dashboards by users, evaluate the subjective visual perception of the users and
detect the presence of Gestalt laws.

e Explore existing metrics for analysis of Ul attributes and consider their application
for measuring quality and usability characteristics of dashboards.

e Focus on object-based metrics of aesthetics and analyze ambiguity of measured results
caused by users’ subjective perception of objects.

e Create a framework for evaluation of metrics’ ability to objectively distinguish well-
designed dashboard samples.



e Look for a new approach which would improve the metrics’ ability to distinguish
well-designed dashboard samples objectively.

e Design a method for segmentation of dashboards into regions which would correspond
with the average perception of the users.

e Implement a tool which would provide functionality for loading, segmentation and
objective measurement and analysis of chosen dashboard characteristics.

The research analyzes state of the art regarding data visualization, visual perception,
and cognition (e.g., objects grouping and Gestalt psychology) and applies the knowledge
in the field of metric-based analysis and evaluation of user interface quality. It provides own
study of user perception which helps to understand the subjectivity of visual perception and
object recognition and grouping in complex user interfaces like dashboards. It extends state
of the art in the field of metric-based analysis, evaluation of Ul and page segmentation and
provides a tool for automatic analysis of dashboards and single screen Uls. The research
works with static images of user interfaces, focusing strictly on the presentation aspect
of UL It does not consider the interaction of users with the analyzed user interface.

1.2 Document Structure
The thesis is structured into 12 chapters. Firstly, the chapters 2 - 4 discuss state of the art.

e Chapter 2 (Dashboard and Data Visualization) introduces the dashboard visualiza-
tion tool. It presents existing definitions of the dashboard term and discusses charac-
teristics, classification, strengths, and weaknesses of dashboards. It focuses on design
aspects of dashboards and introduces popular widgets used in dashboards. Finally,
it presents Few’s framework for dashboard design. It discusses frequently occurred
design problems in dashboards and points out that dashboard design quality could be
evaluated automatically during the design phase in order to decrease time and costs
of the evaluation.

e Chapter 3 (Evaluation of User Interfaces) provides state of the art regarding eval-
uation of user interfaces. It provides basic terminology and categorization of ex-
isting methods with examples. It compares methods according to different factors
and analyzes their advantages and disadvantages. Then, it focuses on the possibility
of automation of the evaluation process. It introduces the evaluation based on design
heuristics and guidelines and presents existing quantitative guidelines based on met-
rics for measuring usability characteristics of user interfaces. It analyzes object-based
metrics evaluating characteristics of UI objects (e.g., layout, aesthetics) and considers
their application for evaluation of dashboard visual quality. Finally, it points out the
problem of ambiguous recognition of objects within a user interface which represent
inputs for object-based metrics.

e Chapter 4 (Recognition of Visual Components) focuses on the recognition of visually
emphasized objects within a scene. The first part of the chapter discusses the process
of human visual perception of objects. It uses the knowledge of Gestalt psychology to
describe known principles regarding the objects recognition and grouping. It empha-
sizes the importance of preattentive processing, visual attention, short-term memory



and subjective perception. The second part of the chapter focuses on automatic recog-
nition of objects by a computer. It presents existing segmentation approaches which
are usually used for segmentation of scanned documents and consider their applica-
tion in segmentation of dashboard screenshots. Finally, it points out the complexity
of visual perception and difficulty to simulate it by a computer.

Then, the chapters 5 - 10 describe the research work and presents its results.

e Chapter 5 (Decomposition of Problem) detects the main problems of the research.
It defines the process of the research and divides the research into tasks which pro-
vide solutions to the problems. Then, it establishes a model of internal representation
of dashboard which can be processed by metrics of UI quality. It respects the catego-
rization of metrics presented in Chapter 3, which recognizes pixel-based and object-
based metrics, and provides the pixel-based and object-based internal representation.
Then, it introduces software which works with the internal representation of dash-
boards. Finally, it presents test samples which are used to evaluate the results of the
research tasks.

e Chapter 6 (Analysis of Pizel-based Metrics) analyzes the metrics which work with
the pixel-based representation of dashboards. It analyzes the three groups of metrics
measuring: colorfulness, number and share of used colors, and distribution of colors
(balance, symmetry). It considers the problem of image compression.

e Chapter 7 (Analysis of Object-based Metrics) analyzes the metrics which work with
the object-based representation of dashboards. In the beginning, it performs a study
of visual perception of objects in dashboards in order to get a dataset describing am-
biguity of user perception. It lets 251 users specify regions of the dashboards’ objects
according to their subjective perception. Then, it establishes a framework for process-
ing the subjective descriptions of regions and measuring the ability of object-based
metrics to distinguish a specific kind of UI samples (e.g., well-designed dashboards)
objectively. Finally, it uses the framework to analyze 13 Ngo’s metrics of aesthetics.
It emphasizes the impact of the subjective perception of regions on the application
of the metrics.

e Chapter 8 (Design and Improvement of Metrics) proposes a framework for design
and iterative improvement of metrics. It uses the framework to improve selected
Ngo’s object-based metrics (the metrics analyzing weights of regions based on the
size and distribution of regions on a screen). It considers the combination of their
object-based approach with the pixel-based approach analyzing colorfulness of regions.
Firstly, it performs a small-scale study to evaluate the hypothesis considering the im-
pact of color on weights of regions, which are analyzed by selected Ngo’s object-based
metrics. Then, it uses the knowledge gained from the results of the study and pro-
poses a modification of selected metrics. It demonstrates the idea of the modification
of the Balance metric. Finally, it analyzes the impact of the Balance improvement
on the ability of the metric to distinguish well-designed dashboards objectively.

e Chapter 9 (Automatic Segmentation of Dashboards) uses the knowledge of the study
of visual perception of objects and design a new method for automatic segmentation
of dashboards into regions. The method is divided into several phases, which prepro-
cess the bitmap, detect UI primitives, construct the layout of the Ul primitives, and
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search the dominant regions in the layout. It combines the top-down layout analysis
to simulate the Gestalt law of enclosure with the bottom-up layout analysis to simu-
late the Gestalt law of proximity. Finally, the chapter evaluates the method with the
regions specified by users and analyze the possibility to use the synthetic regions as
the inputs for object-based metrics.

e Chapter 10 (Comparison of Metrics with User Reviews) compares the values mea-
sured by the metrics with the perception of Ul characteristics by users. It shows high
ambiguity of user ratings, which might be caused either by the subjective perception
of the users and the subjective quantification of their perception or by a different
understanding of the principles of UI characteristics. In the end, the chapter presents
several questions which might lead to further research tasks.

Finally, the chapters 11 and 12 evaluate and summarize the thesis.

e Chapter 11 (Discussion) presents the summarized list of all results. It discusses
their possible application, points out their limitations, and suggests further research
tasks which can be done in the future to extend the results.

e Chapter 12 (Conclusions) provides the overall summary of the thesis.

Some parts of the thesis describe the results which were made with the cooperation
of students of Brno University of Technology. The students implemented software used
for the purposes of this research as a part of their bachelor’s or master’s thesis supervised
or consulted with the author of this thesis. Specifically:

e Subsection 5.3.2 describes Generator of Dashboard Samples developed as a part
of the master’s thesis of Olena Pastushenko [Pastushenko, 2017]. The generator was
applied to generate dashboard samples used for the study described in Section 8.2.
The study was performed with the cooporation of Olena Pastushenko as well and
published by Pastushenko, Hynek and Hruska [2018, 2019].

e Subsection 5.3.1 describes the Dashboard Analyzer software (developed by the au-
thor of this thesis), which uses extensions created as parts of the bachelor’s thesis
of Adriana Jelencikova [Jelencikova, 2018] and the master’s thesis of Santiago Mejia
[Mejia, 2018]. Mejia’s findings were used in the bottom-up analysis of the method
for segmentation of dashboards, described in Subsection 9.2.7.

e Subsection 5.2.2 mentions the generators of charts developed as parts of the bachelor’s
theses of Filip Bari¢ [Bari¢, 2017] and Natalya Loginova [Loginova, 2017]. The tools
were not directly used in this research but they use the same (or similar) object-
based model (designed by the author of this thesis) which describes the internal
representation of dashboards used in this research.
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Chapter 2

Dashboard and Data Visualization

The idea to present all information together on one scene (e.g., single document or screen)
was applied in many cases in the history. Designers were aware of the disadvantage of tex-
tual representations. They tried to find optimal graphical representations which would
squeeze all relevant data into a single scene so the viewer could realize important connec-
tion between data quickly. The following two examples presented in Tufte’s book [Tufte,
2001] demonstrate major advantages and disadvantages of the approach.
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Figure 2.1: Marey’s graphical train schedule. Used from [Tufte, 2001]. Original source:
E. J. Marey, La Méthode Graphique [Marey, 1885].

The first example of a single-page visualization shown in Figure 2.1 is Etienne-Jules
Marey’s graphical train schedule. The graphics created in 1885 presents a schedule of all
trains between Paris and Lyon. The vertical axis contains the train stations arranged ac-
cording to their locations on the track, and the horizontal one represents the time of arrivals
and departures. Then, the viewers can see the particular trains in the form of lines con-
necting the stations. They can compare the speed of the trains by examining of slopes
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of the lines. Also, they can find intersections of the lines representing locations and times
of passings of two trains running in the opposite direction. Looking for the same informa-
tion in a classical booklet train schedule would most likely take the viewers significantly
higher time. The diagram is highly intuitive. Users can quickly understand the meaning
of the data. Hence, this kind of visualization has been used for scheduling trains to this
day.

The second example shown in Figure 2.2 is popular information graphics designed
by Charles Joseph Minard in 1869. It presents the invasion of Napeoleon’s army into Russia
in 1812. We can monitor the size of the army due to the geographical location. In the be-
ginning, we can see that the width of the colored zone represents 422 000 soldiers marching
from the west towards Moscow. The size of the army is decreasing with the approaching
to Moscow. Finally, we can see the remaining 100 000 soldiers returning back represented
by the black zone. We can also notice that the chart at the bottom describes cold tempera-
tures during the return. Minard’s graphics, similar to the graphical train schedule, presents
a great deal of data comprehensively on a single page. On the other hand, this example is
less intuitive as the first one. The viewer needs to be familiarized with the principle of the
graphics. This might be the reason the graphics contain the legend.
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Figure 2.2: Minard’s graphics of Napoleon’s Russian campaign. Used from [Tufte, 2001].
Original source: E. J. Marey, La Méthode Graphique [Marey, 1885].

As shown in the two examples, data presented on a single scene might emphasize infor-
mation which would be difficult to find if the viewer had to go through several scenes and
connect the perceived information explicitly. On the other hand, it is not usually simple to
fit all the important data in a limited space. Ul designers need to find new kinds of graphics
which are capable of projecting the data comprehensively. Their originality might contra-
dict to quick comprehension of the visualized data by the viewers. Hence, Ul designers
should find a compromise between the amount of presented data and the way how the data
is presented. A dashboard is an example of such compromise. It graphically visualizes
important data related with the particular goals on a single screen (usually webpage) using
well-known charts (e.g., bar charts or line charts).
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2.1 Dashboard Definition

The original meaning of the word dashboard was used for “a screen on the front of a usually
horse-drawn vehicle to intercept water, mud, or snow” (Merriam-Webster’s collegiate dic-
tionary [Merriam-Webster Inc., 2004]). Then, with the evolution of vehicles, dashboard has
become an advanced and sophisticated panel containing instruments and controls crucial
for driving today’s motor vehicles. It provides actual information about the driving, which
helps the driver to adjust the driving according to current conditions. Its main characteris-
tic is intuitiveness. Drivers can use it without special attention, and they can focus on the
driving, which is the primary task.

The philosophy of the dashboards used in vehicles is similar to the meaning of the
dashboards used in information technology. It usually represents a single screen which
provides important information about some state regarding specific tasks (the driving task
is generalized). Users use it as a tool which helps them analyze the current situation
and make appropriate decisions to fulfill specific goals. A well-designed dashboard should,
similarly to dashboards used in a car, provide the critical information of the task and advice
the user to perform appropriate actions without the need of special examination of the
dashboard. For instance, dashboards are favorite tools of business intelligence. Companies
use them to monitor and analyze critical information regarding the current state of their
business (key performance indicators) [Eckerson, 2006].

There are several definitions of the dashboard term used in information technology. Ox-
ford Dictionary of English [Stevenson, 2010] defines it as “a graphical summary of various
pieces of important information, typically used to give an overview of a business”. Malik
[2005] defines a dashboard as “a rich computer interface with charts, reports, visual indica-
tors, and alert mechanisms that are consolidated into a dynamic and relevant information
platform.” Wexler et al. [2017] define it simply as “a visual display of data used to moni-
tor conditions and/or facilitate understanding.” Looking for existing dashboards reveals us
various dashboard examples, usually implemented in the form of a webpage. Dashboards
became popular tools used to provide navigation and summarized overview of websites.
Sometimes it might be difficult to distinguish between a dashboard and a regular webpage
containing some analytical and statistical data.

Stephen Few [2006] examined existing dashboards and looked for common characteris-
tics. He established a more strict definition of information dashboard:

Definition 2.1: A dashboard is a visual display of the most important information needed
to achieve one or more objectives; consolidated and arranged on a single screen so the
information can be monitored at a glance.

Most of the existing so-called dashboards break Few’s definition. Existing dashboards
often exceed the boundaries of one screen. They contain scrollbars, and users usually need
to switch between several views. The information presented in dashboards is not usually
related to specific goals. As Few pointed out, business intelligence vendors use dashboards
more like a marketing tool which helps them to sell the product than a tool which should
actually help users to monitor and analyze data effectively.

The following text considers the dashboard term as a visualization tool used in infor-
mation technology with respect to Definition 2.1. This chapter provides a brief overview
of dashboard characteristics, classification, graphical components, and design. It is based
on Few’s book [Few, 2006], which contains coherent knowledge regarding dashboards and
dashboard design, important for this research. It corresponds the knowledge with additional
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books describing real-world dashboard examples [Wexler et al., 2017], dealing with the pro-
cessing of data for dashboards [Jacobs and Rudis, 2014] and providing information about
dashboards used in business intelligence [Eckerson, 2006; Malik, 2005; Rasmussen et al.,
2009]. It also uses the knowledge regarding data visualization [Harris, 2000; Tufte, 2001;
Ware, 2004]. Besides that, there are also books focusing on implementation of dashboards
in commercial or free software and tools —e.g. Tableau [Stirrup, 2016], Microsoft Excel
[Alexander and Walkenbach, 2010], or R Shiny [Beeley, 2018]. Readers can find additional
information there.

2.2 Dashboard Characteristics

We can find various lists describing dashboard characteristics, depending on the used defi-
nition. For instance, [Malik, 2005] who focuses on enterprise dashboards, describes a dash-
board in the list of attributes supporting effective organizational management. [Few, 2006]
focuses more on general design characteristics of user interfaces based on Definition 2.1.
Following list bases on Few’s characteristics:

1. A dashboard is a visual display which prefers the graphical visualization of data over
the textual presentation. The graphical presentation of data provides the overall
view of the data in contrast to textual representation, which emphasizes singles val-
ues. Dashboard makes the viewer see values in a context, which helps the viewer
understand the meaning of the data better. The graphical visualization can empha-
size important relationships between data (as demonstrated in the graphical train
schedule in Figure 2.1). Finally, the graphical presentation can hold more data than
the textual representation, which is important dashboard’s requirement. An example
of the comparison of the textual and graphical representation is shown in Figure 2.3.
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Figure 2.3: The same data are presented textually (left) and graphically (right). Relations
between the values are more evident in the graphical presentation than the textual one.

2. A dashboard presents only the information which is important for achieving selected
goals. Ul designers should carefully analyze requirements of users and select the
important data concerning these requirements. UI designers also need to consider
that a viewer is able to focus on and process a limited amount of data at once. Hence,
UI designers should find a suitable projection of the selected data. They should reflect
the knowledge and experience of the users and provide the information in such form
which is understandable for them.
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3. A dashboard should fit a single screen. As shown in the initial motivation of this
chapter, people can find important connections in data better if they can perceive all
the data at once. Therefore, Ul designers should avoid using widget controls which
force the users to go through hidden data (e.g., scrollbars). On the other hand,
the users should not be confused by a crammed screen. Graphical elements should
be sufficiently large, and labels should be readable. Hence, Ul designers should use
a suitable layout to arrange widgets on a screen. They need to make a compromise
between the amount of presented data and comprehensibility of a dashboard.

A dashboard should be intuitive so that the user could perceive the information
at a glance. Similarly to dashboards used in a car, the user should be able to quickly
find the data which is important for the current situation without special exami-
nation of the dashboard, understand its meaning and perform appropriate actions.
Dashboards should emphasize the data that matters and deserve to be spotted at the
current time.
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Figure 2.4: Few’s CIO dashboard sample [Few, 2006]. Few reduces non-data pixels and
tries to provide important contextual information, well-arranged on one screen. Red alerts
inform users about real-time (the top-left table) or long-term problems and lead the users
to other screens displaying the reasons of the problems.
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The four characteristics correspond to each other. For instance, the ability to arrange
all data on one screen depends on the appropriate selection of the data and graphical
presentation of the data. It is the same for the ability to make a dashboard intuitive. The
problem is that it is usually not simple to meet all the design requirements. UI designers
often need to make a compromise between them and correspond them with requirements
of the users. Figure 2.4 presents an example of a dashboard which Few [2006] considers as
well-designed concerning the visual design and meeting of user’s requirements.

2.3 Classification of Dashboard

The ability to describe and classify a user interface and correctly define its purpose is
crucial for quality design. Few [2006] presents several variables according to which we can
classify dashboards. This section focuses on the three variables—role, type of data and
interactivity—since they are the most important variables for this research. Some of the
remaining variables (e.g., update frequency) are mentioned together with the three main
variables.

2.3.1 Role of Dashboard

The categorization of dashboards based on a dashboard role is one of the most frequently
used. It corresponds with a kind of business activity which the dashboard supports. Few
[2006], Eckerson [2006] and Rasmussen et al. [2009] distinguish the three kinds of dashboards—
operational, analytical/tactical and strategic dashboards:

e Operational dashboards provide monitoring of particular activities, usually to
front-line workers. Their goal is to provide low-level data and notify the users about
the situations which require some response. Data are usually updated in the real-time
so the response can be performed quickly. Presentation of data is simple (text values,
alert icons), so the users can quickly perceive and understand the information. We
can find such operational dashboards for the monitoring of a stock market or traffic.

e Analytical dashboards (also called tactical) provide aggregated data and help to
analyze the data. They are usually used for managers and analysts. On the contrary
to operational dashboards, they work with a static snapshot of data. Hence, they
use the advantage of graphical presentation to provide a better look at the context
of the data. They allow users to interact with displayed media and perform operations
with multidimensional data typical for OLAP analysis (e.g., drill-down [Codd et al.,
1993; Wrembel and Koncilia, 2006]). Analysts usually use the dashboards to compare
the values or look closer for the reasons of a current state.

e Strategic dashboards provide the most summarized view containing high-level
data, usually to executives. They use the dashboards to analyze the progress of strat-
egy fulfillment. Similarly to analytical dashboards, they contain static snapshots
of long-term data. They, however, focus more on the performance and prediction
of the future. Hence, the dashboards usually use the graphical presentation of data,
but usually without the ability to provide advanced operations with the data. It is
usually not required since the users usually focus more on the future than a current
state.
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2.3.2 Type of Data

Dashboard can present quantitative and non-quantitative data. Quantitative data is a mea-
surable value (e.g., revenues, expenses or profits). It is common data kind in dashboards
since we can graphically visualize it using various charts and users can compare the val-
ues. On the other hand, non-quantitative data represents information which cannot be
expressed numerically. An example of such data is “the five most selling products.” We
can present this information quantitatively as well (e.g. bar chart containing the numbers
of sold products). However, a viewer might find more useful to see the information directly
than derive the information from values explicitly.
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Figure 2.5: It is easier to understand the qualitative icons than the quantitative values.

Few [2006] recommends converting the quantitative data which needs to be perceived
frequently into qualitative visual objects. Then, these objects describe a characteristic
of the values (e.g., good or bad, high or low, rising or decreasing). They are usually
presented by simple graphic icons, usually with some color combination (e.g., red ~ bad,
green ~ good). It is easier for the viewer to distinguish a predefined palette of icons than
perceive numerical values and connect the values with the meaning explicitly. Figure 2.5
presents a combination of quantitative and qualitative data.

2.3.3 Imteractivity of Dashboard

We can design dashboards as static displays, or we can allow users to interact with a user
interface. As described in Subsection 2.3.1, analytical dashboards usually provides func-
tionality for analysis of data. Operational dashboards allow users to react to an unexpected
situation. On the other hand, strategic dashboards focus more on the presentation of data
than interaction with the data.

Today’s advanced chart libraries usually provide widgets which allow users basic inter-
action (e.g., the mouse hover action or zoom). Dashboards often contain many of such
widgets. UI designers should consider it in the evaluation of the overall usability of dash-
boards. This research focuses on the presentation aspect of dashboards. It works with
raster images representing screenshots of dashboards. Usability of interactive widgets is
not considered.
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2.4 Application of Dashboards

The purpose of a dashboard is a special variable which we can use to distinguish dashboards.
In contrast to the variables explained in Section 2.3, there is not a finite list of dashboard
categories. Every dashboard is unique. It has unique users with unique requirements
which deserve special care of UI designers. Wexler et al. [2017] provide a list of very
different scenarios of dashboard application. For instance, dashboards can be used to
monitor power plant operations, analyze a patients’ history of recent hospital admissions
or watch the performance of Premier League players (Figure 2.6). On the contrary, Malik
[2005] focuses only on enterprise dashboards used for improving processes and data analysis
in organizations. He provides a comprehensive categorization of enterprise dashboards
which is presented in Figure 2.7.
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Figure 2.6: Examples of different dashboard applications (source: [Wexler et al., 2017]).
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Figure 2.7: The categorization of enterprise dashboards according to Malik [2005].

2.4.1 Dashboards in Business Intelligence

Using dashboards for business purposes is one of the most common applications of dash-
boards. Companies need to work with data better to survive in today’s business world.
They need to store, process, monitor, analyze and use a great deal of data about the
business environment, competitors, customers, and performance of a company. Continual
increasing of the amount of data makes this tasks more and more difficult.

In the 1980s, organizations were starting to use Executive Information Systems as a spe-
cial group of Decision Support Systems used to improve decision making of senior-level
managers. These systems however quickly lost their popularity due to their narrow focus
and insufficient support for data manipulation (extraction, transformation, and loading)
[Eckerson, 2006; Rasmussen et al., 2009]. In 1989, Howard Dresner, a research analyst,
popularized the business intelligence term. He described it as “a set of concepts and meth-
ods to improve business decision making by using fact-based support systems” [Rasmussen
et al., 2009]. Business intelligence gained popularity in the 1990s. Its main advantage was
that it helped all users, not only the senior-level managers, to access important information
in order to improve their decision making. It increased coordination between departments
[Eckerson, 2006].

Eckerson [2006] describes business intelligence as a set of “the processes, tools, and
technologies required to turn data into information and information into knowledge and
plans that drive effective business activity.” He compares the business intelligence term
to a “data refinery”, which captures data from operational systems and process the data
in steps until the users can use it to perform business actions. Finally, the actions of the users
generate new data, which needs to be processed. Figure 2.8 presents the process of data
transformation.
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Figure 2.8: Data rafinery—Eckerson’s description of business intelligence [Eckerson, 2006].
In the beginning, data warehouses capture and process raw data provided by operational
systems and transform it into information. Then, users use analytical tools to find useful
information—knowledge, which can be used to create rules. The rules are implemented
in the form of plans, which consist of actions. Execution of actions generates business events,
which are captured by operational systems. Every cycle of the process helps the organization
to improve rules, plans and actions.

A simplified architecture of business intelligence consists of the three parts:

1. Operational systems contain operational data, which can be represented in various
formats (e.g., files, or relational databases) and stored in various places. It is usually
slow and difficult to perform complex queries in order to get knowledge important
for a business strategy.

2. Data warehouses and data marts represent the middle layer (usually implemented
as a relational database), which stores data in the format which is suitable for difficult
queries, complex data analysis, and visualization. To get such data, we need to specify
an appropriate data model (e.g., the multidimensional star scheme). Then, we need
to extract, transform and load the operational data (ETL processes [Wrembel and
Koncilia, 2006]). It is a difficult process. According to Eckerson [20006], it takes from
60 to 80 percent of the technical team’s time.

3. The presentational layer is the third layer, which provides an interface between
the users and the data stored in data warehouses or data marts. It provides the tools
which allow the users to query the data without knowledge of query languages (e.g.,
SQL). It should not overload the users with a great deal of data, but it should help
the users to find the important (usually aggregated) data. Then, in case of need,
the users should be able to browse the data.

Performance dashboard is one of the popular business intelligence tools. It is “a multi-
layered application built on business intelligence and data integration infrastructure that
enables organizations to measure, monitor, and manage business performance more effec-
tively” [Eckerson, 2006]. It consists of the three layers: the summarized graphical view,
multidimensional view, and detailed reporting view. It provides advanced visualization
techniques to present data for strategic, analytical an operational purposes. The data are
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presented via measurements—Key Performance Indicators (KPI) evaluating the perfor-
mance of the organization. They help to monitor whether an organization works efficiently
and also effectively. While efficiency monitors results and compares them with costs (maxi-
mum result with minimum effort, resources and time), effectiveness focuses on the meaning
of the results (the result matters and meets a strategy). Malik [2005] and Eckerson [2006]
present detailed knowledge about specification and examples of KPlIs.

As this section suggested, dashboards are not only visualization tools. They are complex
systems composed of databases and tools for data processing and analysis. The design
of high-quality dashboards does not depend only on the presentation layer but also on the
selection of meaningful data, design of an appropriate data model, quick and accessible
database or tools for complex data analysis. Trying to create a perfect presentation layer
is meaningless without a high-quality back-end. This research focuses on the presentation
layer, and usually, it uses the dashboard term in the meaning of the presentation layer.
However, the readers should keep in mind the whole context of the problem.

2.5 Components of Dashboard Screen

Dashboard screens consist of display media presenting data. There are many kinds of display
media. Readers can find comprehensive descriptions and references in specialized books
[Harris, 2000] or surveys [Purchase, 2014]. Display media are more or less suitable for
the dashboard requirements. Few [2006] recognizes the six kinds of display media: text,
organizers, graphs, icons, drawing objects and images.

The simplest way how to present some data is text. Dashboards are typical for its
preference to the graphical representation of data over the textual one. However, there are
cases which require presenting data in the form of text. Firstly, text is used to present
non-quantitative data which we cannot express numerically (Subsection 2.3.2). Secondly,
UI designers use text to emphasize particular values. Text is usually presented in the form
of single labels (usually as part of charts), or it is often organized in organizers (lists,
tables, or trees).

A graph (also called chart or plot) is the major graphical presentation used in dash-
boards. The most popular graphs which are frequently connected with dashboards are pie
charts and gauge charts. People can notice them in many dashboards samples. A pie chart
is a circle divided into slices which present part-to-whole information. Nowadays, Ul de-
signers often use a modified variant—a doughnut chart. A gauge chart is circular graphics
presenting a single value in a range. Despite their popularity, those two graphs were criti-
cized by Few because of their circular shape (Figure 2.9). Pie charts are not effective media
for the comparisons of values (Figure 1.2 in Introduction). Gauges usually occupy plenty
of space comparing to the information volume they present.

Instead, Few recommends to use the following graphs in dashboards: popular bar charts,
line charts, scatter plots, and less known but effective bullet graphs, sparklines, box plots, and
treemaps. He also recommends combining selected graphs to save the space and emphasize
relationships between the data—e.g., bar charts with line charts. Figures 2.10, 2.11 and
2.12 present examples of the recommended charts. Wexler et al. [2017] present illustrated
glossary of charts suitable for dashboards.

Geographical maps are a special type of visual media. Few classifies them as orga-
nizers presenting spatial data, but sometimes, they are also classified as charts. They help
users to connect data with geographical location. UI designers usually use them to compare
regions or emphasize important geographical locations statistically.
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Figure 2.9: The circle on the right is 16 times bigger than the circle on the left. People,
however, tend to underestimate differences in 2D areas. Redrawn from: [Few, 2006].
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Figure 2.10: Combination of a bullet graph (left) invented by S. Few and sparklines
(right) invented by E. R. Tufte. Bullet graphs present values in a range. Sparklines present
evolution of values in time. Source: [Jacobs and Rudis, 2014].
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Figure 2.11: Combination of a box plot invented by J. W. Tukey and a dot plot. They
present distribution of values. Source: [Wexler et al., 2017].

Icons are the next important media of dashboards. They are represented by symbols,
sometimes, they have a specific color. As mentioned in Section 2.5, they present qualitative
data. UI designers usually use them to emphasize important information which deserves
attention of users. S. Few distinguishes alert icons, up/down icons and on/off icons. Ul
designers should use only well-known symbols.

The remaining media of Few’s list are drawing objects and images. Drawing objects
are less typical media. Ul designers usually use them to graphically connect other media
(e.g., lines or arrows). Images are usually used to present photographs (e.g., faces of people).
Ul designers should use images only if necessary and they should present them in a high
resolution.
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Figure 2.12: Treemap invented by B. Shneiderman for presentation of hierarchical data.
The figure shows open and closed complaints by US state. Source: [Wexler et al., 2017].

2.6 Dashboard Design

The process of dashboard development should be, similarly to development of every other
information system, based on some methodology for systems development life cycle. At
least, it should consist of planning, analysis, design, implementation, testing, and main-
tenance [Kendall and Kendall, 2011]. This research focuses on the work of Ul designers
which consists of analysis and design of a user interface, including a continual evaluation
of the UI usability. The result of their work is a dashboard prototype which looks the same
as the expected result, but it lacks the real functionality. UI designers can use the prototype
to perform initial tests of its usability. Then, they send the prototype to developers who
implement a real dashboard ready for further tests and deployment. The readers interested
in the implementation phase can find additional information in [Jacobs and Rudis, 2014;
Stirrup, 2016; Alexander and Walkenbach, 2010; Beeley, 2018].

We can find a variety of design instructions and advice. For instance, Malik [2005]
presents dashboard design steps in the form of the three questions: “What information?
For whom? How to present?” On the other hand, Few [2006] focuses more on dashboard
design problems and describes how to avoid the problems. Wexler et al. [2017] demonstrate
it in the form of dashboard design scenarios. The following list uses this knowledge and
presents important dashboard design steps which should not be missed during the design
phase:

1. analysis of dashboard purpose
2. definition of a dataset

3. selection of display media

4. creation of a dashboard layout

5. simplification and evaluation
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2.6.1 Analysis of Dashboard Purpose

In the beginning, Ul designers and management should analyze the primary purpose of the
dashboard.

o Ul designers should determine end-users and understand their goals and needs. There
are many techniques for this purpose (e.g., observing and interviewing users; creating
personas, scenarios, story boards or use-case diagrams [Buley, 2013; Goodwin and
Cooper, 2011; Nielsen, 1994b; Preece et al., 2015]).

e Management should perform a cost-benefit analysis and decide whether the dashboard
is worthy of investment. They should keep in mind that the dashboard is neither
a marketing tool nor a tool which can solve every problem with communication and
data management [Eckerson, 2006].

2.6.2 Definition of Dataset

The definition of dataset depends on the information which we want to present to users.
Analysts should select only the data which represents the information. These data are
however usually difficult to understand at a glance. The next step is to derive performance
measures (KPIs) from the raw data. Performance measures are often represented by ag-
gregated values or qualitative values (e.g., customer satisfaction). The readers can find the
instructions on how to create the performance measures, including examples, in [Malik,
2005; Eckerson, 2006; del-Rey-Chamorro et al., 2003].

2.6.3 Selection of Display Media

We can usually visualize the same data using different display media. According to Few
[2006], the selection of an appropriate display medium should be based on the two factors:

1. “It must be the best means to display a particular type of information that is com-
monly found on dashboards.” The display medium should emphasize the information
(meaning of the data) we want to convey to the users. It also means that the display
medium should be compatible with the displayed kind of data (e.g., a chart should
be able to present all dimensions of the data). Finally, the display medium should be
comprehensible for users (it should reflect their experience).

2. “It must be able to serve its purpose even when sized to fit into a small space.”
UI designers should consider the size of the space which the medium needs to occupy
and compare it with the information volume it presents.

Then, UI designers should style the selected display media. Few [2006], Wexler et al.
[2017] or Tufte [2001] provide recommendations—e.g.:

e Avoid rendering charts in 3D because it makes them more difficult to read.

e Use subtle instead of vivid colors in charts. Vivid colors should be used only for
emphasizing of information (Figure 1.2).
e Design charts for color-blind people (Section 4.1).

e Minimize chartjunk (Subsection 2.6.5).

Avoid distortion of charts. (Subsection 2.6.5)
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2.6.4 Creation of Dashboard Layout

Created visual media need to be arranged on a screen. Locations of media on a screen can
emphasize relationships between the data. They can also emphasize selected media. Few
divides a screen into regions and describe “lucrativeness” of the screen regions (Figure 2.13).

Emphasized

Emphasized

De-emphasized

Figure 2.13: Association of dashboard regions with different degrees of visual emphasis.
Based on: Few [2006].

Since the space of a screen is limited, UI designers should focus on the clarity of
the screen. They need to consider the possibility that the users can use a device with
a small resolution of the screen (e.g., mobile phone). Web designers often use responsive
web design [Marcotte, 2011]. UI libraries usually provide a set of layouts.

2.6.5 Evaluation and Simplification

Evaluation of design quality is the essential step which UI designers should perform contin-
uously during the design phase. There are many aspects which UI designers can evaluate.
These aspects correspond with design recommendations (quality of selected graphs and
layouts, presentation quality, simplicity or overall usability). For instance, Eckerson [2006]
presents criteria for evaluation of performance dashboard design—e.g., layouts, the flexibil-
ity of graphs or the ability to personalize the dashboard. He describes them qualitatively.
On the other hand, Tufte [2001] provides two quantitative metrics for evaluation of chart
quality: data-ink ratio and lie factor.
data-ink

data-ink ratio = ———— 2.1
AR TAMO = §tal ink (2.1)

size of effect shown in graphics (2.2)

lie factor =
size of effect shown in data
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The data-ink ratio measures the amount of chartjunk—a term created by E. Tufte
describing elements of a chart which are used only as a decoration). The ratio compares
the ink presenting data and the total ink which is needed to print graphics (Figure 2.14).
Tufte [2001] recommends minimizing the non-data ink.

The lie factor measures distortion of graphics. The effect shown in graphics should
be the same as it is shown in data (e.g., the two times bigger graphical element should
represent the two times higher value). Figure 2.15 presents graphics with a high value
of the lie factor.

2005 YTD (U. S. $) U.S. ¢ 2004 Revenue

Region Units Bookings Bookings % Bookings
Americans 3,888 229,392 43% 150,000 Billings
Europe 2,838 167,442 31% 106,000

Asia 1,788 105,492 20%

Other 509 30,031 6% 50,000

Total $9,023 $532,357 100% 0

Q1 Q2 Q3 Q4

Figure 2.14: Example of the charts containing low amount of non-data ink (it is repre-
sented by the red color). Viewers are not distracted by chartjunk and they can focus on
presented data. Based on [Few, 2006].

This line, representing 18 miles per
gallon in 1978, is 0.6 inches long.

AN
=

Fuel Economy Standards for Autos

Set by Congress and supplemenied by the Transportation
24 Departmen. in miles per gallon.

This line, representing 27.5 miles per
gallon in 1083, is 5.3 inches long.

Figure 2.15: Figure presented in New Your Times (9th August, 1978). The lie factor

of the graphics is 14.8. Such a high value can cause confusion of viewers. Source: [Tufte,
2001].
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Few [2006] works with the idea of data-ink ratio and applies it for evaluation of dash-
board simplicity (the amount of ink is replaced by the number of pixels). He provides
a framework for iterative improvement and simplification of dashboards. It consists of the fol-
lowing steps:

1. “Reduce the Non-Data Pixels”

(a) “Eliminate all unnecessary non-data pixels.”

(b) “De-emphasize and regularize the non-data pixels that remain.”
2. “Enhance the Data Pixels”

(a) “Eliminate all unnecessary data pixels.”

(b) “Highlight the most important data pixels that remain.”

Finally, UI designers should evaluate the result with the real users and analyze the real
usability of the dashboard using usability metrics [Tullis and Albert, 2010].

2.7 Design Problems

The problem of dashboard design recommendations is that they are usually qualitative and
it is difficult to evaluate them formally. Practical application of Tufte’s quantitative metrics
can be complicated as well (elaborate recognition of data and non-data pixels). Hence, Ul
designers need to perform testing with the real users.

Since user testing usually requires additional time and expenses, Ul designers are often
forced to do it insufficiently. They often test user interfaces by themselves, not with the real
users. It can lead to later troubles. Ul designers miss many usability problems since they
can not see a user interface the way the users would do. The users are usually involved
before deployment of the system. It is usually too late to make radical changes of the Ul
design in this phase. Few [2006] discusses the most common mistakes in dashboards which
should be detected in the early design phase. The following list provides a brief overview:

e exceeding the boundaries of a single screen

e unimportant information and non-data pixels (e.g., decorations)
e important information is hidden

e inaccurate information, distorted display media

e unclear meaning of data, data are missing the context

e inappropriate display media, poorly designed display media

e inappropriate layout

e the viewer is distracted (vivid colors, decorations)
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2.8 Summary

This chapter provided basic knowledge regarding dashboards—visual displays which present
important information on a single screen to support decision making of users. They use
the advantage of graphical presentation of data to convey the information to users com-
prehensively and emphasize important relationships between the data. We can use them
for strategic, analytical and operational purposes. They are used in business intelligence.
Performance dashboards are popular tools to evaluate the progress of strategy and monitor
an organization’s performance.

As Stephen Few [2006] explained in examples, well-designed dashboards can be very
helpful. On the other hand, poorly designed dashboards can lead to serious usability prob-
lems. He showed that most of the existing dashboards contain some design problems. He
presented an overview of frequently made design problems, which can serve as heuristics
for usability evaluations. Their application is, however, limited by the knowledge of eval-
uators who need to be able to understand the heuristics and apply them in a particu-
lar situation correctly. Hence, it would be useful to detect some of the design problems
automatically during the design phase and decrease the time and cost of user interface
evaluation.
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Chapter 3

Evaluation of User Interfaces

Evolution of information technologies has brought new possibilities for human-computer in-
teraction. The decreasing costs of hardware components make computers available to more
people. They use them in their daily routines. Computers are parts of mobile phones, home
appliances or cars. Increasing internet penetration rate spreads their influence into distant
and peripheral places. Information technologies provide various services—e.g., communi-
cation services, online shopping or e-government. For instance, in 2007, Estonia became
the first country which used the Internet for general elections [Alvarez et al., 2009]. We can
say that information technology became an essential part of people’s life.

The dramatic spread of information technologies has brought new problems into the man-
agement of their usability. Designers of user interfaces need to consider usability require-
ments of a wider spectrum of users. There are specific groups of users like children or seniors
who have different needs and preferences [Read and Markopoulos, 2013; Lee et al., 2011]. Ul
designers should correspond new approaches to human-computer interaction with the ex-
perience of users and their motivation to learn new things. Vendors should keep in mind
that a user interface is the first part of the system which users see. The terms like aes-
thetics and first impression play a role in the acceptance of a system by users [Tractinsky
et al., 2000]. A study has shown that users create a simple subjective opinion about a user
interface in less than one second [Lindgaard et al., 2006]. Last but not least, users do not
use information technologies only for accomplishments of some duties. They use them also
for fun, satisfaction or enjoyment. UI designers should focus on the value of the product
and improve the overall user experience [McCarthy and Wright, 2007].

The problem of user experience and user interface usability has been recognized for
a long time. For instance, in 1987, Ben Schneiderman published the popular book [Shnei-
derman, 1987] providing the list of eight golden rules of interface design. In 1994, Jakob
Nielsen [1994b] described the importance of user interface usability and its impact on the ac-
ceptability of the whole system. Since then, numerous studies and researches have been
done in order to find a better way of design and evaluation of user interfaces. Even though
researchers have proposed numerous approaches, we still need to consider unpredictability
of human perception, thinking, and reactions, which cannot be completely generalized.

The field of human-computer interaction, user interface design and evaluation is elabo-
rate. Readers can find many books and papers presenting knowledge about these fields. It
is not the purpose of this chapter to provide an exhaustive list of all available publications
and cover all aspects of the research area. This chapter provides a brief overview of the
methods for user interface evaluation. It explains basic terms regarding the usability of user
interfaces and provides existing classifications of evaluation methods. Then, it focuses on
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the evaluation approach based on heuristics and guidelines. It presents existing methods
and considers their automation and application in the evaluation of dashboard interfaces. It
analyzes Ngo’s object-based metrics of aesthetics [Ngo et al., 2003] and shows the problem
of the ambiguous definition of interface objects.

3.1 Terminology

The international standard ISO 9241-210 defines the usability term as “extent to which
a system, product or service can be used by specified users to achieve specified goals with
effectiveness, efficiency, and satisfaction in a specified context of use” [ISO, 2010]. We can
consider usability in different contexts—e.g., software/product quality, system acceptability
or user experience.

3.1.1 Software/Product Quality

First of all, we can recognize usability in the context of software quality. The international
standard ISO/IEC 9126-1 describes quality models and metrics for evaluation of software
quality. It defines software quality as “the totality of characteristics of an entity that bear
on its ability to satisfy stated and implied needs” and specifies a set of the six characteris-
tics: functionality, reliability, usability, efficiency, maintainability, portability. Usability is
defined as “the capability of the software product to be understood, learned, used and at-
tractive to the user when used under specified conditions.” [ISO, 2001; Mendes and Mosley,
2006]. The standard specifies the five subcharacteristics of usability: wunderstandability,
learnability, operability, attractiveness, usability compliance.

In 2011, the ISO/IEC 9126-1 standard was replaced by the ISO/IEC 25010 standard. It
presents the Product Quality Model which redefines the characteristics of software quality.
The model consists of the 8 characteristics (instead of 6): functional suitability, reliability,
performance efficiency, usability, security, compatibility, maintainability, and portability
[ISO, 2011; Wieczorek et al., 2014]. The usability characteristic adapts the definition of the
ISO 9241 standard, and it consists of the 6 subcharacteristics (instead of 5):

e appropriateness recognizability: “the degree to which users can recognize whether
a product or system is appropriate for their needs.”

e learnability: “the degree to which a product or system can be used by specified users
to achieve specified goals of learning to use the product or system with effectiveness,
efficiency, freedom from risk and satisfaction in a specified context of use.”

e operability: “the degree to which a product or system has attributes that make it easy
to operate and control.”

e user error protection: “the degree to which a system protects users against making
errors.”

e user interface aesthetics: “the degree to which a user interface enables pleasing and
satisfying interaction for the user.”

e accessibility: “the degree to which a product or system can be used by people with the
widest range of characteristics and capabilities to achieve a specified goal in a specified
context of use.”
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3.1.2 System Acceptability

Nielsen [1994b] describes the usability term in the context of system acceptability, which he
defines as the ability “to satisfy all the needs and requirements of the users and other poten-
tial stakeholders, such as the users’ clients and managers.” He explains it as a combination
of the social and practical acceptability and divides the practical acceptability into several
categories—e.g., cost, compatibility, reliability, and usefulness. He focuses on the usefulness
category, which represents the ability to use a system for the achievement of the desired goal.
He bases on the work of Grudin [1992] and characterizes usefulness by the two attributes:

e utility: “the question of whether the functionality of the system in principle can do
what is needed.”

e usability: “the question of how well users can use the system functionality.”

He divides usability into the five attributes: learnability, efficiency, memorability, satisfac-
tion, and errors. Then, a usable system should be easy to learn, efficient to use, easy to
remember, subjectively pleasing and it should contain few errors. Readers can notice that
Nielsen’s usability attributes describe similar requirements as the usability subcharacteris-
tics of ISO/IEC 9126-1 and ISO/IEC 25010 (Subsection 3.1.1).

Social
acceptability

Utility

Usefulness

Usability Easy to learn

Effecient to use

Cost

System acceptability

Practical
accepta-
bility

Compa- Easy to remember

tibility
Relia-
bility

Few errors

Subjectively
pleasing

Etc.

Figure 3.1: Usability in context of Nielsen’s model of system acceptability. Redrawn from:
[Nielsen, 1994b].

Figure 3.1 presents Nielsen’s scheme of the model of system acceptability. Kim [2015]
provides a further discussion about the importance of system acceptability (and proposes
a discipline Acceptability Engineering).

3.1.3 User Experience

In recent years, Ul designers have mentioned the usability term frequently in the context
of the user experience (UX) term. Some of UI designers and researchers point out that
usability is a narrow aspect of user interface. They argue that a product should be designed
more than usable. It should reflect “non-utilitarian” [del-Rey-Chamorro et al., 2003] aspects
of user interface like users’ perception, emotions, feelings or satisfaction. Ul designers should
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focus on the value of the product, and they should improve the users’ overall experience
of the product [Hassenzahl and Tractinsky, 2006; Law et al., 2009]. Usability is often
considered as a part of user experience [Bevan, 2009].

We can find various meanings of user experience [Forlizzi and Battarbee, 2004; McCarthy
and Wright, 2007; Tullis and Albert, 2010]. Law et al. [2009] performed a survey with 275
respondents from academia and industry in order to describe the scope and characteristics
of UX. The results showed that “the respondents understand the notion of user experience
very differently” We can find numerous further studies dealing with the meaning of user
experience [Bargas-Avila and Hornbaek, 2011; Law et al., 2014; Lallemand et al., 2015]. The
international standard ISO 9241-210 defines user experience as “person’s perceptions and
responses resulting from the use and/or anticipated use of a product, system or service”
[ISO, 2010]. Morville [2005] created a framework to describe the seven UX facets defining
product requirements: useful, usable, desirable, findable, accessible, credible and valuable
(Figure 3.2). Roto and Rautava [2008] found the four elements: wutility, usability, social
value, and enjoyment. Bargas-Avila and Hornbak [2011] analyzed existing publications
describing UX from 2005 to 2009 and showed that the most common dimensions connected
with UX are emotions, enjoyment, and aesthetics.

Desirable

Valuable

Findable Accesible

Credible

Figure 3.2: Morville’s User Experience Honeycomb. Redrawn from: [Morville, 2005].

We can notice that many of the sources describing UX emphasize the importance of Ul
appearance and aesthetics. The aesthetics term is derived from the Greek aisthanesthai—to
perceive. Merriam-Webster’s dictionary [2004] explains it as “pleasurable to the senses” or
“attractive.” Its importance is discussed by many “non-UX” publications [Kristeller, 1951;
Lavie and Tractinsky, 2004; Tractinsky, 2004]. This aspect of a Ul is usually perceived very
quickly before a viewer fully understands the content of the UI [Lindgaard et al., 2006]. It
corresponds to various aspects—e.g., simplicity [Karvonen, 2000] / complezity [Michailidou
et al., 2008]. Moshagen and Thielsch [2010] define the four facets of aesthetics: simplic-
ity, diversity, colorfulness, and craftsmanshift. Aesthetics often plays an important role
in the acceptance of a whole product. Moreover, it may improve interface usability [Kurosu
and Kashimura, 1995; Tractinsky, 1997; Tractinsky et al., 2000]. We can notice that ISO
25010:2011 and Nielsen’s model of product acceptability consider aesthetics (or subjective
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satisfaction) as part of usability (Subsections 3.1.1 and 3.1.2), on the contrary to some
explanations of UX.

UX is sometimes criticized for being vague since it is connected with fuzzy and dy-
namic concepts [Hassenzahl and Tractinsky, 2006; Law et al., 2009]. Characteristics like
user emotions or interface aesthetics are subjective. They can change during the time as
the preferences and expectations of people are changing. Either way, user experience has
become an actual trend in the field of UI design and evaluation. UI designers should not
overlook it.

3.2 Classification of Methods

Since usability is connected with various aspects of user interface overall quality, there exist
a variety of methods for analysis and evaluation of user interface usability. The ISO/TR
16982 standard provides information on human-centered usability methods applicable to de-
sign and evaluation [ISO, 2002]. However, there are many non-standardized methods which
are based on an ad-hoc definition. Readers can find comprehensive lists of evaluation meth-
ods in [Ivory and Hearst, 2001; Fernandez et al., 2011]. They classified them according to
various factors, which are more or less important for this research.

3.2.1 Common Classification

The most common classification of methods presented by Ivory and Hearst [2001] or Fer-
nandez et al. [2011] consists of the five classes:

e Testing methods are a group of methods which are based on observation of user
interaction with a user interface. Evaluators let users perform selected tasks and an-
alyze the process of the completion of the tasks. They measure time, analyze users’
behavior and detect usability problems. A favorite approach is to let users interact
with a Ul without any specification of tasks, so the evaluators can see how the users
understand the user interface. Results are quantitative. Examples of methods are:
think aloud protocol (user talks during the test) [Lewis and Rieman, 1993], A /B testing
[Siroker and Koomen, 2013], mouse tracking [Freeman and Ambady, 2010], eye track-
ing [Duchowski, 2007] or performance measurements and log file analysis [Andrews,
1998]. Evaluators might capture video of testing and analyze it remotely (remote test-
ing), or after the testing (retrospective testing), so they do not interfere the testing
[Nielsen, 1994b].

e Inquiry methods represent a group of methods which are based on communication
between an evaluator and a user. Evaluators let selected users work with a user
interface, and then they acquire and analyze their feedback. Results of the evaluation
are subjective and qualitative. They usually represent users’ requirements and needs.
The most common methods and tools are user feedback, interviews, surveys, and
questionnaires [Buley, 2013; Goodwin and Cooper, 2011; Nielsen, 1994b; Preece et al.,
2015].

e Inspection methods focus on evaluation of user interface by expert evaluators with-
out the presence of users. The evaluators find usability problems using a predefined set
of criteria or heuristics [Nielsen, 1994b,c; Hollingsed and Novick, 2007]. UI designers
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can use the methods in early phases of the development process. Some of the meth-
ods can be automatized. On the other hand, the methods cannot reflect all quality
aspects (e.g., user experience, subjective perception). Examples of methods are cogni-
tive walkthrough (evaluators walk through user tasks and detects usability problems)
[Wharton et al., 1994], heuristic evaluation, or guideline review (evaluators analyze
a Ul and compare it against heuristics or more specific guidelines). See Section 3.3.

Analytical modeling methods provide different kinds of models which evalua-
tors use to generate usability predictions—e.g., usability problems, the execution, or
learning time. An example of a frequently used model is the GOMS model model-
ing goals, operators, methods and selection rules to predict the execution and learning
time [Card et al., 2018]. The model has many variations—e.g., KLM (Keystroke-Level
Model) [Card et al., 1980; Kieras, 2001; Katsanos et al., 2013] or the original version
CMN-GOMS.

Automation/Simulation methods simulate user interaction using modeling lan-
guages or simulation algorithms, e.g., Petri nets or genetic algorithms [Ivory and
Hearst, 2001].

3.2.2 Level of Automation

The next factor which is important for this research is the level of automation [Ivory and
Hearst, 2001]. It considers the four types of methods:

None: a method does not support any automation of evaluation.

Capture: a method provides the ability to capture the process of evaluation (logs
of interaction with UI).

Analysis: a method automatically detects usability problems.

Critique: a method automatically detects usability problems and offers solutions
for the problems.

The methods based on subjective feedback of users are usually without any automation
support. On the other hand, the methods based on inspection or modeling of usability usu-
ally offer some level of automation. Automation provides certain advantages like decrease
of time, expenses and human resources. On the contrary, the methods with a higher level
of automation are usually narrow-focused. They do not consider the context of evalua-
tion and the subjective factor of users. They detect false-positive usability problems more
frequently than the methods without automation.

3.2.3 Generalizability, Precision, Realism

Carpendale [2008] takes the selected evaluation methods and analyzes them concerning the
three factors:

Generalizability: the extent to which the results of evaluation can be generalized
to other users or situations.

Precision (reliability [Leung, 2015]): the extent to which the evaluator control all
aspects of evaluation (results are reliable and replicable).

35



e Realism: the extent to which the context of evaluation is similar to the context
of real usage.

Carpendale [2008] shows that improvement of one factor will decrease the level of the re-
maining two factors (Figure 3.3). For example, field study focuses on evaluation of user
interface outside a laboratory in a real situation (real users and environment). Evaluators
observe users without interference. Hence, the results of the evaluation are realistic but
not reliable, replicable and usually not generalizable. In contrast to field study, laboratory
experiment is based on performing arranged tasks. Evaluators provide users with instruc-
tions. Such results are usually reliable and replicable, but they do not reflect reality, and
we cannot generalize them. Finally, a formal theory provides generalizability, but it usually
lacks realism and precision.
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Figure 3.3: Comparison of selected methods according to the rates of generalizability,
precision, realism and obtrusiveness. Redrawn from: [Carpendale, 2008].

We can see that the three factors correspond with obtrusiveness of users during an eval-
uation (e.g., interference between users and evaluators). The most precise methods are
usually obtrusive. On the other hand, unobtrusive environment helps to generate realistic
results. As pointed out by Preece et al. [2015], evaluators should combine several usability
methods. Then, they can get generalizable, reliable and realistic results.

3.3 Evaluation Based on Heuristics and Guidelines

One of the goals of this research is to find metrics which could be used for automatic
measuring of dashboard usability and overall quality. Such an approach is cheap and
could be used during the design phase without the presence of users. The research follows
the inspection methods, particularly the evaluation based on heuristics and guidelines.
Heuristic evaluation is a usability inspection method designed by Nielsen and Molich
[1990]. The goal of the method is to analyze a user interface and correspond its characteris-
tics with predefined usability principles called heuristics. This process leads to the detection
of usability problems. We can find numerous heuristics for evaluation of user interfaces—
e.g., Nielsen’s usability heuristics [Nielsen, 1994a]. Few [2006], Jacobs and Rudis [2014]
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and Wexler et al. [2017] provide heuristics for evaluation of usability of dashboards. The
problem of the proposed heuristics is that they are abstract. Specialists in UI design need
to be present to understand and apply the heuristics correctly. It is also not recommended
to base the results on one evaluator since evaluators do not need to reach an agreement
in all usability problems [Jeffries et al., 1991].

Usability guidelines are more specific than usability heuristics [Jeffries et al., 1991].
Their application usually does not require a Ul design expert. They are often based on quan-
titative metrics, which calculate values of selected user interface attributes. Engineers can
transform such guidelines into runnable code and apply them for quick evaluation of a high
number of user interfaces (e.g., web pages [Vanderdonckt et al., 2004]). On the other hand,
they are more straightforward than heuristics. They do not evaluate interaction with a UI.
They focus on basic Ul characteristics (e.g., color, size or distribution of elements). It is
usually not easy to design a guideline which would analyze advanced aspects of Ul usability
(e.g., aesthetics). It has been challenge for researchers and practitioners to design more and
more advanced guidelines.

3.3.1 Pixel-based Evaluation

A user interface can be implemented in various programming languages, and it can use
many technologies. It might be elaborate to create a tool which would be able to work with
an internal representation of a user interface. Hence, it might be useful to take a static
snapshot of the screen and evaluate the Ul as a raster image. The following text presents
selected guidelines based on pixel-based metrics which measure usage of individual color
values, or distribution of those values in a raster image.

Colourfulness

As described in Subsection 2.6.3, one of Few’s heuristics recommends UI designers to use
subtle colors. We can evaluate this heuristic by measuring colorfulness of a Ul snapshot.
For instance, Yendrikhovskij et al. [1998] base colorfulness on the image saturation measured
in the CIElab color space where the saturation is computed as the image chroma divided
by the image lightness:

C; = 8S; + oy, (3.1)

where S; is the average saturation of an image ¢ and o; its standard deviation. C; = 0
represents achromatic image. Images with C; =~ 2 can be considered highly colorful. The
metric was used by Reinecke et al. [2013].

Number and Share of Used Colors

According to [Few, 2006], dashboards should contain a low number of color values. Common
graphical libraries usually work with the RGB color space. The color values are usually
stored as a 24-bit number (8 bit for every color channel), which makes more than 224 = 16.77
million distinct color values. There is a high probability, that human will not recognize all
displayed color values (especially those with a low frequency of occurrence). Hence, it
might be reasonable to reduce the number of used colors. We can use various algorithms
like posterization or clustering of pixels into larger groups. The metric was used by Purchase
et al. [2012].
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Distribution of Colors

Inappropriate layout and distribution of graphical elements in user interface are frequent
design problems [Few, 2006]. Since pixel-based metrics consider a Ul as an image repre-
sented by a matrix of pixels, evaluators need to detect graphical elements in the image first.
They can do it subjectively by themselves or by image processing methods (Section 4.2).
It is, however, elaborate task, especially when they analyze complex Uls like dashboards.
The second option is to analyze colors of pixels and their distribution in the image. For
example, we can threshold the image and measure the distribution of the black and white
pixels or convert the image into the grayscale color space and measure the distribution
of color intensity.

Kim and Foley [1993] present a formula for measuring balance between the left and
right side of a black-and-white image:

total weight of less heavy side

left-right balance = (3.2)

total weight of more heavy side
total weight of side = Z 1s - f(distance away from center) (3.3)

where ‘1s’ represents the black pixels (graphical elements) of a side in the black-and-white
color space. Similarly, we could measure vertical balance or balance of an image represented
in the grayscale color space (we could replace ’1s’ with value of normalized color intensity).

T
T
T

Figure 3.4: A simplified example of balanced (left) and unbalanced (right) screens.

Another option is to measure the symmetry between the sides of an image—e.g., left-
right symmetry:

hit
left-right symmetry = ﬁlmlss (3.4)
miss = Z |vy —ws|, hit = Z 1 — vy — vy (3.5)
(v1,02)ES (v1,v2)€ES

where S is a set of all pixel pairs (v1, v2) located in mirrored positions from the central axis.
The pixels contain a logical value (‘1s’ or ‘0s’) or normalized color intensity [0, 1]. Figures 3.4
and 3.5 present examples of balanced /unbalanced and symmetrical /asymmetrical screens.

—

Figure 3.5: A simplified example of symmetrical (left) and asymmetrical (right) screens.
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The pixel-based approach is a quick way how to measure simple characteristics of a user
interface. These characteristics can be combined. For instance, Miniukovich and An-
geli [2014] combine several pixel-based characteristics (e.g., colorfulness) for measuring Ul
complexity. On the other hand, the pixel-based approach does not reflect the perception
of people who recognize objects within a scene as described by Baker et al. [2009] instead
of a matrix of pixels.

3.3.2 Object-based Evaluation

The second approach focuses on the analysis of objects located in a user interface. Van-
derdonckt and Gillo [1994] based on Foley and Van Dam [1982] recognize the two kinds
of objects: interaction and interactive objects. Interaction objects (also widgets or con-
trols) represent static (e.g., labels or separators) and dynamic (e.g., buttons, text fields)
objects of a user interface. Interactive objects represent the remaining objects (e.g., draw-
ings or pictures). Then, the rectangular boundaries of all objects (regions) form a layout
of a user interface (Figure 3.6).
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Figure 3.6: The left figure represents a simplified screen containing objects. The right
figure represents the underlying layout grid. Source: Vanderdonckt and Gillo [1994].

Vanderdonckt and Gillo [1994] have published 30 advanced visual techniques for the
analysis of screen layouts, divided into the five groups: physical, composition, association
(and dissociation), ordering and photographic techniques. The techniques are described
qualitatively by visual examples and descriptions. Some of them (like the physical ones)
are easily convertible to an algorithm than others (like the photographic ones) which are
more complex and focus on the subjective feeling of the viewer.

Quantitative measuring of object characteristics became significant with the evolution
of graphical user interfaces. In the 1980s, Ul designers used metrics to evaluate textual
user interfaces [Smith and Mosier, 1986; Tullis, 1984]. In the 1990s, they applied metrics
in the tools for the automatic design of graphical user interfaces [Ivory and Hearst, 2001].
Researchers tried to improve assistance which would help with the placement of interface
objects. These tools focused on generating specified kinds of user interfaces (e.g., a dialog
box) using a predefined strategy to create a suitable screen layout rather than the evaluating
visual attributes of an arbitrary user interface.

Kim and Foley [1993] generate and analyze spatial properties of a dialog box layout using
the tool called DON. They compare the size and shape of interface objects to help with
creating suitably aligned layouts. Bodart et al. [1994] present two strategies for interface
objects placement as a part of the TRIDENT project. They generalize the problem into
the three subparts: localization (position), dimensioning (size) and arrangement (order)
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and present the set of simple mathematical relationships between interface objects in order
to provide a better description of UI layout. Sears [1995] developed another tool called
AIDE, which focuses on the layout efficiency (layout appropriateness [Sears, 1993]), align-
ment, balance and a possibility to specify custom constraints. Shneiderman et al. [1995]
added more metrics for a spatial and textual layout like objects density, margins, aspect
ratio or number of objects. They applied them in the tool called SHERLOCK for the eval-
uation of interface consistency [Mahajan and Shneiderman, 1997]. Parush et al. [1998]
created a tool using a numerical model for measuring the size, alignment, grouping, and
density of interface elements. They used the measures to compute screen complexity.

In the 2000s, the rapid evolution of the Internet made UI designers focus on the evalu-
ation of webpage user interfaces. Ivory [2001] gathered knowledge about design guidelines
and heuristics until 2001 and presented the list of 157 quantitative metrics for evaluation
webpage elements (e.g., analysis of the amount of text on a page, color usage, and consis-
tency). UI designers put higher emphasis on the soft design aspects like aesthetics and the
first impression of users. Ngo, Teo and Byrne [2000a, 2000b, 2001a, 2001b, 2003] attempted
to describe aesthetics formally. They presented the 13 quantitative object-based metrics
of aesthetics:

e Balance: “difference between total weighting of components on each side of horizontal
and vertical axis.”

e Equilibrium: “difference between the center of mass of the displayed components
and the physical center of the screen.”

e Symmetry: “extent to which the screen is symmetrical in three directions: vertical,
horizontal, and diagonal.”

e Sequence: “measure of how information in display is ordered in a hierarchy of per-
ceptual prominence corresponding to the intended reading sequence.”

e Cohesion: “extent to which the screen components have the same aspect ratio.”
e Unity: “extent to which visual components on a single screen all belong together.”

e Proportion: “comparative relationship of the dimensions of components to certain
proportional shapes.”

e Simplicity: “extent to which component parts are minimized and relationships be-
tween the parts are simplified.”

e Density: “extent to which the percentage of component areas on the entire screen is
equal to the optimal level.”

e Regularity: “extent to which the alignment points are consistently spaced.”
o Economy: “extent to which the components are similar in size.”

e Homogeneity: “measure of how evenly the components are distributed among
the quadrants.”

¢ Rhythm: “extent to which the components are systematically ordered.”

The following text will refer these metrics as Ngo’s metrics.
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Ngo’s metrics strongly correspond with the selected techniques published by Vander-
donckt and Gillo [1994]. Readers can also notice the similarity with the pixel-based metrics
of image balance and symmetry presented in Subsection 3.3.1. On the contrary to the for-
mulas of the pixel-based Balance (Eq. 3.2) and Symmetry (Eq. 3.4), Ngo’s formulas do not
consider color or shape of interface objects. They analyze a screen as a set of rectangles
(regions) representing the boundaries of interface objects. The regions are described only
by their dimensions (size and position). The result of every metric is a value of the [0, 1]
range, which represents the rate of an aesthetic factor.

The following example presents the formula of Ngo’s Balance metric:

_ | BMvertical | + | BMhorizontal |
2

BM =1

€ [0,1] (3.6)

wr, + WR

BMvertical =1-
max(| wr, |,| wr |)

(3.7)

wr + WR
max (| wr |, | wg |)

BMhorizontal = 1 — (38)
where w; is a weighting of a side j € {L, R, T, B} (left, right, top, bottom) containing n;
regions:

j
wj = Z aijdij (3.9)

The weight of a side depends on the area a;; of a region and the distance d;; of the region
from the center of the screen. Readers can find all formulas in [Ngo et al., 2000a].

Besides Ngo’s metrics, there were other attempts to formalize characteristics correspond-
ing to aesthetics—e.g., [Harrington et al., 2004]. This thesis focuses on Ngo’s metrics.

3.3.3 Ambiguity of Object-based Evaluation

In the 2000s and 2010s, numerous researchers evaluated the applicability of Ngo’s metrics
to the present time, especially for website interfaces. They usually based the evaluation
of the metrics on the comparison of the measured results with the reviews of p users who
rated n user interfaces. Their results depend on a selected group of users, analyzed user
interfaces and approaches to the description of interface regions. 1 have detected four
approaches of recognition of regions described in the following four paragraphs.

The first approach generates its own layouts containing exact descriptions of regions.
The primary purpose is to simulate specific situations used for the comparison of user
perception with the results given by a metric. Altaboli and Lin [2011] generate screens
containing four black squares with different dimensions to test extreme values of the metrics
Balance, Unity, and Sequence. Then, they demonstrate the correlation between these
metrics and the user perception of aesthetics (n = 8, p = 13; users rated aesthetics on a 10-
point scale). Salimun et al. [2010] generate layouts comprised of triangles. They confirm
the effect of the metrics Cohesion, Economy, Regularity, Sequence, Symmetry, and Unity.
However, they also point out that users prefer interfaces with a medium level of aesthetics
(n = 15, p = T72; the users compared aesthetics between pairs of screens). Bauerly and
Liu [2008] replace black squares with random images to make the displays look realistic.
They show that a high number of interface objects decreases the aesthetic appeal (n = 27,
p = 16).
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The second approach is based on the analysis of the structural description of real inter-
faces. Purchase et al. [2011] use a browser extension to parse the document object model
(DOM) of web pages to specify regions. They analyze most of Ngo’s metrics (except Equi-
librium, Symmetry, and Rhythm) and confirm the correlation between the metrics and
user perception (n = 15, p = 21). However, their results show that the aesthetics do
not match the interface usability, which contradicts the findings of Kurosu and Kashimura
[1995] and Tractinsky [1997]. They pointed out that the approach of DOM processing does
not consider the visual content of an identified component.

The third approach uses raster screenshots and tries to detect regions automatically,
using image processing methods. It considers the visual aspect of screen compared to
the previous approaches. Zheng et al. [2009] use the algorithm of iterative decomposition
of a screen into quadrants of minimum entropy (Quadtree decomposition) based on low-
level image statistics. They evaluate Balance, Symmetry, Equilibrium, and the number
of quadrants and compare their influence on the judgment of the users (n = 30, p = 22).
According to the results, the influence is not always the same (Balance has the highest
influence, in contrast to Equilibrium). Reinecke et al. [2013] evaluate the same metrics as
Zheng et al. They focus on the prediction of the visual complexity of an interface (n = 450,
p = 548). They use Quadtree decomposition and Space-based decomposition (decomposition
of a screen by separating the components along the vertical and horizontal spaces on the
screen).
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Figure 3.7: A screenshot of the QUESTIM tool designed by Zen and Vanderdonckt [2014].
The right part of the screen displays values of Ngo’s metrics measured for the screenshot
of Google homepage. The gray rectangles represents a manual description of regions.
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The fourth approach depends on the manual selection of regions by users. Zain et al.
[2008] describe an application for the manual dragging of interface objects combined with
further image processing. They use the application to confirm the correspondence between
the expected ranking of metrics and values calculated from regions gathered by the users
dragging objects (n = 12, p = unspecified) using Balance, Equilibrium, Symmetry, Se-
quence, and Rhythm. Mazumdar et al. [2015] base on this model, extend it with Cohesion
and Unity and use it to evaluate the aesthetics of one type of interface—semantic web
tools (n = 11, p = unspecified). The measured values are similar for most of the analyzed
interfaces. The recent research [Zen and Vanderdonckt, 2014] provide the QUESTIM tool,
which enables loading of a website screenshot and lets users manually specify the regions
representing the input for Ngo’s metrics (Figure 3.7). According to their results evaluat-
ing all 13 metrics (n = 4, p = 25, 5-point Likert scale), only 5 of 13 metrics (Balance,
Equilibrium, Density, Economy, and Proportion with the best results) correspond to the
user reviews. However, they point out the small set of interface samples and the problem
of the subjective selection of regions. They also suggest a possible improvement of the met-
ric thresholds determining what is aesthetically efficient. Trausan-Matu and Dathan [2016]
let users to reposition rectangular shapes in a window in the two cases: when the users
were or were not told that the window should represent a configuration for a user interface.
They observed that the users preferred regions to be organized in more sequential but less
figurative way when they were supposed to represent objects of user interface. This finding
supports the hypothesis, that values measured by Ngo’s metrics does not necessarily need
to be as high as possible.

As described in this subsection, we can specify objects at least according to three! differ-
ent techniques. It makes objects ambiguous as well as the results of object-based formulas.
Examination of the input variables of Ngo’s formulas provides us closer information about
the dependency of the formulas. We can characterize Ngo’s metrics by the three kinds
of dependency:

e OQap: The metrics dependent on the accuracy of areas of regions and the distribution
of regions on a screen: Balance, Equilibrium, Symmetry, Sequence, Density, Rhythm
and Unity. The evaluator needs to specify the parts of the screen occupied by objects
accurately.

e Oar: The metrics based on the aspect ratios of regions: Cohesion and Proportion.
The evaluator needs to specify the objects’ ratios of width to height accurately.

e Qa: The metrics based on the level of screen granularity (number of regions, aligned
points, or different sizes): Unity, Simplicity, Regularity, Economy, and Homogeneity.
The evaluator needs to divide the parts of the screen occupied by objects accurately.

The three sets Qap, Qar, Q¢ will be used in the further analyses of Ngo’s metrics consid-
ering the application of the metrics for dashboards evaluation.

We can not consider the first approach which generates synthetic layouts as a technique for the de-
scription of interface regions.
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3.4 Summary

Usability is an essential requirement of well-designed user interfaces. It affects product qual-
ity, acceptability and user experience. On the other hand, it is not the only requirement.
Users expect a product to be valuable, provide them satisfaction, enjoyment and improve
their overall experience. Ul designers start focusing more on the design aspects like aes-
thetics, which have, according to some studies, [Kurosu and Kashimura, 1995; Tractinsky,
1997] an impact on usability.

There are various methods for evaluation of Ul usability and overall quality. They are
based on observation of users interacting with UI, communication with users, inspection
of UI characteristics, simulation of user interaction or modeling usability predictions. They
provide us with a different level of automation, generalizability, precision, and realism.
Since observation of users interacting with a user interface provides realistic results, we
cannot generalize the results, and the evaluation might be expensive. On the other hand,
inspecting Ul using design guidelines is cheaper, results are replicable, and we can apply it
in the design phase without the presence of users. The design guidelines are however simple
and focus on a narrow design aspect of Ul.

Design guidelines are often based on quantitative metrics so they can be transformed
into runnable code and used automatically. We can distinguish the metrics processing
interface as a raster image represented by a matrix of pixels and the metrics analyzing
objects of user interface (e.g., widgets). Pixel-based metrics can analyze Ul characteristics
connected with color—e.g., the number of used colors or colorfulness. For instance, we can
use them to evaluate Few’s heuristics which advice using a limited number of subtle colors.
Objects-based metrics can be used for detection of an inappropriate layout, which is one
of the most common mistakes presented by Few. Ngo et al. [2003] designed 13 metrics
for measuring aesthetics and analysis of Ul layouts.

Measuring object characteristics seems to be a promising approach for improvement
of dashboard evaluation. However, we need to deal with ambiguity of object recognition.
If we want to improve the realism of evaluation results, we should specify objects concern-
ing the perception of users. Designing such a method requires well understanding of the
principles of visual perception.
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Chapter 4

Recognition of Visual Components

Vision is the dominant human sense. It allows us to process visible light and transform
the signal into information. Since eyes are essential for the capturing of the signal, the brain
plays a major role in the transformation of the signal into information. Understanding
the principles of visual perception requires understanding how the brain works. Vision is
still the aim of many researchers working in a variety of scientific disciplines—e.g., ophthal-
mology, neuroscience, psychology, or computer science. In contrast to computers, people
do not process the visual signal as an image composed of pixels. They perceive a view as
objects located within a scene [Baker et al., 2009]. They consider the objects with a dif-
ferent level of detail according to their actual attention. Moreover, every person is unique
with a unique brain. Unfortunately, we are not able to predict entirely how a person would
interpret the perceived view.

Figure 4.1: What do you see in the figure? Source: [Johnson, 2010; Marr, 2010].
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Figure 4.1 demonstrates the unpredictability of visual perception. It consists of the
black stains scattered in the white background. At the first glance, viewers would probably
not find any meaning in the figure. After they are told it contains a Dalmatian dog sniffing
the ground next to a tree, they should find the meaning and start to process the figure in this
way. I repeated the experiment several times during the special lessons of the Information
Systems course at Brno University of Technology, Faculty of Information with different
students. There was usually a student (of the 50-200 students) who found the meaning
without any clue and told the others.! On the other hand, some students were unable to
see the meaning even after the revealing. Van Tonder and Ejima [2000] performed a survey
which ended up with various results. Users found different objects in the figure (e.g., ground
covered by snow, or various kinds of animals).

The experiment confirmed the fact that people perceive objects subjectively concern-
ing their previous experience. Recognition of objects by a computer is a difficult task,
and ambiguity of visual perception makes it even more complicated. This thesis focuses
on the segmentation of dashboard screens into regions representing the visually dominant
objects which can be used as inputs for object-based metrics. This chapter consists of two
parts. The first part describes basic principles of visual perception which should be known
for the segmentation of a screen. It focuses on the problem of objects recognition and
grouping. The second part presents existing methods for page segmentation. It considers
their applicability for the segmentation of dashboards.

4.1 Visual Perception of Objects

In the beginning, a viewer reacts to the wvisible light by visual receptors—the rod and
cone cells—located in eyes’ retina. The visible light is represented by the electromagnetic
radiation of the wavelength range approximately from 400 to 700 nm [Ware, 2004]. Three
types of cone cells detect the three frequencies of the light: lower, medium and higher
frequencies (Figure 4.2). The second type of receptors—rod cell— is sensitive to brightness.
They are located near the edges of the retina. They are used in peripheral vision and
perception of low levels of the light [Johnson, 2010].
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Figure 4.2: Comparison of the sensitivity of the three types of cones (left) with the sen-
sitivity of the artificial red/green/blue receptors. Source: [Johnson, 2010].

!The reason might be previous experience with the figure.
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The detected light is then transformed into an electrical signal which is transferred
to the brain by the optic nerves [Gibson, 1950; Ware, 2004]. The brain perceives the visual
signal and constructs an image of the perceived view. It combines the signal detected
by the three kinds of cones and interprets color values (color subtraction). Then, the brain
detects contrasting edges and recognizes basic shapes. Human vision is much more sensitive
to the differences in color and brightness than absolute brightness level [Johnson, 2010].
Color of a shape is perceived relatively to surrounding colors (Figure 4.3). Johnson [2010]
shows the three presentation factors affecting the ability to distinguish colors from each
other—paleness, color patch size and separation. The paler (less saturated), smaller and
more separated the two patches are, the more difficult it is to distinguish their colors.

Figure 4.3: The color of the squares is the same. Perception of the color is however
affected by the surrounding color. Redrawn from: [Few, 2000].

Perception of colors is subjective. Approximately 10% of population (mostly men) have
the problem to distinguish certain colors [Few, 2006; Johnson, 2010]. Few [2006] recom-
mends changing color intensity rather than color hue in a presentation to make sure that all
viewers would be able to distinguish colors (Figure 4.4). For this purpose, UI designers can
use alternative color models than RGB (red, green, blue). An example is the HSB (HSL)
color model represented by hue, saturation, brightness/lightness. Color intensity refers
to saturation and brightness/lightness. Another useful color space is the CIE L*a*b* color
space (lightness, green-red, blue-yellow), which corresponds to human perception of colors

[Ware, 2004].

Figure 4.4: A hypothetical example of a color-blind vision (bottom squares). It is better to
distinguish colors by varying color intensities (right) rather that color hues (left). Redrawn
from: [Few, 2006].

Color is one of the attributes which play a role during the initial recognition of objects
and construction of the image. It is done preattentively according to preattentive attributes.
Preattentive processing is the perceptual task of object recognition which is performed very
quickly without the user’s attention (in less than 200 ms according to [Healey et al., 1996]).
According to Healey et al. [1996], there are 17 preattentively perceived features which can
be, according to Ware [2004], classified into the four categories: color, form, spatial position,
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and motion (Figure 4.5). The appropriate usage of the preattentive features can significantly
decrease the time of dashboard sensemaking as shown by Few [2006]. Figure 4.6 presents
an example of the preattentive processing and compares it with the attentive processing.
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Figure 4.5: Examples of preattentive attributes inspired by [Few, 2006]. Legend: (C)—
color, (F)—form, (S)—spatial position. Few also mentions the flickering attribute of the
motion group. Readers can meet with further preattentive attributes in other literature
(e. g., curvature, blur or direction of motion).
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Figure 4.6: The figure demonstrates the difference between the preattentive and attentive
processing. It is easier to count the number of the digit ‘5’ in the right side because we
can distinguish their different color intensity preattentively. On the contrary, we need to
process the digits in the left side attentively. Based on the example presented in [Few,
2006].

After the initial recognition of objects, the brain tries to comprehend the recognized
objects, organize them and add meaning to them. Baker et al. [2009] call this process
sensemaking. He explains it as “the ability to comprehend complex information, assimilate
it, create order from it, and develop a mental model of the situation as a precursor to
responding to the situation.” Only a fraction of what a viewer focuses on is also the object
of the viewer’s attention [Few, 2006]. This fact corresponds with the limited capacity
of the brain’s short-term memory, which stores the objects of the actual focus of attention.
Few presents the size of the short-term memory between 3 and 9 items, but we can find
different interpretations—e.g., 3 - 5 items according to [Johnson, 2010].
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According to Baker et al. [2009], a visual representation improves sensemaking in data
exploration tasks when:

e It supports the four basic visual perceptual approaches:

— Association: viewers are able to note similarities between objects and put them
in the same group.

Differentiation: viewers are able to note differences between objects and put
them in separate groups.

Ordered perception: viewers are able to compare objects with respect to noted
differences of objects.

Quantitative perception: viewers are able to quantify the differences between
the chosen characteristic of objects.

e It has strong Gestalt properties: viewers are able to find patterns supported
by Gestalt properties.

e It is consistent with viewers’ knowledge: viewers are able to associate the per-
ceived view with previous experience.

e It supports analogical reasoning: viewers are able to associate the perceived view
with a similar problem.

The detection of the differences and similarities between the perceived objects plays
a role in object ordering and grouping. Since viewers can focus on a limited number
of objects, they preattentively cluster simple graphical objects into larger visual groups and
simplify the view. This fact was described by Gestalt psychology in the early 20th century
[Koffka, 1922; Wertheimer, 1923; Kohler, 1925]. It presents laws describing the principles
of object recognition and grouping—e.g.:

e The law of simplicity (Prignanz or Good Gestalt): viewers interpret the view
in the simplest form. This is the fundamental Gestalt law.

e The law of figure/ground: viewers separate the view into a figure (foreground)
and ground (background). Foreground represents objects of the primary attention.

e The law of proximity: viewers group the objects which are located near to each
other.

e The law of similarity: viewers group the objects which are similar (e.g., similar
color, shape, or size).

e The law of enclosure: viewers group the objects which are enclosed by a border.

e The law of closure: viewers have a tendency to close and complete objects which
are incomplete (e.g., objects containing hidden parts).

e The law of continuity: viewers group the objects which are aligned in a continuous
direction.

e The law connection: viewers group the objects which are connected in some way
(e.g. line).
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e The law of symmetry: viewers tend to perceive objects symmetrical.

Figure 4.7 presents examples of Gestalt laws. Figure 4.8 points out possible ambiguity
of object grouping. The list of laws is not complete and readers can find slightly different
enumerations in different literature [Few, 2006; Johnson, 2010; Koffka, 2013; Ware, 2004].
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Figure 4.7: Examples of Gestalt laws. Author: Valessio S. Brito.”?
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Figure 4.8: Ambiguity of objects grouping. A viewer can see the two possible sequences
of numbers: “1234” or “1289” (explained by the Gestalt laws of proximity and similarity).

The problem of Gestalt laws is that they miss a mathematical model. Their quantitative
description is still the aim of researchers [Jékel et al., 2016]. This complicates conversion
of the laws into computer algorithms which would automatically predict how a user perceives
a displayed screen. Every viewer can process a different number of items at the same
time. Orlov et al. [2016] performed an eye tracking study to analyze the effect of change
of the number of objects in a dashboard on the perception of the dashboard. Also, we need
to consider the subjective perception. Every viewer has a different experience, which also
affects the visual perception [Johnson, 2010].

Visually emphasized objects together with background elements (larger scale, solid sur-
faces, and structures) make a scene of visual representation [Henderson and Hollingworth,
1999]. Every object within a scene can be described by its visual characteristics [Baker
et al., 2009]. An appropriate choice and arrangement of objects within a scene are cru-
cial for the interpretation of data by the viewer. They can emphasize various relations
between the data, yet they can skew or hide other facts (examples in [Tufte, 2001]). Hence,
an analysis of object characteristics within a scene can be useful during the design phase
of a dashboard or user interface in general.

2Source: Wikimedia Commons, https://commons.wikimedia.org/wiki/File:Gestalt.svg. The figure
was translated to English.
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4.2 Page Segmentation

Page segmentation is the important part of document processing and understanding. The
goal of page segmentation is to divide a document page into coherent parts which can be
classified and analyzed by further analyses. According to [Kise, 2014], page segmentation
is “a task of extracting homogeneous components from page images.” Kise [2014] considers
components as text blocks or zones, text-lines, graphics, tables, and pictures. Page seg-
mentation is usually used for digitization of printed documents or analysis of web pages.
The usual reason we want to segment a page is to analyze its content, appearance, and
usability.

Since we can store a page in different kinds of media (electronic or printed media), there
are different approaches to process the page. Printed documents need to be scanned, so we
process them as raster images. On the contrary, web pages are represented by structural
description. We need to use a browser to render their Document Object Model (DOM) and
find the nodes representing coherent parts of the page.

Segmentation of the pages represented by a structural description does not require to
perform image processing methods (image preprocessing or OCR—optical character recog-
nition). There is also no loss of quality caused by capturing of the raster image. On the
other hand, a web page can contain dynamic content (JavaSript, AJAX), and some nodes
can be invisible. It might be much more difficult to render the page since the result highly
depends on the resolution of the screen and the browser interpreting the source code. Read-
ers can find methods for the web page segmentation in [Burget, 2017; Feng et al., 2016].

Segmentation of the pages represented by a raster image focuses more on the way
the page is presented to users than how the page is implemented. It analyzes and under-
stands what is actually presented to users and therefore, it can predict better what is seen
by the users. It, however, depends on the quality of a captured image. Applying image pro-
cessing methods is usually more difficult than processing structural description. The image
needs to be preprocessed and simplified.

Segmentation of raster images has been the aim of many researchers especially because
of the rising need for computer processing and archiving of printed documents. Researches
have developed many different methods for this purpose. Mao and Kanungo [2001]; Shafait
et al. [2006] provide a methodology for performance comparison of segmentation methods.
They compare the most famous methods. A comprehensive description of document im-
age processing and recognition can be found in the book [Doermann et al., 2014]. Kise
[2014] presents a thorough classification of segmentation methods according to the different
attributes: page layout, objects of analysis, primitives of analysis, and strategy of analysis.

Page layout can contain non-overlapping and overlapping page elements. Kise [2014]
distinguishes the four layout types (Figure 4.9):

e Rectangular layout: the borders of page elements are represented by non-overlapping
rectangles whose sides are parallel or perpendicular with the borders of the page.

e Manhattan layout: the borders of page elements are represented by non-overlapping
shapes whose sides are parallel or perpendicular with the borders of the page.

e Non-Manhattan layout: the borders of page elements are represented by non-overlapping
shapes.

e Qverlapping layout: the borders of page elements are represented by overlapping
shapes.
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Figure 4.9: Examples of the layout types according to [Kise, 2014].

Analysis of the overlapping layout is significantly more difficult. It uses the extrac-
tion of features and classification of page components based on unsupervised or supervised
learning. Readers can find several methods for this purpose—e.g., [Jain and Zhong, 1996;
Etemad et al.; 1997]. There exist dashboards with overlapping elements (Figure 4.10b).
The reason might be the need to fit the data into one screen or just exaggerated creativ-
ity of the designer. However, it is not common, and dashboards usually contain elements
arranged in a simple non-overlapping rectangular or Manhattan layout.

Sales Dashboard

Key Metrics YTD
Past 12 ortra

Current Data
December 19, 2004

Figure 4.10: An example of a dashboard with a simple layout using a reduced number
of colors (left) and a highly colorful dashboard containing color gradients and overlapping
widgets (right). Segmentation of the right dashboard would be more complicated compared
to the left one. Source: [Few, 2006].

Objects of analysis specify whether we analyze background or foreground of a page.
Printed documents usually consist of a black foreground (e.g., text) and white background,
which can be separated by the methods based on image thresholding [Sezgin and Sankur,
2004; Russ, 2016]. On the other hand, dashboards often consist of hierarchically arranged
frames, and the background is represented by multiple colors or color gradients (Figure 4.10b).
We cannot use simple separation methods, e.g., thresholding. Minaee and Wang [2016] pre-
sented an example of advanced method for separation of foreground and background.
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Primitives of analysis represent elements of the page foreground or background pro-
cessed by a segmentation analysis. We can consider single pixels as primitives, but common
segmentation methods usually work with larger groups—e.g., connected components (Figure
4.13) or projection profiles (Figure 4.11) [Kise, 2014]. This research works with the groups
of same color pixels represented by their rectangular boundaries (regions). It uses heuristics
to organize the regions in a tree structure representing a page layout.

Th

processor simulator and a detailed mem-
ory simulator for the Dash prototype.
Tango allows a parallel application to
run on a uniprocessor and generates a
parallel memory-reference stream. The
detailed memory simulator is tightly
coupled with Tango and provides feed-
back on the latency of individual mem-
ory operations.

Figure 4.11: An Example of the horizontal projection (right) of a document (right).
The projection profile can be used to find vertical gaps between clusters of black pixels.
Source: [Kise, 2014].

A page layout consists of a hierarchy of page primitives. There are the two strategies
of the layout processing:

e The top-down strategy starts with a page and divides it into page elements representing
leaves of the layout tree. The typical method using the top-down strategy is Recursive
XVY-cut [Nagy and Seth, 1984]. The method uses projection profiles of the page
to detect gaps between the foreground pixels and splits the page into regions (Figure
4.12). Readers can find optimization of the method (e.g. [Ha et al., 1995]).

e The bottom-up strategy is reversed. It starts with simple primitives of the page (e.g.,
pixels or groups of pixels) and join them into larger coherent groups. Examples are
connected components-based methods (e.g. [Simon et al., 1997]) described in Fig-
ure 4.13 or smearing-based (also smoothing-based) methods described in Figure 4.14.

Some methods combine both strategies or starts from the middle of a layout tree (interme-
diate strategy) [Kise, 2014].

There are also other factors which we need to consider—e.g., quality of a document.
Since we work with user interfaces, we can assume that the samples can be captured in high
quality if needed. For instance, we can convert the dashboards represented as web pages
into raster images by using a headless browser (e.g., Phantom.js®), which can render a web
page screenshot containing a specific resolution.

Finally, we also need to consider the similarity between the segmented samples. Whereas
the printed documents are usually very similar, the appearance of dashboards varies in many
visual aspects. There exist various dashboard templates using different layouts, widgets,
colors, and styles. It complicates to design a universal segmentation algorithm. Figure 4.10
shows an example of the variability of dashboard samples.

3Phantom.js project’s website: http://www.phantomjs.org
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Figure 4.12: An example of the Recursive XY-Cut algorithm. It divides the page vertically
and horizontally into regions using the top-down strategy. Redrawn from [Kise, 2014].
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Figure 4.13: An example of connected components using k-nearest neighbor algorithm
(the bottom-up strategy) [Kise, 2014].
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Figure 4.14: An example of RLSA (run length smearing algorithm) described by [Wong
et al., 1982]. It applies horizontal (a) and vertical (b) run-length smearing to connect
the black pixels of the original page (a). Then, it performs the AND operation to split
the smeared pages into regions (d). It combines the bottom-up and top-down strategies.
Source: [Yin, 2001].

) (©)

~
o
N7

ot

4



4.3 Summary

Visual perception is a complex process which is difficult to simulate. Evolution has made
visual perception work with different kinds of scenes. Eyes are able to quickly adapt for a dif-
ferent level of lightness and focus on a specific point. The brain is able to simplify the view
and imagine missing parts of the scene as explained by Gestalt laws. It is difficult to for-
mally describe the principles of visual perception. The description can not be completely
generalized. There are people having problems to distinguish certain colors. We also need
to consider subjectivity of perception—e.g., a different size of the short-term memory, or dif-
ferent experience of a viewer. Two viewers might perceive a scene differently.

On the other hand, image segmentation methods are designed for a specific purpose
(e.g., archiving of printed documents). Their ability to recognize objects within a scene
can be more efficient, but limited. They are usually trained to work only with specific
kinds of images. Examples are the page segmentation methods. They are a group of image
processing methods whose goal is to segment a page into regions which could be processed
by further analyses (e.g., OCR methods). They work well with printed documents. They
separate the black foreground from the white background and look for regions representing
text and figures using the top-down or bottom-up strategy. They could be used for seg-
mentation of simple user interfaces.

Dashboards usually contain complex widgets and charts which makes them more difficult
to segment. In contrast to printed documents, dashboards consist of a hierarchy of frames
using different colours. Sometimes, widgets overlap each other. It is much more challenging
to consider the principles of human perception (e.g., Gestalt laws describing the principles
of object grouping). Application of page segmentation methods for preparation of inputs
for object-based metrics measuring dashboard quality is questionable. The methods, how-
ever, represent a very good basis and inspiration for design of novel techniques usable
for segmentation of advanced user interfaces.
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Chapter 5

Decomposition of Problem

The previous chapters presented state of the art regarding the three issues:

1. Dashboards, their characteristics, applications, components and the pro-
cess of design: It presented examples of frequently made design problems and
showed that there is the need for an automatic approach of the evaluation of selected
design problems during the design phase.

2. Evaluation of UI quality: It focused on the guideline reviews based on quantitative
metrics suitable for automatic evaluation of Uls. It presented pixel-based and object-
based metrics and considered the two main problems:

(a) simplicity of pixel-based metrics, which are usually unable to measure advanced
visual characteristics

(b) ambiguity of object recognition, which is essential in preparing inputs for object-
based metrics

3. Recognition of objects: It provided a brief overview of the recognition of objects
by human, presented the process of visual perception and introduced basic principles
describing object recognition and grouping (e.g., Gestalt laws). Then, it presented
methods for segmentation of printed documents.

The research which is described in this thesis explored the possibility to combine
the three issues and create a tool which would be able to:

1. Load a dashboard: take a screenshot of a dashboard displayed on a screen of a spe-
cific resolution.

2. Convert the dashboard to an internal representation suitable for further
analyses of design quality:

(a) Represent the dashboard as a bitmap in a suitable color model.

(b) Represent the dashboard in a structural description describing the structure of
the Ul (use a segmentation algorithm to segment the dashboard into coherent re-
gions representing the Ul objects automatically—with respect to the human per-
ception; provide tools for the manual description of the Ul structure by a user).
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3. Use the internal representation of the dashboard to evaluate the design
quality of the dashboard:

(a) Use the raster representation of the dashboard as the input for the pixel-based
metrics which are suitable for measuring dashboard characteristics corresponding
to its design quality.

(b) Use the description of objects as the input for the object-based metrics which
are suitable for measuring dashboard characteristics corresponding to its design
quality.

uif 29020

designers and users using UI samples

experience

1. How 2. Is this what ‘ 3. What
to process? users perceive? to measure?
lﬂﬂ[ﬂ IHJ]D[L > v metrics JJ — design
@ and guidelines || problems

web page / internal
native app./ ... representation

Figure 5.1: The process of Ul evaluation and the main problems.

Figure 5.1 describes the process of the analysis of a dashboard. The process contains
the following problematic parts:

1. The original dashboard can be represented in various formats and implemented in dif-
ferent technologies.

2. The result of the dashboard segmentation into regions representing Ul objects should
reflect the perception of the objects by users. The solution should deal with the sub-
jective visual perception and principles of objects grouping (e.g., Gestalt laws).

3. The metrics should measure design characteristics which correspond to design quality
and supports usability of dashboards. The solution should use such metrics which help
distinguish well-designed samples from poorly designed ones and consider the subjec-
tive perception of users. It requires to find a sufficiently large test set of dashboard
samples.

This chapter describes tasks which provide solutions to the problems. It provides
a model which defines the internal representation of dashboard. Then, it introduces software
which works with the internal representation of dashboards and helps to solve the problems.
Finally, the chapter presents test samples which are used for evaluation of the proposed
solutions.
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5.1 Research Tasks

The research was split into the following tasks, which are represented as single chapters:

1. specification of a model, implementation of software, and preparation of test samples
described in the following sections of this chapter

2. analysis of pixel-based metrics described in Chapter 6

3. analysis of object-based metrics described in Chapter 7

4. design and improvement of metrics described in Chapter 8

5. automatic segmentation of dashboards described in Chapter 9

6. comparison of metrics with user reviews described in Chapter 10

5.2 Model

As presented in Section 3.3, we can analyze dashboards from the two perspectives: the pixel-
based and object-based perspective. For this purpose, a model of dashboard was created.
It defines the structure of internal representation of dashboards suitable for the evalua-
tion of the dashboards by pixel-based and object-based metrics. The results presented
in this section were published in [Hynek and Hruska, 2015]. In contrast to this publication,
the following text contains improved terminology and descriptions. It also provides addi-
tional information regarding the practical application of the model, which was researched
later after the release of the publication.

5.2.1 Pixel-based Representation

The first perspective represents a dashboard as a bitmap—a matrix of pixels which con-
tain color values in a selected color space. The size of the matrix is defined by the pair:
(width, height), which indicates the image resolution. The RGB color space is the pri-
mary color space which is used to store dashboards. Bitmaps are then transformed into
other models to reflect human perception better. The following list presents representations
of dashboard bitmaps which are used in this research:

¢ RGB bitmap: all pixels of a bitmap are represented in the RGB color space, usually
as 24-bit numbers (8 bits for every red/green/blue channel).

— Posterized n-bit RGB bitmap: the bit width of all color channels is reduced
from 24 bits to n bits using posterization (%n is an integer representing the bit
width of every channel including alpha).

— n-bit RGBa bitmap: 24-bit RGB values are usually stored as 32-bit integers
(8 additional bits are reserved for the alpha channel representing the degree
of transparency. The alpha channel is, however, not used in this research. It
is always set to the maximal non-transparent value. Hence, the following text
prefers the “24-bit RGB” notation against “32-bit RGBa” notation.
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e CIELAB bitmap: all pixels of a bitmap are represented in the CIE L*a*b* color
space. The pixels contain floating point values representing lightness (L*), the green-
red (a*) and blue-yellow (b*) components. They also contain following derived values:

— chroma: C* =/ (a*? + b*?)

— hue: h° = arctan (%)
)

_Cr
= I=

— saturation: (Sqp

e HSB bitmap: all pixels of a bitmap are presented in the HSB color space. The
pixels contain values representing hue (h), saturation (s) and brightness (b).

e Grayscale bitmap: all pixels of a bitmap are represented in the grayscale color
space, usually as 8-bit number (0 represents the black color, 255 represents the white
color). Since the grayscale color space does not contain many colors and the human
vision is sensitive to the differences in brig