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Abstract: Numerous research papers and scholarly data have been released on-
line over the past few years. The simplicity of accessing the data and tremendous
growth of knowledge brings significant advantages to the research community, but
it also creates the information overload problem, especially in academia. Therefore,
there is a growing demand for the ability to segment and automatically analyze
research papers in the research field. The unsupervised machine learning method of
topic modelling is an automated method to extract information from scholarly data
that has become increasingly popular. The application of topic modelling for gen-
erating topics to segment, explore and describe the Geophysical Research Abstracts
(GRA) has been explored in this thesis. The topic modelling takes advantage of
enormous amounts of text data to discover topics that run through a collection of
documents by using statistical relationships between the terms in these documents.
The Latent Dirichlet Allocation (LDA), Non-Negative Matrix Factorization (NMF)
algorithms and Okapi BM25 information retrieval model are implemented and eval-
uated. The effectiveness of the topic modelling is assessed by the ability to serve
as a uniform categorization framework for research papers and by showing that al-
gorithms can generate meaningful topics and keywords. Extensive data preparation
and preprocessing of Geophysical Research Abstracts were required to apply topic
models successfully. The results demonstrate that LDA and NMF algorithms could
create topic models with meaningful topics and that topic modelling can be used for
content analysis and potentially as an unsupervised categorization framework. How-
ever, it was found that NMF and LDA algorithms have different characteristics and
should be applied in different usage cases. One of the significant weaknesses is that
topics created by topic models, compared to manual methods, are more unreliable
and could produce misleading results, which is an effect of its uncontrollable nature.
On the other hand, its strength is the ability to analyze large amounts of text in
a short time and at a low cost, deriving insights from many research papers. Topic
modelling can complement other methods for content analysis or categorization,
and it is a powerful method for aggregating and presenting the results to generate
insights for efficiently analyzing and segmenting research papers.
Key words: topic modelling, NMF, LDA, topics, document keywords
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Abstrakt: Během několika posledních let bylo online zveřejněno mnoho výzkumných
prací a vědeckých údajů. Snadný přístup k datům a obrovský nárůst znalostí přináší
významné výhody výzkumné komunitě, ale také vytváří problém přetížení informa-
cemi, zejména v akademické sféře. Roste poptávka po schopnosti segmentovat a
automaticky analyzovat výzkumné práce v oblasti vědy. Metoda strojového učení
bez učitele a modelování témat je automatizovaná metoda pro získávání informací
z odborných dat, která se stává populárnější. V této práci byla zkoumána aplikace
modelování témat a jejich generování pro segmentaci, zkoumání a popis geofyzikál-
ních výzkumných abstraktů (GRA). Modelování témat využívá obrovské množství
textových dat k objevování témat, která procházejí sbírkou dokumentů pomocí stati-
stických vztahů mezi pojmy v těchto dokumentech. Jsou implementovány a vyhod-
noceny algoritmy Latent Dirichlet Allocation (LDA), Non-Negative Matrix Factor-
ization (NMF) a model získávání informací Okapi BM25. Efektivita tematického
modelování se hodnotí podle schopnosti sloužit jako jednotný kategorizační rámec
pro výzkumné práce a podle toho, algoritmy mohou generovat smysluplná témata a
klíčová slova. K úspěšné aplikaci tematických modelů byla nutná rozsáhlá příprava
dat a předzpracování geofyzikálních výzkumných abstraktů. Výsledky ukazují, že
algoritmy LDA a NMF by mohly vytvářet modely témat se smysluplnými tématy
a že modelování témat lze použít pro analýzu obsahu a potenciálně jako rámec
kategorizace bez dozoru. Bylo však zjištěno, že algoritmy NMF a LDA mají různé
charakteristiky a měly by být aplikovány v různých případech. Jednou z výrazných
slabin je, že témata vytvořená tematickými modely jsou ve srovnání s manuálními
metodami nespolehlivá a mohla by produkovat zavádějící výsledky, což je důsledkem
jejich nekontrolovatelné povahy. Na druhou stranu, jeho silnou stránkou je schop-
nost analyzovat velké množství textu v krátkém čase a za nízkou cenu, na základě
poznatků z mnoha výzkumných prací. Tématické modelování může doplňovat další
metody pro analýzu obsahu nebo kategorizaci, a je to výkonná metoda pro agregaci a
prezentaci výsledků, vytváření náhledů, efektivní analýzu a segmentaci výzkumných
prací.
Klíčová slova: tématické modelování, NMF, LDA, téma, klíčová slova doku-

mentu
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1 Introduction

With advances in information and computer technologies, we see the rapid
emergence of research papers and scholarly data. Numerous research papers have
been released online, and many archival materials have been digitized over the past
few years. The tremendous growth of knowledge and simplicity of accessing the
data brings significant advantages to the research community, but it also creates the
information overload problem, especially in academia.[1] The increasing complex-
ity of finding and categorizing the proper research papers has become even more
demanding for researchers.[2]

Researchers spend many hours finding documents on specific topics; therefore,
the demand for highly interpretative and convenient automated classification sys-
tems increases. However, the relations between papers are indistinct, and it is hard
to accurately classify similar research papers based on keywords input from the user.
There are numerous advanced techniques applied on the database level backed up
with large-scale high computational machines to find the best matching documents
in the shortest time based on the user input. For example, many research platforms,
such as Google Scholar, ResearchGate, ScienceDirect, The SAO/NASA Astrophysics
Data System (ADS), have successfully implemented an article/research recommen-
dation system. The recommendation is based on the popularity among research
communities and the content of an article. It is an essential tool in information
retrieval and filtering, which helps identify related research articles from many pub-
lications.[3]

Recommendation systems are information filtering systems that analyze the be-
haviour of users to predict interests in information, products or services by employ-
ing data mining. With the ever-growing public information online, recommendation
systems have proven to be an effective strategy to deal with information overload.
For example, collaborative filtering works by utilizing the rating activities of items
or users and content based works by comparing descriptions of items or profiles of
users’ preferences. Applications of recommendation systems are currently expanding
beyond the commercial to include scholarly activities. Recommendation systems are
more personalized and effective than the traditional keyword-based search technique
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for massive amounts of scholarly data. Recommendation systems usually consider
co-author relationships, researchers’ interests and citation relationships to design
the recommendation algorithms to provide the best matching results. However, it is
sometimes hard to describe and summarize the search requirements if the researcher
has no clear idea of what they are looking for and understanding of the topic, re-
sulting in inappropriate keywords. In addition, for junior researchers with limited
publishing experience, recommendation systems may advise unrelated articles that
do not align with the area of research interests. On the contrary, the recommenda-
tion systems mainly recommend papers that align solely to their research interests
for senior researchers with more substantial publication records.[4]

The unsupervised machine learning method of topic modelling is an automated
method to extract information from scholarly data that has become increasingly
popular. The topic modelling takes advantage of enormous amounts of text data
and explores with the aim discover topics that run through a collection of doc-
uments by using statistical relationships between the terms in these documents.
The topic consists of terms that are statistically related in the document collection.
Topic modelling algorithms do not require labelling of the documents or any prior
annotations, therefore reducing the time and costs of such projects.[5, 6, 7]

Topic modelling has broad applications in various contexts; however, scientific
abstracts datasets are not widely researched. Topic modelling can yield valuable
insights because topics are generated independently from human preconceptions
and can potentially lead to unexpected but valuable results, such as relationships
between research abstracts and hidden patterns in the data. The topic modelling has
the potential to reduce vast data sources into meaningful topics, with interpretable
and valuable results to a researcher.[8, 9] One of the goals in the scope of this thesis
is to create an automated tool that creates a uniform categorization framework,
independently from human preconceptions, for the research abstracts by utilizing
the data from European Geosciences Union (EGU) and evaluate how topic models
best can be used to create value in content analysis and categorization tasks in the
scientific field.
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2 Objectives

The main focus of this diploma thesis is on developing a research support tool
used for the investigation of distinct research disciplines utilising data mining tech-
niques on European Geophysical Union (EGU) annual assembly abstracts. Topic
modelling was chosen as the primary technique for topic extraction, identifying pat-
terns, retrieving information and organising the EGU abstracts. The topic is a re-
curring pattern of co-occurring words, and topic modelling is a method for tracing
clusters of words in large bodies of texts [10]. Different topic modelling algorithms
are introduced and evaluated in this thesis. Before analysing EGU abstracts, the pre-
processing steps must be applied to the dataset. Therefore, various NLP techniques
such as lemmatisation and various text representations are examined to improve the
data quality and thus the accuracy and efficiency of the text mining process. One
of the critical challenges of clustering text data is to evaluate the obtained results.
Therefore, the following methodological steps have been chosen:

• Assessment of topic modelling algorithms and their applications in scientific
publications.

• Acquisition, transformation and pre-processing of EGU abstracts.

• Application and evaluation of topic modelling algorithm for general clusteri-
sation of abstracts.

• Application and evaluation of topic modelling algorithm for the investigation
of specific research disciplines

• Discussion of the recent scientific research trends in geoscience over the last
decade.

3



3 Literature review

This chapter provides the theoretical background, essential concepts from the
field of machine learning, methods from natural language processing and the theory
behind topic modelling will be presented which will serve as a basis for the concepts
used throughout this thesis.

3.1 Machine Learning

Machine learning is a subset of artificial intelligence focused on algorithms that
teach computers to learn from data. Machine learning can be classified into two main
categories by the level of human intervention in the process: unsupervised learning
and supervised learning.[2]

In supervised learning, the system can learn from data that has been labelled
by humans so that it can make more accurate predictions. The most common appli-
cation includes predictive analysis based on classification and regression problems.
Supervised learning is excellent for learning complex patterns in data, but it relies
on having a lot of manually labelled data. While unsupervised learning does not re-
quire labelled data, the range of potential applications is limited. A semi-supervised
learning system can learn from labelled and unlabelled data, often seen as a more
efficient method. It is based on the idea that a small amount of labelled data can
improve the performance of an unsupervised learning model.[2]

Unsupervised learning is a type of machine learning where the computer is given
data without any labels, meaning that the system is not given any feedback on its
predictions. Therefore, the system must learn from data independently, without any
human guidance, which is a more difficult task. Still, it can also lead to more ac-
curate results since any human assumptions do not bias the system. There have
been developed various types of algorithms such as Term Frequency-Inverse Doc-
ument Frequency (TF-IDF), K-Nearest Neighbors (KNN), Decision Tree, Support
Vector Machine (SVM), Naïve Bayes classifier.[11] These methods classify docu-
ments based on the similarity of documents without predefined criteria.[11, 12] Un-
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supervised learning is often used for data mining, information retrieval and pattern
recognition.

3.2 Vector Space Model

After a pre-processing stage, the unstructured text is mathematically com-
putable and manageable by text mining algorithms. Vector Space Model (VSM) is
one of the most popular models. The VSM is an algebraic model based on similarity.
Each text document of a collection 𝐶 is represented as a vector of weighted features
in an 𝑁 -dimensional vector space, where 𝑁 is the total number of unique terms
occurring in the corpus, also called vocabulary. Each document 𝑑𝑗 in a collection
can be represented as a vector

𝑑𝑗 = (𝑤1, 𝑤2, · · · , 𝑤𝑁) (3.1)

𝑞 = (𝑤1, 𝑤2, · · · , 𝑤𝑁) (3.2)

where 𝑤𝑖 is the weight of the term 𝑖 in document 𝑗 and 𝑗 ∈ 1 · · · 𝑛, 1 ≤ 𝑖 ≤ 𝑁 .
As a result, we get term-document-matrix after joining these vectors.[13] Similarly,
𝑞 is a query, and 𝑤𝑖 is the count for a word in 𝑞.[14]

The vocabulary size can grow immensely, so it is essential only to store semantic
meaning terms. Most elements inside a query and document will be equal to zero
because vectors are highly sparse. For example, the text of a query is ”Standardized
Precipitation Index”, where the vocabulary contains 5000 distinct terms. Therefore,
the vector representation of this query will contain three ones, each located at the
corresponding index for ”Standardized,” ”Precipitation” and ”Index,” and 4,997
zeros in every other index location.[14]

3.2.1 Bag-Of-Words

A Bag-Of-Words (BOW) is a data structure that stores a collection of words
along with the number of times each word appears in a given text. This allows for
rapid counting of word occurrences, useful for natural languages processing tasks
such as sentiment analysis or machine translation. The BOW data structure is ef-
ficient, robust, and produces relatively good accuracy; however, the semantic rep-
resentation is lost because the word order is not preserved. Semantically different
sentences could have the exact representation model if the same words were used.[15]
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Meaning of the word plays an essential part in distinguishing between various top-
ics and grouping similar documents together in finding similar documents or topic
modelling.

3.2.2 N-grams

A limitation of the bag-of-words model is its inability to represent idiomatic
phrases of sequences of terms. N-grams are one way to eliminate this limitation.
It is a sequence of items in any given sentence. For example, a unigram contains
one item, a bigram has two items, a trigram consists of three items. The items can
be words, bytes, characters or syllables. N-grams are commonly used in predictive
analysis and identifying context because of their sequential nature. N-grams play an
essential role in Statistical Natural Language Processing. For example, it helps in
spelling correction, document clustering, language detection, authorship attribution,
understanding context, automatic grading. In topic modelling, n-grams increase the
model’s accuracy to represent terms as real entities but can increase the dimension-
ality of the model. For example, the trigram ”Geophysical Research Abstracts” is
formed from the term sequence ”Geophysical”,” Research”, and ”Abstracts”, but the
terms can still exist individually, thus increasing the dimensionality of the corpus
by one.[16]

3.2.3 Term Frequency-Inverse Document Frequency

Term Frequency-Inverse Document Frequency (TF-IDF) is a weighting scheme
used to calculate the importance of a word or phrase within a document. It is often
used to evaluate the relationship for each word in the collection of documents in
text mining and information retrieval. The document 𝑑 is represented as a vector of
word frequencies 𝑡 in term frequency 𝑡𝑓(𝑡, 𝑑).

𝑡𝑓(𝑡, 𝑑) = 𝑓𝑡,𝑑∑︀
𝑡′∈𝑑 𝑓𝑡′,𝑑

(3.3)

Where 𝑓𝑡,𝑑 is the raw count of a term in a document, divided by the total
number of terms in document 𝑑.

Term frequencies (TF) consider all terms equally significant, making it impos-
sible to assess the relevancy of a query. To measure how much information a word
adds and the uniqueness of a term to the piece of content, the Inverse document
frequency (IDF) is used with each frequency logarithmically scaled by the inverse
ratio of documents containing the term (IDF).[17] A geometric distance function
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is used to compare the similarity of vectors, and the vector space model slightly
modifies the vector representation of documents and queries. In addition, the vector
space model recognizes the limitations of only accounting for the frequency of terms
inside a document. For example, the term ”model” may frequently appear inside a
hydrological-themed corpus. So, the word ”model” holds less meaning than other
words found in the corpus. Therefore, the vector space model considers the rarity of
terms with respect to all other terms inside the corpus.[14]

𝑖𝑑𝑓(𝑡, 𝐷) = log 𝑁

|{𝑑 ∈ 𝐷 : 𝑡 ∈ 𝑑}|
(3.4)

where, 𝑁 is the total number of documents in the corpus 𝑁 = |𝐷| divided by
the |{𝑑 ∈ 𝐷 : 𝑡 ∈ 𝑑}| number of documents in the corpus that contain the term 𝑡.

The term weight inside a query or document vector is the product between the
inverse document frequency and term frequency:

𝑤𝑖𝑗 = 𝑖𝑑𝑓𝑖 * 𝑡𝑓𝑖𝑗 (3.5)

3.2.4 Best Matching BM25

The Okapi BM25 information retrieval model assumes a bag of words inter-
pretation for documents and queries. The base assumption is that occurrence of a
query term in a document is an independent event and happens in a specified inter-
val, the start and end of a document. Okapi BM25 was built as an approximation
of the Poisson distribution because the Poisson distribution requires that the rate of
occurrences for terms in a document is known ahead of time. The model takes two
inputs, query 𝑞 and document 𝑑𝑗, and loops through each term 𝑡𝑖 that appears in
the query and the document. The product of the inverse document frequency, the
term frequency, and the query term frequency provides the score for a term. The
overall score for a pair of vectors is the sum of all the values. Higher scores indicate
that two vectors are similar to each other, and lower scores indicate that two vectors
are dissimilar.[14, 18]

𝑜𝑘𝑎𝑝𝑖(𝑑𝑗, 𝑞) =
∑︁

𝑡𝑖∈𝑞,𝑑𝑗

𝑖𝑑𝑓𝑖 × 𝑡𝑓𝑖𝑗 × 𝑞𝑡𝑓𝑖 (3.6)

The inverse document frequency is a logarithmic function that gives a higher
reward to terms that infrequently occur in the document collection.
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𝑖𝑑𝑓𝑖 = 𝑙𝑛
|𝐷| − 𝑑𝑓𝑖 + 0.5

𝑑𝑓𝑖 + 0.5 (3.7)

where 𝑖𝑑𝑓𝑖 is the inverse document frequency for a term 𝑖, |𝐷| is the number
of documents in the corpus, and 𝑑𝑓𝑖 is the number of documents in the corpus that
contain the term 𝑖. The term frequency is a linear function that gives a higher score
to terms that frequently occur in small documents and a lower score to the document
𝑑𝑗 if the length of a document 𝑑𝑙𝑗 is longer than the average document length 𝑎𝑣𝑑𝑙

in the corpus. This is because longer documents have more opportunities to contain
query terms, so it is essential to consider the difference between longer and shorter
documents.[14]

𝑡𝑓𝑖𝑗 = (𝑘1 + 1)𝑓𝑖𝑗

𝑘1(1 − 𝑏 + 𝑏 𝑑𝑙𝑗
𝑎𝑣𝑑𝑙

+ 𝑓𝑖𝑗)
(3.8)

where 𝑘1 adjusts the weight of the term frequency with respect to the entire
model and 𝑏 adjusts the penalty score for document length.

The query term frequency for a term 𝑡𝑖 is a linear function that gives a higher
score for terms that appear multiple times in a query.

𝑞𝑡𝑓𝑖 = 𝑙𝑛
(𝑘2 + 1)𝑓𝑖

𝑘2 + 𝑓𝑖

(3.9)

where 𝑓𝑖 is the frequency of a term 𝑡𝑖 in a query q and 𝑘2 is a adjusts the
influence of the query term frequency with respect to the entire model.

3.3 Data mining

Data mining and text mining are often complementary analytic processes;
however, they handle different data types. Data mining deals with well-formatted
and structured data, usually seen in databases. Knowledge Discovery in Databases
(KDD) is the automated analysis and modelling of large data sets is called Knowl-
edge Discovery in Databases (KDD). KDD is a process of identifying potentially
useful, valid and understandable patterns in data.[19] The basic workflow of the
KDD process consists of the following five phases:

• Data selection according to the objectives of the research.

• Pre-Processing phase includes handling errors or missing values and data
cleaning, which is a fundamental step for data analysis. The data cleaning
approach depends on the area of knowledge extraction.
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• Data converted into the appropriate format required by the analysis method is
done during the data transformation step. It includes dimensionality reduction
and feature extraction to reduce the storage space and computation time.

• A data mining algorithm of choice is applied to extract data patterns.

• Interpret and evaluate the obtained results.

These five steps can be further extended based on the application and the over-
all goals. For example, clustering belongs to discovery methods that automatically
identify data patterns.[19]

3.4 Text Mining

Text mining deals with unstructured textual data containing hidden informa-
tion and underlying patterns, useful for research purposes. For example, valuable
structured information can be uncovered from massive data using text mining algo-
rithms. In addition, text mining techniques can classify or summarise unstructured
data. It is possible to identify the various domains underlying the data through
classification and clustering.[20]

3.5 Topic Modelling

Topic modelling is the unsupervised ML algorithm used for learning and ex-
tracting topics from documents. It is one of the most frequently used text mining
techniques.

A corpus of documents can be explored based on their topics. Topic modelling
is a statistical model that identifies the topics present in any given set of documents
by identifying the most associated words. It can also connect words with similar
meanings and distinguish between the various meanings depending on their context.
In topic models, documents are categorised into themes that become the corpus’s
topics, viewed as a mixture of various topics. The topic is a multinomial distribution
over words.[21]

However, it is hard to manually read large volumes of text and categorise it
based on topics. An automated algorithm like Latent Dirichlet allocation (LDA) and
Non-Negative Matrix Factorisation (NMF) requires minimum human intervention.
The researcher has to input the number of topics to the algorithm, giving the topic
probabilities of the words and the topic distribution of the corpus. A topic is a

9



collection of words that have semantic relatedness. This provides an idea of the
distinct topics present in the collected data as an input model takes a document-
word matrix where 𝐷𝑊𝑀 [𝑖][𝑗] equals to the number of occurrences of word 𝑖 in
a document 𝑗 and a number of topics 𝑛𝑡𝑜𝑝𝑖𝑐𝑠 defined by the researcher. A topic
modelling algorithm tries to find the co-occurrence of such patterns irrespective of
the sentence’s complexity. A model considers the corpus documents as a bag-of-words
(BOW) from which the recurring co-occurrence patterns and topic distributions are
found. The output will be a word-topic matrix and a topic-document matrix. The
model outputs the words in each topic, making it difficult for a researcher to name
the topics when they have minimum knowledge of the corpus domain.[20]

On the other hand, topic modelling is helpful in the automatic coding of a large
corpus with minimum effort. It also paves the way for understanding the corpus
from a different perspective. Topic modelling can also look at the data when applied
to a small corpus. Finally, it helps analyse the text quicker, more efficiently, and
objectively. A great way to explore the topics is to use visualisation. While topic
modelling has its disadvantages, in that as a probabilistic model, it is not repeatable
in ways required by more explanatory research, and its ”accuracy” is challenging to
evaluate, it offers a valuable mechanism for quickly summarizing and clustering large
bodies of text in ways that can be used to guide further research and analysis.[22]

The origin of topic model algorithms is latent semantic analysis (LSA), also
referred to as latent semantic indexing (LSI)[23]. The application of this algorithm
on a text corpus requires that the corpus is first transformed into a document-term
matrix, here denoted by 𝑋. LSA builds on singular value decomposition (SVD)
to factorize this matrix X of the corpus into a set of component matrices. These
matrices can be reduced to a lower rank and thus be an approximation of X when
multiplied[24, 25]. One of these component matrices describes basis vectors, or eigen
features, for describing X in possibly lower dimensions, while another component ma-
trix represents a mapping of those bases to describe the data samples in X in the
original dimensions[23]. The conceptual idea of LSA, and topic modelling in general,
is to factorize the document-term matrix of the corpus into one matrix containing
topic-term information (i.e. basis vectors) and another matrix containing document-
topic information (i.e. the mapping between basis vectors and 𝑋), denoted by 𝑊

and 𝐻 in this thesis. The topic-term matrix 𝐻 describes each topic as a weighted
vector of length 𝑉 , where each weight corresponds to the importance of a term in
that topic. The document-topic matrix 𝑊 describes each document as a weighted
vector of length 𝐾, where each weight corresponds to the importance of a topic in
that document. LSA is the basis for building other, more successful topic model
algorithms. Most topic models share the exact composition of a topic-term matrix
and a document-topic matrix, and the topic model algorithms aim to derive these
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after some optimality objective. It is noteworthy that for dimensionality reduction
applications, it is common to work with the transpose of 𝑋𝑇 (a term-document ma-
trix), thus requiring transposes 𝑊 𝑇 and 𝐻𝑇 , which leads to other matrix operation
orderings for factorization. The development of topic model algorithms originating
from LSA has taken two different routes: one probabilistic approach and one that
builds on linear algebra.

3.5.1 Latent Dirichlet Allocation - LDA

Latent Dirichlet allocation (LDA) is a generative probabilistic topic model al-
gorithm and is one of the most popular methods for topic modelling. It is used to
allocate documents to a specific topic group based on contained words within the
topic.

LDA tries to capture the statistical structure using mixture distribution within
a single document. The model should consider both the documents and words ex-
changeable, where every collection of an exchangeable random variable can be rep-
resented as a mixture distribution. A Bayesian model predicts the probability of
an event based on prior knowledge. The documents are modelled to give a finite
mixture of topics, producing an infinite mixture of topic probabilities.

The corpus is a collection of 𝑀 documents 𝑑 = {𝑤1, 𝑤2, · · · 𝑤𝑀}, where doc-
ument 𝑑 is a collection of 𝑁 words 𝑑 = {𝑤1, 𝑤2, · · · 𝑤𝑁} and word is part of the
vocabulary 𝑉 = {1, · · · 𝑉 }. LDA also has two Dirichlet priors, 𝛼 and 𝛽, are corpus-
level variables which are sampled once during corpus generation and represents the
per-document topic and word distribution, respectively. 𝜃 is a document-level vari-
able which is sampled once for every document and represents the topic distribution
per document. The dimensionality 𝐾 ’topics’ is supposed to be known and fixed.

Figure 3.1: Graphical representation of LDA

LDA is a three-level hierarchical Bayesian model. The base assumption is that
all documents are related, and documents with similar topics will use a matching set
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Symbol Description of Symbol
𝐷 Collection of Documents
𝐾 Collection of Topics
𝑁𝑑 Length of Document d
𝑤𝑑 The i th Word of Document d
𝑧𝑑 The i th Topic of Document d
𝛼 Dirichlet Prior Distribution of Topics on Documents in LDA
𝛽 Dirichlet Prior Distribution of Words on Topics in LDA
𝜃𝑑 Polynomial Distribution of Topics on Documents d
𝜑𝑧 Polynomial Distribution of Words on Topic z

Table 3.1: LDA Symbols

of words. Each topic defines a multinomial distribution over the vocabulary and is
assumed to have been drawn from a Dirichlet, 𝛽𝑘 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝜂). There is a varying
probability of document belonging to a particular topic group where each document
contains a distribution of topics and probability of terms defining the topic group.
Given the topics, LDA assumes the following generative process for each document
𝑑. First, draw a distribution over topics 𝜃𝑑 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛼). For every 𝑁 words 𝑤𝑛,
choose a topic (𝑧𝑛) ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑛𝑎𝑙(𝜃) and choose a word 𝑤𝑛 from 𝑝(𝑤𝑛|𝑧𝑛, 𝛽).[26,
20]

In this thesis, an online variational Bayes as an optimization-based algorithm is
used. It is a deterministic alternative to sampling-based algorithms. This algorithm
places several distributions over the latent variables instead of approximating the
posterior with samples and then finds the distribution closest to the posterior with
an optimization approach. Online variational Bayes is based on variational infer-
ence, called variational Bayes (VB). The idea in VB is to optimize the distribution
to be close in Kullback-Leibler divergence to the posterior. However, VB requires
a complete pass through the entire corpus each iteration and can therefore be very
slow to apply if the corpus consists of many documents. Online variational Bayes
was proposed to make this process more effective and is based on online stochas-
tic optimization, which has been shown to produce suitable parameter estimates
dramatically faster than traditional VB on large datasets.[26]

3.5.2 Non-Negative Matrix Factorization - NMF

By setting constraints on the matrix factorization process, the NMF can be
described as an extension of LSA, thus differing from SVD. A property of SVD is
that the basis vectors will be orthogonal to each other; to achieve this, some elements
in the bases are forced to be negative. NMF usually takes a TF-IDF document-
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term matrix as input. Some interpretative issues when considering the basis vectors
describe features in 𝑋. For example, negative elements in the bases and mappings
cause subtractions between columns, leading to a spread distribution of bases in
describing a sample in 𝑋.

NMF can be described as an extension of LSA by imposing constraints on the
matrix factorization process and thus differing from SVD, as there are significant
issues with the SVD representation. NMF usually takes a TF-IDF document-term
matrix as input. A property of SVD is that the basis vectors will be orthogonal to
each other. Some elements in the bases are forced to be negative in achieving this.
The data matrix 𝑋 is factorized into matrices 𝑊 and 𝐻 that approximate 𝑋 with the
constraint that 𝑊 and 𝐻 only contain non-negative elements. This leads to improved
interpretability due to non-negative representations of bases and encodings in 𝑊

and 𝐻 and an increased sparseness in these matrices as many elements are forced to
zero. The topic encodings in 𝐻 will be described by fewer and more distinguishable
features, and the bases that describe assignments of topics to documents in 𝑊 will
also be fewer and more distinguished. As a result, the approximation of 𝑋 by the
product 𝑊 𝐻 will be of equal or lower rank 𝐾, with (𝑁 + 𝑉 )𝐾 ≤ 𝑁𝑉 .??

The algorithm for deducing 𝑊 and 𝐻 from 𝑋 can be posed as an optimization
problem

𝑚𝑖𝑛𝐷(𝑋; 𝑊, 𝐻) (3.10)

where the difference 𝐷 between 𝑊 𝐻 and 𝑋 is minimized and 𝑊 ≥ 0, 𝐻 ≥ 0.
Frobenius norm is one of the most frequently adopted difference measures.

‖𝑋 − 𝑊𝐻‖F =
⎯⎸⎸⎷ 𝑚∑︁

𝑖=1

𝑛∑︁
𝑗=1

||𝑋𝑖𝑗 − (𝑊𝐻)𝑖𝑗|2 (3.11)

𝑚𝑖𝑛‖𝑋 − 𝑊𝐻‖F (3.12)

Compared to standard topic modelling methods such as latent Dirichlet alloca-
tion (LDA), NMF essentially gives the same output types: A keyword-wise topic rep-
resentation (the columns of 𝑊 ) and a topics document representation (the columns
of 𝐻). However, the only difference is that the columns of 𝑊 and 𝐻 do not have a
unit L1-norm, unlike the LDA outputs. Nonetheless, such a difference is negligible
and can be manipulated via diagonal scaling matrices. Moreover, the column nor-
malization on 𝐻 does not affect the interpretation of each document in terms of its
relative relationships to topics. In this sense, NMF can be used as an alternative to
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topic modelling methods.[27, 24]

3.6 Natural Language Processing

Natural Language Processing (NLP) studies how computers can understand
and process human language.[28] NLP, machine learning, and deep learning are
subfields of artificial intelligence. NLP attempts to capture and process natural lan-
guage using computer-based rules and algorithms. Processing human language is
complex because ”Language is highly ambiguous, ever-changing and evolving”. NLP
applications must be able to handle ambiguity, context and syntactic variations.
Therefore various methods and results from linguistics are combined with artifi-
cial intelligence.[13] It includes language modelling, part-of-speech (POS) tagging,
named entity recognition (NER), sentiment analysis, paraphrase detection, lemma-
tization and stemming.[29]

The natural language analysis consists of phonological, morphological, lexical,
syntactic, semantic, pragmatic and discourse analysis. The grammatical process of
word-formation used to express, for example, the number, case, gender or mood of a
word is called inflexion. There are two ways to reduce inflexion forms stemming and
lemmatization. They share the same idea but use different ways to achieve the result.
Stemming is a more straightforward option; words are reduced to their stem using
heuristics that cut off the end of words to achieve the correct base. The problem
is that a stemming algorithm may cut off too much because it does not consider
the word’s context. However, the lemmatization algorithm relates different forms of
the same word to their dictionary form - lemma. Therefore, it determines the part-
of-speech (POS) essential to identifying the grammatical context. For example, to
transform a sentence, ”Topic modelling is one of the most frequently used text mining
techniques.” into a syntactic structure; a parser evaluates each sentence compared to
formal grammar rules to provide the sentence structure. A semantic analyzer then
uses the syntactic structure to establish a correct logic between words and sentences.
This is done by determining the basic dependencies related to other words. The
resulting word references structure is displayed in the figure 3.2.

Figure 3.2: Dependency Structure

14



3.7 Text Pre-Processing

Collected data usually contains some noise. Therefore, the data should be pre-
processed before transforming it into a form that computers can work. For example,
images, text or videos require different pre-processing methods. Text pre-processing
usually involves tokenization, filtering, normalization and lemmatization or stem-
ming.[29]

Tokenisation is a complex process where text is broken down into smaller units
called tokens. Tokens can be either word, characters, or n-gram characters. For
example, one approach is to split up a sentence by spaces. However, all punctuation
marks and brackets are not recognised as independent tokens.[29]

Numbers, whitespaces, symbols, punctuation and stopwords are filtered out
from the text. Stopwords are frequently used words that do not contain much in-
formation, such as a, an or the. The spacy python library has a default list of 326
stopwords.
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4 Methods

This chapter provides a detailed description of the dataset used in this thesis.
It describes the process of crawling missing data and techniques used for labelling,
pre-processing, feature representations, feature extraction, topic modelling methods,
and the evaluation measures used to discuss their properties.

Topic modelling methods applied to the dataset typically involve several pre-
processing steps, as outlined in Figure 4.1. Data is first extracted from a source.
Then, documents are extracted from the raw data set, consisting of text data. The
textual elements are converted to lower case and then processed to remove standard
punctuation, stop words. Next, text data are separated into tokens, and then the
lemmatization technique is applied to each token. Next, feature representations of
each document are created, followed by topic modelling methods.

In order to find which topic model provides the best results for the dataset, four
metrics for unsupervised contexts have been used, and two feature representations.
The variations at each step of the process are outlined in Table 4.1. The approach
to each step is described in Figure 4.1.

4.1 European Geosciences Union

The European Geosciences Union (EGU) is a nonprofit interdisciplinary as-
sociation of scientists founded in 2002. It is the leading organisation for Earth,
planetary and space science research in Europe. The EGU publishes several diverse
scientific journals that use an innovative open-access format. Also, EGU organises
many meetings and activities. Activities include supporting early-career researchers,
Geosciences Information For Teachers (GIFT) workshops, the EGU blogs, media ser-
vices, the EGU blogs, awards and medals programme for outstanding scientists. The
EGU General Assembly is the most widely known and largest European geosciences
event. The first General Assembly of the EGU was held in 2004. Scientists from more
than 100 countries regularly participate in EGU annual meetings. In 2019 more than
16,000 thousand scientists from all over the world participated in the event in person.
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Figure 4.1: Process Pipeline

In 2020 more than 22,000 thousand scientists from 134 countries participated in the
online event. A wide range of topics is covered during the meeting session, including
planetary exploration, climate, volcanology, the Earth’s internal structure and at-
mosphere, energy and resources. According to EGU General Assembly regulations,
abstracts should be short (100–500 words), clear, concise, and written in English.
It should not include any tables or figures. In addition, any mathematical symbols
and equations must be typed in or embedded as images. Abstracts can be presented
either as an oral, poster or during a PICO (Presenting Interactive Content) session
by the author or co-authors.[30]

The EGU scientific activities are organised through scientific divisions encom-
passing all studies of the Earth and its environment and the solar system in general
and Union-wide and Inter- and Transdisciplinary sessions (ITS). However, the vast
majority of sessions at the EGU General Assembly are disciplinary sessions that
allow participants to present and discuss their research with their peers. They cover
the full spectrum of geosciences and space and planetary science. ITS was launched
for the first time in 2016. It tackles a common theme through an inter-and transdisci-
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Data set
EGU2009-2014
EGU2015-2021 Labeled
Feature representations
tf-idf BoW
BoW
Information Retrieval Method
BM25
Topic models
LDA
NMF
Evaluation Measures
NMI
AMI
ARI
c_v coherence measure

Table 4.1: Outline of the data set, feature representations and information retrieval meth-
ods, and extrinsic evaluation measures used in this thesis.

plinary combination of approaches, fostering cross-division links and collaborations.
In addition, union-wide sessions are organised for all conference participants at the
General Assembly.[30]

Figure 4.2: Sessions Division

The EGU organisation consist of scientific divisions, committees, and councils.
There are eight committees with administrative functions and 22 scientific divisions
responsible for scientific activities related to the Earth, planetary and space sciences.
Figure 4.2 shows that Hydrological Sciences (HS), Atmospheric Sciences (AS), Soil
System Sciences (SSS) and Climate: Present, Past, Future (CL) are four dominant
scientific divisions in the years from 2015 to 2021. Another ten divisions include
Union-wide and Inter- and Transdisciplinary sessions.

The HS Divisions includes all aspects of the terrestrial hydrological cycle, in-
cluding surface water, precipitation, soil water, groundwater and its relationships
between hydrology and soils and interactions with the atmospheric part of the hy-
drological cycle and between geomorphology and hydrology. The division also cov-
ers the hydrosphere and the biosphere. Furthermore, how hydrological processes are
observed, quantitatively computed, and the division addresses forecasted. Finally,
management and operation of water resources by societies in various parts of the
world are also within the division’s realm. [31]
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AS include studies of the atmosphere composition, aerosol and cloud physics,
gas-particles interactions and chemical reaction kinetics studied in the labs. The
research division covers the large-scale dynamical, meteorological processes and sys-
tems in the atmosphere such as global atmosphere circulation and cyclones to the
small scale turbulent mixing. Moreover, they cover the time frame from centuries in
connection with climate research to seconds in the context of fast chemistry. [31]

Soil is the basis of life on Earth and the interface between the crust and atmo-
sphere. The SSS aims to coordinate the EGU scientific programme on Soil Science
and related activities. Furthermore, the SSS contributes actively with EGU by pro-
moting scientific interchange and disseminating activity carried out by members.[31]

CL includes the study of any climate archive from rocks to ocean cores, speleothems,
ice cores, chronicles, to instrumental records. CL division is very interdisciplinary
and covers climate variations on all time scales. It pools from many disciplines and
has many co-organised and co-listed sessions with other divisions at the general as-
sembly. Besides observations, the division covers climate modelling on all time scales
from the deep past to the future. CL main focus on the climate on Earth but may
also expand other planets or the sun.[31]

To ensure the quality of the sessions and make them comprehensive, each divi-
sion consists of multiple distinct fields within the broad area. Each year the members
of the Subdivision Committees meet during the EGU General Assembly and prepare
the draft programme for next year’s meeting. From 2015 to 2021, 33 divisions and
3690 unique subdivisions have been identified.

The accepted abstracts from the General Assemblies 2005–2019 of the Euro-
pean Geosciences Union (EGU) are published in Geophysical Research Abstracts
(GRA) conference series. In addition, the abstracts underwent an access review by
the session conveners. As a result, it links the annual conference programmes list-
ing programme groups, included sessions, and their contributions. The abstracts
and site content are licensed under the Creative Commons Attribution 4.0 License,
which gives rights to copy and redistribute the material in any medium or format
and remix, transform, and build upon the material for any purpose as long as the
author and source are properly cited. Thus, CC BY facilitates scientific knowledge
dissemination, transfer, and growth.[30]

4.2 Data extraction

The abstracts are available on the Geophysical Research Abstracts (GRA) web-
site from 2005 to 2019, and from 2020, abstracts and related presentation materials
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become part of the EGUsphere. In GRA and EGUsphere, abstracts are available as
Portable Document Format (PDF) files. Also, most of the EGU General Assembly
abstracts are indexed in The SAO/NASA Astrophysics Data System (ADS), and
many abstracts from open-access peer-reviewed journals are available in EBSCO.

The ADS is a digital library portal for researchers in astronomy and physics, op-
erated by the Smithsonian Astrophysical Observatory (SAO) under a NASA grant.
The ADS maintains three bibliographic collections containing more than 15 mil-
lion records covering publications in general science, astronomy and astrophysics,
physics, including all arXiv e-prints. Abstracts and full-text of major astronomy
and physics publications are indexed and searchable through the ADS search form.
In addition, the ADS tracks citations and usage of its records to provide advanced
discovery, evaluation capabilities and access pointers to many external resources,
including electronic articles available from publishers’ websites, data catalogues and
data sets hosted by external archives.[32]

All available data fields for the EGU publications have been queried in ADS.

RangeIndex: 178711 entries, 0 to 178710
Data columns (total 31 columns):

Column Non-Null Count Dtype
— —— ————– —–
0 bibcode 178711 non-null object
1 abstract 178498 non-null object
2 aff 178708 non-null object
3 alternate bibcode 79 non-null object
4 arxiv class 59 non-null object
5 author 178708 non-null object
6 bibstem 178711 non-null object
7 database 178711 non-null object
8 doctype 178711 non-null object
9 first author 178708 non-null object
10 id 178711 non-null int64
11 identifier 178711 non-null object
12 keyword 80 non-null object
13 orcid pub 178708 non-null object
14 page 178709 non-null object
15 pub 178711 non-null object
16 pubdate 178711 non-null object
17 title 178708 non-null object
18 year 178711 non-null int64
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RangeIndex: 178711 entries, 0 to 178710
19 read count 178711 non-null int64
20 property 178711 non-null object
21 citation count 178711 non-null int64
22 indexstamp 178711 non-null object
23 volume 10 non-null float64
24 orcid other 2405 non-null object
25 orcid user 1253 non-null object
26 bibgroup 230 non-null object
27 doi 4 non-null object
28 copyright 13 non-null object
29 grant 12 non-null object
30 data 1 non-null object

Table 4.2: Indexed GRA in ADS

From table 4.2, we can see that there are available 178711 entries. However,
many fields contain null values. After dropping columns with null values and rows
with empty abstracts and titles, we got 178492 remaining non-null entries.

Figure 4.3: Abstracts count by year

Figure 4.3 shows the number of retrieved abstracts from ADS for each year.
The data is available for the period from 2004 to 2021. However, data from 2004 to
2008 and 2011 are not indexed. In the scope of this research, we will work with the
data from 2009 to 2021. The missing data for the year 2011 have been crawled from
GRA website.

Pdfminer.six information extracting tool was used to parse PDF documents.
Pdfminer.six is a community maintained fork of the original PDFMiner. Unlike
other PDF-related tools, it focuses entirely on getting and analyzing text data. It
is possible to obtain the exact location of text in a page and other information
such as fonts or lines directly from the source code of the PDF. A PDF document
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consists of a collection of objects and associated structural information that describes
the appearance of one or more pages as a single self-contained sequence of bytes.
PDFMiner.six attempts to reconstruct some of those structures by using heuristics
on the positioning of characters. GRA has a logical structure where all PDF files
consist of a header holding the information about GRA itself, license and id of the
document, title, authors and their affiliation and the abstract. A total of 13787
entries have been obtained after data from GRA.

Author and affiliation in PDF files have the same font size and are identified as
a single information block.

Figure 4.4: Geophysical Research Abstract

Named-entity recognition (NER) from spaCy python library was used for clas-
sification of authors and affiliation.

Figure 4.5: Named-entity recognition

No ground truth topic labels exist for this data set, so topic divisions and
subdivisions were scraped for 2015 to 2021 with the BeautifulSoup4 python package.
Beautiful Soup is a Python library for pulling HTML and XML files data. It provides
an idiomatic way of navigating, searching, and modifying the parse tree. HTML
(HyperText Markup Language) is the most fundamental building block of the Web,
which defines the meaning and structure of web content. [33] The GRA website has
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well defined HTML structure, so it was possible to extract abstracts ids, authors,
title, type of presentation, division and subdivision by parsing HTML classes. A full
list of all the division can be found in Appendix B.

The extracted data for 2011 was concatenated with data obtained from ADS,
resulting in 192250 non-null values. After merging the divisions and subdivisions to
the original data frame, only 176030 remained. Therefore, there are 94465 non-null
entries for 2015 to 2021 and 81565 without predefined divisions for 2009 to 2014.

4.3 Pre-Processing

In order to execute the KDD process, a Python3 package was developed and all
steps are documented and can be reproduced in the Jupyter Notebooks. The basic
software and libraries used in this thesis are:

• Dependency manager and basic software: poetry, Jupyter Notebook

• Data Pre-Processing: pandas, spaCy, NumPy

• Data Transformation and Data Mining: gensim, scikit-learn

• Visualization: plotly

After loading the data sets, it is stored in a pandas data frame. First, the rows
with null values and empty abstracts are dropped. Then, it is cleaned up and pre-
processed before the EGU data set is converted into a machine-readable format.
The conversion into tokens and the pre-processing is mainly done using the open-
source libraries spaCy and regular expressions (re). spaCy is written in Python
and Cython. SpaCy was chosen because of its claimed accuracy for the syntactic
analysis and its high performance. First, a language model containing language-
specific rules must be loaded for the tagging, parsing and entity recognition process.
The library spaCy provides different pre-trained language models. The small-sized
English model trained on written web text that includes syntax, vocabulary, entities
and word vectors was used in this thesis. After loading the English model, an NLP
object containing the processing pipeline (tagger, parser, ner) is received. During
processing, spaCy first generates tokens and then separates words by whitespace
characters and applies exception rules and prefix or suffix rules. Then, the adjectives,
adpositions, pronouns, conjunctions, symbols, numerals, determiners, particles and
spaces are removed. The removed POS classes are described in Appendix A. Typical
examples of kept POS classes are nouns or adjectives, depending on the application.
In the context of topic modelling, Martin and Johnson [34] showed that a nouns
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only dataset produced the most meaningful topics. They suggest that reducing the
articles to nouns may be advantageous since this improves the topics’ semantic
coherence and yields more interpretable topics. Next, each token is reduced to its
lower case base form using the lemmatization tool provided in spaCy. Since stop
words do not contain significant meaning, they are removed in the next step. Next,
since some noise is usually present in the corpus after performing, the words with
lengths less than three are removed. Finally, the processed abstracts are saved in a
doc object stored in pandas DataFrame.

The bigrams, trigrams and quadgrams are identified and concatenated back to
the dataframe with an underscore and considered a single word. Bigrams are phrases
containing two words, like ’civil engineering’, where ’civil’ and ’engineering’ are more
likely to co-occur rather than appear separately. Trigrams are phrases containing
three more likely co-occur, for example, ’vegetation index ndvi’. Likewise, quadgrams
are occurrences like ’palmer drought severity index’. A pointwise Mutual Information
(PMI) score was used to identify the top 1000 significant bigrams, trigrams and
quadgrams that have a noun like structures and occur at least 50 times in the
corpus. The randomly sampled ngrmas example is presented in table 4.3.

index bigrams trigrams quadgrams
849 null hypothesis heterogeneous porous medium micro rain radar mrr
1181 auroral oval ascend descend orbit oceanographic data centres nodc
1016 campi flegrei contrib mineral petrol springer verlag berlin heidelberg
588 scanning radiometer national centers environmental yu explanation endogenous activity
1917 standard deviation atmospheric sounding mipas quantum cascade laser absorption
670 neutral atom stratospheric polar vortex gpp ecosystem respiration reco
674 degree celsius indonesian tsunami early irish ice sheet biis
1231 instituto dom positive matrix factorization directory thesaurus search tool
327 imaging spectroradiometer absorption spectroscopy doas akaike information criterion aic
292 bohemian massif electrical resistivity tomography extended kalman filter ekf

Table 4.3: EGU sampled ngrams

After pre-processing the text data, the features are generated. Before converting
the corpus, which contains all documents into vectors, a mapping dictionary between
each word in a document and a unique id must be generated. The open-source natu-
ral language processing library gensim, implemented in Python and Cython, is used
to build the document vectors. Dictionary class gensim.corpora.dictionary is used
to generate the BOW model. The function doc2bow() is used for representation us-
ing term frequency encoding, which counts the number of occurrences of each word,
converts it to its integer id stored in the dictionary, and returns it as a sparse vector.
In order to generate TF-IDF encoded tokens a corresponding model is build using
models.TfidfModel(), unlike the regular corpus, TF-IDF downweights tokens that
frequently appears across documents. TF-IDF is computed by multiplying a local
component like term frequency (TF) with a global component, inverse document
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frequency (IDF), and optionally normalizing the result to unit length. As a result,
the frequently occurring words across documents will get downweighted.

4.4 Feature extraction

The Best Matching (BM25) function is a ranking function that ranks a group
of documents depending on the keywords that appear in each document. In this
thesis, the implemented Gensim library version 3.8.3 was used. The BM25 function
obtains the score for each (word, document) pair to rank documents. This function is
a family of scoring functions. The BM25 function is an information retrieval formula
function, which belongs to the BM family of retrieval models, and determines the
weight of a term 𝑡 in document 𝑑. All documents are scored against the query, and
only documents with a positive score remain in the corpus to reduce the number of
features and improve topic modelling accuracy.

The time complexity of BM25 is 𝑂(𝑚 × 𝑎𝑣𝑔𝑑𝑙), where 𝑚 is the number of
documents and 𝑎𝑣𝑔𝑑𝑙 is the average document length. It is swift and produces good
results.

4.5 Topic modelling

Unsupervised learning does not require upfront categorization work and pro-
vides a way to view broad patterns across large bodies of texts, patterns which
could be used in subsequent research to create labelled data. Topic models generate
a high-level overview of a body of literature, using word frequency and co-occurrence
patterns to identify different topics or subjects of discourse. Topic modelling algo-
rithms are optimized for information retrieval and summary problems. LDA and
NMF algorithms were used to find patterns within a corpus, an algorithmic tech-
nique that groups words into an arbitrary number of topics based on the probability
of their co-occurrence within documents. The documents are passed to the algorithm
with no contextual or category information. Topic models provide extensive infor-
mation describing their respective corpora, which can be used to identify patterns
across the documents and identify content on particular themes.

The number of topics and some additional parameters controlling how the al-
gorithm processes the data are required input information for LDA and NMF algo-
rithms. The number of topics was set to 5, 10, 15, 20, 25 and 30, and the number of
unique labels in the evaluation data is equal to the number of topics in each pass.
The LDA topic model was trained with ten passes and a chunk size of 15,800, and
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the NMF model was also trained with ten passes and a maximum of ten iterations
per batch. For other hyper-parameters in LDA and NMF, the default values were
used in the gensim package.

4.6 Topics over time

Graphs of topic prevalence over time are used to identify spikes and depict the
relationship between the various topics in a corpus. However, topic prevalence over
time is not a measure returned with the standard modelling tools such as LDA, NMF.
Instead, it was computed by combining the model data with external metadata and
aggregating the model results. The average of topic weights per year was calculated
to compute topic significance over time. It is equally important to understand how
these topics have changed over time. Given the potential utility of breaking topics
down through time, it is possible to measure topic presence through time with the
following steps:

• Extract individual document topic proportions as determined by the LDA or
NMF models. Gensim LDA and NMF models can classify the specific relative
proportions for all topics within each document.

• Calculate the yearly average given the entire sample of text documents for
each topic.

• Visualize topic weights in a time-series plot.

From the model, the topic distribution for each given document, the normalised
minimum probability is extracted. The average topic weight is computed by adding
all of the weights for a given topic in a time period and divided by the total number
of documents in that time period.[35] The document topic proportion weights from
the model are extracted and merged with the original data frame. Then, the yearly
time-series weights for each topic are created with the individual document topic
proportion data. Then using the group by function in pandas, the yearly average
for each topic is taken. The final data frame includes topic weight information for
every unique document in corpus. For time-series visualization of topics from 2009
to 2021, the top 3 keywords that define the topic are concatenated.

4.7 Evaluation measures

Topic modelling presents unique challenges in that the algorithm is probabilis-
tic, not deterministic. Therefore, the weights assigned to topics within documents
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and words that constitute a topic will vary with each run on the same corpus. As
a result, there is no “ground truth” in topic modelling techniques against which to
evaluate the results. However, topic modelling techniques are good at identifying
general themes and patterns in the corpus.[36, 37] A growing range of strategies is
used to evaluate and improve the quality of topic models to make the results more
stable and coherent. In addition, these strategies provide valuable mechanisms for
increasing confidence that the model provides a useful abstraction of the underlying
literature.

Intrinsic and extrinsic measures are usually used for evaluation of document
clustering methods. Intrinsic measures, such as cluster separation and cohesion, do
not require a ground truth label. Instead, such measures describe the variation within
clusters and between clusters. However, they are dependent on the feature represen-
tations used, so they do not give comparable results for methods that use different
feature sets. Extrinsic measures require a ground truth label but can be compared
across methods. Standard extrinsic measures include precision, recall and F1, but
these are dependent on the ordering of cluster labels to ground-truth labels.[38]
Measures such as the mutual information and Rand index are more appropriate in
this case as they are independent of the absolute values of the labels.

Perplexity and coherence are intrinsic evaluation metrics widely used for lan-
guage model evaluation. Perplexity captures how surprised a model is of new data
it has not seen before and is measured as the normalized log-likelihood of a held-
out test set. In addition, the perplexity metric measures how probable some new
unseen data is given the model learned earlier and well does the model represent or
reproduce the statistics of the held-out data. The smaller the perplexity, the more
precise is the model. However, recent studies have shown that predictive likelihood
and human judgment are often not correlated.[39]

The concept of topic coherence combines several measures into a framework to
evaluate the coherence between topics inferred by a model. Topic Coherence mea-
sures score a single topic by measuring the degree of semantic similarity between
high scoring words in the topic. These measurements help distinguish between se-
mantically interpretable topics and artefacts of statistical inference. 𝐶𝑣 measure is
based on a sliding window, one-set segmentation of the top words and an indirect
confirmation measure that uses normalized pointwise mutual information (NPMI)
and the cosine similarity. 𝐶𝑣 topic coherence and human evaluation are highly corre-
lated. Therefore, coherence measure can be used to compare difference topic models
based on their human-interpretability. 𝐶𝑣 topic coherence is essentially an index
measure of the co-occurrence of the words extracted by the topic model. If those
words from the same topic co-occur often, the model is well performed.
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As a result, our research would apply 𝐶𝑣 coherence as the evaluation measure-
ment of our topic model.[39]

Mutual information measures the mutual dependence between two discrete ran-
dom variables. It quantifies the reduction in uncertainty about one discrete random
variable is given knowledge of another. High mutual information indicates a signifi-
cant reduction in uncertainty. For two discrete random variables 𝑋 and 𝑌 with joint
probability distribution 𝑝(𝑥, 𝑦), the mutual information, 𝑀𝐼(𝑋, 𝑌 ), is given by

MI(𝑋, 𝑌 ) =
∑︁
𝑦∈𝒴

∑︁
𝑥∈𝒳

log
(︃

𝑝(𝑥, 𝑦)
𝑝(𝑥)𝑝(𝑦)

)︃
(4.1)

A commonly used measure is the normalised mutual information (NMI), which
normalises the MI to take values between 0 and 1, with 0 representing no mutual
information and 1 being agreement. This is useful to compare results across methods
and studies. NMI is given by

NMI(X, Y) =
⎛⎝ MI(X, Y)√︁

H(X)H(Y)

⎞⎠ (4.2)

where 𝐻(𝑋) and 𝐻(𝑌 ) denote the marginal entropies, given

𝐻(𝑈) = −
𝑛∑︁

𝑖=1
𝑃 (𝑥𝑖) log(𝑃 (𝑥𝑖)) (4.3)

This value of the mutual information and also the normalized variant is not
adjusted for chance and will tend to increase as the number of different labels (clus-
ters) increases, regardless of the actual amount of “mutual information” between
the label assignments.

The Rand index is a pair counting measure for the similarity between the labels
and clusters. It also takes values between 0 and 1, 0 representing random labelling
and 1 representing identical labels. Given a set of elements 𝑆 = 𝑜1 . . . , 𝑜𝑛 and two
partitions of 𝑆 to compare, 𝑋 = 𝑋1 . . . , 𝑋𝑟 and 𝑌 = 𝑌1 . . . , 𝑌𝑠, the Rand index
represents the frequency of times the partitions 𝑋 and 𝑌 are in agreement over the
total number of observation pairs. Using the expected value, the adjusted mutual
information can then be calculated using a similar form to that of the adjusted
Rand index (RI). If 𝑋 is a ground truth class assignment and 𝑌 the clustering 𝑎,
the number of pairs of elements that are in the same set in 𝑋 and in the same set in
𝑌 . 𝑏, the number of pairs of elements that are in different sets in 𝑋 and in different
sets in 𝑌 . The unadjusted Rand index is then given by:
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RI = 𝑎 + 𝑏

𝑆
𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠

2
(4.4)

For extrinsic clustering evaluation measures to be useful for comparison across
methods and studies, such measures need a fixed bound and a constant baseline
value. Both the NMI and the RI are scaled to have values between 0 and 1, so
satisfy the first condition. However, it has been shown that both measures increase
monotonically with the number of labels, even with an arbitrary cluster assign-
ment.[38] This is because the mutual information and Rand index do not have a
constant baseline, implying that these measures are not comparable across cluster-
ing methods with different clusters. Adjusted versions of the MI and RI have been
proposed to account for this. The adjusted rand index, ARI, adjusts the RI by its
expected value:

ARI = RI(X,Y) − 𝐸[RI(X,Y)]
max(RI(X,Y)) − 𝐸[RI(X,Y)] (4.5)

where where 𝐸[RI(X,Y)] denotes the expected value of 𝑅𝐼(𝑋, 𝑌 ). The ARI
takes values between 0 and 1, with 1 representing identical partitions, and is ad-
justed for the number of partitions in 𝑋 and 𝑌 . Using the expected value, the
adjusted mutual information can then be calculated using a similar form to that of
the adjusted Rand index:

AMI = MI(X,Y) − 𝐸[MI(X,Y)]
mean(𝐻(𝑋), 𝐻(𝑌 )) − 𝐸[MI(X,Y)] (4.6)

where 𝐸[MI(X,Y)] represents the expected value of the MI.[40] The AMI takes
values between 0 and 1, with 1 representing identical partitions adjusted for the
number of partitions used. The best measures to ensure comparative evaluations are
the AMI and the ARI.

AMI is the preferable measure when the labels are unbalanced, and there are
small clusters, while the ARI should be used when the labels have large and similarly
sized volumes.[41] The AMI, ARI, and NMI measures are used in the thesis. Many
previous studies have reported the NMI measure, so it was included it in evaluation
for comparison purposes. Given the data and methods of this study, it is likely that
the AMI is more appropriate than the ARI, as Table ?? and Figure 4.2 show that
the distribution of documents across labels is unbalanced.
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5 Results

This chapter presents the findings from the experiments of building and evalu-
ating meaningful topic models. First, the results from the general clusterisation of
abstracts with NMF and LDA algorithms will be given. Then, the following section
presents the results of feature extraction and topic modelling results on the subset
of data for one domain with a specified keyword with a Best Matching 25 algo-
rithm. Next, the recent scientific research trends in geosciences over the last decade
will be presented. Finally, the experiment results will be presented for other sets of
abstracts.

5.1 General topic modelling of the abstracts

The EGU dataset is unbalanced in document size, measured by computing the
number of tokens in each document.

Figure 5.1: Number of terms in each document before preprocessing

As illustrated in Figure 5.2, the number of tokens contained in each document
after preprocessing varies from 1 to 1537 per document. The average number of
tokens in a document is 175. Compared to the number of tokens before preprocessing
in Figure 5.1 the number of tokens varies from 2 to 2622, with an average of 309
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Figure 5.2: Number of terms in each document after preprocessing

tokens. Cleaning and preprocessing the tokens reduces the data set almost by half.
A significant number of features are removed from the corpus mainly due to the
presence of many stop words.

Figure 5.3: Top 100 tokens in corpus before preprocessing

The dataset before preprocessing contains many stop words, for example, the,
and, in and many others.

The topic modelling techniques were applied to the dataset with preprocessed
abstracts and abstracts containing bigrams, trigrams, and quadgrams with a differ-
ent number of predefined topics. Some disadvantages of methods used in the topic
modelling steps have already been presented in the chapters about theoretical ba-
sics. For example, the topic modelling result of not processed data is usually more
inaccurate than the preprocessed data. Furthermore, TF-IDF should provide the
best results for topic modelling. Therefore, the topic modelling results for all five
data settings and the different representations and evaluation measures were gener-
ated based on the EGU data set with the different number of divisions to confirm
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Figure 5.4: Top 100 tokens in corpus after preprocessing

or disprove these claims. In addition, the results were evaluated for topic mod-
elling accuracy. Dirichlet hyperparameter for the document-topic density (alpha)
and Dirichlet hyperparameter for the term-topic density (eta) produced the models
with the most meaningful topics when they were set to auto, meaning the algorithm
learns asymmetric priors from the corpus. The optimal number of passes was set to
ten, with ten iterations for the LDA model. For the NMF model, the initial hyper-
parameter for passes was set to ten, initialisations of the 𝑊 (w_max_iter) and 𝐻

(h_max_iter) matrices were set to ten set to default values in these experiments.

Figure 5.5: Coherence measure

It is evident from Figure 5.5 that TF-IDF BoW has a higher coherence score

32



than BoW structure for both LDA and NMF models. Furthermore, the combina-
tion of TF-IDF BoW and NMF has a higher score for each number of topics and a
different number of ngrams. For example, the highest value is 15 topics with con-
catenated bigrams with a coherence of 0.656, closely followed by 25 and 30 topics
with concatenated ngrams and concatenated bigrams with coherence values of 0.654
and 0.653, respectively.

Figure 5.6: AMI measure

From Figure 5.6, we can see that the AMI score is slightly decreasing with an
increasing number of topics. The best value of AMI is for five topics for TF-IDF
BoW NMF model and quadgrams, which is 0.256.

The NMI measure with LDA Bow generally has a better score, closely followed
by NMF TF-IDF BoW with the increasing number of topics. The best value is for
15, 25 and 30 topics for cleaned abstracts where NMI equals 0.34, 0.33 and 0.328

The ARI measure is the preferred measure where the labels have large vol-
umes and are balanced.[41]. This dataset was relatively balanced (given in Table
??), so the ARI is the more appropriate performance measurement than the NMI
and AMI. The preprocessed abstracts and 15 topic numbers produced the best re-
sults with ARI values of 0.348 and 0.331, for TF-IDF BoW NMF and LDA models
respectively. Interestingly, some methods had a relatively significant drop in score
between the NMI and AMI measures, indicating that the chance adjustment of the
AMI is essential.
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Figure 5.7: NMI measure

Topic models create topics of terms that frequently co-occur, which makes this
topic reasonable, and it can still achieve high coherence scores as these metrics
are also based on term co-occurrences. The NMF model was superior in producing
coherent topics than the LDA model, especially on fewer topics, and TF-IDF BOW
feature representation was better than BOW. The coherence scores for all models
increases with an increasing number of topics. Topics from the LDA and NMF
models learned from the dataset are presented. This selection of topics is presented
to compare NMF and LDA models and show how the topics from the respective
algorithms change when the feature representation changes. In addition, a few topics
with the top five most heavily weighted terms were chosen as illustrative examples.
A complete list of all topics for all models with feature representation with the best
coherence score can be found in Appendix C.

Out of 30 topics from TF-IDF NMF model 8 random topics are sampled and
presented in figure 5.9. Model produced semantically coherent topics. Topic 13, 9, 26
and 7 highly likely belong to Hydrological science division, topic 2 belongs to Ocean
science division, topic 27 belongs to Soil System Sciences division. Topics offer clear
semantic interpretation.

8 random topics are sampled and presented in figure 5.9 for TF-IDF LDA model.
An interesting observation in the LDA topics is that topics are less interpretable
despite high coherence score. This is because the TF-IDF LDA model tends to give
shorter words more weight, leading to many keyword abbreviations.
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Figure 5.8: ARI measure

Figure 5.9: TF-IDF NMF topic example

TF-IDF NMF and LDA produced almost identical topics. However, there was
some indication that NMF tended to produce more diverse topics than LDA through
the experiments. NMF topics produced broader topics with attention to the concepts
related to specific segments in the data, while LDA has many overlapping keywords
that broadly fit the whole dataset, with less regard to specific patterns in smaller
segments in the data. In contrast, TF-IDF LDA produces more topics that are hard
to interpret because they tend to be too specific.
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Figure 5.10: TF-IDF LDA topic example

5.2 Investigation of specific research discipline

The Hydrological Sciences division contain most of the abstracts, and it is
evident from Figure fig:NMF topic example that potentially many of the topics fall
under that division. Therefore, the test keyword ”drought” was chosen to investigate
the specific research discipline in this broad HS division. After extracting features
with the BM25 algorithm, the number of divisions has been reduced from 30 to 21
and subdivisions from 2286 to 634 from table 5.1 the comparison for the top 10
divisions is presented.

index division count count after BM25 feature extraction
0 HS – Hydrological Sciences 6399 669
1 AS – Atmospheric Sciences 5033 229
2 SSS – Soil System Sciences 4008 222
3 CL – Climate: Past, Present, Future 3643 174
4 NH – Natural Hazards 3507 149
5 BG – Biogeosciences 2531 73
6 TS – Tectonics & Structural Geology 2327 50
7 OS – Ocean Sciences 1576 16
8 GM – Geomorphology 1541 15
9 GMPV – Geochemistry, Mineralogy, Petrology 1525 11
10 ERE – Energy, Resources and the Environment 1438 10

Table 5.1: Division of EGU2014-2021 subset before and after feature extraction

The optimal number of topics have been chosen by looking at the highest co-
herence score figure 5.11, which is equal to 0.544 for six topics.

The results for TF-IDF NMF model 6 topics are presented in figure 5.12.

One of the practical applications of topic modelling is to determine to which
topic a given document belongs. First, the topic number with the highest percentage
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Figure 5.11: Coherence score vs number of topics

Figure 5.12: BM25 and TF-IDF NMF on subset

contribution in that document was discovered. Then, the documents with the high-
est contribution to identifying specified keywords in the topics of the model were
classified. However, keywords may not be enough to make sense of a topic. Therefore,
the next step is to find the documents a given topic has contributed to the most and
infer the topic by reading that document. For example, in the research ”Assessment
of crop physical drought vulnerability in Sub-Saharan Africa” by Yang, Hong, Ka-
mali, Bahareh and Abbaspour, Karim was identified to have the highest document
topic probability to such keywords as ”index”, ”crop”, ”yield”, ”precipitation” and
”moisture”.

Figure 5.13: Document topic probability
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5.3 Topics over Time

The EGU dataset was preprocessed from 2009 to 2021, and topics were identified
with the TF-IDF NMF model. The created dataset contains 176023 non-null entries.
The overall view of the data is presented in table 5.2 by computing basic statistics.

Max: 1.0
Min: 0.103
Average: 0.453
Median: 0.423
Most frequent value: 0.384

Table 5.2: Summary Statistics

The topics range from 100% of the tokens in a document to 10%, with an
average of 45% and a median value of 42%. However, the most frequent value is
near 38%, indicating that the data predominantly describes topics with a significant
presence in the documents. The average topic weight is computed by adding all of
the weights for a given topic in a time period and dividing by the total number of
documents in that time period, resulting in the average weight of the topic over all
documents in the corpus presented in table 5.3.

index year topic_id doc_topic_probability total_docs average_weight topic_label
0 2009 0 154.057280 12525 0.012300 0_flow_debris_catchment
1 2010 0 144.260902 13780 0.010469 0_flow_debris_catchment
2 2011 0 24.655163 13789 0.001788 0_flow_debris_catchment
3 2012 0 140.567896 13414 0.010479 0_flow_debris_catchment
4 2013 0 137.582450 13220 0.010407 0_flow_debris_catchment
... ... ... ... ... ... ...
385 2017 29 197.330777 16073 0.012277 29_earthquake_seismic_tsunami
386 2018 29 193.575732 15422 0.012552 29_earthquake_seismic_tsunami
387 2019 29 157.828447 14617 0.010798 29_earthquake_seismic_tsunami
388 2020 29 61.478314 7520 0.008175 29_earthquake_seismic_tsunami
389 2021 29 109.662857 12012 0.009129 29_earthquake_seismic_tsunami

Table 5.3: The average weight of topics over time

The top five and bottom five topics determined by topic proportion within the
aggregate corpus produced by TF-IDF NMF are visualised in Figure 5.14 and Figure
5.15 respectively. For example, topic number 15, which dominates in proportions for
most of the time series and has been rising from 2017 to 2020, consists of the following
keywords: ’model, datum, method, parameter, approach, information, system, user,
uncertainty, data’. The keywords show that the topic holds general information and
does not provide meaningful insights into data. By looking into the division data,
topic 15 has 1190 documents from Hydrological Sciences and 1089 from Earth and
Space Science Informatics, the rest of the divisions, are evenly distributed. Topic
11 with the top keywords ”soil, moisture, content, erosion, organic, land, property,
water, soc, agricultural’ clearly belongs to the Soil System Science division. It has
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been developing steadily over the years, with peak values in 2020. Topic 9 provides
insightful information describing sea surface temperature (SST) in the Atlantic and
Pacific oceans, and other keywords are ’variability, circulation, precipitation’. Topic
9 is highly likely to hold documents from Atmospheric Sciences, Climate: Past,
Present, Future and Ocean Sciences. Topic 8 and 2 declined in recent years. Both
topics hold documents from Tectonics, and Structural Geology division, where topic
2 focuses on Geochemistry, Mineralogy, Petrology and Volcanology with keywords
’rock, deformation, shear, stress, fracture, strain, grain, fluid, pressure, pore’ and
tropic 8 focuses on Geodynamics with the keywords ’mantle, crust, plate, subduction,
lithosphere, crustal, continental, slab, margin, lithospheric’.

Figure 5.14: TF-IDF NMF topic trends top 5

Examining the bottom-5 topics yields interesting, albeit unsurprising, topic
patterns over time. Although all five topics are from a division that contains a
smaller number of research papers, it is worthy of attention that the TF-IDF NMF
model was able to determine specific keywords. For example, topic 18, with the
keywords ’lake, core, water, holocene, record, sediment, glacial, glaci, lacustrine,
dam’ highly likely describes Stratigraphy, Sedimentology & Palaeontology division.
Figure 5.15 shows that division was increasing until the year 2016, then experienced
a sharp decline in 2017, and from then, it continues to rise steadily. From the top
keyword ’permafrost’ in topic 12, it is evident that it belongs to the Cryospheric
Sciences division. Keywords in Topic 4 do not define the division clearly, but it is
apparent that the topic focuses on snow. Both topics 12 and 4 have been steady over
the past years. Topic 16 belongs to the Natural Hazards division with the keywords
’fire, burn, forest, wildfire, vegetation, fuel, area, severity, post, emission’. Topic 14
has ’dust, tsunami, instrument, radar, mars, particle, satellite, emission, mission,
mineral’ keywords and is highly likely to belong to the Planetary & Solar System
Sciences division. According to the results, topic 16 is the least discussed topic over
the years, with the lowest value in 2011.

The top five and bottom five topics determined by topic proportion within the
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Figure 5.15: TF-IDF NMF topic trends bottom 5

aggregate corpus produced by LDA are visualised in Figure 5.16 and Figure 5.17
respectively. Again, same as in the TF-IDF NMF model, topic 29 dominates in
proportions for most of the time series, except in 2020. The LDA model provided
more descriptive keywords for the most dominant topic: ’model, precipitation, cli-
mate, datum, forecast, simulation, base, rainfall, resolution, scale’ and topic highly
likely to share the proportion of documents from Hydrological Sciences, Climate:
Past, Present, Future and Atmospheric Sciences. Figure reffig:LDA topic trends
top 5 shows that all topics rise steadily over the years except for topic 26, which
had a sharp decline in the year 2020. Topic 21 contains keywords ’soil, organic,
plant, sample, high, content, microbial, different, increase, matter’ and falls under
Soil System Sciences and Biogeosciences division. The top ten keywords in topic 14
were identified as ’flood, landslide, risk, area, event, hazard, water, impact, system,
management’. The keywords in topic 14 describe Natural Hazards and Hydrological
Sciences division. The LDA and TF-IDF NMF models identified the Hydrological
Sciences and the Soil System Sciences divisions as the most dominant topics from
2009 to 2021. This is most likely because HS and SSS are two divisions with the
highest number of abstracts.

Figure 5.16: LDA topic trends top 5
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Examining the bottom-5 topics for the LDA model, it is noticeable that all
topics are steadily declining over the past years. For example, topic 13 belongs to the
Geodynamics and the Cryospheric Sciences divisions with the keywords ’ice, model,
mantle, sheet, subduction, plate, slab, lithosphere, continental, shelf’. Interestingly,
the TF-IDF NMF model captured the same GD and CR divisions trends. The
steepest decline has topic 5 with the keywords ’energy, surface, mars, planet, crater,
solar, system, earth, planetary, mission’, which describes the Planetary & Solar
System Sciences (PS) division. Again, it is noticeable that TF-IDF NMF and LDA
models captured the same trend with the decline of the PS division.

Figure 5.17: LDA topic trends bottom 5
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6 Discussion

This chapter discusses the results of the experiments in this thesis. The applica-
tion of topic modelling for generating topics to segment, exploration and description
the Geophysical Research Abstracts (GRA) has been studied in this thesis. The ef-
fectiveness of the topic modelling is assessed by the ability to serve as a uniform
categorization framework for research papers and by showing that algorithms can
generate meaningful topics and keywords. Supported by this context, this thesis aims
to understand the validity, viability of use, and limitations of such a topic model.

The experiment results on the EGU dataset verified that data preparation is
essential for the successful application of topic modelling, and it is crucial for pro-
ducing coherent topics and accurately assigning research papers to them. The first
step in the data preprocessing step is dimensionality reduction, which is done by
filtering out infrequent terms and removing stopwords. The results show that the
corpus was significantly reduced, which helps produce less noisy topics affecting
topic quality and increased computations performance. However, these findings are
not explicitly stated in the results and were found after conducting experiments on
the topic modelling algorithms. Lemmatisation is a powerful technique that reduces
dimensionality and provides human-readable and interpretable terms. The nouns
were selected using the spaCy part of speech (POS) library because nouns are the
most relevant POS class in topics, both from topic modelling algorithms and hu-
man domain experts, as indicated in previous research. [34, 7]. Ngrams is another
powerful feature selection technique, as indicated in research by Mikolov et al.[42]
It was found that forming bigrams produces the best coherence score for all models
and a different number of topics. Results show that ngrams can be a valuable data
preparation method and can produce a valuable result and increase the coherence of
topics. However, it is not recommended to form quadgrams because it is computa-
tionally expansive and does not increase the topics’ interpretability because ngrams
were rarely present in the top ten keywords. For both LDA and NMF models, the
data was represented as a Bag of Words (BOW), and TF-IDF weighed BOW. The
TF-IDF representation weighs uncommon terms higher, adding more prior informa-
tion than the more straightforward term frequency counts for both LDA and NMF.
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Results show that the TF-IDF LDA model produced many keywords focused on the
short terms, mostly accounting for the abbreviations. LDA is a generative method
that samples common terms in a corpus, conditioned on terms that frequently occur
together to create representative topics that mirror the corpus in a probabilistic
sense. NMF is a dimensionality reduction technique aimed at finding a lower sub-
space that accurately describes the most significant and diverse patterns in the data,
limited by the number of dimensions or topics it can factorise the corpus into[16].
This emphasis in the thesis is to show the difference in the resulting topics between
LDA and NMF. LDA generally delivers more stable and coherent topics than NMF,
as stated in the research by Stevens et al.[43] and Mifrah S. and Benlahmar E. [44].
This thesis confirms that the LDA model is more stable in topic coherence than
NMF. On average, however, NMF outperforms LDA in the sense of coherence, es-
pecially for models of a small number of topics. NMF is better at classifying topics,
which is indicated by the findings through ARI, AMI and NMI metrics. A significant
finding through analysing topics over time is that NMF tends to find topics that
represent specific, distinct patterns in data segments, while LDA has generated more
overlapping topics but with more meaningful keywords. Therefore, it is less likely
that LDA will generate topics relevant only to specific patterns and data segments.

Depending on the use cases, a topic model can extract a different number of
topics. All evaluation metrics are intended to increase the topic’s interpretability by
humans. Therefore, a higher 𝐾 value in topics will give more granular results, while
fewer topics will result in broader topics. It is possible to find an optimal number
of topics by optimising coherence metrics. The main finding in the thesis indicates
that with a low number of topics, NMF and TF-IDF weighted NMF produced more
coherent results, while LDA and TF-IDF weighted LDA produced more interpretable
results at around 15 topics with the peak values at 30 topics. Running models on
research papers with many divisions generally produced topics with a broader span
of concepts, resulting in less granular topics on specific concepts. The research should
decide the level of granularity before application. The Best Matching (BM25) should
be applied first to explore a specific topic and retrieve relevant documents related to
the query keywords, and then the number of topics 𝐾 can be chosen following the
same logic. The query example keyword was ”drought” in the results, which yielded
documents mainly related to the Hydrological Science (HS) division, thus resulting
in highly granular topics in HS subject, reducing the model’s conceptual span.

Topics models are data-dependent, meaning that the characteristics of the data
determine the results of the topic model. The concepts related to topics are deter-
mined by how these concepts co-occur in research papers. LDA and NMF algorithms
behave differently in this regard. However, both models generalise well when learned
with datasets made up of multiple divisions. Exploring trends in topics over time,
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it was found that topics were meaningfully interpretable and did not degrade quan-
titatively. The LDA and TF-IDF NMF models identified the same trends where
Hydrological Sciences and the Soil System Sciences divisions are the most domi-
nant topics and Planetary & Solar System Sciences (PS) division is less dominant
from 2009 to 2021, which means that the diversity of the topics and concepts is
determined by how diverse the research abstracts in the corpus are.

Given the results, it is clear that topic modelling is a powerful method for de-
riving insights from a tremendous amount of research papers. Furthermore, being an
unsupervised machine learning method, topic modelling does not require predefined
labels. Topic models use unlabeled data as input which is one of its key strengths,
but this can also be a significant weakness as it gives uncontrollable models. As
a result, the topic modelling sometimes yields incorrect topics with little semantic
meaningfulness, meaning that automated methods could not replace manual analy-
sis. However, it can complement other methods for content analysis or categorisation,
and it is a powerful method for aggregating and presenting the results to generate
insights for efficiently analysing and segmenting research papers. The thesis results
confirm that many unexpected topics were formed, but they still provided valuable
results for understanding the content of the research papers. Results also confirm
that topic modelling is a suitable tool for investigating trends, and it is possible
to derive insights from the research paper abstracts that contributed most to the
formation of the specific keywords describing the topic.
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7 Conclusion

It is challenging to evaluate topic models objectively because evaluation meth-
ods are tightly correlated with human judgment. Furthermore, the data on which
topics models are learned is the primary determinant of the topic’s usefulness, so
data acquisition and preprocessing are paramount in topic modelling applications.
Therefore, a flexible data preparation framework is required to apply models suc-
cessfully.

The LDA and NMF models produced different topic distributions on the same
datasets. LDA tends to mirror the entire dataset better with more topics, while NMF
finds and represents specific patterns in the dataset to capture more variations and
performs well with a different number of topics. There is no optimal choice between
the two algorithms, and depending on the use case, the researcher should consider the
different strengths and weaknesses of the models. The same concept applies to the
number of searched topics, as the granularity level in topics is often more important
than higher metric scores. The conclusion topics created by topic models, compared
to manual methods, are more unreliable and could produce misleading results, which
is an effect of its uncontrollable nature. On the other hand, its strength is the
ability to analyze large amounts of text in a short time and at a low cost, deriving
insights from many research papers. Topic modelling can complement other content
analysis or categorization methods, and it is a powerful method for aggregating and
presenting the results of research paper abstracts.

The thesis has some unanswered questions which hold potential for future re-
search. For example, the degree to which the TF-IDF representation determines the
differences between LDA and NMF is unclear. In addition, the BOW representation
used by LDA and NMF has some limitations, and it would be interesting to evaluate
different data representations to enhance topic modelling results.
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Appendices

A Part of Speech (POS) tags

POS DESCRIPTION EXAMPLES
ADJ adjective big, old, green, incomprehensible, first
ADP adposition in, to, during
ADV adverb very, tomorrow, down, where, there
AUX auxiliary is, has (done), will (do), should (do)
CONJ conjunction and, or, but
CCONJ coordinating conjunction and, or, but
DET determiner a, an, the
INTJ interjection psst, ouch, bravo, hello
NOUN noun girl, cat, tree, air, beauty
NUM numeral 1, 2017, one, seventy-seven, IV, MMXIV
PART particle ’s, not,
PRON pronoun I, you, he, she, myself, themselves, somebody
PROPN proper noun Mary, John, London, NATO, HBO
PUNCT punctuation ., (, ), ?
SCONJ subordinating conjunction if, while, that
SYM symbol
VERB verb run, runs, running, eat, ate, eating
X other sfpksdpsxmsa
SPACE space

Table 1: part-of-speech tag describtion
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B EGU General Assembly Divisions

Division Number of abstracts
HS – Hydrological Sciences 12758
AS – Atmospheric Sciences 10183
SSS – Soil System Sciences 7958
CL – Climate: Past, Present, Future 7132
NH – Natural Hazards 7071
BG – Biogeosciences 5120
TS – Tectonics & Structural Geology 4704
OS – Ocean Sciences 3181
GM – Geomorphology 3054
GMPV – Geochemistry, Mineralogy, Petrology 3035
ERE – Energy, Resources and the Environment 2829
CR – Cryospheric Sciences 2793
ST – Solar-Terrestrial Sciences 2720
SSP – Stratigraphy, Sedimentology & Palaeontology 2532
SM – Seismology 2481
GD – Geodynamics 2464
PS – Planetary & Solar System Sciences 2355
NP – Nonlinear Processes in Geosciences 2327
G – Geodesy 2145
GI – Geosciences Instrumentation & Data Systems 1796
ITS – Inter- and Transdisciplinary Sessions 1650
EMRP – Earth Magnetism & Rock Physics 1510
ESSI – Earth & Space Science Informatics 1342
EOS – Education and Outreach Sessions 613
EOS – Educational and Outreach Symposia 456
US – Union Symposia 117
ML – Medal Lectures 72
MAL – Medal and Award Lectures 45
SEV – Side events 8
SCS – Science and Society 6
KL – Keynote Lectures 4
GL – Lectures for a general geoscience audience 2

Table 2: Count of abstracts per division in the EGU 2015-2021 dataset.
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C Top keywords for different models

Figure 1: TF-IDF NMF model: 30 topics
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Figure 2: NMF model: 30 topics
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Figure 3: TF-IDF LDA model: 30 topics
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Figure 4: LDA model: 30 topics
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