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Abstract 

In a context of global change, in which human practices catalyse a change 

in land use that promotes erosion, loss of biodiversity and pollution, this 

work wi l l study in a laboratory the possible flow of ash after a wildfire to 

determine the impact of this ash load on water quality. In order to simulate 

the rainfall-runoff processes accurately in a catchment, it is essential to 

calibrate our hydrological model properly. Using the inverse analysis of 

the governing flow equation of motion, we focus to solve the non-linear 

differential equations wi th inverse modelling of a hydraulic laboratory 

experiment. A well-calibrated hydraulic-hydro logic model can give us 

a deep insight into the different hydrologic processes and, consequently, 

improve water management and pol lut ion prediction risk assessment in 

diverse areas. The results obtained show the parameterization of the 

advective component of the ash flow equation. In this contribution the aim 

is to establish an approach to this issue to continue in this line of research 

and to discern in future studies which populations are susceptible to this 

cri t ical event, whose threat is becoming increasingly likely. The ultimate 

goal is to support gubernamentals decision-makers to prevent or be more 

prepare to future threats. 
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CHAPTER 

Literature Review 

1.1 Water as a resource 

Water is a v i t a l necessity and an universal right. The right of water was 

established in 1976 by the Uni ted Nations ' International Covenant on 

Economic, Social and Cu l tu ra l Rights, as an implici t part of the right 

to an adequate standard of l iving and the right to the highest attainable 

standard of physical and mental health. Later, on 28 July 2010, the United 

Nations General Assembly explicitly recognised the human right to water 

and sanitation, reaffirming that clean drinking water and sanitation are 

essential for the realisation of all human rights. 

"Everyone has the right to the continuous availability of sufficient, healthy, 

physically accessible, affordable and acceptable quality water for personal 

and domestic uses". 

That means that for fulfilled this right water must be, a quantity between 

50-100 L / d a i l y per person, have quality standards and guidelines of World 

Health Organization ( W H O ) must be followed, be found at less than 1000 

m distance from the household, and the cost should not exceed 3% of 

1 
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household income. 

Despite this basic right, which is a key measure for the development of a 

dignified life, according to Wor ld Heal th Organization in 2022 there are 

at least 2 bi l l ion people in the world use a drinking water source that is 

microbiologically (faecally) contaminated, causing an estimated 485 000 

diarrhoeal deaths each year. Additionally, an increasing number of countries 

are reaching alarming levels of water scarcity and 1.4 bill ion people live in 

areas with sinking ground water levels (Mouel and Forslund, 2017) but the 

situation worsens over time, because it increases by more than 2 bi l l ion 

people out of the world's 7.8 bi l l ion in the world l iving in countries wi th 

water scarcity and experience severe water scarcity for at least one month 

per year, a situation that w i l l l ikely continue in some regions because of 

climate change and populat ion growth ( U N I C E F et al. , 2022). In 2020 

74% of the world's population used safely managed drinking water, up 

from 62% in 2000 ( U N I C E F et a l , 2022), although the continuous enhance, 

these numbers that are concentrated in the most disadvantaged areas of 

the world must continue to decrease, every one of these preventable deaths 

is a tragedy . The knowledge and technologies exist to be able to solve this 

situation in which many people in poor countries are suffering, knowledge 

of water collection, supply, treatment, and disinfection of water. Sanitation 

infrastructures must be prepared to be able to supply a quality quantity of 

water to households, while avoiding sources of pollution of water resources, 

both point sources of anthropogenic or natural origin and diffuse sources, 

mostly from agriculture (Bartram et al., 2002). 

According to the United Nations, 68% of the global population is expected 

to live in large urban areas by 2050. This poses a significant challenge for 

urban planners and decision-makers whose ultimate objective is to keep 

citizens' optimal l iving conditions. The projected increases in population 

and income, combined wi th changes in consumption patterns, result in 

increased demand for food, feed, and water in 2050, so there is a necessity 

to covers this demands in good terms. 
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Despite the current situation of this 2 bi l l ion people, without wishing to 

belittle them, water is threatened by anthropogenic factors such as pollution 

or natural factors such as drought or contamination after a fire. This paper 

wi l l deal wi th the second type of threat related to natural hazards. 

1.2 Natura l hazard influenced by climate change 

Natura l hazard represents the possibility in probabilistic terms that a 

territory wi l l undergo modifications as a consequence of natural processes, 

causing negative natural, economic, material or human damage. In the 

context of climate change impacts, risks result from dynamic interactions 

between climate-related hazards wi th the exposure and vulnerabili ty of 

the affected human or ecological system (Portner et al . , 2022). The con­

sequences of climate change around the world increasingly affect marine, 

terrestrial and freshwater ecosystems and ecosystem services, water and 

food security, settlements and infrastructure, health and economies, espe­

cially through stresses and compound events, and may even increase the 

l ikelihood of conflict where Afr ica was found very vulnerable (Cappell i 

et a l , 2022). 

According to an ongoing temperature analysis led by scientists at NASA's 

Goddard Institute for Space Studies (GISS), the average global temperature 

on E a r t h has increased by at least 1.1° Celsius since 1880. Most of the 

warming has occurred since 1975, at a rate of roughly 0.15 to 0.20°C per 

decade. Increases in global mean surface temperature ( G M S T ) , relative 

to pre-industrial levels, affect processes that involve certain risks that are 

correlated, and they perform a cascade risk such as the following chain of 

risks: heatwaves, droughts, water scarcity, desertification, land degradation, 

wildfire damage, soil erosion, vegetation loss, food security, etc (Shukla 

et al., 2019). Continuing with increasing warming, the frequency, intensity, 

and duration of heat related events including heatwaves and droughts are 

projected to continue to raise through the 21st century (Shukla et al. , 
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2019). 

In Europe in 2002 there was already a shortage of water, that supposed 

may be the most urgent health problem at that time facing some European 

countries, exacerbated by geography, geology and hydrology (Bartram et al., 

2002). Water scarcity is a growing problem, precipitation changes that 

accompany climate change wi l l exacerbate water storages in some parts of 

the world while increasing water availability in other areas (Nelson et al., 

2010). In fact, in Europe suffered during summer 2022 there was the most 

severe drought in Europe in 500 years (J et al . , 2022). 

Drought is a phenomenon that influences limiting capacity for renewable wa­

ter availability surface water and groundwater. In Europe, water resources 

are unevenly distributed between and wi th in countries (Bar t ram et al. , 

2002), which can be extrapolated to different parts of the world. This can 

be seen in Europe, according to an European Environment Agency ( E E A ) 

2020 publication, annual precipitation trends indicate that the north has 

become between 10% and 40% wetter over the last century, while the south 

has become up to 20% drier. Likewise, frequency and intensity of droughts 

are projected to increase part icularly in the Mediterranean region and 

southern Afr ica (Shukla et al. , 2019). 

Water scarcity is particularly pronounced in the Near E a s t / N o r t h Afr ica 

and the South A s i a regions and is likely to worsen as a result of climate 

change in many regions however while supplies are scarce in many areas, 

there are ample opportunities to increase water use efficiency (Mouel and 

Forslund, 2017). Drought risks and related social damages are projected to 

increase wi th every degree of warming wi th aridity zones potentially ex­

pand by one-quarter of the 1990 area by 2100 and the projected population 

exposed to extreme-to exceptional low total water storage is up to 7% over 

the 21st century (Portner et al . , 2022). 

In the 2°C temperature rise scenario, in southern Europe, more than a 

third of the population is projected to be exposed to water scarcity and the 

risk is projected to double at 3°C; in Nor th Africa, the western Sahel and 
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southern Afr ica , the frequency and duration of meteorological droughts 

are projected to double over these areas; and in large areas of northern 

South America, the Mediterranean, western China and the high latitudes 

of North America and Eurasia, frequency of extreme agricultural droughts 

is projected to be 150 to 200% more likely at 2°C, and more than 200% 

more likely at 4°C (Portner et a l , 2022). 

1.3 Wildfire events 

1.3.1 G l o b a l s i g n i f i c a n c e a n d c a u s e s 

In response of global warming, regional increases in temperature, aridity and 

drought have increased the frequency and intensity of fire (McCarthy et al., 

2001). The threat of forest fires is a natural catastrophe or hazard that has 

been closely linked to humans since their inception, although independently 

of humans they are part of the natural succession of some ecosystems, 

forests, grasslands and tundra. Wildfire poses an important threat to life, 

property, infrastructure, and natural resources in fire-prone forest areas 

(Smith et al. , 2011). The main causes are lightning, volcanoes and human 

action, the latter being the main cause in the Mediterranean basin area, for 

example, from National Institute of Statistics in Spain (INE) is known that 

in Spain, which represents about 40% of the burned surface of Europe each 

year, in the decade from 2006 to 2015 there were 52.70% of the fires caused 

intentionally, which burned an area of almost 60%, and on the other hand, 

those caused by lightning were not reached 5% in number or 5% of the total 

burned area; and the rest were due to unknown causes and/or negligence 

or accidents. The interaction between fire, land use change, particularly 

deforestation, and climate change, is directly impacting human health, 

ecosystem functioning, forest structure, food security and the livelihoods 

of resource-dependent communities (Portner et al . , 2022). 
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1.3.2 P r e c u e n c y a n d S e v e r i t y 

Wildfires are a serious problem in many countries, according to the F A O , 

that represents 13% of the world's total burnt forest area, wi th 350-400 

mil l ion hectares of forest burning each year. The trend of these unprece­

dented fires is occurring not only in Europe, the Midd le East and Nor th 

Afr ica , but throughout the world such as in California, Aust ra l ia , South 

America , etc (J et al . , 2022). According to a new World Meteorological 

Organization ( W M O ) report in 2022, climate change and land-use change 

are projected to make wildfires more frequent and intense, wi th a global 

increase in extreme fires of up to 14% by 2030, 30% by the end of 2050 

and 50% by the end of the century. Forest fires ravaging Europe clearly 

demonstrate the effects of climate change. The climate change is affecting 

this phenomenon, not only the expansion of affected areas, but also the 

lengthening of the fire season, extending beyond the tradit ional summer 

months and increasing frequency and intensity of forest fires (J et al., 2022). 

Frequency of wildfires widely varies among vegetations types and climates, 

is directly related to fuel loads, that were affected for instance in some 

European regions due to rural depopulation, fire suppression as measure 

management and introduction of more inflammable tree species as of pines 

or eucalypt; led to less frequent but more severe wildfires (Williams et al., 

2002). Fi re severity explains the degree of destruction and depends on 

the interaction between the duration of the burning, intensity (the rate 

at which thermal energy is produced), the biomass, soil, terrain and local 

climate (Shakesby and Doerr, 2006). Therefore, fuel load may be affected 

the availability of drier fuel. 

1.3.3 D i s t r i b u t i o n o f a f f e c t e d r e g i o n s 

Wildfire is an important disturbance factor, it can be important if not 

the major cause of hydrological and geomorphological change in fire-prone 

landscapes (Shakesby and Doerr, 2006). In this paper, Shakesby and Doerr 
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(2006) review the literature over the last century related to the impacts of 

the fire as an agent on hydrological and geomorphological process. They 

said that since 80's it began to grow the literature concern this topic in 

other areas outside the U.S. , these are Mediterranean Basin, Australia and 

South Africa. Since these areas are prone to this threat, in south-eastern 

Austral ia during 2019-2020 wildfires resulted in 33 people killed, a further 

429 deaths and 3230 hospitalizations due to cardiovascular or respiratory 

conditions, and $1.95 bi l l ion in health costs. In Aus t ra l ia where large 

areas large areas were affected by droughts from 2002 to 2009 based on 

Advanced High-Resolution Radiometer ( A V H R R ) satellite data (Donohue 

et al . , 2009).Hence, backing up this data there are projected in southern 

and eastern Aust ra l ia and over most of New Zealand, more droughts and 

extreme fire weather (Portner et al., 2022). 

A n example of threat in quality of water was after the events occured in 

southeastern Australia, wildfires have burned forested reservoir catchments 

which supply potable water to Sydney (2001 wildfire), Canberra (2003), 

Adelaide (2007), Melbourne (2009), as well as various regional towns 

(Smith et al., 2011). During last decade large wildfires burned widely forest 

catchments containing streams and reservoirs utilised for water supply 

Smith et al. (2011). In particularly, in Canberra there was a disruption to 

the supply of drinking water after the 2003 wildfire, the constructions of a 

flocculation and filtration plant to treat with turbidity was needed with a 

buggedt over 38 mil l ion ( A U D ) . Aust ra l ia is one of the major places that 

shows the dependency of water quality changes on post-fire rainfall events 

and the regional diversity of landscape controls influencing post-fire runoff, 

erosion and downstream constituent flux.(Smith et al., 2011). 

Forest fires ravaging Europe clearly demonstrate the effects of climate 

change. In Europe the Commission's Joint Research Centre ( JRC) concludes 

in its latest edition in 2021 of its Annual Report on Forest Fires in Europe, 

the Middle East and Nor th Africa, that the burnt area was 550000 ha of 

land burnt in 2021, more than twice the area of Luxembourg and less than 
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the highest record of 10000 k m 2 since 2006 (begin of record). However, 

2022 proved to be the year with the highest number of hres and the largest 

area burnt since 2006, wi th a burnt area of more than 860000 ha in the 

E U (J et al . , 2022), compared to an average of just over 260,000 ha in 

2006-2021 (Copernicus, September 2022). 

1.4 Post-fire hydro and geomorfological effects in 
the environment 

It has been known since Brown (1972) that wildfires significantly affect 

changes in the hydro and geomorphology of the affected basin. 

1.4.1 R e d u c t i o n i n i n f i l t r a t i o n 

After a wildfire, it is accepted that the infiltration w i l l be comparatively 

less to unburnt areas, this is caused because the vegetation and litter cover 

is removed, the transpiration, interception and surface storage capacity 

for rain their reduce or stops. (Shakesby and Doerr, 2006). Depend on 

different percentage of vegetation and litter cover rainfall contribution to 

overland flow, for instance: in locations where there are 60-75% vegetation 

cover about 2% of rainfall contribute to overland flow, where the cover is 

37% about 14% of overland flow and in locations where there is a 10% 

about 73% of rainfall wi l l become runoff Shakesby and Doerr (2006). 

1.4.1.1 W a t e r r epe l l ece s o i l 

However, not only the vegetation is causing the increasing in runoff. Since, 

1960 it is perceived that fire induced to have a water repellency effect 

in soils DeBano (2000) and currently it is know much more about the 

topic. A n hydrophobic below or on the soil surface layer can form (Bodi 

et al . , 2011; DeBano et al. , 1979; Gabet, 2003). F i re may induce water 

repellency in a non-repellent soil, and enhance the preexisting repellency 
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of surface (Shakesby and Doerr, 2006). Th is depends on the the types 

of soils and the temperature during burning but also on the amount and 

type of organic matter consumed during wildfire. DeBano et al. (1979) 

determined that phenomena of water repellency is due to the mobilization 

of hydrophobic organic substances that become volatilized in soil a follow 

a path to release in the atmosphere or following the pression gradient 

downward unt i l condensation occurs. The less intense the wildfires, the 

lower the temperatures reached the higher water repellency soil could be 

presented, Shakesby and Doerr (2006) and DeBano et al. (1979) determine 

slightly different ranges of temperature classification but between 175-270 

°C they found soils wi th water repellency could be intensified and over 

460-600 Q C destruction water repellency occurs may rise, however the soils 

after burning results in more friable, less cohesive and more erodible soil. 

1.4.1.2 S e a l i n g pores 

Another process in the reduction of infiltration could be the sealing of pores 

by fine soil and ash particles, compactation by raindrop impact, increment 

the likehood of the occurrence of frozen soil due to the removal of insulating 

organic matter (Shakesby and Doerr, 2006). 

1.4.2 O v e r l a n d flow R u n o f f E r o s i o n 

After the reduction of infiltration due to the various causes, it causes that 

erosion to increase M o o d y and M a r t i n (2001); Smi th et al. (2011), there 

is a clear link between overland flow response and fire severity, finding for 

example in humid ecosystems great contrasts between pre and post flows 

fires having an increase in baseflow (Moody et al. , 2008). Erosion rate of 

suspended sediment exports during the first year after the fire w i l l vary 

between 0.017 and 50 tha~1yr~1 over a wide range of basin sizes (0.021-

1655 km2). (Smith et al., 2011). Brown (1972) proved that fires also change 

the the shape of the flood hydrographs, founding higher flow concentration 
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peaks or the concentration peaks being more pronounced on the ascending 

side of the flood hydrograph and, in addition, an increase in the amount 

of water was observed of runoff. The most likely cause of the sharp peak 

is Hortonian overland flow enchanced by litter destructions lowering the 

surface storage capacity of rainfall and reduction surface roughness together 

wi th the water repellent nature of the soil (Shakesby and Doerr, 2006). 

When the ash layer becomes saturated after sufficient rainfall , Santin et al. 

(2015), runoff carrying capacity has been found enhanced due to increased 

fluid density by ashes (Smith et al., 2011), reaching surface water bodies. 

1.4.3 Q u a l i t y o f w a t e r a f t e r f i r e s 

Impact of wildfire on soil erosion by water induce potential post fire flooding 

problems and impacts on channel stability as well as implication for water 

supply (Shakesby and Doerr, 2006). Wildfires can impact in water quality 

through the increasing levels of nutrients and trace elements, resulting the 

exceedance of guideline concentration thresholds in reservoirs (Langhans 

et al., 2016; White et al., 2006). The ash fine sediment is eroded within the 

first years into the reservoirs (Langhans et al., 2016; Reneau et al. , 2007). 

There is a greater interest in how water quality may be affected after 

wildfires because post-fire erosion could transport ashes that may become 

an a source of contamination of water reserves and streams. Researchers 

present in the previously mentioned most affected geographical areas area; 

Aus t ra l ia (Lane et al . , 2006; Langhans et al . , 2016; Santin et al . , 2015; 

Smith et a l , 2011; Whi t e et a l , 2006), Mediterranean (Bodi et a l , 2012; 

Cerda, 1998) and E E U U (Cole et a l , 2020; Ebe l et a l , 2012; Moody and 

Mar t in , 2001; Ryan et a l , 2011). 

This project is important for decision-making managers, since, for example, 

they can evaluate the vulnerabili ty of their population and if their water 

supply comes from a basin where, due to the weather and mythologies, it 

is known that they are potential to suffer this threat. The administrations 
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policies should t ry to anticipate by making good management of their 

forest resources, adapting water treatment plants and increasing variety of 

supplies. 



CHAPTER 

Introduction 

In a global context of change, there are different hazard risks, some them 

associated with antropogenic agents but other related with natural factors. 

Due to the climate change around the world there has been an increase in 

the number of consequences associated wi th natural hazard risk. Grow in 

global mean surface temperature may perform a cascade of risks such as 

the following chains of risks: heatwaves, droughts, water scarcity, deserti­

fication, land degradation, wildfire damage, soil erosion, vegetation loss, 

food security, etc (Shukla et a l , 2019). 

In particular, in this work we concern about the problem related wi th 

drinking water quality and availability. There exists more than 2 bi l l ion 

out of the world's 7.8 bil l ion people l iving in countries with water scarcity 

who have experienced severe water scarcity for at least one month per 

year ( U N I C E F et al., 2022). Water scarcity is a growing problem that wi l l 

exacerbate in some areas all over the world (Nelson et al., 2010), heatwaves 

and droughts are projected to continue to increase through the 21st cen­

tury (Shukla et al . , 2019). According to E E A 2020 publication, annual 

precipitation trends indicate that south Europe has become up to 20% 

12 
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drier over the last century; and in the case of a 2 Q C rise in temperatures, 

more than a th i rd of the populat ion is projected to be exposed to water 

scarcity (Portner et al . , 2022). 

The drought and aridity have increased the frequency and intensity of 

wildfires (McCar thy et al . , 2001). This threat is promoted wi th not only 

the expansion of affected areas, but also the lengthening of the fire season, 

extending beyond the traditional summer months and increasing frequency 

and intensity of forest fires (J et al., 2022). According to the F A O wildfires 

represent a 13% of the world's total burnt forest area, with 350-400 million 

hectares of forest burning each year, becoming a serious problem in many 

countries. It poses an important threat to life, property, infrastructure and 

natural resources in fire-prone forest areas (Smith et al. , 2011). 

Wildfire is an important disturbance agent, it can be important if not 

the major cause of hydrological and geomorphological change in fire-prone 

landscapes (Shakesby and Doerr, 2006). Year 2022 proved to be the one 

with the highest number of fires and the largest area burnt since 2006, with 

a burnt area of more than 860000 ha in the E U (J et al . , 2022). 

The role of wildfire as a potent hydrological agent is now widely recog­

nized amongst the scientific, environmental and policy-making communities. 

(Shakesby and Doerr, 2006). Since the article (Brown (1972)) was pub­

lished, it is known that wildfires significantly affect changes in the hydro 

and geomorphology of the affected basin. After a wildfire, it is accepted 

that the infiltration w i l l be comparatively less to unburnt areas, so the 

rainfall contributes to create overland flow, runoff and erosion processes 

(Shakesby and Doerr, 2006). 

A series of processes are observed after a wildfire. A reduction in 

the infiltration increases the erosion rates and this changes the runoff 

generation which leads to sources of pollutants being delivered to streams 

and reservoirs, M o o d y and M a r t i n (2001); Smi th et al . (2011). This can 

potentially result in water supplies not meeting the health guidelines for 
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consumption Smith et al. (2011); Whi te et al. (2006). Approximately one 

th i rd of the largest cities in the world (33 cities) obtained a significant 

proportion of their dr inking water from protected forest areas, wi th a 

further five cities obtaining water from distant catchment areas which also 

contained protected forest (Dudley and Stolton, 2003). Furthermore, forest 

areas are estimated to contribute two-thirds of the freshwater supply in 

the United States (Smith et al. , 2011). 

In this study, we focus on how much load of ash may arrive to the drinking 

water sources, affecting the quality and availability of drinking water to the 

population. For instance, in Canberra there was a disruption to the supply 

of drinking water after the 2003 wildfire which was solved by constructing 

a flocculation and filtration plant to treat turbidity. A 38 mil l ion ( A U D ) 

budget was needed (Smith et al. , 2011). 

There is a great interest in how water quality may be affected after wildfires, 

particularly by researchers located in the most affected geographical areas; 

Australia (Lane et al., 2006; Langhans et al., 2016; Santin et al., 2015; Smith 

et al . , 2011), Mediterranean (Bodi et a l , 2012; Cerda, 1998) and E E U U 

(Cole et al., 2020; Ebel et al., 2012; Ryan et al., 2011). A n experiment was 

developed in the laboratory of Faculty of C i v i l Engineering of the Czech 

Technical University in Prague ( C T U ) to determine the flow ash equation -

which is the major goal of this project. 

2.1 A ims and Goals 

This study puts a lot of emphasis in determining or parameterizing flow 

hydraulic properties and pollutant transport properties. Inverse mod­

elling approach was used because the flow and transport parameters were 

determined using a mathematical model equation that was solved by a 

numerical method. Dur ing the experiment we collected an observed data 

over different conditions and wi th the inverse modelling we obtain the 

parameter with sufficient acuracy. The same result was obtained under the 
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simulation of model wi th D R U t E S software (Dual Richards Unsaturated 

Equat ion Solver) which works wi th finite difference method. Objective 

function ( R M S E ) was minimized using two iterative different algorithms 

methods, Levenberg-Marquardt algorithm ( L M A ) and Differential Evolution 

Optimization Algorithm (DEopt im). 



CHAPTER 

Materials and Methodology 

In this chapter, the methodology and the data used to model the ash flow 

in the rainfall simulator experiment are explained. First, the experimental 

design is in section 3.1. Then the mathematical model framework and its 

parameters are described in sections, which is physically based because the 

mathematical models used to describe the components are based on such 

physical principles as conservation of mass and momentum chapter 4. 

Engineers and scientist often need to estimate ruoff rates and volumes 

from ungaged watersheds. For some purposes, a more precise knowledge 

is required about the hydrologie response of a watershed. Thus, a model 

sensitivity to various physical factors or assumptions is needed, and physi­

cally based distributed models of runoff are becoming more widely used 

(Woolhiser et a l , 1990). 

In this project, the ash flow equation wil l be obtained by means of an inverse 

modelling analysis see section 5.3. Inverse modelling refers to an iterative 

process that seeks to minimise the differences between the observed data 

set and the expected data set simulated by an existing reference model. 

This project is divided into different phases. The first is the collection 

16 
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of observed or measured data, for which a laboratory experiment was 

developed (3.1). The second phase is to obtain the simulated data under a 

theoretical frame of reference (5.2). The third step is the inverse modelling 

to minimise the deviations between the simulated and observed data (5.3). 

3.1 Experimental Design - Experimental Setup 

In this study a laboratory experiment was developed wi th a rainfall sim­

ulator device. We are interested in modelling the Overland flow, which 

is defined as water that flows over the land surface as either diffuse sheet 

flow (laminar flow) or concentrated flow (turbulent flow) in rills and gullies 

(Buda, 2013). The appearance of free water on the soil surface, called 

ponding, gives rise to runoff in the direction of the local slope. 

Rainfal l can produce ponding by two mechanisms. The first mechanism 

involves a rate of rainfall which exceeds the infiltration of the soil at the 

surface, whereas the second mechanism is soil filling, when a soil layer 

deeper in the soil restricts downward flow and the surface layer fills its 

available porosity (Semmens et al . , 2007). In the first mechanism, the 

surface soil water pressure head is not more than the depth of water, and 

decreases wi th depth, while in the second mechanism, soil water pressure 

head increases wi th depth unt i l the restrictive layer is reached, the water-

table. This second method is what was done in the laboratory during the 

experiment, as the fully saturated soil was imposed to (see section. 3.1.3). 

3 .1 .1 R a i n f a l l S i m u l a t o r ( R S ) 

Rainfall Simulator (RS) have been used as research tools extensively for 

field and laboratory characterization of hydrogeomorphological studies 

including runoff, infiltration, and soil-erosion characteristics as well as 

studies of sediment, nutrient, and pollutant transport wi th in watersheds 

(Aksoy et al., 2012; Kavka et al., 2019). The primary purpose of a rainfall 
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simulator is to duplicate the physical characteristics of natural rainfall 

as closely as possible, simulating natural rainfall accurately and precisely 

(Aksoy et al., 2012; Kavka et a l , 2019). 

Desirable characteristics for rainfall simulators, include the rainfall intensity, 

spatial rainfall uniformity over the entire test plot, the drop size, its 

distribution, and terminal velocity. Other important characteristics are the 

accurate control of rainfall intensity; similarity to natural rainfall in terms 

of kinetic energy; repeatability of applying the same simulated rainstorms; 

and improved mechanical and technical reliabili ty for simple and easy 

transportation within research areas (Aksoy et al., 2012; Clarke and Walsh, 

2007). 

The laboratory Rainfall Simulator (RS) equipment that was used in this 

project is located at the Faculty of C i v i l Engineering of the Czech Technical 

University in Prague ( C T U ) Fig.[3.1]. 

F ig . 3.1: Rainfall Simulator (RS) in the laboratory of the Faculty of C i v i l 
Engineering of the Czech Technical University in Prague ( C T U ) 
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Fig . 3.2: Rainfall Simulator (RS) in the laboratory of the Faculty of C i v i l 
Engineering of the Czech Technical University in Prague ( C T U ) 

3.1.1.1 D i m e n s i o n s o r G e o m e t r y o f R S 

The dimension of the soil sample or soil container it is 4 m long and 1 m 

wide, it is a rectangular channel Fig.3.1 and 3.2. The construction permits 

changes the slope setting between 0 and 40%. There is a generation a 

wide spectral of rainfall with different intensity, duration, hyetograph and 

kinetic energy. 
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3.1.1.2 C h a r a c t e r i s t i c s R S 

K a v k a et al. (2019) specifies the characteristics of the R S , it combines 

two basic types of nozzles, flat nozzles (VeeJet) wi th swiping; and full jet 

nozzles ( W S Q ) wi th interruptions. The typical applied rainfall intensity 

ranged between 20 and 60 m m / h , in our case was set a intensity which 

is wi th in in usually range operation. Bu t there is a possibility to set a 

maximal rainfall intensity is 200 m m / h . Water is supplied from the basin 

in the basement of the hydraulic lab which has a pressure 2-2.5 bar. RS 

allow to have a control at the manometer on the pump can be regulated 

wi th a plug valve on the bypass. The bottom could be freely drained and 

subdivided into 6 segments. 

The Rainfall Simulator (RS) and the soil container are equipped wi th 

various monitoring sensors and automatic data logging, their automatic 

monitoring system records surface runoff, soil loss, percolating water, soil 

water and soil temperature regime (Kavka et al. , 2019). 

3 .1 .2 A s h a n d S o i l S a m p l e 

The ash sample used was collected by a pine debris incinerator. Since the 

element used to trace the transport of the ash flow is potassium (K) , 3 soil 

samples were taken and sent in different dislocations to be analyzed, see 

table 3.1, to know the possible initial concentration at time 0 of potassium 

in the soil surface. 

After the fires on the hillslopes, large reserves of ash can be deposited as in 

Balmoral wildfire in Sydney 2013 were the ash loads went up to 34 Mgha~l 

(Santin et al. , 2015). Ashe wi th low-density can be easily dragged by the 

flow Reneau et al . (2007) which, among others, contain carbon particles, 

high concentrations of various nutrients and trace elements (Smith et al . , 

2011). Potassium being a water-soluble element easily translated by the 

flow. 

S U R F A C E C R U S T 
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B o t t l e n u m b e r S o i l [g] W a t e r [mL] 
452 10 800 
554 25 800 

1 50 800 

Tab. 3.1: Soil samples to determine the intial concentration of potassium 

3 .1 .3 I n i t i a l a n d B o u n d a r i e s c o n d i t i o n s 

Laboratory conditions allow a perfect control of the system ini t ia l and 

boundaries conditions, and soil surface characteristics, monitoring of the on 

going processes (runoff, sediment transport, infiltration, rills development 

etc.) (Kavka et al., 2019). This control system helps to perform various sce­

narios and replications with different inclination or rainfall characteristics, 

the main disadvantage of the laboratory conditions could be the disturbed 

(and translocated) soil sample (Kavka et al. , 2019). 

The experiment is I D , it means the flow is observed only in one spatial 

axis, in this case it corresponds to the flow trajectory, the length of the 

watershed. The boundary conditions are observed as the rise or elevation 

in flow along the length of the watershed. 
3.1.3.1 I n i t i a l c o n d i t i o n s 

As the initial conditions for all scenarios the soil is fully saturated, pressure 

head is zero (h = 0). The fully saturated medium is set because we are 

interested in observing only surface runoff, thus eliminating infiltration or 

percolation factor. 

p res su re h e a d = h(x, 0) = ho(x) = 0 

For each scenario different values for slope and rainfall intensity (rate of 

flux) were set. So, the effective rainfall and slope are source variables. 
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3.1.3.2 T o p B o u n d a r y c o n d i t i o n s 

Usually, the upper boundary conditions in ID when we are interested in the 

ponded infiltration are determined by the rates of potential evapotranspi-

ration, rainfall or irrigation, and the soil vegetation properties (Van D a m 

and Feddes, 2000). 

However, as we are conducting a I D experiment, we are not interested in 

the z-axis (depth of soil). In addition, we look only at the x-axis, which 

represents in this case the length of the basin, the flow path. In this case 

we select as top boundary, x = 0, the outlet point of our basin, the gauging 

station where the flow data are collected. So the top boundary condition 

is: 

y(0, t) = qout 

3.1.3.3 B o t t o m B o u n d a r y c o n d i t i o n s 

A t the bottom, various forms of head and flux-based conditions could be 

used, i.e. deep of watertable, free drainage, etc in the z-axis. In the field 

experiments conditions, wi th deep water table levels, ini t ia l soil moisture 

condition is determined by the pressure head as a function of soil depth 

wi th linear interpolation between depths (Kroes et al. , 2017). 

In our experiment the bot tom boundary conditions corresponds to the 

highest point of the catchment 4, where at any time we are not 

going to have any elevation of the flux. So our bottom boundary condition 

is: 

y(4,t) = 0 

3 .1 .4 D a t a C o l l e c t i o n 

Two types of experiments were carried out on the same day, in the C T U 

laboratory. This first type of experiment has the finality to observe the 

movement of ash over time, under different in i t ia l conditions, rainfall 



CHAPTER 3. MATERIALS AND METHODOLOGY 23 

intensity and slope. The second type of experiment, on the other hand, the 

aim was to observe the type of hydro logical conditions in the catchment, 

how the water flow behaves in this catchment characterised by this slope, 

intensity and soil conditions (texture, bulk density, roughness, porosity, 

structure, etc.). 

3.1.4.1 F i r s t E x p e r i m e n t 

In particularly, in the first type of experiment, it was observe the change 

in ash concentration over time in the lateral outflow at x = 0, in the top 

boundary. For this purpose, a load of ash sample was deposited into the 

upper quarter of the basin, from x(4) to x(3). Two different scenarios were 

produced, the same procedure under different in i t ia l conditions, rainfall 

intensity and catchment slope conditions, our variable inputs. The variables 

set for the scenarios were slope and rainfall intensity. During the simulation, 

the flow samples were taken at regular time intervals of 1 minute for 35 

minutes. In al l scenarios the same ash load was always introduced in the 

upper part of the study catchment. 

After each simulation, the remaining ash was removed by removing the 

3-4 centimetres of soil surface where the ash could be observed. In the 

upper part, where the ash sample was located before the simulation, the 

formation of the superficial ash crust could be observed. After removing 

the ash from the previous performance, the surface was homogenised with 

a rake, to try to maintain the same roughness in the soil surface. The soil 

surface was also wetted with a watering can to ensure the condition of total 

saturation of the soil. 

The samples started at 1 litre and then we increased the size to 2 litres. For 

potassium determination in the laboratory, it was problematic to have such 

a large sample size. Therefore, the samples in scenario 2 were transferred to 

100 ml buffer sizes, and before doing so, the sample bottles were thoroughly 

shaken. In the end, data from the first experiment was not analyzed because 
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Fig . 3.3: Resampling of the concentration ash data) 

it was considered sufficient for the development of this thesis the analysis 

of the second experiment. 

3.1.4.2 S e c o n d E x p e r i m e n t 

In the second type of experiment, in particular, we pursued to determine 

the water flow characteristics that we have in the basin which is dependent 

on the slope and rainfall intensity. We want to determine the intrinsic 

roughness coefficient of this basin, which is based on the type of soil, 

whether it is more or less repellent (porous, structure,etc.) what is equal 
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to the conditions of the surface layer of the material. This parameter 

w i l l determine the type of flow that can develop in this catchment, it 

is important to know this factor because it explains how much friction 

force the material exerts on the movement of water and it wi l l provide the 

advection term in the flow equation. 

To determine the advection or convection term in the water flow during 

the experiment throughout this simulation the rainfall was reproduced at a 

constant intensity, for four minutes, then the simulator was switched off for 

the same period of time, so in total the cycle had a duration of 8 minutes. 

This "cycle" of rainfall-on + rainfall-off is repeated another two times in 

total. For the second scenario, only the first "cycle" had the duration of 

8 minutes, the others instead of 8 minutes minutes have the duration of 

6 minutes. These data correspond to the measurement of the cumulative 

weight, in grammes, of the effluent flow during a performance in a rainfall 

simulator device. 

For the first scenario the slope was set at 6% and 37 mm/hrs, while for the 

second scenario the slope was set at 8% and an intensity of 47 mm/hrs. The 

fist scenario has a duration of the simulation of 24 minutes 3 • (4 + 4), while 

in the second scenario the duration was 26 minutes (4 + 4) + (3 + 3) • 3. So, 

the first dataset is longer 1614 seconds compared to 1440 seconds because 

the balance continued to weigh after the experiment was over for the same 

reason in the second dataset is 1636 when it should be 1560 seconds. In 

anticipation, we know that the data w i l l show a periodicity due to the 

repetition of this "cycle" of rainfall and no rainfall. In addition, at the 

end of each "cycle" the bucket on the scale, in which the water flow was 

collected, was emptied as it was almost full, and that is why sudden drops 

in the mass of the flow were observed, and we should expect the highest 

uncertainties in these moments. 
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S c e n a r i o 1 S c e n a r i o 2 
Rainfall Intensity [mm/hrs] 37 47 
Watershed Slope [%] 6 8 

Tab. 3.2: Source parameters for kinematic wave flow 



CHAPTER 

Mathematical Model 
Framework 

In this chapter, the mathematical model framework and its parameters 

are described. Th is work has a physically based because the mathemat­

ical models used to describe the components are based on an laboratory 

experiment and in such physical principles as conservation of mass and 

momentum. Engineers and scientist often need to estimate runoff rates 

and volumes from engaged watersheds. For some purposes, a more precise 

knowledge is required about the hydrologie response of a watershed. Thus, 

a model sensitivity to various physical factors or assumptions is needed, 

and physically based distributed models of runoff are becoming more widely 

used (Woolhiser et a l , 1990). 

It has been argued that the use of distributed physics-based models is 

the bestway of doing hydrological science, but there are s t i l l theoretical 

problems that need to be overcome in dealing with heterogeneity of model 

due to heterogeneity of: soil properties, preferential flows, and irregularities 

of surface flows (Beven, 2012). These heterogeneities are not s t i l l well 
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represented in the current generation of models, however, efforts w i l l be 

made to avoid them in this project by simplifying the model. 

In order to be founded the description of this chapter, the following doc­

umentation was reviewed: Bagnold (1966); Chow et al . (1996); Johnson 

and Mil ler (1997); Liggett and Woolhiser (1967); Mil ler (1984); Morris and 

Woolhiser (1980); Woolhiser et al . (1990); Woolhiser and Liggett (1967); 

Beven (2012); Semmens et al. (2007); Simunek et al. (2005); Stanic et al . 

(2017) and L i u (2019). 

4.1 Development of Governing Equations 

The fundamental principles to describe the behaviour of fluid flow are 

known as governing fluid equations which include the Continuity, Momen­

tum and Energy Conservation equations. The Cont inui ty equation was 

proposed by Leonhard Euler in the 18th century. In the same period, 

the Momentum equation, which describes the forces acting on a fluid was 

formulated by Isaac Newton. Later, the Energy Conservation equation was 

introduced by Daniel Bernoulli, it describes the transfer of energy within a 

fluid system. Over the years, the development of these equations has been 

a major focus in fluid mechanics research, contributing to the improvement 

of the application in modern engineering. In this section, we w i l l explore 

the development of governing fluid equations. Before start this section 

some basic features of flows wi l l be define: 

Definitions 

• Steady: depth and velocity at a point do not change as a function of 

time .i.e. there is no temporal variation [-^ = 0] 

• Unsteady: Depth and velocity vary wi th time [ f ^ 0]. 
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• Uniform: is a flow in which fluid particles have same velocities at 

each section of the channel i.e. there is no spatial variation [-Jj^ = 0]. 

• Non-uniform: particles of fluid have different velocities at each section 

of channel [§F / 0]. 

• Compressible: fluid density changes as it moves in a flow field = 0]. 

• Incompressible: fluid density parcel does not change as it moves in 

flow field [gf ^ 0]. 

Al though a l l fluids are compressible to some extend but when changes 

in pressure and temperature are negligible then fluids are regarded as 

incompressible. 

4 .1 .1 Reynolds Transport Theorem 

Hydrological processes transform the spatial and temporal distribution of 

water through the hydrological cycle, from atmospheric, underground and 

surface waters. The movement of water in a hydro logic system is influenced 

by the physical properties of the system. The hydrologic system can be 

visualized as a generalized control volume using the Reynolds transport 

theorem (or the general control volume equation). 

In the description of dynamic phenomena it is possible to opt for two 

different approaches or reference systems. 

First is the Euler ian description of the phenomenon is an inertial system 

centered at a fixed position in space where the fluid body is taken as a 

control volume. The control volume is described in space (x, y, z) as a 

function of time (t), it is located in a fixed frame in space through which 

the passage of the fluid is observed. Instead of following a single particle, 

we can record the flow properties at each point in space as time varies. 

While the second type of description is Lagrangian, centered on one particle 

per fluid element, it takes material volume as its focus. In the Lagrangian 
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description the movement of the fluid body is described by following the 

movement of a single particle through space and time. However, it is very 

difficult to follow the trajectories of al l the fluid particles in a flow, so 

the Lagrangian description is rarely used. The control volume approach 

is simpler because we need to develop a relationship between the system 

equations and the control volume equations. 

The Reynolds Transport Theorem establishes a relationship between the 

variation in space and in time of any variable between these two reference 

systems. It takes the physical laws that normally apply to discrete masses 

of a substance and applies them to a fluid flowing continuously through 

a control volume. It is more usual to apply the concept of continuum in 

which the movement of individual particles is not followed. Since it is 

relatively more difficult to identify a system of fluid particles than it is to 

work wi th control volumes in a field such as fluid mechanics. 

The Reynolds transport theorem relates the rate of change with respect to 

time of an extensive (mass-dependent) property to the external causes of 

this change. The theorem separates the action of external influences on 

the fluid, which are expressed as two components, the rate of change with 

respect to time of the extensional property within the control volume and 

the net flux of the extensional property across the control surface. The 

theorem relates the Lagrangian derivative of a volume integral of a system 

to an integral in Eulerian derivatives. 

The Reynolds transport theorem states that the rate of change of an 

extensive property of a fluid is equal to the rate of change of the extensive 

property stored in the control volume, ^ JJJ j3p- dV; plus the net flux of 

the extensive property across the control surface, J J f3p V • dA. Bo th , B 

and f3 can be scalar or vectorial quantities. The equation governing the 

Reynolds transport theorem is: 
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Where B is the extensive property and 3 is the intensive property, which is 

the amount of B per unit mass 3 = jj^. 

The Reynolds transport theorem is a fundamental theorem that relates the 

Lagrangian derivative of a volume integral of a system with an integral in 

Eulerian derivatives. In addition, it is used to develop and formulate the 

three important basic laws governing fluid motion; continuity, momentum, 

and energy equations in fluid mechanics, as shown in the following sections. 

4 . 1 . 2 Continuity Equation 

The continuity equation, formulated from the principle of conservation of 

mass, is applied to a volume of fluid where the mass becomes the extensive 

property thus applying the Reynolds transport theorem. 

The principle states that the difference between the input and output rates 

is equal to the rate of change in storage. Substituting in equation 1, B for 

m, then 3 = ^ | = 1, we obtain the Continuity equation for unsteady flow 

for comprenssible fluid: 

dt 

aftJJJ{p'(N) + ffpu-dA = V (2) 

If fluid is incompressible then density is constant and we obtain: 

J t J J J m + J J i I ' ( f A = 0 ( 3 ) 

Thus, in equation 3 the first term, JJJ cN, is the volume stored wi th in 

the control volume that can be denoted as S, then the first term is, j^-, is 

the rate of storage change. The second term is the net flux, which is the 

difference between the inflow Qm and outflow Q o u t fluxes. Equation 3 can 
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be expressed in equation 4 as shown below: 

dS 
( ] + Qout - Qin = 0 (4) 

™-0- -O 
at 

Conservative Continuity Equation 

The following equation written below is the solution to the integral for I D 

compressible flows (equation 2). 

- p(Q + qdx) + P ( Q + ^dx) = 0 (5) 

The follow equation written below is another way to explain the unsteady 

continuity equation for incompressible fluid. Solving equation 3 for I D we 

get: 

Where the first term the rate of change of storage wi th respect to time. 

The second term is is the rate of change of discharge in the flow direction, 

can be consider an input or output term and the third term is net lateral 

inflow. However, it can also be expressed as follows: 

dA dAu 

Non- Conservative Continuity Equation 

In addition, equation 3 can be represented in conservative form. This 

form is used, for example, in some methods of solving the Saint-Venant 

equations. Instead of using Q the variable is V , average velocity of the fluid. 
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Considering an infinitesimal volume of fluid, the law considers that the fluid 

entering the control volume on each face and the fluid leaving it determines 

the mass change that occurs wi th in the control volume. Generally, the 

fluid is considered to be incompressible, with a velocity gradient within the 

control volume. As a result, if equation 5 is taken, and the lateral inflow is 

neglected the equation in non-conservative form is: 

In 3D, x, y and z, the equation results: 

dp + d(puj) + d(puj) + d(puw) = Q 

dt dx dy dz 

Since incompressible fluids experience no change in density wi th respect 

to time or space, the part ial derivative of density wi th respect to time 

becomes zero. The equation then becomes only a divergence of velocity 

equal to zero. 
djui) + d(uj) + d(uw) = Q 

dx dy dz 

V - m = 0 (11) 

4 . 1 . 3 Momentum Equation 

To understand the momentum conservation equation by applying an Eule-

rian approach to a fluid body, it is assumed that a fluid control volume fixed 

in space and is subjected to body and surface force applications. Equation 

could be expressed as the balance among the inertial force and the sum of 

the external forces acting on the body. The development of the momentum 

equation involves Newton's second law, which states that force applied 

on any object is equal to the time rate of change of momentum. Since 
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momentum equals mass times velocity, and mass is assumed to be constant, 

the equation becomes force equals mass times acceleration [F = M • a]. 

In momentum equation the extensive property is B = mu and the inten­

sive property is = 4^. According to Newton's second law, the rate of 

change of momentum with respect to time is equal to the net force applied 

in a given direction. Therefore, ^ = d(Mu)dt = ^F, substituting in 

equation 3, we have the momentum equation for non-uniform unsteady flow: 

Non-uniform flow, means that the velocity varies in space. If there is a 

non-uniform and unsteady flow is means that the temporal derivative in 

equation 11 is erased, obtaining: 

In equations 11 and 12 the two momentum terms, the one on the left 

represents the rate of change of momentum storage in the control volume, 

and the one on the right, the net outflow of momentum through the control 

surface, respectively. 

For steady uniform flow the velocity is equal in a l l points of the control 

surface, the integral on control surface is 0, all forces are on the system are 

in equilibrium F = 0]. 

Solving the first term of equation 11 in I D , the rate of change of the 

momentum stored in the control volume is calculated knowing that the 

elementary volume in the channel is Adx, so the momentum is pAdxu or 

what is the same as pQdx; so it results: 

(12) 

(13) 

(14) 
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The second term, the net flux of momentum, is calculated by sum of en­

tries and exits (main and lateral flows). This term is calculated using a 

momentum correction factor 7 , also known as the Boussinesq coefficient, 

which takes into account the non-uniformity of the velocity distr ibution 

along the cross section of the channel. The net momentum flux in I D can 

be calculated as: 

upu • dA = —p 
d{luQ) 

dx 
dx (15) 

The momentum equation, can be described in a more complex way if more 

terms are added. Is composed by a total of 5 terms such as: local accelera­

tion, convective, pressure force, gravity force and friction force terms. 

Conservative Momentum Equation 

Substituting the force terms in equations 13 and 14, simplifying and rear­

ranging, the conservative form is obtained: 

w + ^ + g A ^ x - S o + S f + S e y i q U x + W f Q = 0 ( 1 6 ) 

A n easier way to represent the equation is by neglecting the terms related 

to lateral flow (q), wind shear (Wf), eddy losses (Se) and assuming that 

Boussinesq coefficient (7) is equal to 1 as below is shown: 

Ä - M + Ä d i { - Ä ) + g d i - g { S ° + S<) = ° ( 1 7 ) 

Non-Conservative Momentum Equation in 1 dimension 

(18) 
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Where for both, equations 17 and 18: 

• First term is the local acceleration force, which describes the change 

in momentum due to the change in velocity wi th time 

• Second term is the convective acceleration force, which describes the 

change in momentum due to the change in velocity along the channel 

• Th i rd term is the pressure force, which is proportional to the change 

in water depth 

• Fourth term is the gravity and frictional force which are proportional 

to the slope of the bed (S0) and to the friction slope (5 / ) , respectively. 

4.2 Navier-Stokes Equations 

A number of mathematical models are available that have been developed 

to describe fluid flow, the most general of are the 3D Navier-Stokes (NS) 

equations. Those equations express mathematically the conservation of 

momentum for Newtonian fluids, fluids wi th a linear behaviour between 

viscosity and velocity gradient. NS equations predict the behaviour of a 

viscous compressible fluid in three dimensions (local components, instead 

of averages values), with them we are able to solve the velocity components, 

three equations for three unknowns. These equations need to be used in 

conjunction wi th a continuity equation to obtain the local pressure com­

ponent. These equations assume that fluids obey continuum assumptions 

i.e. fluids are continuous rather than being discrete and fluid properties 

like pressure, velocity, density varies continuously from one point to another. 

The Navier-Stokes equations are a set of four non-linear three dimen­

sional part ial differential equations (one is mass and three are moment 

equations), so there is no general solution for this set of equations. 
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In order to solve them, it is necessary to resort to numerical analysis to 

determine an approximate solution. In practice, when forming a mathe­

matical model, many assumptions are made to simplify the problem under 

consideration, and the most basic equations that wi l l capture the required 

phenomena are used. 

M o m e n t u m Equations 

f du dux dux dux\ dp f d2ux d2ux d2ux\ 
^ \ dt ^ U x dx ^ U y dy ^ U z dz ) P 9 X QX y QXI ^ Qyi ^ QZI J ~^~P9x 

'du duy duv duv\ dp (d2uv d2u 
L 01 L _ l _ 01 L _ l _ oi L 1 — n.n.oi _ _ ! _ / ; I L J : 

P 

UU, ULly ULly UUjy \ UU I V Uy U Uy 

Kdt ox dy dz J dy \ dxz dyz 

r du duz duz duz \ dp / d2uz d2uz d2uz \ 
Kdt ^~Ux dx ^~Uy dy ^~Uz dz ) P 9 Z QZ y QXI ^ Qyi ^ QZI J JrP9z 

Continuity Equation 

dp dux duy duz 

— H H H = 0 
dt dx dy dz 

4.3 Sallow Water Equations 

The flow of water over the surface of a basin is a complex process that 

varies i n a l l three spatial dimensions and in time. It can be observed as 

a distributed process in which flow, velocity, and depth or height vary in 

space and time. The flow begins when water stored at the surface becomes 

high enough to overcome surface retention forces and begins to flow. Two 

types of basic flows can be distinguished: overland flow or channel flow. 

Overland flow or runoff is a th in layer that flows across a wide surface. 
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Channel flow a narrower stream that flows in a confined path. 

In open channel flow, the most commonly used models fall into the classifi­

cation of shallow water or overland flow equations. As already mentioned, 

shallow water flow is defined as the depth of the water being small compared 

to the horizontal reach of the water, that is, it is assumed that the flow 

is relatively shallow to the dimensions of the wid th of the cross-sectional 

area, as is the case in this project. 

Superficial water flow is governed by the principles of continuity and 

momentum. The application of these principles to non-permanent three-

dimensional flows on the surface of a basin is only possible under very sim­

plified conditions, therefore they are generally assumed in one-dimensional 

and two-dimensional flows. The shallow water or overland equations are a 

set of part ial differential equations derived from depth integration of the 

Navier-Stokes equations. This is done, as said before, in the case where 

the horizontal length scale is much larger than the vertical length scale. 

Under this condition, the conservation of mass implies that the vertical 

velocity scale of the fluid is small compared to the horizontal velocity scale. 

Shallow water equations in unidirectional form are also called Saint-Venant 

equations. 

4.4 Saint Venant Equation 

In the case of modelling predominantly one spatial dimensional flows, 

the Saint Venant equations are the most widely used system for solving 

transient flow problems in open channels and surface runoff. There are 

a number of computer models capable of solving them, like H E C - R A S , 

ISIS and F lood Modeler; as they have a wide variety of applications: the 

assessment of flood risk reduction measures, dam breaks analysis, storm 

pulses in an open channel, as well as storm runoff in overland flow. 
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In 1871, Barre de Saint Venant presented the equations describing unsteady 

one-dimensional (ID) shallow water flow in an open channel, consisting of 

Conservation of Mass and Momentum equations. 

These equations are a pair of partial differential equations of unsteady flow, 

in which the dependent variables are discharge, Q [m 3 /s] , and depth, h [m]. 

The independent variables are the distance along the channel, x [m], and 

time, t [s]. The solutions of these equations provide the discharge-time and 

depth-time relationships along the channel. 

The Saint Venant equations describe the gradually varying flow of an in­

compressible, inviscid fluid and consist of a set of integral or differential 

equations composed by, continuity or mass equation (equation 2), and an 

equation of motion (equation 11) that is formed by applying Newton's 

second law of motion along the channel. 

To model those channels, the flow is treated as a one spatial dimension and 

the model must contain some fundamental assumptions or statements: 

• The one-dimensional flow assumption, I D , means that velocity and 

depth vary only in the longitudinal direction. It means, there is only 

one depth value at any point along the channel, so the water level 

along the cross section is horizontal. This implies that the velocity is 

constant or uniform over a cross section, and also the velocity not 

vary wi th depth. 

• The flow is assumed to vary gradually along the channel, this implies 

that the vertical component of the acceleration of the fluid is negligible. 

Hence, the streamline curvature is small, and the pressure variation 

with depth is hydrostatic. When the vertical acceleration is negligible 

implies that the velocity is uniform across the cross section and does 

not vary wi th depth. 

• The friction and turbulence can be represented using the same empir-
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ical laws that govern uniform Steady-state flow, such as Manning's 

equation. 

• It could also be assumed that the slope is gentle. The bed slope 

is small resulting in the cosine of the angle between the bed level 

and the horizontal being approximately unit, so scour and deposition 

effects are negligible. 

• As we are dealing with water the final assumption is that the fluid is 

in-compressible and the density is constant throughout the flow. 

A s the equations are non-linear the general analytical solutions are not 

possible for most conditions. Ana ly t i c solution have been restricted to 

l imited regions of the solution domain or to special cases where suitable 

simplifications could be made. So we have to resort to numerical methods, 

thus we could evaluate discharge and depth at discrete points along the 

length of the channel at discrete times (Hsu, 2018). 

Concluding the I D Saint Venant equations are: 6 and 17 in their con­

servative form and, 8 and 18 non-conservative form, which are collected 

below: 

dA dQ 
dt dx 

0 (6) 

dA 
(8) 0 

A dt A dx \ A J dx 
1 Ö Q l d _ ( t f \ dy 

g(S0 + Sf) = 0 (17) 

du 
dt 

+ u 
d{u) 

+ 9 
9(y) + g(So-Sf) = 0 (18) 

dx dx 
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4.5 Kinematic Wave 

The first Kinematic-wave approximations to equation 37 were first named 

and described in detail by Ligh th i l l and W h i t h a m in 1955 (Mil ler , 1984). 

Eagleson in 1970 was further wi th the development of this work, he gave 

analytical solutions for the case of constant effective rainfall input. Later, 

numerical solutions have been used in a series of rainfall-runoff catchment 

models based on the infiltration mechanism of excess surface flow runoff, 

the best known is probably K I N E R O S (Beven, 2012). Since about 1970, 

the kinematic wave approximation has become a widely used method to 

simulate the movement of rainfall excess water over the land surface and 

through small channels (Woolhiser et al . , 1990). 

The dynamic-wave model describes one-dimensional shallow-water waves 

(unsteady, gradually varied, non-uniform, open-channel flow) and consists 

of the solution of the Saint-Venant equations with appropriately prescribed 

ini t ial and boundary conditions. 

In most approximations of dynamic waves, which describe unsteady non­

uniform flow, the continuity equation and an approximation of the equation 

of motion are solved. But some simplifications could be done to make the 

treatment of equations easier to solve. The kinematic-wave model is one 

of a number of approximations of the dynamic-wave model (Saint-Venant 

equations). The Kinematic wave do not preserve all of the properties of the 

more complex equations, such as backwater and diffusive wave attenuation 

(due to infiltration). 

W h e n the source terms, the bed slope and the friction terms are much 

larger than the first three terms in the momentum equation, a simplifica­

tion could be done in the momentum equation by ignoring the first three 

terms that are assumed to be insignificant. This model assumes that the 

friction slope is equal to the bed slope, it means gravitation and shear 

forces are significant whereas local acceleration, convective acceleration and 

hydrostatic pressure forces are not (Johnson and Mi l le r , 1997). Then, in 
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the momentum equation in this case is governing by gravity and frictional 

forces those forces are balanced, and the inertial force and pressure terms 

are neglected. This approximation implies Steady uniform flow and that 

the friction slope is approximately equal to the slope of the channel. 

This simplifies the full Saint-Venant equation to the kinematic wave, where 

the momentum equation becomes: 

Viewed at a microscale, overland flow is a complex three-dimensional 

process, but a larger scale it can be viewed as one-dimensional flow, which 

flux or discharge per unit width (q) is proportional to some power to the 

storage per unite area or depth if the surface is a plane (h). Thus, it follows 

that q is a function of y or A , the rating curve is used because it is a 

relation between stage (river level) and streamflow (discharge). Then q can 

be evaluated using any of the uniform flow equations, such as the Chezy or 

Manning formulas, in which SQ is substituted for Sf. 

In open channel flows, the velocity is determined using the Chezy and 

Manning formulas, which are derived from the Darcy-Weisbach equations 

to calculate head losses due to friction. 

(19) 

St = S< o 

Q = aA (20) 

Chezy: u Cy^RSi 

R ^ S l / 2 

Manning: u 

In which a and m are coefficients defined for each channel cross section, 
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related to slope, surface roughness and flow regime. The parameters related 

to the roughness of the catchment, aandm can be described using the 

Manning hydraulic resistance law: 

a = ; and m is our case is equal - (21) 
n 3 

When a channel is prismatic and rectangular, it means that the cross-section 

along the channel and the slope of the riverbed are constants, then in 

equation 6 can be modified. The unsteady continuity equation (equation 6), 

in a watershed that is a prismatic channel where it is written ^ is replaced 

by bw • H and, the discharge could be replaced by Q = bw • q. Obtaining 

an alternative form, substituting these relationships into equation: 

dq , dh , . 

Equation 20, as we said before, can be rewritten: 

q = a-hm (23) 

The final continuity equation for kinetic wave is going to be, the same as 

equation 22 but we include the term the effective rainfall [r(t)], which is 

the lateral inflow rate and substituting the bot tom width by 1, which is 

our case, the obtained equation is: 

A combination between equation 23 and 24 was done, to get the overland 

equation flow: 
da • hm dh . , . , , . 
~dx~ + d i = r ( t ) ~ 9 o u t ( x ' ^ ( ) 
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If we rewrite the same equation we obtain the analytic solution for kinematic 

wave: 
dh irr)_-\dh 

du 
dt 

dh 
dt 

-a • m • hr 
.idh 

dx 
+ r(t) (26) 

Thus, the kinematic-wave model is described by the continuity equation 

and a uniform flow equation plus the usually imposed initial and boundary 

conditions. A definition sketch of one-dimensional flow on a plane surface 

is shown in figure 4.1. 

LATERAL INFLOW Q 

I I I I I I 

Fig . 4.1: Sketch of overland flow on a plane by Morris and Woolhiser 
(1980) 

In order to run a simulation define some conditions is need it, for example, 

an initial and two boundaries conditions, know discharge out of the channel 

or depth downstream. 
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4.6 Contaminant Transport Equation 

To analyse the movement of water and solutes in a fully saturated medium, 

the equation that obeys this type of flow is Richard 's 1931 advection-

dispersion solute transport equation for unsaturated medium. The Richards 

equation expresses the Darcian flow in a variably saturated porous medium, 

where the flow originates from pressure and gravitational forces. The 

advective part of the water flow model can consider both Dirichlet (head 

pressure) and Neumann conditions (prescribed flows). Once we know the 

advection term due to the solution of the kinematic wave, the pollutant 

transport can be calculated, in this case ash. 

Dur ing the last century innumerable flume experiments have been done, 

and a multitude of theories have been published in attempts to relate the 

rate of sediment transport by a stream of water to the strength of the water 

flow (Bagnold, 1966). 

The solute transport equations take into account advective-dispersive trans­

port in the l iquid phase, which is numerically solved by the Richards 

equation for variably saturated water flow and the advection-dispersion 

solute type equations (Simunek et al. , 2005). 

The general equation used to describe the sediment/solute dynamics eroded 

by flowing water at any point along a surface flow path is a mass balance 

equation similar to that for kinematic water flow (Woolhiser et al . , 1990). 

In the solute transport equation in shallow water can be assumed to be 

vertically well-mixed solute being transported by depth-averaged flows and 

their dynamics can be described by equation 27 for horizontal advection 

(ID) transport equation for substance (Liu, 2019; Stanic et al., 2017), that 

is considered an ideal tracer. Equat ion can be described as follows, when 

the third term related to the dispersion coefficient (D) wil l be neglected and 

the effective velocity w e / / . is advection term already determined (eq.26): 

dC 
~dt 

dUeff.C 
+ D 

d2C 
(27) 

dx dx2 
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Results and Discussion 

First, the data transformation and data analysis is explained in section 5.1. 

The simulation part is continued and we begin to approach the calibration 

using expert knowledge, this is explained in the section reference 5.2.1. 

It continues wi th the developing of calibration algorithms to achieve the 

parameterization of our objective function which is explained in section 

5.3. Finally, the results of the model calibration are shown and discussed 

in section 5.4. 

5.1 Da ta Analysis 

In this chapter R software is used as a work tool to analyze the data. R is 

an Open Source environment for statistical computing and graphics 'not 

unlike' version 3 of the S system developed at B e l l Laboratories. R is an 

advanced statistical computing system with very high quality graphics that 

is freely available for most computing platforms, the project was started by 

Ross Ihaka and Robert Gentlemen at the University of Auckland (Ripley 

et a l , 2001). 

46 
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5 .1 .1 D a t a m a n i p u l a t i o n a n d t r a n s f o r m a t i o n 

In order to determine the kinematic curve (equation 26), it is necessary to 

determine a, which in turn is related to the n, Manning roughness coefficient 

(equation 21). Due to this, as explained in 3.1.4.2, an experiment test was 

developed, in it the data collected were the cumulatively outflows of the 

study watershed. 

Therefore, a scale was placed with a container, and each time this container 

was filled, it was removed from the scale and replaced by another. Hence, 

the measurements collected have the following structure [Fig.5.1]. 

Outflow measurements 
o 
o i 1 

0 500 1000 1500 2000 0 500 1000 1500 2000 

seconds seconds 

Fig . 5.1: First observation of raw data 

Tha t is why a repositioning of the data structure is necessary, t rying to 

avoid the disturbance due to this influence, is done manually with for loops 

in R [Fig.5.2]. 
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Cumulative Outflow measurements 

o o o o 
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o 
> 
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2000 

F ig . 5.2: Relocation of measurements 

Moreover, with the cumulative flow function formed by taking the derivative 

of this, the flux of flow is obtained at each instant. In order to do that, a 

"for loop" was used again [Fig5.3]. 

Outflow measurements 

E 

o o it.-

o o •r-j 

o o CM 

2000 

Fig . 5.3: F lux measurements derived from derivative of Cumulative Flow 
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Since the data represented contains outliers and, negative values, which 

have not a val id physical representation, these uncertainties should be 

removed. They are detected especially at the junction points of the cumu­

lative curve, which coincide wi th sudden changes in flow, where there are 

inflection points. 

The negative values were eliminated and using the boxplot.stats and ecdf 

R functions, it was chosen to eliminate the fluxes greater than 125 and 

110 c m 3 s _ 1 for first and second scenario respectively. W i t h the Empir ical 

Cumulat ive Dis t r ibut ion Funct ion ( E C D F ) , is used to display the data 

points in a sample from lowest to highest against their percentiles. So using 

this function with the previous values it is known that the 99.69002% and 

100% of the data is st i l l collected, respectively [Fig.5.4]. 

Fluxes outflow measurements 

<s> ^ 1 1 1 r 

0 500 1000 1500 2000 

seconds 

Fig . 5.4: F low measurements after removing outliers 

Afterwards, this step is followed by the unit change from cm3s~1 to m3s~1 

dividing by l - 6 . In the same way, the change of units for the cumulative 

flows from grams to tons is also carried out. 

Furthermore, as can be seen in the graph, the output flow has a large 
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fluctuation, so it wi l l be necessary to perform a smoothing of the function. 

This was done by means of the "smooth function" in R and the classic 

method of moving averages, two methods that were compared [Fig.5.5]. 

Comparison Smooth Methods 

• smooth R function 
• moving average method 

Fig . 5.5: Comparison of data smoothing methods 

Lastly, the following figures show the filtered laboratory data, both cumu­

lative and fluxes of both scenarios, already opt imal to continue wi th the 

analysis of results. 
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First scenario Second scenario 

0 500 1000 1500 2000 0 500 1000 1500 2000 

Seconds Seconds 
Cumulative Outflow measurements Cumulative Outflow measurements 

First scenario Second scenario 

0 500 1000 1500 2000 0 500 1000 1500 2000 

Seconds Seconds 
Flux Outflow measurements Flux Outflow measurements 

Fig . 5.6: Laboratory measurements filtered and smoothed 
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5.2 Numerical Solution- Simulation with D R U t E S 

In this section, it was carried out the simulation of the model by solving 

the kinematic wave (equation 26) wi th the help of the D R U t E S software 

(Dual Richards Unsaturated Equat ion Solver). The simulation results are 

computed wi th a forward finite-difference method solution scheme that 

proceeds by replacing the derivatives in the equation by finite differences 

(Cheney and Kinca id , 2012). 

Ful ly three-dimensional models for surface and subsurface flow processes 

have become computationally feasible but most current physically based 

distributed rainfall-runoff models st i l l discretise the catchment into lower 

dimension subsystems, such a discretisation leads to only approximate 

representations of the processes and may lead to numerical problems in 

some cases (Beven, 2012). 

In our project, these simplifications is made using simpler solutions based 

on the kinematic wave equation for surface flow. As it mentioned above, it 

is nearly always not possible to obtain analytical solutions to the nonlinear 

differential equations describing hydro logical flow processes. 

The approximate numerical solution of nonlinear differential equations is, 

in itself, a specialty in applied mathematics, which must be left in the 

hands of experts since wri t ing algorithm solutions can lead to producing 

innacurate or inconsistence algorithms (for instance, that do not converge 

to the solution of orginial equation) or that are unstable. A stable solution 

means that any small errors due to the approximate nature of the solution 

wi l l be damped, while an unstable solution means that those small errors 

wi l l be amplified (Beven, 2012). 

D R U t E S is a finite element solver for coupled nonlinear parabolic problems, 

namely the Richards equation wi th the dual porosity approach (modeling 

the flow of liquids in a porous medium). It presents an algorithm for the 

automatic selection of time steps, since the proper duration of the time 

step is crucial to achieve the accuracy of the Euler time integration method 
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(Kuraz and Mayer, 2013). 

The simulation results are represented in this section, first is shown an 

approach the calibration using expert knowledge 5.2.1 and then, it continues 

wi th developing of calibration algorithms 5.3. 

5 .2 .1 F i r s t a p p r o a c h t o C a l i b r a t i o n - A p p l y i n g E x p e r t 

C a l i b r a t i o n 

In the following section it wi l l be observed how the response of the model 

varies, the simulated curve under the influence of the parameters to be 

determined. It w i l l be observed which is the approximate range of the 

parameters to be determined, precipitation intensity and Manning's rough­

ness coefficient. It must be known how each parameter influences the result 

of the model, for this we wi l l use our knowledge by performing a manual 

sensitivity analysis. 

Some animated figures have been introduced in this document, figures 5.12, 

5.13 and 5.9, to be able to see the influence of these parameters in the 

flow, however to be able to execute, note that these animations currently 

only work with Acrobat Reader 6 or later, and javascript should be enabled. 

5.2.1.1 T h e Effects o f P a r a m e t e r s o n M o d e l o u t p u t s 

This part shows the effects of the intensity parameters and Manning rough­

ness coefficient on the results of the mathematical model of the kinematic 

wave. To do this, the value of the parameters, intensity and/or Manning 

roughness coefficient is changed and the model is run several times to 

investigate how each parameter affects the model output. W i t h this inves­

tigation the following results are obtained. 

In f luence o f M a n n i n g roughness coefficient 

Increasing the Manning 's roughness coefficient increases the energy loss 
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due to increased frictional or shear force, this is because the slope bed is 

rougher and imposes more resistance to the flow. The simulations fluxes 

are presented in blue meanwhile the measured flux is in black. 

A s can be seen in the following figures where the precipitation intensity 

was fixed at 30 mm, by increasing the Manning's coefficient, the peak flow 

shifts in time, i.e. it influences the advective/convective term, delaying 

the response in time. In addition, it is observed that the maximum or 

peak value of the fluxes decreases, flattening the curve, and the fluxes 

become more homogeneous. The fluxes become more "linear" wi th less 

variation as the Manning 's coefficient increases. Whi le , in the examples 

where Manning's coefficient value is lowest the response to rainfall cycles 

or patterns is best reflected. 

F ig . 5.7: Influence in fluxes of Manning roughness coefficient, n = 0.135 
and 0.48 [ S / T O 1 / 3 ] , on left and right figures respectively 
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simulated and observated cumulative fluxes simulated and observated cumulative fluxes 

0 500 1000 1500 2000 0 500 1000 1500 2000 

time [s] time [s] 

Fig. 5.8: Influence in cumulative fluxes of Manning roughness coefficient, n 
= 0.135 and 0.48 [ S / T O 1 / 3 ] , on left and right figures respectively 

The same is reflected in the cumulative flow graphs, as roughness coefficient 

increases the flow is more "stable", the precipitation/non-precipitation 

cycles lose influence. Likewise, at high roughness coefficients it is observed 

that the cumulative flux at the end of the experimental time is higher, while 

at the beginning it has lower values than for a lower n. Moreover, in other 

words, the lower the roughness coefficient, the more similar the simulation 

and original curves become, so that the response to the precipitation/non-

precipitation cycles is more accurately reflected when n is smaller. 

In general, as the Manning's coefficient increases, the hydrograph flattens 

out, the runoff slows down, the peak flow decreases and the arrival of the 

peak hydrograph is delayed. A s the resistance of the substrate is greater, 

the advective flow peaks take longer time to achieve the gauging control 

and are also attenuated, wi th a smaller size. The Manning 's roughness 

coefficient, which tells you how rough a surface is, influences the magnitude 

of the flows and their spatio-temporal distribution. 
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simulated and observated cumulative fluxes 

56 

time [s] 

Fig . 5.9: Influence in fluxes of Manning roughness coefficient from n = 
0.30 to n = 0.36 m m [ S / T O 1 / 3 ] wi th fixed Rainfall intensity in 30 [mm] 

Inf luence o f I n t e n s i t y E f fec t ive R a i n f a l l [mm] 

The influence of rainfall intensity on cumulative and not cumulative flows 

at the outlet of the study watershed can be seen in the following figure 5.10 

and 5.11, where the simulation flows are shown in blue, while the measured 

flow is shown in black. 

A constant roughness coefficient was set at 0.265 [ s / m 1 / 3 to be able to 

observe the influence of precipitation. A t higher intensity of rainfall, 

it is observed how the flow values increase in a potential way, the flux 

become more pronounced, changes are more rapidaly. The intensity of the 

precipitation does not influence the advective term, in the spatio-temporal 

distribution of the flows. 

In the figures of cumulative flows, the same thing is observed, there is no 

variation in the shape of the function, but yes when increased the intensity 

of the rain, since a greater amount of water is being introduced, this causes 

the values of the function to increase, and presents a greater volume of flow 
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at the end. 

simulated and smoothed observated fluxes simulated and smoothed observated fluxes 

0 500 1000 1500 2000 0 500 1000 1500 

time [s] time [s] 

Fig . 5.10: Influence in fluxes of Rainfall intensity [mm] from 30 m m to 36 
m m with Manning roughness coefficient fixed 

F ig . 5.11: Influence in fluxes of Rainfall intensity [mm] from 30 m m to 36 
m m with Manning roughness coefficient fixed 
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simulated and smoothed observated fluxes 
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F ig . 5.12: Influence in fluxes of Rainfall intensity [mm] from 30 m m to 36 
m m with Manning roughness coefficient fixed 

time [s] 
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5.3 Inverse Model l ing 

Inverse modeling, is an approach that attempts to find the unknown 

parameters that best explain a set of observed data. This minimizat ion 

of the deviations between the predicted observed data is done by altering 

the parameters of the reference model. Unl ike forward modeling, which 

involves simulating a system to predict how it w i l l behave in the future, 

inverse modeling uses data from the past to go back and determine the 

parameters that led to the observed results. It is called an inverse problem 

because it starts with effects and then calculates causes. Inverse problems 

are important mathematical problems in science and mathematics because 

after a field/laboratory experiment they tell us about parameters that we 

cannot observe directly. 

Opt imizat ion techniques have been applied to the solution of engineering 

and mathematical problems for many years, is an essential task in many 

computational problems. In statistical modelling for instance, in the absence 

of analytical solution, maximum likelihood estimators are often retrieved 

using iterative opt imizat ion algorithms which locally solve the problem 

from given starting values (Philipps et al., 2020). 

5 .3 .1 O b j e c t i v e F u n c t i o n D e f i n i t i o n 

Having the data observed in the laboratory, knowing the slope of the basin, 

the value of the effective rain intensity and Manning roughness coefficient 

parameters wi l l be determined. To do this, the flow wi l l be simulated using 

D R U t E S and later, wi th optimization algorithms, it w i l l be pursued that 

the difference between the simulated and measured values in the laboratory 

is minimal. 

To find the function that best fits for each scenario, the objective function is 

used. The objective function defines a relationship between the values of the 

real functions obtained in the laboratory and the simulated ones, which in 
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our case wil l be the R M S E (equation 27). The goal of optimization is to hnd 

the values of the variables that minimize the result of the objective function. 

5 .3 .2 M a r q u a r d t - L e v e n b e r g a l g o r i t h m 

In this section what we do is to obtain the best parameters that minimize 

the error between the observed values and the simulated ones, searching 

the value parameters that minimize the objective function. The error 

function, as mentioned, is the one that expresses the mean square root error 

between the observation function and the simulated function (equation 27). 

Therefore, by obtaining the global minimum point in the error function, it 

is equal to obtaining the best simulated approximation of our measured 

values. To do that the Levenberg-Marquardt algorithm ( L M A ) is used, 

which is commonly used in iteratively optimization especially for cases of 

nonlinear curve fitting problems (Ranganathan, 2004) and (Pujol, 2007). 

The L M A is a hybr id technique that uses both Newton-Rapshon method 

(NR) and steepest or Gradient Descendent method (GD) approaches to 

converge to an opt imal solution . The hybrid approach is often used to 

trade off the best characteristics of different algorithms to solve a wider 

range of problems. For example, the Gauss-Newton approach is faster than 

L M A if the ini t ia l guess is relatively close to the optimal solution. In the 

event that this is not the case, the hybrid solution ( L M A ) uses aspects 

of the steepest descent approach to traverse the design space and find a 

potential solution area, and then find the opt imum. This technique is 

part icularly effective in solving systems of non-linear equations (Wilson 

and Mantooth, 2013). Pujol (2007) developed a review of the theoretical 

basis described in the literature of the Levenberg-Marquardt damped least 

squares method. 

(27) 



CHAPTER 5. RESULTS AND DISCUSSION 61 

5.3.2.1 D e s c e n t G r a d i e n t m e t h o d 

This method is the simplest, most intuitive technique to find minima 

(Ranganathan, 2004). For parameter updating, the next point is selected 

to evaluate the function based on the gradient of the function at the 

current point, and the next point in the direction of the negative gradient 

is selected which is steepest descent. The new point is obtained from the 

previous point which is going to be displaced in the opposite direction to 

it's gradient. 

Xi+1 =Xi- XVf{Xi) (28) 

However, simple gradient descent has certain convergence problems. It 

behaves inversely in terms of the speed at which it advances to the next 

point to be evaluated. When the slope is flat or gentle we would like to take 

big steps and take small ones when the slope or gradient is steep/large, so 

as not to rattle the minima (Ranganathan, 2004). But based on the update 

rule (equation 28) just the opposite occurs. Being this behaviour the major 

disadvantage of this method is that A can not be constant. Because, as 

already mentioned when the function f(x) is in flat areas, A does not made 

big steps and the optimizer may get stuck in such areas, it w i l l take a 

lot of time and it w i l l be conservative. The step size is the amount of 

displacement. On the other hand, A takes very big steps where the function 

f(x) has steep cliffs and may wi l l pass the minimum point, we wi l l have a 

lot of oscillations. So, to summarize, A cannot be constant across iterations, 

because it overshoots or undershoots. This method is much more robust 

compared to N R but it can be very slow. 

In figure 5.15, the are two possible gradient descent trajectories, in (a) 

the objective function is well behaved which allows the gradient to move 

smoothly towards the optimum while in (b) the gradient starts to oscillate 

as it falls into a narrow valley, thus converging more slowly. In this figure 

5t is the step size, f is the function and, Xt is a candidate solution of the 
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algorithm at time t. 

F ig . 5.15: Figure by Ayoosh Kathur ia 
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5.3.2.2 N e w t o n - R a p h s o n m e t h o d 

This is the most famous algorithm for finding the roots of non-linear alge­

braic equations, is also used to find the maximum or minimum of a function 

(Ranganathan, 2004). Th is method can be used to find the min imum of 

the function or the stationary point of the function. The gradient of the 

function at the next value of Xi + 1, is the gradient of the function in 

the current point plus the difference between those two points times the 

Hessian matrix of the function in the current point plus other higher terms. 

Vf(Xi+1) = Vf(Xi) + (Xi+1 - Xi)TV2f{Xi) + Higher order terms = 0 

(29) 

The idea of this method is to approximate the gradient of the next point 

of function to be zero, in this way we update the equation. The idea of 

this method is again to obtain from a point, in the iteration we want to 

obtain next point seeking that this new point its gradient is zero, it is a 

stationary point. To do this, the gradient of f at the next or new point is 

approximated by the Taylor polynomial of degree 1 centred on the current 

node or point. In this way, the disadvantage of the G D method is improved 

by using both the curvature and the information about the gradient, that 

is, the second derivatives (Ranganathan, 2004) and (Philipps et al. , 2020). 

If we neglect the higher order terms, assuming f to be quadratic around 

Xi, we wi l l have: 

Xi+1 = Xi- (V2f(Xi))-Wf(Xi) (30) 

In this new expression, is the subtraction from Xi the inverted Hessian 

matrix times the gradient of the function. This expression is going to give 

us the minimum of the function. This method says that if we keep updating 

the x according to the formula above, it should take you from wherever 

you star toward the stationary point. 

Advantages of this method is that it converges very fast if the initial starting 
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point is close to the global minimum. This is because this method not only 

takes into account the gradient of the function, the slope of it, but it also 

cares about the Hessian matrix. This method used a mix of the curvature 

and the gradient. This method uses the inverse of the Hessian M a t r i x 

V 2 / ( X j or the function's curvature to reach to the min imum point. The 

curvature decrease the time requires to the convergence. Another advantage 

is when the point is in a flat area (small curvature), the curvature high 

gains and in sharp drops (high curvature), it has smaller gains. 

However, the mayor disadvantages of this method are: 

• You must star with a close initial guess, because you can get trapped 

in a local minimum instead of a global minimum 

• when the objective function is to optimize has a concave appearance 

it would diverge instead of converge 

• it may be have issues wi th Hessian M a t r i x it self, this could be 

time consuming operation in large matrices because if we don't have 

a function of f we need to calculate a l l of the part ial derivatives 

numerically, and then inverted 

• Hessian matrix, could be problematic too if there is a singular matrix, 

if it 's determinant is equal zero, you cannot invert it 

• To lead to the min imum the Hessian matr ix need to be defined 

positive, so the eigen-values must to be positive 

5.3.2.3 C o m b i n a t i o n 

It can be seen that simple gradient descent and Gauss-Newton iteration 

are complementary in the advantages they provide (Ranganathan, 2004). 

The Levenberg-Marquardt method is a combination of Gradient Descent 

and Newton-Raphson method. 
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The idea of damping the solution was introduced by Levenberg, who also 

showed that it is possible to do that while at the same time reducing 

the value of a function that must be minimized iteratively (Pujol, 2007). 

Whereas, Marquardt started with the current equation and showed that it 

interpolates between the ordinary least squares method and the steepest 

descent method (Pujol, 2007). 

The next method (equation 31) was develop by Levenberg (1944): 

Xi+1 =Xi-{H + M)-Wf(Xi) (31) 

Where: H is the Hessian matrix evaluated at Xi 

Levenberg method the updates rules are: If the error goes down following 

an update, it implies that our quadratic assumption on f(x) and A by a 

factor of 10 (reducing the influence of the gradient). But if the error goes 

up, the algorithm does the against, now it follow the gradient more and so 

A is increased by a factor of 10 (Ranganathan, 2004). 

The Levenberg algorithm is working as follows: 

1. Do an update following the rule above 

2. Evaluate the error at the new point 

3. If the error has increased as a result of the update, then retract the 

step (i.e. reset the weights to their previous values) and increase A 

by a factor of 10. Then go to step 1 again. 

4. If the error has decreased as a result of the update, then accept the 

step (i.e. keep the weights at their new values) and decrease A by a 

factor of 10. 
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The advantage of this method is that the second derivative helps to have 

a greater movement along the directions of the gradient when its slope is 

smaller, solving the valley problem presented by the G D algorithm. 

The disadvantage of the above algorithm (equation 31) is when the value 

of A is large, the calculated Hessian matr ix is not used at al l ; Marquardt 

replaced the identity matr ix in wi th the diagonal of the Hessian which 

resulted in the Levenberg-Marquardt update rule (Ranganathan, 2004), 

presented below: 

Xi+1 =Xi-(H + Xdiag[H])-lVf(Xi) (32) 

W h e n A goes to zero, means that the second term is almost zero so the 

equation is going to be the Newton-Raphson equation. In the other hand, 

if A is very large and goes to infinity, the second term w i l l dominate the 

Hessian matrix, so the equation is going to be the Gradient Descent. 

The iteration procedures is: if the new function drops A decrease for the 

next iteration. If the new function is bigger than the previous one, we get 

uphill so we wi l l not accept the new point and we need to redo the update, 

so we wi l l change A, we need to increase A. 

I n t e r m s o f conve rgence speed I n t e r m s o f converge s t a b i l i t y 
G D < L M < N R G D » L M » N R 

Tab. 5.1: Summary of algorithm advantages 

This L M A algorithm is faster than the Gradient's descent and it 's slower 

than the Newton-Raphson method (Wilson and Mantooth, 2013), because 

it needs the backward forward changing A and so on, but it is more stable 

than N R . As summarise this method, is a good method because it combines 

the speed of N R with the stability of G D and also has automatic logic for 

updating the A. 
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5 .3 .3 D i f f e r e n t i a l E v o l u t i o n A l g o r i t h m 

Differential Evolution (DE) algorithm belongs to genetic optimization algo­

rithms that are inspired by the process of natural selection using operations 

of crossover, mutation, and selection on a population in order to minimize 

an objective function over the course of successive generations (Ardia et al.; 

Mitchel l , 1998; Mul len et a l , 2011). 

Biology-inspired optimization algorithms have been in use since the 1950s 

(Mitchel l , 1998), also known as evolutionary algorithms (Mul len et al. , 

2011). However, genetic algorithms were not invented unt i l the 1960s by 

John Holland, those algorithms are able of performing logical operations, 

crossovers, mutations, and selections on a population (Mullen et al., 2011). 

Differential Evolution (DE) is a search heuristic introduced by Storn and 

Price (1997) and Deoptim, is the R implementation of Differential Evolu­

tion (DE) algorithm, was created in 2005 by David A r d i a et al. . 

The Differential Evolution algorithm solves optimization problems by evolv­

ing a population of candidate solutions (Ardia et al.). It checks within the 

population (function to be evaluated), after fixing a range of evaluation, 

upper and lower value for each variable and the size of the sample can also 

be set by the user, it evaluates in that sample which of the individuals or 

points represents a min imum of the objective function. Next, they select 

that point as a floating or candidate value in which a sample wi l l be ran­

domly drawn around that value from the previous iteration, but this time 

the sample is concentrated more and more wi th in around the previously 

evaluated minimum. So in package D E o p t i m searches for min ima of the 

objective function between lower and upper bounds on each parameter to 

be optimized (Mullen et al. , 2011). 

D E is particularly well-suited to find the global opt imum of a real-valued 

function of real-valued parameters, and does not require that the function 

be either continuous or differentiable (Mullen et al., 2011). Therefore, D E 

is useful in situations in which the objective function is stochastic, noisy, 
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or difficult to differentiate, nevertheless, may be inefficient on smooth func­

tions, where derivative-based methods generally are most efficient (Mullen 

et a l , 2011). 

Genetic algorithms have proven to be useful heuristic methods for global 

optimization, in particular for combinatorial optimization problems (Ardia 

et al . ; Mu l l en et al . , 2011). In figure 5.16 it can see an example of an 

implementation of D E o p t i m algorithm 
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Fig . 5.16: The population associated wi th various generations of a call to 
DEop t im as it searches for the minimum of the Rastrigin function (marked 

wi th an open white circle) Mul len et al. (2011) 
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5.4 F ina l Results 

A t the beginning, during the simulations the algorithm of Levenberg-

Marquardt algorithm ( L M A ) did not converge because the values measured 

in the laboratory were being used without being smoothed. Therefore, this 

noise made the objective function difficult to optimized by this method 

because there were many fluctuations in the objective function so it was 

tr icky to get an accurate numerical approximation of it 's derivatives at 

certain points. 

Then, we though that could be an issue related with rounding error of the 

algorithm and for this reason it was decided to increase the precision of the 

values by performing the simulations and the parameterization with double 

and quad precision. It was also thought that the algorithm was converting 

local extrema, to try to solve that the objective function was multiplied to 

facilitate the algorithm's convergence. Since, it was not a rounding prob­

lem, this increase in the precision of the values used in the computations 

was not useful because it d id not converge neither and increase a lot the 

computational time consumption of the algorithms. 

This is why it was decided to use a second algorithm, the Differential 

Evolution Optimization Algorithm (DEopt im), since this second is a meta-

heuristic algorithm that works even with functions that are not differential. 

This second algorithm worked, however it was concluded that using the 

smoothed measurement functions observed in the laboratory, the Levenberg-

Marquarat method was the fastest, it converged faster always giving the 

same value, while the D E o p t i m was slower to converge and differed by the 

minimum each time the algorithm was executed due to its the randomness. 

Figures 5.23 and 5.24 show the heat map of Objective functions for the 

scenarios 1 and 2 in the experiments for determine the kinematic wave of 

the study watershed, and the hydraulics parameters that influence in the 

water flux, as the Manning's roughness coefficient. According to the figures 

5.23 and 5.24 it can be visualize the values where the objective function is 
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minimal in each scenario. 

Objective function First Scenario 

R M S E 

12-

1C'„ 

' ***** 
Fig . 5.17: Objective function for scenario one 

Objective function Second Scenario 

RMSE 

\20\l 

Fig . 5.18: Objective function for scenario two 
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In the Figure 5.19 an approximation of the minimal values can be observed, 

this approximation is due to the precision of the mouse position in the 

screen. The R M S E is minimal in the first scenario at 10 m/h, which is 36 

mm of rainfall intensity and 0.0745 of Manning's roughness; the setting of 

this parameters brings an error value of 6.16 • 1 0 _ 9 m 3 / s . In the second 

scenario the min imal value of R M S E function is at 13 m/h of rainfall 

intensity and 0.0239, those settings values of variables are equivalent to 

there being an error of 12.66 • 1 0 - 9 r a 3 / s . 

However, despite the fact that these data are not the most precise, it 

can be seen in figures 5.19 that the second scenario presents a greater 

approximation error. The Mann ing roughness behavior curve is steeper 

than the parabolic observed for the first scenario. This may be due to the 

fact that the steeper the slope of the watershed, the gravitational force 

is higher, then the flow and, the change in the parameters of Mann ing 

roughness and intensity of precipitation for the flow supposes a large 

response variance (error). 

On the other hand, it is also observed that in the first scenario with a gentler 

slope, the gravitational force is lower and the influence of the precipitation 

intensity parameter is observed higher than the second scenario where 

this parameter t seems "constant". The friction force due to roughness 

R M S E 

Fig . 5.19: First observation of raw data 
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is significant in the first scenario but lower than in the second scenario. 

Since these are areas where the error increases significantly. Summarizing, 

it can be observed that the areas where the error ( R M S E ) is greater, for 

the first scenario, where the Mann ing roughness coefficient is lower and 

the rainfall intensity is greater, just the opposite of what occurs in scenario 2. 

In the following table and figure 5.20, an example of an execution of 

the D E o p t i m , the parameters are shown where the objective functions are 

minimized giving values that are of very low magnitude and therefore, our 

approximation is quite precise and accurate. In figure 5.20 it can been 

observed that the values of parameter are close to the parameters that 

appear in the table below. 

Now the values at which the objective function are minimized are used 

to simulate the flow functions, and below is the comparison of these 

approximate simulated functions together wi th the original laboratory 

functions.The data used to approximate the simulation functions were: 

• For scenario 1, a precipitation intensity value of 1 0 . 3 _ 6 T O / S was used, 

which is 37.08 mm/h and an n of 0.06 s / m 1 / 3 . 

• For scenario 2, a precipitation intensity value of 1 3 . 1 _ 6 T O / S was used, 

which is 47.16 mm/h and an n of 0.015 s/m1/3. 

Settings Parameters R M S E [TO 3] 

Scenario one 
N [h/m1/3' 0.0566425702811245 

9.42217368286969e-06 Scenario one 
R. I [m/s 0.000010 

9.42217368286969e-06 

Scenario two 
N [h/m1/3 0.0122329317269076 

1.66852193434572e-05 Scenario two 
R. I [m/s 0.000012 

1.66852193434572e-05 

Tab. 5.2: Summary of simulation results 
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Fig . 5.20: Results of optimized simulation for the second scenario 
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Fig . 5.22: Results of optimized simulation for the second scenario 
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Fig . 5.23: Results of optimized simulation for the first scenario 
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F ig . 5.24: Results of optimized simulation for the second scenario 

Table 4. 
Resistance parameters for overland flow 

Turbulent flow  
Surface Laminar flow (k ) Manning's n Chezy C 

Concrete or asphalt 24 - 108 0.01 - 0.013 73 - 38 
Bare sand 30 - 120 ,01 - .016 65 - 33 
Graveled surface 90 - 400 .012 - .03 3B - 18 
Bare clay-loam s o i l 100 - 500 .012 - .033 36 - 16 

(eroded) 
Sparse vegetation 1,000 - 4,000 .053 • .13 11 - 5 
Short grass prairie 3,000 - 10,000 .10 - .20 6.5 - 3.6 
Bluegrass sod 7,000 - 40,000 .17 - .48 4.2 - 1.8 

Source: Woolhiser (1975). 

Fig. 5.25: Tabulated Manning Roughness coefficient source from Woolhiser 
et al. (1990) 

According to these results, it means that at the end of each performance a 

total of 64.56 L and 78.53 L for the first and second scenarios respectively 

were released in the rainfall simulator. There are 0.0094 L and 0.0167 L of 

uncertainties between the observed and simulated data, for the first and 

second scenarios respectively after the fitted. It can be assumed that the 

functions are adjusted by choosing the parameters well. 
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The Manning's coefficient results we find tabulated as bare sand and sparce 

vegetation. However, both scenarios comply with a good adjustment under 

the same Manning coefficient of 0.015 that corresponds to bare sand and 

gravel surface 5.25. 

Regarding the experiment related to the transport of ash, no data analysis 

was finally developed, since the inconveniences at the time of optimization 

extended the first part of the data analysis in time. 

Once the laboratory results were obtained, the data have to be reorganized 

wi th their collection time, to obtain the ash dispersion function through 

the study hydrographic watershed during the experimentation time (ap­

proximately half an hour). Once the database with the ash concentrations 

had been reorganized, an inverse analysis model had to be performance 

again. 



CHAPTER 

Conclusion 

This project is presented as a study of a laboratory experiment developed 

to investigated the ash flow equation. A model was used for the assessment 

of risk of water quality in water supply catchments after a wildfire event. 

The model mainly determine the advective component of the flow wi th 

a kinematic wave approximation and how it influences the transport of 

the pollutant. The hydraulic parameters that we are interested on include 

the variables rainfall intensity, slope and Manning's roughness coefficient. 

A n inverse model was developed, comparing the results observed in the 

laboratory wi th the results simulated by D R U t E S software. To fit the 

simulated results wi th the observed ones some iterative algorithms like 

L M A and D E o p t i m were used to find the right values of those paremeters 

that minimized the objective function. We had to deal wi th problems 

of data uncertainty and non-derivable functions (that exhibit peaks and 

strong variation) and therefore, with problems with the convergence of the 

algorithms. 

In conclusion, the concern about the threat of fire in drinking water supply 

is already at the scientific and polit ical level. This project shows that the 

77 
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determination of the ash flow in laboratory under certain conditions can 

guide the water supply managers towards a more effective response. These 

results may be applied to find the vulnerable areas, with topographic slopes 

and climatology conditions prone to ash contamination after a fire. Maybe 

the same experiment could be developed wi th different soil substratum in 

order to determine different friction behaviours. The importance of water 

treatments and the chemical and physical characteristics of the ashes (Bodi 

et al . , 2012; Santin et al. , 2015) continue to be investigated. Beyond the 

chemical pollutant effects when ash reaches the reservoir, there is a physical 

effect (turbidity) due to the suspended solids (Santin et al., 2015). Finally, 

an adequate updating management, policies and procedures of forest masses 

are necessary to t ry to prevent fires. D r y fuel must be eliminated and 

therefore the suppression of felling is not beneficial. 
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