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ABSTRACT 

Protein – Ligand (P-L) interaction and accurate identification of these interactions are crucial 

for computer-aided drug design. To achieve success in the identification of P-L complexes, 

many scoring functions (SFs) and docking functions (DFs) have been developed and tested. The 

most important approach used in structure-based drug design and structural-based virtual 

screening is molecular docking. Molecular docking predicts native binding poses (sampling 

power), ranks the binding affinities (ranking power) and discriminates active compounds from 

the inactives (screening power). 

Variety of different programs and tools are available for docking/scoring. The two most 

important components of the docking programs are the sampling algorithm and the SF. 

Sampling algorithm gives the possible geometric positions within the active site, while the SF 

predicts the binding affinity relationship between these poses. Docking programs use different 

sampling strategies and SFs. Docking programs have been successful so far in many protein-

ligand systems. However, their SFs often fail in difficult systems such as metalloproteins, 

halogenated ligands, inorganic ligands etc. To overcome these problems, we have developed a 

novel semiempirical quantum mechanics (SQM)-based SF. The newly introduced SQM SF has 

achieved far better performance in sampling, ranking and screening power against the widely 

used classical SFs. 

In this dissertation, ligand design, structure-activity relationship (SAR), native binding mode 

prediction, molecular docking, virtual screening, water thermodynamics and SQM-based 

scoring were studied associated with sampling power, ranking power and screening power. 
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ABSTRAKT  

Interakce mezi bílkovinami a ligandy a přesná identifikace těchto interakcí jsou klíčové pro 

návrh léčiv pomocí výpočetních prostředků. K dosažení úspěchu v identifikaci interakcí v 

komplexech bílkovin a jejich inhibitorů bylo vyvinuto a testováno již mnoho skórovacích a 

dokovacích funkcí. Nejdůležitější z přístupů, který se používá v počítačovém návrhu léčiv a 

virtuálním screenování, je molekulární dokování. Molekulární dokování dokáže předpovědět 

možné vazebné motivy - na kterém místě a jak se ligand váže (samplovací síla, “sampling 

power”), dokáže tyto potenciální vazebné motivy seřadit na základě vazebné síly (skórovací síla, 

“scoring power”) a takto oddělit aktivní látky od neaktivních (screenovací síla, “screening 

power”).  

Pro dokování a skórování lze dnes využít množství různých počítačových programů a 

výpočetních nástrojů. Obecně, dvě základní komponenty těchto programů jsou samplovací 

algoritmus a skórovací funkce. Samplovací algoritmus generuje možné orientace ligandu v 

aktivním místě proteinu a skórovací funkce dokáže předpovědět relativní sílu vazby těchto 

jednotlivých orientací. Různé dokovací programy využívají různé samplovací strategie a 

dokovací funkce. Dokovací programy byly již úspěšně použity na mnoho P-L komplexů, avšak 

jejich skórovací funkce často selhávají v případě obtížných systémů (tj. v případě systémů 

obsahujících kov v aktivním místě nebo v případě systémů s anorganickým nebo halogen-

obsahujícím ligandem, apod.). Naše nová skórovací funkce založená na semiempirických 

kvantově-mechanických metodách (SQM) má sloužit k překonání zmíněných problémů. Tato 

skórovací funkce již dosáhla daleko lepších výsledků v samplování, rankování a screenování 

než ostatní, dnes běžně užívané skórovací funkce. 

Tato dizertační práce se zabývá návrhem léčiv, vztahem molekulární geometrie a aktivity látky, 

předpovídáním přirozených vazebných motivů, molekulárním dokováním, virtuálním 

screenováním, termodynamikou vodného prostředí a SQM metodami ve vztahu k samplovací, 

rankovací a screenovací síle. 
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1. INTRODUCTION 

Drugs are mostly small organic molecules that activates or inhibits the function of the 

biomacromolecule such as protein by covalent or non-covalent interactions [1]. Some drugs can 

be also proteins such as insulin. The most important advantage of small molecule drugs over the 

large molecules is that small molecules can be taken orally while large molecules require 

injection [2]. Currently, it is very important to find new therapeutic solutions for many diseases. 

However, these solutions can be expensive and time-consuming. From lead identification up to 

clinical trials, estimated procedure can take over a decade and costs beyond billion dollars [3] 

(cf Figure 1). The process of drug design and development is time and cost dependent, and 

therefore computer modelling techniques are often used to reduce the before mentioned [4]. This 

modelling is called computer-aided drug design (CADD). When the three-dimensional structure 

information is known, it is called structure-based drug design (SBDD) else it is called ligand-

based drug design (LBDD) [5]. 

1.1 A Historical Perspective 

In the antiquity, there was no way to understand the biological source of a disease. In the 

medieval ages, biologically active substances in nature were often interpreted more 

teleologically. Well known “Doctrine of Signatures” was introduced by the Swiss-Austrian 

physicians and scientists from the sixteenth century. The formulation of this doctrine is in perfect 

harmony with the philosophies at that time, and even today, it is still used in many countries. 

Although this doctrine is not used in modern medicine and the research of natural products 

today, this idea was the first approach of rational drug design. More than 100 years ago, it was 

noticed that the cause of a particular therapeutic response was produced by certain molecules. 

The effect has been first described by Emil Fischer and then more details were expounded by 

John Langley and Paul Ehrlich. In this concept drug and target fits perfectly such as key into its 

corresponding lock. However, nowadays we know the fact that receptors are highly flexible and 

we carry out our research with this in mind [6]. Since the late 1980s dramatic developments 

have been experienced for drug design & discovery in both industrial and academic studies. This 

period has seen the introduction of high throughput screening (HTS), combinatorial chemistry, 

PC farms, structure-based design (SBDD), virtual screening (VS), free-energy methods, 

bioinformatics, structure of ion channels, structure/activity relationships (SAR) obtained from 
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nuclear magnetic resonance (SAR by NMR), and human genome sequences. The results thus 

accelerated the progression period for discovery and development process [5]. 

 

Figure 1: Drug discovery and development process. Adapted from Textbook of Drug Design 

and Discovery (p.5), by K. Stromgaard, P. Krogsgaard-Larsen, and U. Madsen, Eds. CRC 

Press, 2016. 

1.2 Computer-Aided Drug Design  

CADD is a commonly used term for the design of compounds with interesting physicochemical 

properties, including the evaluation of these compounds as potential drug candidates before they 

are synthesized and tested [7]. The role of calculations in drug development has increased 

significantly since the 1960s [8]–[10]. With the rapid development of computational power and 

efficiency in this field, CADD has become an important tool in drug discovery process [11]. 

Apart from these developments, the fast increase in protein crystal structures deposited by 

Research Collaboratory for Structural Bioinformatics (RCSB) has increased interest in this area. 

The number of crystal structures, which were very few in the 1980s, has reached 140000 today. 

(i.e. Figure 2) [12]. Numerous crystal structure information is of great importance for the 

modeling of protein/ligand (P-L) complexes [5]. One of the common uses of CADD is the virtual 

screening of compound libraries, also known as virtual high-throughput screening (vHTS). 
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Since vHTS allows the removal of a large number of inactive compounds, this process saves 

money and time [13]. To date, CADD has had many successful applications [14]–[17]. CADD 

is beneficial for hit-to-lead optimisation as well as reducing the number of compounds to be 

synthesized and tested in vitro [13], [18]. There are two approaches to CADD, Structure-based 

drug design (SBDD) and Ligand-based drug design (LBDD), depending on the available 

structure information (illustrated Figure 3) [13]. Some of the succesful applications 

demonstrated in Figure 4. SBDD will be explained in detail later.  

 

Figure 2 Total crystal structures in the RCSB PDB database as of January 11, 2020 

(www.rcsb.org) 

 

http://www.rcsb.org/
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Figure 3 Computer Aided Drug Design. Adapted from “Computational Methods in Drug 

Discovery,” G. Sliwoski, S. Kothiwale, J. Meiler, and E. W. Lowe, Pharmacological Reviews, 

vol. 66, no. 1. pp. 334–395, 2014. 
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Figure 4 Some of clinically approved CADD Drugs. 

1.3 Molecular Recognition 

Molecular recognition is very important in understanding biological systems such as protein-

ligand, antigen-antibody, sugar-lectin [19], [20] etc. In such systems the main interactions occur 

via hydrogen bonding, metal coordination, hydrophobic forces, van der Waals forces, π-π 

interactions, halogen bonding and/or electrostatic forces [21]–[26]. It depends on the favourable 

interaction of two or more molecules such as a neurotransmitter molecule and its protein, 

receptor or an enzyme and its substrate. The recognition of one molecule by another is explained 

by the energetics [6]. 

The highly selective molecular recognition was first described by Emil Fischer as “lock-and-

key principle” [27]. According to this principle, the substrate and the enzyme complement each 

other like a key and lock. In the case of competitive inhibition, inhibitor binds to the active site 

in such a way that the substrate cannot bind to the active site. In the case of non-competitive 

inhibition, inhibitor binds the allosteric site of the protein. This changes the geometry of active 

site in such a way that the substrate cannot bind. Lock-and-key principle is thus unable to explain 

“non-competitive inhibition” mechanism [28]. In order to explain this better, the theory of 

“induced fit” is proposed by Daniel E. Koshland in 1958 [29]. There are a huge number of 
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protein structures available in the Protein Databank (RCSB PDB) and these X-ray structures 

enable this theory to be valid today [6]. 

1.3.1 Binding Free Affinity 

Binding free energy (called also binding affinity) of Protein – Ligand (P-L) complex can be 

defined as the equilibrium between bound P-L complex and “free unbound ligand and protein 

as demonstrated in Figure 5. 

The relation between free energy difference and the equilibrium constant K can be given as, 

 

 

∆𝐺 =  −𝑅𝑇 ln K (1) 

where R is the gas constant (8.315 J/K/mol) and T is the absolute temperature. 

 

A higher affinity is the result of the equilibrium being pushed to the bound complex on the right 

side in Figure 5. Thus, K value becomes more positive and ΔG more negative. In medicinal 

chemistry the affinity is mostly given either by inhibition constant (Ki) or the half maximal 

inhibitory concentration (IC50). Since K = 1/Ki the equation 1 can be written as 

 ∆G =  𝑅𝑇 ln Ki (2) 

   

Figure 5 Binding Free Energy Equilibrium. Adapted from Textbook of Drug Design and Discovery 

(p.17), by K. Stromgaard, P. Krogsgaard-Larsen, and U. Madsen, Eds. CRC Press, 2016. 
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The ΔG can be also defined using the enthalpic (ΔH) and entropic (ΔS) components as 

 

 ∆G =  ΔH − TΔS (3) 

 

In some cases, IC50 can be used instead of Ki values, in which case the IC50 values is converted 

to an inhibition constant Ki by the Cheng-Prusoff equation[30]:  

 
Ki =

IC50

(1 +
[L]
KD

)
 

(4) 

where [L] is the concentration of the radioligand used in the assay, KD is the affinity of the 

radioligand for the receptor. 

It should be noted that IC50 value is related to activity and Ki is related to binding. In addition, 

IC50 values are concentration dependent, while Ki is independent of radioligand and its 

concentration. Radioligand is a radiolabelled biochemical substance that can be used for 

diagnosis or research orientated studies.  Thus, Ki values can be compared across the assays [6]. 

1.4 The role of quantum mechanics in structure-based drug design 

Using quantum mechanics (QM) in all phases of in silico drug design represents the next step 

in this field. However, the application of quantum mechanics to large systems is limited [5]. 

Development of advanced computational facilities and computers in the recent times, made the 

application of quantum mechanics possible in many fields [31], [32]. Molecular dynamic (MD) 

simulation, Molecular Mechanics (MM), QM, DFT, and semi-empirical QM calculations can 

be used as a key tool in the area. MM can be used for very large systems whereas the semi-

empirical quantum mechanics methods or DFT methods can be applied for smaller systems [33]. 

MM fails many times, especially in difficult systems such as metalloproteins, halogenated 

ligands and inorganic ligands etc. [34]. QM/MM hybrid algorithms have been applied in our 

laboratory successfully for many systems [35]–[44]. The use of QM in In Silico drug design can 

be divided into two main categories: Structure-based drug design (SBDD) and ligand-based drug 

design (LBDD). SBDD requires the knowledge of x-ray or nuclear magnetic resonance (NMR) 

structures of the complex while LBDD rely on the knowledge of ligand structures [5]. Molecular 

docking is one of the most important tools and is widely used in structure-based drug design 
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(SBDD) and structure-based virtual screening (SBVS) [45]–[48]. Molecular docking can predict 

the native binding poses (sampling power), rank the binding affinities (scoring power) and 

discriminate active compounds from inactives (screening power) [49]. Semi-empirical QM-

based scoring function (SQM) developed in our laboratory. P-L complexes exist in a solvent 

environment so the conductor-like screening implicit solvent model (COSMO) has been used 

[50]. SQM/COSMO SF was successfully used in cases where the standard scoring functions of 

the docking programs have failed. Moreover it has achieved far more sampling power 

performance against the widely used classical SFs for four and seventeen difficult P-L systems 

[39], [44], [51]. Another difficult task represents correlation between calculated score and 

binding affinities. Ranking power (scoring power) simply describes the ability of SF to rank 

different ligands in the same target. For this purpose, we applied SQM/COSMO SF to ten known 

carbonic anhydrase II – ligand complexes. We achieved much better results than ten different 

classical SFs used [41]. The last step is the virtual screening performance (screening power) of 

the SF. In case of screening power the success of SQM/COSMO SF is impressive compared to 

other SFs [52].  
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2. STRUCTURE-BASED DRUG DESIGN (SBDD) 

The SBDD relies on the knowledge of the three-dimensional (3D) structure of the biomolecular 

target. 3D structure may be obtained by x-ray crystallography, NMR spectroscopy [13], [53] or 

neutron scattering spectroscopy [54]. The large increase in the number of 3-D protein identified 

in Protein Databank since 1980s (cf Figure 2) as well as  the progress in genomic and proteomic 

studies [55], [56] led to the discovery of a large number of candidate drug targets. The resolution 

of the crystal structure to be used in the SBDD is very important, and should preferably be under 

2.5Å. [57], [58]. 

In drug design, computational methods such as virtual screening (VS) allow rapid screening for 

hit identification and enable the analysis of large libraries to find potential candidates [59]. VS 

is more direct, cheaper and more effective compared to traditional experimental high-throughput 

screening (HTS) [60]–[62]. Molecular Docking aims to predict P-L complex structures by 

investigating conformational changes of the ligand within the binding site of the protein. A 

scoring function is applied to evaluate binding free energy between the protein and ligand in 

each docking pose [54]. 

2.1 Target Preparation 

As mentioned in the previous section, the target structure is determined experimentally by X-

ray crystallography or NMR techniques. Structures are deposited in the PDB and this is the ideal 

starting point for molecular docking [13]. Some virtual screening approaches have been reported 

such as comparative modelling which can be used in the absence of an experimentally 

determined structures [63]–[65]. Comparative modelling is also known as Homology 

Modelling. Comparative modelling involves five main steps [13]: 

1. Identification of related structures 

2. Sequence alignment 

3. Copying coordinates for confidently aligned regions 

4. Model generation and loop modeling 

5. Model assessment and evaluation 

In PDB structure file, the structure has generally no information on topologies, formal atomic 

charges and bond orders. To tackle structural issues such as terminal amide groups, asparagine 
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residues, ionization and tautomeric states or steric clashes, protein preparation should be applied 

[54], [66]–[68]. Some popular free software are available which determine the protonation state 

of the amino acids in the protein, such as PROPKA [69], H++ [70], SPORES [71]. Other 

important steps are hydrogen assignment, partial charge assignment, capping of residues, 

treating metals, filling in missing loops and minimization the protein structure [54]. Protein 

Preparation Wizard might be used for these tasks [67], [72]. In the projects we have carried out 

in this thesis, all proteins are generally prepared using Maestro [73].  

2.2 Molecular Docking  

Molecular docking is the most popular method in SBDD [74]. Fundamentally, the main purpose 

of molecular docking is to determine the P-L structures using computational methods. A large 

number of docking software have been developed [75] such as AutoDock [76], Glide [77], 

FlexX [78], Surflex [79], GOLD [80], AutoDock Vina [81], SMINA [82], MOE-Dock etc. [83]. 

Two interrelated steps provide docking results: the first step is the sampling of ligand 

conformations in the active site of the protein; the other is the scoring of the individual 

conformations. Experimental binding modes should be reproduced by sampling algorithms and 

generated conformations should be ranked by scoring function [59]. In another word docking 

predicts the binding modes of P-L complexes and ranks in terms of their score values in SBVS 

[54]. For successful modelling the system must contain protein, ligand and solvent molecules. 

The number of degrees of freedom subsumed in the conformational space is the main part for 

the searching efficiency [84]. In the biological systems the P-L complexes are surrounded by 

solvent molecules. Solvent molecules are associated with the large number of rotational, 

translational and dihedral(torsional) degrees of freedom. For that reason solvent molecules 

either can be excluded or modelled implicitly [85]. Docking can be performed in three different 

ways: a) rigid docking, where the target and ligand are rigid; b) flexible ligand docking, where 

the ligand is flexible and the target is rigid; c) flexible docking, such as induced fit docking 

where both ligand and target are flexible [48]. Docking programs use many different search 

methods/algorithms to explore the ligand conformational space. These search methods can be 

examined in three sub-categories: i) Systematic methods; ii) Random and Stochastic methods; 

iii) Simulation methods [86].  
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2.2.1 Systematic methods 

P-L complexes have huge number of possible binding modes due to translational, rotational as 

well as conformational degrees of freedom for ligand and protein. To generate all of them 

computationally would be so expensive [59]. Systematic algorithms try to explore all the degrees 

of freedom in a molecule [85] where the current state determines the next state during the search 

[13]. Systematic methods can be categorized into (1) exhaustive search algorithms (2) 

fragmentation algorithms and (3) database methods [13], [59], [85].  

In the exhaustive search ligand conformations can be obtained by systematically rotating all 

possible rotatable bonds at a given interval. Even though many docking programs provide 

systematic methods, many of them are not able to provide exhaustive search of the 

conformational space [87]. Programs such as Glide [77] and eHiTS [87] offer exhaustive search 

algorithms and contain good scoring for ligand poses. 

Matching algorithms (MA) [88]–[90] available in DOCK [91] and FLOG [92] programs might 

be used for the large libraries due to the speed [59]. In the incremental construction (IC) a ligand 

is divided into several fragments by breaking the rotatable bonds and one of these fragments is 

docked into the active site first and the remaining fragments can be added incrementally [59], 

[85]. The IC method is available in DOCK 4.0 [93], FlexX [78] and Hammerhead [94]. Multiple 

copy simultaneous search (MCSS) [95], [96] and LUDI [97] belongs also among fragment based 

methods. MCSS makes 1,000 to 5,000 copies of functional group placed in the binding site 

randomly while LUDI focuses on the hydrogen bond and hydrophobic contacts [59]. 
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2.2.2 Random and Stochastic methods 

The stochastic method strategy increases the probability of finding the global minimum while 

avoids final local energy minimum [98]. In this method all degrees of freedom of ligand is 

changing randomly at each state while sampling the conformational space [85]. Monte Carlo 

(MC) [99], [100], genetic algorithm (GA) [80], [101], [102] and tabu search methods [103]–

[105] represents typical algorithms for random and stochastic methods [59], [85].  

2.2.3 Simulation methods 

Simulation methods are based on the solution of Newton’s equations of motion [85]. Molecular 

dynamics (MD) [106]–[108] is a simulation method most preferred in molecular modelling in 

many fields. MD treats both protein and ligand as flexible. MD generally proceeds in small 

steps, which can be considered as a disadvantage. Consequently it might be difficult to overcome 

high energy conformational barriers resulting in inadequate sampling [59]. 

 

Table 1 List of some docking software 

Method Feature Licence 

Glide Exhaustive search-based docking program Commercial 

Gold  Genetic algorithm-based docking program Commercial 

AutoDock Genetic Algorithm and Empirical Scoring Function Open Source 

AutoDock Vina New generation of AutoDock Open Source 

DOCK Based on Geometric Matching Algorithm Freeware  

SMINA A customized fork of AutoDock Vina Open Source 
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2.3 Scoring Functions  

Correct prediction of P-L conformations using sampling algorithms is essential and important, 

but equally important is to rank these structures by scoring them. The ideal scoring function 

should be able to distinguish correct binding mode from other alternative modes. In other words, 

the scoring function should be able to distinguish the correct binding pose from the incorrect 

ones or binder from nonbinders in an affordable computational time. Scoring functions that give 

accurate results can be computationally very expensive and time consuming. Various 

approaches have been used to solve or reduce these complexities. Scoring functions can be 

considered as force-field based, empirical, knowledge-based and physic-based scoring functions 

[59], [85].  

Force-field-based scoring functions [109]–[111] determine the binding free energy by 

calculating the sum of electrostatic and van der Waals interactions. It is generally calculated as 

the sum of the interaction energy and the internal energy of ligand. Coulombic law is used to 

calculate the electrostatic terms and distance-dependent dielectric function modulates the 

charge-charge interactions in the solvent. The van der Waals term is defined by Lennard-Jones 

potential function. Computational efficiency is one of the main problem of force-field-based 

scoring functions [47], [59], [85], [112], [113].  Docking software programs such as DOCK 

[91], [93], GOLD [114] and AutoDock [101] have some differences in the treatment of hydrogen 

bonds. In addition to this, free-energy perturbation methods (FEP) predict the binding energies 

accurately, however can only be used for similar ligands [109], [115]. Complete molecular 

mechanical force-fields programs such as AMBER (Assisted Model Building and Energy 

Refinement) [106], [116], [117], CHARMM (Chemistry at HARvard Macromolecular 

Mechanics) [108], GROMOS (Groningen Molecular Simulation System) [118] and OPLS 

(Optimized Potentials for Liquid Simulations) can also be considered [119]. 

Empirical scoring functions approximate binding free energy [120]–[124] by a sum of hydrogen 

bond, ionic interaction, hydrophobic effect and binding entropy. For the final score each 

component is multiplied by a coefficient and then summed up to give a final score. The main 

advantage of empirical scoring functions is their computer efficiency. On the other hand, their 

disadvantage is dependence of the experimental data. LUDI [97] , PLP [121], [122], [125] and 

ChemScore [126] codes involve empirical scoring functions. 
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Knowledge-based scoring functions [127]–[132] use available data of ligand-protein crystal 

structures. PMF [127], DrugScore [133] and Bleep [128] are well known examples of 

knowledge-based scoring functions. 

Consensus Scoring [134], [135] is a recently used strategy to assess the docking conformation 

by combination of different scoring functions to improve the ability of finding the correct 

solution. Although the prediction of binding energies might be inaccurate, this scoring function 

substantially improves the enrichment in virtual screening [136]. 

Regarding the Physic-based scoring functions, molecular mechanic methods combined with 

solvation free energy term can be used to estimate the binding affinities [137]. Quantum 

mechanical effects in P-L interactions such as charge transfer, polarization, σ-hole are crucial 

for computer-based drug design. Although QM calculations are demanding they provide 

accurate description of these effects [138], [139]. SQM-based scoring functions were introduced 

by Kenneth Merz group [140]. SQM-based scoring function showed superior performance in 

the case of metalloprotein [140], [141] but further corrections describing hydrogen bonding and 

dispersion were necessary [142], [143]. This SF provides fast, reliable and the accurate 

description of non-covalent interactions such as hydrogen bond, halogen bond and dispersion 

[144]–[146]. In our laboratory we have developed PM6-D3H4X method, which does not need 

any specific parametrization. It was successfully used for various P-L complexes [37], [39], 

[41], [44], [51], [52], [147]–[149]. One of the most important components of docking represents 

scoring function. Most docking programs predicts known P-L structures with the success rate in 

the range of 70 – 80% [150]–[152].  
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2.4 Non-Covalent Interactions and ΔG in molecular recognition 

The first step in drug action represents molecular recognition. To understand its medicinal 

chemistry, the physicochemistry should be examined in detail. ΔG express the free energy 

difference and it is the sum of three main components.  

▪ Electrostatic interactions (ion-ion, ion-dipole, and dipole-dipole interactions) 

▪ Lipophilicity/hydrophobicity 

▪ Shape complementarity 

In addition, entropy and conformational changes affect molecular recognition as well. Several 

partitioning have been suggested in the literature but the eqution 5 proposed by Williams et al. 

[153] will be used. 

 ∆G =  ∆Gtransl+rot + ∆Gconf +  ∆Gpolar +  ∆Ghydrophob +  ∆GvdW (5) 

   

2.4.1 Overall molecular motion 

Both protein and ligand in the unbound state rotate and translate. When they create a complex, 

ligand loses its ability to move freely and this loss of freedom is thermodynamically 

unfavourable. This restriction of motion causes a decrease in entropy, which makes ΔS more 

negative. According to the equation 3, more negative ΔS makes more positive ΔG. The 

calculations show that ΔGtransl+rot mainly depends on the “tightness” of P-L complex [6]. 

2.4.2 Conformational Changes 

The ΔGtransl+rot that we mentioned in the previous section represents the relative “overall” motion 

of the molecule and its surroundings. The ligand conformation in the solvent is different from 

the ligand conformation when it is complexed with the protein. The structures obtained from 

Xray, shows that the ligand does not preserve the most stable conformation determined by state-

of-the-art computational methods. In general, rigid molecules are more advantageous in terms 

of ΔGconf than flexible molecules. The loss of conformational entropy for the rigid molecules is 

low. Conformational changes of the protein are as important as the ligand conformational 

changes according to the binding of the different ligands. Structurally diverse ligands may 
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change not only the side chain conformations but also backbone conformation. Thus, protein 

flexibility is one of the major challenges in SBDD. 

2.4.3 Electrostatic interactions and hydrogen bonding 

Changes in ΔGpolar are generally caused by interactions of amino acids containing polar 

functional groups with polar groups of ligands. C=O and NH backbone groups in the active site 

of the protein are also responsible for these changes. In many cases bridging water molecules in 

the binding cavity mediates indirect protein-ligand interactions. Electrostatic interactions occur 

between positively and negatively charged molecules. This interaction is attractive when it is 

caused by opposite charges, and repulsive when the same charges are considered. The strength 

of electrostatic interactions is indicated by the following formulation: 

 Epolar =
qiqj

εrij
 

(6) 

where qi and qj partial atomic charges, ε is the dielectric constant, rij is the distance between the 

charges 

While the dielectric constant equals to 1 (no shielding) in vacuum, it is 78.4 (25 ℃) in water. 

However, quantifying the Epolar value for protein is a difficult task and depends on the 

microenvironment of the protein. Ion-ion interactions are independent of relative orientation, 

while ion-dipole and dipole-dipole strongly dependent on geometry. 
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2.4.3.1 Hydrogen Bonds 

X-H…Y hydrogen bond is defined as an attractive interaction between a hydrogen bound to an 

electronegative atom X (such as nitrogen or oxygen) and an electronegative hydrogen bond 

acceptor where electrostatic energy plays a dominant role. The distance between the heavy 

atoms X and Y, is between 2.5 and 3.0 Å. The hydrogen bond is strongly orientation dependent 

and the X-H-Y angle is 180o in the optimal conditions. Three types of hydrogen bonds are shown 

in Figure 6. 

 

Figure 6 Examples of hydrogen bonds observed in P-L complexes. Reprinted from Textbook of 

Drug Design and Discovery (p.22), by K. Stromgaard, P. Krogsgaard-Larsen, and U. Madsen, 

Eds. CRC Press, 2016. 

In order to understand the contribution of the hydrogen bond to the system, the equilibrium 

process shown in Figure 5 should be analysed. Before forming the complex polar groups of 

ligand and protein were surrounded by water molecules. After forming complex solvent 

molecules are replaced by hydrogen bonds between protein and ligand molecules. As a result, 

this exchange process determines the hydrogen bond contribution to the system. 

2.4.3.2 Polar interactions in the Aromatic ring systems 

Other polar interactions such as π-π and cation-π can be observed in the P-L complexes. Two 

benzene rings can be considered as example of π-π interactions. Other aromatic rings such as 

phenol and indole have similar electrostatic potentials. Thus, the aromatic rings of protein such 

as tyrosine, tryptophan and phenylalanine interact with the positively charged functional groups 

of ligands.  
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2.4.4 The hydrophobic effect 

The hydrophobic effect is generally the change of the hydrogen bond dynamic network in the 

liquid after the interaction of a lipophilic compound with water. Water molecules are more 

ordered around the lipophilic compound than water molecules in a bulk water, and this change 

leads to an increase in entropy, resulting in more negative ΔG. The first thing to focus on when 

designing ligands is hydrogen bonds and electrostatic interactions. However, in many cases 

hydrophobic interactions may be more favourable than strong hydrogen bond interactions (cf 

Figure 7). 

 

Figure 7 Influenza neuraminidase inhibitors. Reprinted from Textbook of Drug Design and 

Discovery (p.25), by K. Stromgaard, P. Krogsgaard-Larsen, and U. Madsen, Eds. CRC Press, 

2016. 

 

2.4.5 van der Waals interactions 

Nonpolar interactions are also called van der Waals interactions and might be attractive or 

repulsive. They entirely depend on the distance of the interacting groups (in Equation 7) 

 
EvdW =

A

r12
−

B

r6
 

(7) 

   

Although atom-atom interaction is weak, they play an important role in P-L interactions when 

considered collectively. Correct and proper identification of dispersive interactions is crucial for 

success in drug design [6]. 
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3. PROJECTS 

In this thesis, projects are organized as follows: First, we discuss native ligand binding pose 

prediction (sampling power) using SQM-based SF and inhibitor design of Kinase target (see 

attachment A, E). Next, binding affinity estimated by SQM-based SF (scoring power) will be 

discussed and the importance of water upon binding will be described. (Attachment B, C and 

E). Finally, we describe the impressive virtual screening performance (screening power) of 

SQM-based scoring function on the HSP90 protein (Attachment D and E). 

3.1 Sampling Power and Native Binding Mode Analysis 

Molecular Docking represents an important step in the structure-based drug design and 

structure-based virtual screening. Docking predicts the binding poses (sampling power) and rank 

the binding affinities (scoring power) of a ligand within the binding side of the specific target 

[34], [154]–[159]. The main task is thus prediction of native ligand pose in the protein-ligand 

(P-L) complexes [51]. The success of classic SFs has been reported in many studies so far [34], 

[133], [160], [161]. However, classical SFs have some problems to find the native ligand pose 

in the challenging P-L complexes (such as metalloproteins, halogenated ligands, inorganic 

ligands etc.) [34]. Identifying native pose is still challenging for a single SF [34], [162], [163]. 

Each SF has a different approach and faces different problems [164]. To find native pose 

correctly, quantum mechanics QM-based approaches can be used [165]. QM approaches were 

pioneered first by Merz et al. [140]. The main advantage of QM methods represents the fact that 

they cover quantum effects (e.g. charge transfer and σ-hole binding) which play an important 

role in P-L interactions. Due to the size of P-L complexes, mostly semi-empirical (SQM) 

methods were applied (such as AM1[166], PM3[167], PM6[168], PM7[169] and DFTB3[170]). 

None of these methods are directly suitable for the investigation of noncovalent 

complexes[165]. Therefore, dispersions, electrostatic and σ-hole corrections must be included. 

The advanced D3H4X [171] correction terms have been used in combination with the PM6 

method (PM6-D3H4X). PM6 method can be combined with the MOZYME linear scaling 

algorithm implemented in MOPAC [172] and possible to be apply to extended P-L complexes 

up to several thousand atoms. P-L complexes exist in a solvent under the physiologic conditions, 

which affects their structure and properties. Therefore, we used the conductor-like screening 

implicit solvent model (COSMO) [50]. The application of SQM/COSMO SF for a native pose 
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identification on datasets containing diverse classes of P-L complexes was validated. 

SQM/COSMO SF was applied to four difficult systems [51] and 17 pharmaceutically relevant 

diverse complexes [44] which outperformed all classical SFs.  

In this project the binding mode of the novel Imidazo[1,2-c]pyrimidin-5(6H)-one inhibitors for 

cyclin-dependent kinase 2 (CDK2) target have been studied. The synthesis of novel 

imidazo[1,2-c]pyrimidin-5(6H)-one scaffolds for CDK2 inhibition combined with docking, 

scoring and activity testing was studied. 26 substituents with aromatic moieties in position 8 (cf 

Figure 8) has been tested in vitro and they show inhibitions in CDK2. 2D structure-activity 

relationships (SAR) have confirmed that small substituents generally lead to single-digit 

micromolar IC50 values while showing decreased activities for bigger substituents. For the 

binding modes of the compounds Glide docking has been used. SQM/COSMO SF identified the 

favourable binding modes (See the details in the Publication A). 
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Figure 8 Synthesis of imidazo[1,2-c]pyrimidin-5(6H)-one core. Reprinted from Publication A. 

Figure 9 demonstrates the binding modes of the novel Imidazo[1,2-c]pyrimidin-5(6H)-one 

inhibitors for CDK2/Cyclin E. Structure-activity relationships were rationalized using structure-

based drug design approach. Glide SP method of Schrödinger [77] was used for docking the 

active CDK2 structure for (PDB code:3DDQ) [173]. Structures were rescored by SQM/COSMO 

setup (see methods in Publication A). Several binding modes (bm1-bm3) were detected. 20 

docking poses for each compound was re-scored by SQM/COSMO SF. The SQM/COSMO 

results identified the preferred binding mode for further analysis. It is important to mention that 

docking followed by SQM/COSMO rescoring provide some insights into binding modes. The 

most active compounds had the Type I inhibitor binding mode (bm1a and bm1b). Standard 

(bm1) Type I binding mode involves 2 hinge region hydrogen bonds (E81:O…3:N(6)H and 

L83:NH…3:O(5)) (Figure 3.2A). Two sub-variants occurred: (1) bm1a, 8-aryl substituent is 
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oriented towards the Lys33…Glu51 salt bridge (Figure 9A), and (2) bm1b, the 8-substituent is 

oriented towards the side chain of Lys33 and Asp145 (Figure 9B). In contrast, bm2 has reverse 

binding mode that keeps only one hinge-region hydrogen bonds being formed with Leu83 

(L83:NH…3:O5 and L83:O…N(6)H) (Figure 9C). The last binding mode (bm3) keeps only one 

hinge-region hydrogen bond (Figure 9D). As a conclusion, the smaller substituents at position 

8 (Figure 8) have micromolar potency. Docking results provided several binding modes and 

semi-empirical quantum mechanical rescoring identified the favourable binding modes. These 

results will be useful for further structure-based drug design and ligand optimization for the 

future. 

 

Figure 9 The binding mode of the imidazo[1,2-c]pyrimidin-5(6H)-one compounds in active 

CDK2/Cyclin E conformation. (A) The active compound 3j (green, bm1a) compared with the 

crystal structure of roscovitine (PDB code:3DDQ). (B) The active compound 3m (bm1b). (C) 

The least active compound 3n (bm2). (D) The inactive compound 3s (bm3). The ligands are 

shown in sticks, CDK2 as surface and important amino acid residues are shown in ball and 

sticks. Colouring (C:green-ligand/grey-CDK2, N: blue, O:red, F: cyan, H: white). The figure 

was prepared by Maestro (Schrodinger). Reprinted from Publication A. 
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3.2 Scoring (Ranking) Power and the Role of Explicit Water 

In the previous part we demonstrated the ability of SQM/COSMO SF to predict native binding 

pose successfully. In this section, ranking power (scoring power) of SQM/COSMO will be 

examined. Accurate estimation of binding affinity is the most important step for virtual 

screening and hit-to-lead optimization. As mentioned before, proper description of noncovalent 

interactions represents the crucial part of the step. The ranking power (scoring power) of 

SQM/COSMO was investigated for a set of 10 inhibitors to carbonic anhydrase II. Comparing 

results that obtained with other standard scoring functions, SQM/COSMO showed better 

correlation. It should be noted that several standard SFs did not show any correlation [41]. 

Finally, two projects related to the ranking power of SQM/COSMO scoring function will be 

presented. The first one concerns the optimization of norbornyl-based carbocyclic nucleoside 

analogues for CDK2 and the second one describes the importance of explicit water in the active 

site and inhibition of CDK2 by new pyrazolo[1,5-α]pyrimidines.  

In the first project the discovery of norbornyl moiety as a novel structural motif for CDK2 

inhibitors has been reported. The unique collection of compounds in the Institute of Organic 

Chemistry and Biochemistry (IOCB) proprietary library enabled us to explore new novel 

inhibitors. Over 1,000 compounds from IOCB database have been used for further analysis of 

virtual screening against CDK2. Three norbornane based compounds have been identified as 

hits for CDK2 inhibition (cf Figure 10). These compounds occupy ATP binding site of CDK2 

as type I inhibitors.  
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Figure 10 Three hits for CDK2 inhibition from the IOCB proprietary database. Reprinted from 

Publication B. 

For further treatment we have added 36 substituents in position 2 and 37 substituents in position 

6 combined them with the hydroxynorbornyl moiety in position 9 on a purine scaffold. We built 

the modifications on the purine core in the CDK2 active site and scored using SQM/COSMO 

approach. Finally, eight compounds with high scores were selected for synthesis. Furthermore, 

another eight compounds with the cyclohexyl substituent in position 9 were suggested to explore 

the importance of the hydroxynorbornyl moiety. The aim was not only to discover a novel 

structural motif but also to understand the importance of the hydroxynorbornyl moiety (see the 

details in the Publication B) 

The ligands with the norbornyl substituents in position 9 had micro-sub micromolar activities. 

The ligands with the cyclohexyl substituents in position 9 were active only in case of trans-1,4-

cyclohexanediamine in position 2. The strongest affinity of 0.19 µM was observed for the 

compound 18a (cf. Figure 11a) having trans-1,4-cyclohexanediamine at position 2, 

phenylsulfonamidepyrrolidin at position 6 and norbornyl at position 9. For all the compounds 

the standard binding mode was identified in the purine core with 2 hinge-region hydrogen bonds 

(L83: NH…N(7) and L83:O…N(6)H) similar to roscovitine. The docking results suggested four 

types of orientations of the phenylsulfonamidepyrrolidine substituent in position 6 across the 

compound series. We built all the possibilities into the strongest active compound 18a to yield 

quantitative agreement with the activity of the compounds using SQM/COSMO SF. The 
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interactions can be seen in Figure 11a with Lys89 i) via sulphonamide oxygen (Figure 11b) ii) 

via pyrrolidine nitrogen and Lys89 (Figure 11c), iii) shifted without interaction (Figure 11d) and 

iv) without interaction with 5-member ring slightly rotated (Figure 11e). (See the details in the 

Publication B). 

 

Figure 11 a) The binding mode of 18a (green sticks of carbon atoms) in CDK2 compared with 

the crystal structure of roscovitine with hydrogens added (orange sticks for carbon atoms; PDB 

code: 3DDQ). Important CDK2 residues are presented as ball and sticks. Colours of atoms 

(C:green/orange for the ligand and grey for CDK2 residues, N:blue, O:red, S:yellow, and 

H:white). Zoom into position 6 for 18a with different orientations (see text above): b) i), c) ii), 

d) iii), e) iv), f) Zoom into position 2 for 27a, g) Zoom into position 2 for 18a, h) Zoom into 

position of 9 for 18a. The figure was prepared with Maestro (Schrodinger). Reprinted from 

Publication B. 
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As a result, all compounds having hydroxymethylnorbornyl substituent in position 9 had sub-

micromolar potencies. The compounds with the cyclohexyl in position 9 were active in case of 

trans-1,4-cyclohexanediamine in position 2 while other substituents in position 2 were inactive. 

Using docking and SQM/COSMO SF, we can separate the actives from the inactives (cf. Figure 

12). Overall, the hydroxymethyl norbornyl substituent opens a new perspective for the future 

structure-based drug design progress. 

 

Figure 12 PM6-D3H4X/COSMO score plotted against experimental binding free energies 

expressed as RT*ln(IC50/2), all in kcal/mol. Triangles are active compounds while circles are 

inactives. Reprinted from Publication B. 

 

In the second project we present an explicit treatment of active site water and inhibition of CDK2 

by new pyrazolo[1,5-α]pyrimidines. 21 new inhibitors of CDK2 with the pyrazolo[1,5-

α]pyrimidine cores have been prepared. All inhibitors were scored by SQM/COSMO SF. 

COSMO implicit solvent model failed here to produce a correlation with the experimental 

binding affinities (R2 = 0.49). After considering the explicit active-site waters in conjunction 

with SQM/COSMO significant improvement was observed (R2 = 0.68). These results show that 

thermodynamic properties and solvation patterns around the ligands play an important role in 
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drug design. Three types of calculations, i.e. molecular dynamics (MD), WaterMap [174] and 

SQM/COSMO scoring has been carried out. 

The crystal structure of CDK2/1l was investigated by the WaterMap program to assess the 

dynamics and thermodynamics of water molecules. Six active-site waters (W77, W206, W194, 

W147, W224 and W130) were confirmed. Location of six water molecules in CDK2 active site 

is shown in Figure 13. The binding free energies of all six water molecules are 

thermodynamically unfavorable with respect to their ΔG in the bulk solution (Table 2). This is 

mainly due to the entropic cost of trapping them in the protein (see details in the Publication 

C).  

Table 2 Thermodynamic characteristics of water molecules in CDK2/1l (ΔG: free energy, ΔH: 

enthalpy, -TΔS: entropy; all in kcal/mol) calculated by WaterMap. Adapted from Publication C. 

Water ΔG ΔH -TΔS 

W77 1.2 -3.2 4.4 

W206 4.4 0.5 3.9 

W194 2.4 -1.6 4.0 

W147 2.4 -2.0 4.5 

W224 0.8 -4.4 5.1 

W130 6.2 2.1 4.1 

 

 

Figure 13 Structural water molecules in the crystallographic complex of CDK2/1l. Reprinted 

from Publication C. 
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3.3 Screening Power and the Virtual Screening Performance 

Structure-based virtual screening can be considered successful if the scoring function yields 

reliable P-L complex geometry and determines reliable affinity. All these requirements are 

difficult to meet with a single SF. The SQM/COSMO SF was, however successful in both 

scenarios (see below) [52]. For this purpose, HSP90 protein and around 5000 ligands and decoys 

obtained from DUD-E [175] database were considered. The HSP90 (heat shock protein 90) is a 

protein that stabilizes various growth receptors[176] and some signalling molecules[177] 

required for the survival of cancer cells. Since the experimental structure data was not available, 

a different approach was selected for generating binding poses. There is a high number of the 

local minimum for P-L complexes and it would be impractical to search the whole landscape at 

the SQM level. DFs were used to generate a large number of poses to increase the possibility of 

finding the native binding pose. To obtain reliable native pose with a single DF is impractical 

in many cases. For this reason we have used nine different docking functions : Glide(SP,XP) 

[77],  AutoDock4 [76], AutoDock Vina [81], Smina[82], and GOLD software[80], [178], [179] 

using ASP[180], GoldScore[178][80], ChemPLP[181] and ChemScore[180]. As mentioned 

earlier, our priority is to find the native binding poses. The generated poses were re-scored in 

the next step by means of SQM/COSMO SF. However, it is impractical to apply SQM/COSMO 

calculations for hundreds of thousands of structures. SQM SF can be applied up to a thousand 

P-L complexes and therefore we should use the method effectively. To be effective we have 

introduced SQM-based virtual screening frame. In this frame the complexes obtained by DFs 

were optimized at the molecular mechanics level. This optimization eliminated redundant poses 

and produced high-quality structures for further SQM/COSMO calculations. Two different 

AMBER optimizations were performed. The first one is the classical AMBER geometry 

optimization using the AMBER biomolecular simulation package (MMN) and the other is the 

advanced AMBER optimization where bond lengths and bond angles are taken from the PM6 

optimization calculations (MMA) (see details in Publication D and E). 

In order to understand the success of the method used, the capacity to distinguish the actives 

from the inactives was examined. Enrichment Factor, pROC and ROC AUC values have been 

used to determine the power of each SF. The performance of nine standardly used SFs, AMBER 

SF and SQM SFs were compared [52].  
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Docking results are visualised using a novel Post Dock tool[182] implemented in MOE [183] 

software in the Figure 16. For these results of 1UYF[184] crystal ligand have been used for the 

comparison. The reference ligand localization in the binding site is shown in green with a stick 

model. The poses from the DFs are shown in the surface model. Docking energies were 

represented by a transparency scale. When the transparency increases the score gets worse. The 

colours from the tinted yellow to the faint blue represent the RMSD values. As the colour goes 

blue, the RMSD gets worse. According to the results, some DFs couldn’t find any native binding 

pose (such as B, H and I) whereas, some find native poses but couldn’t score them correctly. It 

can be clearly seen that Glide SP provided binding modes very close to the crystal pose (i.e. 

Figure 16 E), however, provided the correct pose with worse score due to the transparency. In 

addition to all these, SQM SF provided less transparent colour which means the binding mode 

totally matches with the crystal pose with better score. All these results show that the SQM SF 

provides better and more reliable results than the other standard SFs. 

Table 3 clearly shows that standardly used SFs have a poor performance. Consider that random 

value is 50, many SFs perform worse than random AUC ROC (%). However, when the SQM2 

SF was applied, the performance increases tremendously. Six out of nine SFs reach 90 AUC 

ROC (%) values and above. Considering the huge leap between the single SFs and SQM, 

standard SFs provide native poses but score poorly. SQM includes the quantum effects and score 

with a high performance. The most important thing to remember here, using the PM6 parameters 

in the MMA treatment improves the geometry of the ligand, which leads to better geometries of 

the P-L complex and, consequently, to higher enrichment. The consideration of all poses 

provided impressive enrichment and AUC performance. In other words, SQM2 SF shows three 

times better pROC performance and inserts 7 times more actives into selected dataset than the 

standard SF (i.e. Glide SP). 
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Table 3 The ROC Enrichment Factors EF, AUC and pROC AUC obtained for single-docking-

function (DF) and SQM2//DF (combination of scoring and docking; the P-L structures were 

optimized with the MMA method) and SQM2//ALL (P-L geometries from all SFs were 

optimized with MMA method) docking functions. Adapted from Publication D, E. 

 

DF EF1 AUC ROC 

(%) 

AUC pROC 

AD4 1 49 0.383 

SQM2//AD4 40 91 2.104 

VINA 0 30 0.192 

SQM2//VINA 42 93 2.052 

SMINA 0 34 0.224 

SQM2//SMINA 37 93 1.997 

GlideSP 7 75 0.880 

SQM2//SP 34 81 1.670 

GlideXP 4 71 0.730 

SQM2//XP 32 85 1.710 

ASP 3 76 0.787 

SQM2//ASP 31 93 1.877 

Gscr 0 60 0.488 

SQM2//Gscr 44 97 2.329 

Cscr 0 34 0.270 

SQM2//Cscr 29 89 1.757 

PLP 1 51 0.383 

SQM2//PLP 31 95 2.096 

SQM2//ALL 47 98 2.477 
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Figure 14 ROC curve for the comparison of the overall performance of the best standard SF 

(Glide SP) in light blue, SQM SF (P-L complexes from MMA) in red and random value in dark 

blue. Reprinted from Publication E. 

Figure 14 represents the ROC (receiver operator characteristics) curve of the results. In the 

virtual screening mainly, a huge number of compounds need to be considered. The screening 

performance of SFs may be defined as distinguish known actives from inactives (decoys). 

Enrichment Factor and receiver operator characteristic (ROC) plots [185] was used for the 

evaluation. In another word, ROC tells us how good our model is to distinguish between active 

and inactive. The score of all ligand poses binding to the respective target protein was calculated, 

ranked and plotted. EF defined as  

EFsubset = (ligandselected/Nsubset)/(ligandtotal/Ntotal)        (8) 
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EFsubset provides information about the number of the actives among the inactives in the given 

subset in comparison with a random selection [186]. The ROC curves were plotted as (100% − 

Sp%) (i.e. % of selected decoys) versus Se% (i.e. % of selected active compounds) [187]. The 

AUC is the area under the ROC curve. This result gives us an idea of how well the model 

performs. The AUC (%) value is high when the SF performs sufficiently. 

 The results were also supported by the AUC pROC (cf table 3) values, which focus on early 

enrichment [188], [189]. AUC pROC values for random enrichment were determined as 

follows: 

lim
𝑎→0

∫(−log10 𝑋)𝑑𝑋 =
−1

log 10
lim
𝑎→0

∫(log 𝑋)𝑑𝑋

1

𝑎

1

𝑎

 

= 0.434 lim
𝑎→0

{𝑋 − 𝑋 log 𝑋}|1
𝑎

= 0.434                            (9) 

 

Figure 15 pROC curve for the comparison their early enrichment performance of the best 

standard SF (Glide SP) in light blue, SQM SF (P-L complexes from MMA) in red and random 

value in dark blue. Reprinted from Publication E. 
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Figure 15 demonstrates the pROC curve which provides information about the early stage 

performance. SQM SF has performed impressively in the early stage as well. Almost half of the 

active structures were found in 1% of whole dataset which means SQM SF shows three times 

better pROC performance than the standard SF (i.e. Glide SP). 
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Figure 16 Individual representation of RMSD vs Energy docking/scoring results of 9 different 

DFs and the scoring result of SQM SF: A AD4 B ASP C CSCR D GSCR E Glide SP F Glide 

XP G PLP H SMINA I VINA and J represents SQM SF. Reprinted from Publication D. 
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4. CONCLUSION 

In this thesis, the superior performance of SQM SF developed in our laboratory has been 

demonstrated. Sampling is the first and one of the most important steps in structure-based drug 

design. Several studies carried out in our laboratory demonstrated the superior sampling power 

of the SQM SF. Standardly used docking functions frequently provide correct native binding 

pose, but fail in scoring. According to our first project (see attached A), results show that 

docking software provide several binding modes but only SQM SF identifies favorable binding 

modes. For Kinases, it is crucial to identify the type of binding mode for further structure-based 

studies. The other important factor is the ranking success of the SF. Accurate estimation of 

binding affinity is related with the ranking performance of the SF. Better ranking performance 

enables better hit-to-lead optimization. The ranking success of SQM SF is demonstrated in 

attachments B and C. In the former case, Norbornyl-based carbocyclic nucleoside analogs were 

studied as CDK2 inhibitors. The hydroxymethyl norbornyl substituent was identified as the most 

efficient inhibitor and opens a new perspective for the future structure-based drug design 

progress for CDK2 target. In the latter case, the importance of explicit water in the active site 

and inhibition of CDK2 by new pyrazolo[1,5-α]pyrimidines was studied. The most important 

result of this study is to consider crystal waters explicitly and include these results in the score. 

After considering the active-site waters in conjunction with SQM/COSMO, significant 

improvement for ranking was observed (R2 = 0.68). SQM SF performed successfully in both 

sampling and ranking. Finally, the success of virtual screening (screening power) has been 

shown in Attachment D. HSP90 protein and around 5000 compounds, both actives and inactives, 

were obtained from DUD-E database. Our investigations found that a single SF fails to achieve 

both docking/scoring and ranking. If SQM SF is used on top of classical SF, impressive results 

were obtained close to the perfect case. As a final conclusion, the SQM/COSMO is proposed as 

an efficient tool in structure-based drug design and details can be found in attachment E. 
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Abstract

We report on the synthesis, activity testing, docking, and quantum mechanical scoring

of novel imidazo[1,2‐c]pyrimidin‐5(6H)‐one scaffold for cyclin‐dependent kinase 2

(CDK2) inhibition. A series of 26 compounds substituted with aromatic moieties at

position 8 has been tested in in vitro enzyme assays and shown to inhibit CDK2.

2D structure‐activity relationships have ascertained that small substituents at position

8 (up to the size of naphtyl or methoxyphenyl) generally lead to single‐digit micromo-

lar IC50 values, whereas bigger substituents (substituted biphenyls) decreased the

compounds' activities. The binding modes of the compounds obtained using Glide

docking have exhibited up to 2 hinge‐region hydrogen bonds to CDK2 and differed

in the orientation of the inhibitor core and the placement of the 8‐substituents. Semi-

empirical quantum mechanics‐based scoring identified probable favourable binding

modes, which will serve for future structure‐based design and synthetic optimization

of substituents of the heterocyclic core. In summary, we have identified a novel core

for CDK2 inhibition and will explore it further to increase the potencies of the com-

pounds and also monitor selectivities against other protein kinases.

KEYWORDS

binding mode, physics‐based scoring, protein‐ligand binding
1 | INTRODUCTION

The nearly 30 years of development of protein kinase inhibitors as

anti‐cancer agents has resulted in more than 30 compounds approved

as drugs and several others under advanced clinical evaluation.1-4

Despite this remarkable progress, the treatment is hindered by many
to this work

wileyonlinelibrary.com/journal/j
problems, such as lack of selectivity (ie, many off‐target kinases may

be inhibited) or drug resistance (decrease of the compounds' affinity

due to kinase mutations). Thus, new strategies and novel compounds

are urgently needed.

New kinase inhibitors are often developed by a multifaceted

approach, including high‐throughput screening of compound libraries

using biochemical/cellular assays or analogue synthesis. During our

decade‐long research on kinase inhibitors,5-11 we have ascertained
Copyright © 2018 John Wiley & Sons, Ltd.mr 1 of 11
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TABLE 1 Synthesis and 2D structures of the compounds, atom numbering, and activities against CDK2/cyclin E

Compound R IC50 (μM)a Yield (%)

3a 8.7 ± 5.3 61

3b 6.6 ± 0.6 88

3c 33.3 ± 17.7 62

3d 46.0 ± 13.0 83

3e 1.5 ± 0.3 76

3f 13.9 ± 1.5 75

3g 13.0 ± 1.3 87

3h 46.6 ± 5.8 62

3i 3.2 ± 0.9 75

3j 1.3 ± 0.4 21

3k >25b 78

3l 4.8 ± 0.6 83

3m 8.3 ± 2.3 91

3n 14.0 ± 4.0 84

3o 19.7 ± 3.5 83

3p 29.3 ± 10.5 90

3q >100 74

3r 41.5 ± 14.5 71

3s 42.1 ± 4.1 81

3t >100 87

(Continues)
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TABLE 1 (Continued)

Compound R IC50 (μM)a Yield (%)

3u 17.1 ± 2.9 70

3v >100 34

3w >12.5b 81

3x >100 71

3y 23.2 ± 5.4 69

3z >12.5b 78

aMeasured at least as duplicates.
bInhibition at higher concentrations could not be measured due to the limited solubility of the compounds.
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the importance of the heterocyclic core10,12,13 One less explored scaf-

fold, imidazo[1,2‐c]pyrimidine, was previously investigated randomly

for biological activities, such as antimicrobial, antimycobacterial, anti-

tubercular, inotropic, antiinflammatory, analgesic, antipyretic, and

ulcerogenic.14-18 Importantly, certain 5,7,8‐ and 2,5,8‐trisubstituted

imidazo[1,2‐c]pyrimidine derivatives were described as potent Syk

and Chk1 protein kinase inhibitors, respectively.19-21 The described

structure‐activity relationships for Syk and Chk1 inhibitors as well

the binding mode in the active sites of Chk1 and Lck kinases21

inspired us to explore the imidazo[1,2‐c]pyrimidin‐5(6H)‐one core as a

starting point for development of cyclin‐dependent kinase inhibitors.

Cyclin‐dependent kinases (CDKs) are a family of Ser/Thr protein

kinases, which are essential components of the cell‐cycle regulation.22

Their increased activity or mutations in their regulators often lead to

an uncontrolled proliferation of cancer cells.23-26 For these reasons,

CDKs have become important targets for anticancer drug develop-

ment.4 CDK structure features the N‐terminal β‐sheet and C‐terminal

α‐helical domains joined by the hinge region with an active‐site cleft

in between, which binds the ATP molecule. The ATP binding utilises 2

hinge‐region hydrogen bonds (Glu81:O and Leu83:NH in cyclin‐

dependent kinase 2 [CDK2]), which are often mimicked by the small‐

molecule inhibitors. The majority of known CDK inhibitors are type I,

ie, directly competing with ATP for its binding site,2,4,27 while type II, III,

and IV kinase inhibitors bind to allosteric sites. Detailed understanding
of the binding of small‐molecule inhibitors to CDK2 has been

obtained through X‐ray structures of co‐crystal complexes,4,27,28

recently also with CDK2 adopting the active conformation (ie, Thr160‐

phosphorylated and in a ternary complex with the regulatory cyclin

subunit).11,29,30 This wealth of structural information enables us to

obtain insight into the binding modes of the imidazo[1,2‐c]pyrimidin‐

5(6H)‐one compounds in CDK2 by modelling and calculations.

Structure‐based computer‐aided design of new protein inhibitors

has increasingly adopted quantum mechanical (QM) calculations31-34

because they provide a quantitative treatment of protein‐ligand (P‐L)

interactions,35,36 metals (either in proteins34,37 or ligands),38 exotic

ligands,39 and noncovalent interactions of quantum origin, eg, σ‐hole

bonding,31,40-42 or covalent binding of ligands.43 The treatment of sol-

vation in QM scoring needs to be fast and is thus usually done using

continuum approaches (eg, COSMO).34,44-46

This paper reports on the discovery, synthesis, in vitro activity,

docking, and semiempirical QM (SQM)‐based scoring of a series of

novel imidazo[1,2‐c]pyrimidin‐5(6H)‐one CDK2 inhibitors. The 26

compounds (10 synthesised previously, 16 newly described here) have

attained up to single‐digit micromolar IC50 values. 2D structure‐activ-

ity relationships, binding mode analyses, and SQM‐based scoring have

helped to understand the measured activities and will serve for further

design and synthetic optimization of the compounds to achieve better

activities and selectivities.
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2 | RESULTS AND DISCUSSION

2.1 | Compound design

Inspired by previous findings that substituted imidazo[1,2‐c]pyrimidine

derivatives can act as potent Syk and Chk1 protein kinase inhibitors

and bind into their active sites,19-21 we assayed 8 of the compounds

based on the imidazo[1,2‐c]pyrimidin‐5(6H)‐one core that we had syn-

thesised previously (compounds 3a, 3b, 3c, 3f, 3n, 3o, 3p, and 3w47

described below) and tested their inhibitory activity and selectivity

against 3 pharmaceutically relevant kinase targets, ABL, CDK2, and

PAK4. Several compounds acted as selective single‐digit micromolar

hits of CDK2 (Table S1 in the Supporting Information), which

prompted us to explore this class of compounds more extensively.
2.2 | Compound synthesis

The synthesis of target imidazopyrimidines 3a‐z was adopted from our

previous paper.48 Firstly, iododerivative 2 was prepared by the reac-

tion of 5‐iodocytosine 1 with chloroacetaldehyde. The Suzuki‐Miyaura

cross‐coupling of 2 with the corresponding boronic acids resulted in

the series of 8‐arylimidazo[1,2‐c]pyrimidin‐5(6H)‐ones 3a‐z (Table 1).

Catalysis by 3 mol% of Pd(dppf)Cl2 in the mixture EtOH/H2O 4:1

was applied in all cases to afford nearly complete conversions

detected by TLC. Only the reactions of 2 with sterically more
FIGURE 1 The binding modes of the imidazo[1,2‐c]pyrimidin‐5(6H)‐one
compared with the crystal structure of roscovitine (PDB code: 3DDQ).49 B
(bm2). D, The inactive compound 3s (bm3). The ligand is shown in sticks, C
green—ligand/grey—CDK2, N: blue, O: red, F: cyan, H: white). The figure w
demanding biphenyl‐2‐boronic acid resulted in the lower conversion

and lower yield of 3v. Likewise, the introduction of another fluorine

atom caused a lower conversion/yield of the reaction between 2 and

2,3‐difluorophenylboronic acid (product 3j) when compared with 2‐

fluoroderivative 3i. Aminobiphenylboronic acids were prepared by

the Suzuki‐Miyaura reaction of bromoanilines with benzene‐1,4‐

diboronic acid. Catalysis by Pd/C48 allowed a reasonable proportion

of the monocoupling reaction. After purification, 4′‐amino‐ and 3′‐

aminobiphenylboronic acids were obtained in 1 reaction step in 29%

and 20% yields, respectively.

The products were identified and characterised by IR, MS, and

NMR spectroscopy. For all the new compounds 3d, 3e, 3g, 3h, 3i, 3j,

3k, 3l, 3m, 3s, 3t, 3u, 3v, 3x, 3y, and 3z (note that 3a, 3b, 3c, 3f, 3n,

3o, 3p, 3q, 3r, and 3w were described in our previous work47), the

one‐ (1D) and 2‐dimensional (2D) 1H and 13C NMR spectra were mea-

sured and analysed. The 19F NMR spectra were measured for the fluo-

rine‐containing compounds 3i, 3j, and 3k. 1D NMR spectra are

collected in Table S2, and the numbering of the atoms is depicted in

Scheme S1 (see the Supporting Information).
2.3 | Structure‐activity relationship

The prepared imidazo[1,2‐c]pyrimidin‐5(6H)‐ones were subjected to

biochemical assays to determine their activity against recombinant

CDK2/cyclin E. The results are summarised in Table 1. First, several
compounds (3) in CDK2. A, The active compound 3j (green, bm1a)
, The active compound 3m (bm1b). C, The least active compound 3n
DK2 as surface and important residues as ball and sticks. Colouring (C:
as prepared by Maestro (Schrodinger)



TABLE 2 SQM‐based scores and experimental ΔGb
o (determined as

ΔGb
o = RT ln IC50; all in kcal/mol) and IC50 (μM)

Compound PM6‐D3H4X DFTB3‐D3H4X ΔGb
o IC50

bm1a

3a −26.5 −27.6 −7.1 8.7

3b −24.7 −25.5 −7.3 6.6

3c −24.3 −30.5 −6.4 33.3

3d −24.7 −28.4 −6.2 46.0

3e −23.0 −22.8 −8.2 1.5

3i −22.5 −24.6 −7.7 3.2

3j −22.3 −30.2 −8.2 1.3

3k −19.4 −25.7 > −6.5 >25

bm1b
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aromatic R substituents were explored: 4′‐ and 3′‐pyridyl (3c, 3d)

showed a weak inhibition, IC50 = 33.3 μM and IC50 = 46 μM, respec-

tively. However, 2′‐thienyl and phenyl (3a, 3b) exhibited single‐digit

micromolar potency (IC50 = 8.7 μM and IC50 = 6.6 μM, respectively).

Therefore, we further derived 3b by small (3e‐3r) and bigger (3s‐3z)

functional groups (Table 1). In the former class, slightly better activities

were obtained for 2′‐halogenation (3e, 3i; IC50 = 1.5 μM, 3.2 μM),

2′,3′‐dihalogenation (3j; IC50 = 1.3 μM) and 4‐hydroxylation (3 l,

IC50 = 4.8 μM). Worse activities (up to 19.7 μM) were found for the

derivatives with other substituents in this class except for compounds

3h, 3k, 3p, 3q, and 3r with IC50 > 25 μM. The molecular reasons for

this behaviour will be described in the next section. All the bigger

functional groups substantially reduced the activity (IC50 > 12.5 μM).
3f −17.8 −26.5 −6.9 13.9

3l −22.7 −17.6 −7.5 4.8

3m −9.8 −9.2 −7.2 8.3

3o −16.5 −18.2 −6.7 19.7

3p −18.9 −17.2 −6.4 29.3

3u −16.4 −20.0 −6.8 17.0

bm2

3g −5.4 −13.7 −6.9 13.0

3h −9.3 −11.7 −6.2 46.6

3n −12.5 −14.3 −6.7 17.7

3r −9.9 −13.8 −6.2 41.5

3y −12.1 −14.4 −6.6 20.9

bm3

3s −13.6 −10.3 −6.2 42.1

3q −6.9 −11.8 > − 5.7 >100

3t −9.9 −12.1 > − 5.7 >100

3v −5.9 −12.5 > − 5.7 >100

3w −7.7 −8.6 > − 6.9 >12.5

3x −9.9 −10.3 > − 5.7 >100

3z −11.31 −14.61 > − 6.9 >12.5
2.4 | Inhibitor binding modes

Using structure‐based approach, we have rationalised the observed

structure‐activity relationships. Docking was carried out in the active

CDK2 structure using Glide SP and selection of the binding modes

relied on SQM‐based rescoring (see Methods and below).

Several types of binding modes (bm1‐bm3) of the inhibitors were

found. Not all of them were observed for all the compounds. The

SQM‐based rescoring sorted the 20 docking poses of each compound

into groups with similar scores (within a few kcal/mol) which shared

similar binding modes (within 0.5‐Å root‐mean‐square deviation).

The best PM6‐D3H4X/COSMO‐based score defined the preferred

bm for each compound which was further analysed (Figure 1,

Table 2).

The first one (bm1) was of the standard type I inhibitors featuring

2 hinge‐region hydrogen bonds (E81:O…3:N(6)H and L83:NH…3:O5),

similar to staurosporine27 (Figure 1A). By tilting the core slightly, 2

sub‐variants occurred: (1) bm1a, which placed the 8‐aryl substituent

towards the Lys33…Glu51 salt bridge (Figure 1A), and (2) bm1b with

the 8‐substituent, pointing towards the side chains of Lys33 and

Asp145 (Figure 1B). The next binding mode (bm2) had the core

reversed, with the 2 hinge‐region hydrogen bonds being formed with

Leu83 (L83:NH…3:O5 and L83:O…N(6)H), similar to purvalanol B27

and the 8‐aryl substituent pointing to the phosphate‐ribose pocket

of CDK2 (Figure 1C). The last binding mode (bm3) featured only 1

hinge‐region hydrogen bond and the 8‐aryl substituent pointing

towards Q85 and K89 (Figure 1D). In relation to the CDK2 inhibitor

roscovitine (Figure 1A), bm1 placed the 8‐aryl moieties in the location

of roscovitine N9‐substituents, bm2 placed them in the location of

roscovitine C2‐substituents and bm3 placed them in the location of

roscovitine C6‐substituents.

The small substituents at position 8 (up to the size of 1‐naphtyl or

4′‐methoxyphenyl; compounds 3a‐3r) generally resulted in both bm1

and bm2 binding modes (with the exception of 3g, 3h, 3n which,

due to their bulkiness, exhibited only bm2 and 3q with only bm3).

The bm1 was characterised by the 2 hinge‐region hydrogen bonds

(Figure 1A, B) and the R‐substituent interacting with the gatekeeper

Phe80 via π⋅⋅⋅π stacking or CH⋅⋅⋅π interaction (bm1a, Figure 1A)

and/or additional charge‐assisted H‐bonding interactions with Lys33,

Glu51, and Asp145 (bm1a, bm1b; Figure 1A, B). The reversed‐core

binding mode (bm2) exhibited 2 different hinge‐region hydrogen
bonds and the placement of the 8‐aryl substituents in the solvent‐

exposed pocket with no obvious direct P‐L interactions (Figure 1C).

The big R‐substituents (3s‐3z) resulted only in bm2/bm3 binding

modes with the exception of 3u, which bound via bm1, occupying

simultaneously the regions around Glu51 and Asp145, as found in

bm1a and bm1b binding modes, respectively.
2.5 | SQM‐based scoring suggests molecular reasons
for compound activities

Semiempirical quantum mechanics (SQM)‐based scoring,35,36 using

PM6‐D3H4X/COSMO and DFTB3‐D3H4X/COSMO levels,50,51 sug-

gested molecular reasons for compound activities. The best‐scoring

pose at the PM6‐D3H4X/COSMO level was selected for each com-

pound and its PM6‐D3H4X/COSMO and DFTB3‐D3H4X/COSMO

scores listed together with the experimental Gibbs free energies

(ΔGb
o) derived from the measured IC50 values (Table 2). The com-

pounds for which the predominant binding mode was bm1a attained

the best scores (−19.4 to −26.5 kcal/mol for the former scoring func-

tion and − 22.8 to −30.5 kcal/mol for the latter). Only in the cases of
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3c, 3d, and 3k, this prediction overestimated the binding affinity (for

3c and 3d, this might be caused by the overestimation of the strength

of the charge‐assisted hydrogen bond of their 4′‐ and 3′‐pyridyl nitro-

gen and the Lys33 side chain). The bm1b was slightly worse, spanning

from −9.8 to −22.7 and from −9.2 to −26.5 kcal/mol for the PM6‐

D3H4X/COSMO and DFTB3‐D3H4X/COSMO levels, respectively.

The 3m compound seems to be underestimated, maybe due to the

lack of receptor flexibility.

A reduction in the predicted activities was observed for the com-

pounds with bm2 as the preferred binding mode (ranging from −5.4 to

−12.5 and from −11.7 to −14.4 kcal/mol, respectively), for the PM6‐

D3H4X/COSMO and DFTB3‐D3H4X/COSMO levels. The bm3 bind-

ing mode had similarly low scores, ranging from −5.9 to −13.6 and − 8.6

to −12.5, respectively.

It is important to mention that the docking followed by the SQM

re‐scoring gave only some insights into which binding modes would be

favourable for binding. The fact that correlations with the experimen-

tal binding free energies were not obtained may be caused by narrow

potency range, the lack of the crystal structure, lack of dynamical

treatment, discrepancies between experimental affinity, and activity

and other factors. Quantitative affinity calculations could be obtained

by free‐energy simulations. In any case, the current findings will be

useful in further structure‐based design and synthetic optimization.
3 | CONCLUSIONS AND OUTLOOK

This paper reports on the synthesis, activity measurements, and com-

putational analyses of a series of 8‐substituted imidazo[1,2‐c]pyrimi-

dine‐5(6H)‐ones as new CDK2 inhibitors. The measured IC50 values

were in the micromolar range, up to single‐digit values. The struc-

ture‐activity relationships revealed that only smaller (up to the size

of 1‐naphtyl or 4′‐methoxyphenyl) 8‐substituents were compatible

with the micromolar potency. The docking of the compounds into

CDK2 provided several types of binding modes. This orientational

freedom is allowed by the presence of only 1 substituent on the core.

Semiempirical quantum‐mechanical rescoring identified the probable

favourable binding mode bm1a with 2 hinge‐region hydrogen bonds.

This finding will guide future structure‐based design and synthetic

optimization at positions 2, 3, and 8 (arylation, alkenylation, amination,

halogenation, nitrosation, or nitration). Overall, this study is the first

step in design and synthesis of tri‐substituted imidazo[1,2‐c]pyrimi-

dine‐5(6H)‐one compounds to inhibit CDK2 and other kinases with

higher potency and selectivity.
4 | METHODS

4.1 | Organic synthesis

4.1.1 | General methods

The NMR spectra were measured on Bruker Avance III HD 400 at

400.13 MHz (1H), 100.62 MHz (13C), and 376.50 MHz (19F) in

DMSO‐d6 at ambient temperature. The 1H and 13C chemical shifts

were referenced to the residual signal of the solvent (δ = 2.50 (1H)

and 39.6 (13C)). The 19F chemical shifts were referred to internal CFCl3
(δ = 0.0). Selected 2‐dimensional gradient H,H‐COSY, H,C‐HMQC, H,

C‐HMQC‐TOCSY, and H,C‐HMBC spectra were measured using

microprograms provided by the manufacturer (TOPSPIN 3.5) (data

not shown). For 1D NMR spectra, all chemical shifts and their assign-

ment to the particular atoms, see the Supporting Information (Table

S2). Two types of ionisation for high‐resolution mass spectrometry

were used: electron impact ionisation and electrospray ionisation.

The EI experiments were done on a GCT Premiere (Waters) machine.

The measurement conditions were as follows: ionisation voltage of

70 eV, the positive mode, and the source temperature of 150°C. ESI

experiments were done on a LTQ Orbitrap XL (ThermoFisher Sci.)

under the following conditions: 80% methanol was used as a mobile

phase, the source voltage of 4.3 kV, the capillary voltage of 9 V, the

capillary temperature of 275°C, and the tube lens voltage of 155 V.

The IR spectra were recorded on a Nicolet 6700 FT‐IR with the MIR-

acle ATR equipment by Pike in the range of 640 to 4000 cm−1. The

MIRacle has a single‐reflection ATR accessory with a diamond crystal.

The melting points were determined on a Stuart SMP3 apparatus. The

reaction progress was monitored by thin‐layer chromatography (chlo-

roform/methanol 5:1 as a mobile phase), which was performed on

SiO2 60 F254 plates with UV detection at 254 nm. All the starting

materials were commercially available unless otherwise stated. The

Pd/C catalyst, manufactured by Johnson Matthey, was obtained from

D‐Orland and has the following properties: type 394, Pd content:

5.13%, water content: 56.7%. The compounds 3a, 3b, 3c, 3f, 3n, 3o,

3p, 3q, 3r, and 3w were prepared according to our previous paper.47

4.1.2 | The general procedure for Suzuki‐Miyaura
cross‐coupling

The mixture of 2 (2 g, 7.66 mmol), the corresponding boronic acid

(11.50 mmol), sodium carbonate (3.25 g, 30.66 mmol), and Pd(dppf)

Cl2 (0.168 g, 0.23 mmol) were placed in a flask, into which argon atmo-

sphere was introduced by 3 vacuum/argon cycles. Ethanol (48 mL) and

then water (12 ml) were added, and 3 more vacuum/argon cycles were

carried out. The reaction mixture was heated to reflux for 24 hours,

after which the product was isolated from it (the isolation procedure

for 3h, 3k, 3s, 3u, 3x, 3y, and 3z is depicted below). Thereafter, the

mixture was cooled to r.t., water (50 mL) was added, and then 35%

hydrochloric acid (6 mL) was slowly added. Ethanol was evaporated

at 50°C under reduced pressure. A little of active charcoal was added,

and the mixture was stirred at 80°C for 10 minutes. The mixture was

filtered over celite and washed with 4% hydrochloric acid (2 × 20 mL)

at 80°C. After cooling to r.t., the pH of the filtrate was adjusted to 8 to

9 by solid sodium carbonate. The precipitated product was filtered off,

washed with 100 mL of water and dried. The analytical samples of all

the products were recrystallised from the solvent stated in the round

brackets beyond mp and dried at 50°C/5 mbar. For NMR chemical

shifts of new compounds, see the Supporting Information (Table S2).

4.1.3 | The isolation of the products 3h, 3k, 3s, 3u,
3x, 3y, and 3z

After the reaction mixture was refluxed for 24 hours (see above) and

cooled to r.t., water (50 mL) was added, and the mixture was acidified

with acetic acid (3.9 mL, 68.2 mmol). Ethanol was evaporated at 50°C

under reduced pressure. The resulting suspension was filtered off,
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washed with 100 mL of water and dried. Crude products were recrys-

tallised from the solvent stated in the round brackets beyond mp and

dried at 50°C/5 mbar. The products recrystallised from DMF were

washed with methanol (3x, 3y) or acetone (3z).

4.1.4 | 8‐(Pyridin‐3‐yl)imidazo[1,2‐c]pyrimidin‐5(6H)‐
one (3d)

White crystals, yield 1.35 g (83%), mp 284°C to 286°C (methanol), IR

(ATR): 3159, 3063, 2587, 1704, 1625, 1549, 1483, 1423, 1402,

1280, 1255, 1194, 1132, 1105, 1047, 1027, 954, 895, 805, 777,

760, 732, 716, 706 cm−1, HRMS (EI) m/z [M]+ calcd. for C11H8N4O:

212.0698, found 212.0699.

4.1.5 | 8‐(2‐Chlorophenyl)imidazo[1,2‐c]pyrimidin‐
5(6H)‐one (3e)

White crystals, yield 1.42 g (76%), mp 232°C to 234°C (acetonitrile), IR

(ATR): 3167, 3062, 2728, 2623, 1716, 1619, 1549, 1503, 1489, 1470,

1426, 1407, 1335, 1284, 1259, 1241, 1133, 1108, 1064, 1035, 921,

880, 867, 756, 732, 717, 704, 652 cm−1, HRMS (EI) m/z [M]+ calcd.

for C12H8N3OCl: 245.0356, found 245.0354.

4.1.6 | 8‐[2‐(Methylsulfanyl)phenyl]imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3g)

White crystals, yield 1.72 g (87%), mp 193°C to 194°C (acetonitrile), IR

(ATR): 3243, 3137, 2946, 1716, 1618, 1584, 1542, 1466, 1431, 1378,

1311, 1283, 1256, 1236, 1136, 1109, 1073, 1057, 1046, 966, 912,

875, 775, 754, 717, 694, 653 cm−1, HRMS (EI) m/z [M]+ calcd. for

C13H11N3OS: 257.0623, found 257.0621.

4.1.7 | 8‐(5‐Chloro‐2‐ethoxyphenyl)imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3h)

White crystals, yield 1.38 g (62%), mp 220°C to 223°C (acetonitrile), IR

(ATR): 3174, 3089, 2931, 2613, 1751, 1733, 1697, 1596, 1544, 1491,

1465, 1389, 1325, 1286, 1266, 1237, 1128, 1111, 1032, 970, 924,

885, 854, 823, 804, 765, 739, 718, 703, 692, 652 cm−1, HRMS (EI)

m/z [M]+ calcd. for C14H12N3O2Cl: 289.0618, found 289.0620.

4.1.8 | 8‐(2‐Fluorophenyl)imidazo[1,2‐c]pyrimidin‐
5(6H)‐one (3i)

White crystals, yield 1.32 g (75%), mp 254°C to 256°C (acetone), IR

(ATR): 3064, 2925, 2837, 1721, 1623, 1546, 1480, 1443, 1405,

1333, 1280, 1256, 1240, 1215, 1153, 1141, 1113, 1098, 1053,

1031, 916, 874, 854, 816, 772, 765, 729, 717, 658 cm−1, HRMS (EI)

m/z [M]+ calcd. for C12H8N3OF: 229.0651, found 229.0649.

4.1.9 | 8‐(2,3‐Difluorophenyl)imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3j)

Unreacted starting iododerivative 2 was separated by filtration during

recrystallisation from acetone. Then, the first crystals were discarded

before crystallisation of pure 3j. White crystals, yield 0.39 g (21%),

mp 248°C to 250°C (acetone), IR (ATR): 3145, 3130, 3065, 2827,

2739, 1738, 1614, 1593, 1548, 1506, 1470, 1408, 1311, 1288,

1269, 1249, 1219, 1180, 1142, 1112, 1079, 1027, 930, 858, 813,

773, 745, 737, 713 cm−1, HRMS (EI) m/z [M]+ calcd. for C12H7N3OF2:

247.0557, found 247.0554.
4.1.10 | 8‐(3,5‐Difluorophenyl)imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3k)

White crystals, yield 1.48 g (78%), mp 325°C to 330°C (acetone), IR

(ATR): 3145, 3128, 2829, 1738, 1618, 1595, 1547, 1511, 1474,

1431, 1341, 1326, 1286, 1252, 1147, 1114, 1018, 986, 929, 879,

845, 834, 774, 745, 733, 677 cm−1, HRMS (EI) m/z [M]+ calcd. for

C12H7N3OF2: 247.0557, found 247.0559.

4.1.11 | 8‐(4‐Hydroxyphenyl)imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3 l)

White crystals, yield 1.45 g (83%), mp 342°C to 350°C (methanol), IR

(ATR): 3380, 3157, 3118, 3043, 2728, 2607, 1705, 1610, 1547,

1515, 1508, 1433, 1411, 1349, 1271, 1246, 1216, 1171, 1143,

1112, 1105, 919, 874, 839, 822, 766, 725, 716, 652 cm−1, HRMS

(EI) m/z [M]+ calcd. For C12H9N3O2: 227.0695, found 227.0693.

4.1.12 | 8‐(4‐Aminophenyl)imidazo[1,2‐c]pyrimidin‐
5(6H)‐one (3 m)

4‐Aminophenylboronic acid hydrochloride was used as starting mate-

rial. Beige crystals, yield 1.57 g (91%), mp 297°C to 302°C decompo-

sition (methanol), IR (ATR): 3424, 3352, 3218, 3078, 2919, 1706,

1608, 1542, 1514, 1478, 1429, 1406, 1373, 1330, 1275, 1238,

1178, 1139, 1107, 914, 882, 819, 761, 733, 653 cm−1, HRMS (EI)

m/z [M]+ calcd. for C12H10N4O: 226.0855, found 226.0857.

4.1.13 | 8‐(4‐Boc‐aminophenyl)imidazo[1,2‐c]
pyrimidin‐5(6H)‐one (3 s)

White crystals, yield 2.03 g (81%), mp 208°C to 209°C decomposition

(methanol), IR (ATR): 3449, 3060, 2929, 2836, 1726, 1709, 1616,

1548, 1519, 1495, 1408, 1367, 1318, 1275, 1240, 1218, 1153,

1111, 1053, 1029, 1015, 839, 826 766, 731, 718 cm−1, HRMS (ESI)

m/z [M + H]+ calcd. for C17H19N4O3: 327.14517, found 327.14525.

4.1.14 | 8‐(4‐(pyrrolidine‐1‐carbonyl)phenyl)
imidazo[1,2‐c]pyrimidin‐5(6H)‐one (3 t)

White crystals, yield 2.05 g (87%), mp 248°C to 250°C (40% ethanol),

IR (ATR): 3562, 3074, 2875, 1717, 1621, 1586, 1541, 1444, 1401,

1339, 1289, 1272, 1242, 1141, 1127, 1111, 1052, 917, 904, 845,

825, 768, 737, 711, 679 cm−1, HRMS (ESI) m/z [M + H]+ calcd. for

C17H17N4O2: 309.13460, found 309.13465.

4.1.15 | 8‐(Naphthalen‐1‐yl)imidazo[1,2‐c]pyrimidin‐
5(6H)‐one (3u)

Beige crystals, yield 1.40 g (70%), mp 275°C to 281°C (acetone), IR

(ATR): 3149, 3122, 3058, 2823, 1722, 1625, 1616, 1544, 1501,

1487, 1411, 1341, 1282, 1243, 1141, 1110, 1020, 939, 915, 880,

866, 803, 781, 736, 724, 655 cm−1, HRMS (EI) m/z [M]+ calcd. for

C16H11N3O: 261.0902, found 261.0900.

4.1.16 | 8‐(Biphenyl‐2‐yl)imidazo[1,2‐c]pyrimidin‐
5(6H)‐one (3v)

After recrystallisation from 40% ethanol, the product contained c. 8%

of starting iododerivative 2. This crude product was stirred with 50 mL

of ethanol, and the remaining solid was filtered and discarded. Pure 3v
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was subsequently crystallised from mother liquor. White crystals, yield

0.75 g (34%), mp 222°C to 229°C (ethanol), IR (ATR): 3156, 3064,

2830, 1706, 1626, 1545, 1477, 1439, 1402, 1332, 1281, 1236,

1141, 1116, 1072, 1049, 1010, 955, 920, 869, 767, 742, 700,

665 cm−1, HRMS (EI) m/z [M]+ calcd. for C18H13N3O: 287.1059, found

287.1062.

4.1.17 | 8‐(4′‐amino‐[1,1′‐biphenyl]‐4‐yl)
imidazo[1,2‐c]pyrimidin‐5(6H)‐one (3x)

Starting boronic acid was prepared by the procedure stated below.

Beige crystals, yield 1.65 g (71%), mp 330°C decomposition (DMF/

MeOH), IR (ATR): 3407, 3347, 3240, 3081, 2869, 1705, 1616, 1543,

1494, 1406, 1287, 1260, 1243, 1175, 1140, 1130, 1107, 917, 843,

806, 778, 762, 751, 729 721, 706, 654 cm−1, HRMS (ESI) m/z

[M + H]+ calcd. for C18H15N4O: 303.12404, found 303.12411.

4.1.18 | 8‐(3′‐amino‐[1,1′‐biphenyl]‐4‐yl)
imidazo[1,2‐c]pyrimidin‐5(6H)‐one (3y)

Starting boronic acid was prepared by the procedure stated below.

Grey solid, yield 1.61 g (69%), mp 285°C to 293°C (DMF/H2O), IR

(ATR): 3449, 3347, 3232, 3075, 2865, 2164, 1721, 1602, 1545,

1486, 1402, 1281, 1266, 1240, 1144, 1105, 933, 916, 866, 831,

779, 735, 685, 651 cm−1, HRMS (ESI) m/z [M + H]+ calcd. for

C18H15N4O: 303.12404, found 303.12409.

4.1.19 | 8‐(4′‐methoxy‐[1,1′‐biphenyl]‐4‐yl)
imidazo[1,2‐c]pyrimidin‐5(6H)‐one (3z)

Starting boronic acid was prepared according to Zang et al.52 Beige

crystals, yield 1.87 g (78%), mp 309°C to 316°C (DMF), IR (ATR):

3136, 2838, 1748, 1606, 1546, 1526 1487, 1440, 1422, 1403,

1318, 1291, 1264, 1243, 1205, 1182, 1139, 1126, 1105, 1035,

1022, 1011, 918, 898, 823, 810, 743, 710, 654 cm−1, HRMS (ESI)

m/z [M + H]+ calcd. for C19H16N3O2: 318.12370, found 318.12377.

4.1.20 | (4′‐amino‐[1,1′‐biphenyl]‐4‐yl)boronic acid

The mixture of 4‐bromoaniline (20 g, 116 mmol), benzene‐1,4‐

diboronic acid (19.27 g, 116 mmol), sodium carbonate (24.65 g,

233 mmol), and wet 5% Pd/C catalyst (2.8 g, 0.58 mmol Pd) in meth-

anol (200 mL) was stirred under reflux for 5 hours. Methanol was

evaporated under reduced pressure, water (200 mL) was added to

the residue, and the mixture was stirred overnight. The solid was fil-

tered off, washed with water (200 mL), and dried to obtain 18.6 g of

crude product which was suspended in 40% ethanol (200 mL). This

mixture was heated to reflux to obtain a suspension. Hot suspension

was filtered to remove the main impurity p‐terphenyl‐4,4″‐diamine.

Mother liquor was cooled overnight (≈5°C), and the precipitate was fil-

tered off and dried to obtain 4′‐aminobiphenylboronic acid. Beige

crystals, yield 7.19 g (29%), mp 198°C to 200°C, 1H NMR (400 MHz,

DMSO‐d6): δ(
1H): 8.04 (2H, br s, B(OH)2), 7.87 (2H, m), 7.57 (2H, m),

7.45 (2H, m), 6.72 (2H, m), 8 protons of two 1,4‐disubstituted benzene

rings, 5.27 (2H, br s, NH2),
13C NMR (100.6 MHz, DMSO‐d6): δ(

13C):

148.5, 142.2, 130.9, and 127.4 (all C), 134.4, 127.0, 124.3, and

114.3 (all 2 ―CH═), IR (ATR): 3357, 3303, 3037, 1603, 1530, 1396,

1342, 1328, 1284, 1259, 1208, 1184, 1156, 1117, 1091, 1022, 995,
886, 813, 766, 741, 713 cm−1, HRMS (ESI) m/z [M + H]+ calcd. for

C12H13NO2B: 214.10339, found 214.10340.

4.1.21 | (3′‐amino‐[1,1′‐biphenyl]‐4‐yl)boronic acid

The same procedure as for 4′‐aminobiphenylboronic acid was applied

with 3‐bromoaniline. Yellowish crystals, yield 4.98 g (20%), mp 171°C

to 174°C, 1H NMR (400 MHz, DMSO‐d6): δ(1H): 8.21 (2H, br s,

B(OH)2), 7.99, (2H, m), 7.67, (2H, m), 4 protons of 1,4‐disubstituted

benzene ring, 7.19, (1H, t), 7.01, (1H, d), 6.91, (1H, m), 6.69, (1H, m),

4 protons of 1,3‐disubstituted benzene ring, 5.14 (2H, br s, NH2),
13C NMR (100.6 MHz, DMSO‐d6): δ(

13C): 149.1, 142.8, 141.6 and

132.9 (all C), 135.0, 125.8, (all 2 ―CH═). 129.7, 115.2, 113.8, and

112.6 (all ―CH═), IR (ATR): 3599, 3388, 3307, 3201, 3030, 1603,

1591, 1555, 1484, 1418, 1399, 1361, 1343, 1300, 1224, 1177,

1122, 1090, 1014, 993, 894, 872, 835, 790, 741, 687 cm−1, HRMS

(ESI) m/z [M + H]+ calcd. for C12H13NO2B: 214.10339, found

214.10340.
4.2 | Biochemical measurements

The tested compounds were dissolved in DMSO and diluted with

water (the concentration of DMSO in the reaction was below 0.2%).

The CDK2/cyclin E complex was produced in Sf9 insect cells via

baculoviral infection and purified on a Ni2+NTA column (Qiagen).

Kinase (approx. 10 ng) was assayed using a mixture of the following:

1 mg/mL of histone H1, 15 μM of ATP, 0.05 of μCi [γ‐33P] ATP, the

tested compound, and the reaction buffer, in the final volume of

10 μL. The reaction buffer consisted of: 60 mM of HEPES‐NaOH,

pH 7.5, 3 mM of MgCl2, 3 mM of MnCl2, 3 μM of Na‐orthovanadate,

1.2 mM of DTT, and 2.5 μg/50 μL of PEG20.000. The reactions were

stopped by adding 5 μL of 3% aqueous H3PO4. Aliquots were spotted

onto P‐81 phosphocellulose (Whatman), washed 3 times with 0.5%

aqueous H3PO4, and finally air‐dried. Kinase inhibition was quantified

using a FLA‐7000 digital image analyser (Fujifilm). The concentration

of the tested compounds required to reduce the CDK activity by

50% was determined from the concentration‐response curves and

reported as IC50 values.
4.3 | Computational methodology

The structure‐based drug design strategy employed in this work

entailed Glide docking and scoring followed by SQM‐based rescoring.

4.3.1 | Molecular docking

Docking was carried out with Glide (version 75103, Schrodinger Suite)

in the standard precision (SP) mode using the default Glide SP proto-

col.53,54 The crystal structure of CDK2 in its active state (ie, in a ter-

nary complex with cyclin A) bound to roscovitine inhibitor was used

(the PDB code is 3DDQ).49 The active‐state CDK structures (even

without the cyclin molecule) are preferable for structure‐based

design.30 Prior to docking, the cyclin molecule, monothioglycerol,

and water molecules were discarded. Only the chain A of CDK2 was

used. By means of the Protein Preparation Wizard, hydrogen atoms

were added to CDK2 using the default settings for titratable residues

to match the experimental pH of 7.0. The hydrogen‐bonding patterns
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were optimised using the OPLS3 force field.55 The receptor grid for

docking was created using the default settings. All the compounds

3a to 3z were converted from 2D to 3D using the LigPrep module

(Schrodinger Suite) and the default setting. Glide SP docking gener-

ated 20 poses which were subjected to SQM‐based scoring.

4.3.2 | SQM‐based scoring

SQM optimisation

All the 260 poses (ie, 10 poses for each of the 26 compounds) were

scored in complex with CDK2 using our SQM‐based methodol-

ogy.35,36 The best PM6‐D3H4X/COSMO scores (see below) defined

the poses for binding mode analyses (Figure 1, Table 2). Briefly, all

the complexes were optimised at the PM6‐D3H4X/COSMO level

using the linear‐scaling MOZYME algorithm56 in MOPAC201657 via

the Cuby4 interface58 implementing the empirical corrections for

noncovalent interactions.59 We considered only the residues within

10 Å of the inhibitor, of which only the inner 8‐Å surrounding of the

inhibitor was allowed to move during the optimisation.

PM6‐D3H4X/COSMO score

The SQM score was calculated according to Equation 1:35,36

Score ¼ ΔEint þ ΔΔGsolv þ ΔG′
confw Lð Þ−TΔS: (1)

The individual terms describe gas‐phase interaction energy (ΔEint),

the interaction solvation/desolvation free energy (ΔΔGsolv), the

change of the conformational “free” energy of the ligand (ΔG'conf
w(L)),

and optionally the entropy change upon the binding (−TΔS; not

included in this work). The gas‐phase interaction energies were calcu-

lated for the whole P‐L systems and obtained as the difference

between the energy of the complex and the energies of the protein

and the ligand at the PM6‐D3H4X.59 The solvation free energy was

determined using 2 implicit solvent models: COSMO60 at the PM6

level for protein desolvation and SMD61 at the HF/6‐31G** level for

the ligand for its greater accuracy.44 The ΔG′conf
w(L) term is the “free”

energy change between the ligand in the protein‐bound conformation

and its optimal solution structure using PM6‐D3H4X/SMD.

DFTB3‐D3H4X/COSMO score

The gas‐phase ΔEint term was calculated at the DFTB3‐D3H4X level, a

third‐order DFTB62,63 with the 3OB64 parameter set and a recent

version of the D3H4X correction for noncovalent interactions.65,66

This term replaced the PM6‐D3H4X gas‐phase term to yield the

DFTB3‐D3H4X/COSMO scores.
ASSOCIATED CONTENT

The inhibitory activities of previously prepared compounds against

human purified kinases and NMR spectra of all the new compounds

are presented in the Supporting Information.
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Abstract

We report on the discovery of norbornyl moiety as a novel structural motif for CDK2

inhibitors which was identified by screening a carbocyclic nucleoside analogue

library. Three micromolar hits were expanded by the use of medicinal chemistry

methods into a series of novel compounds with prevailingly micromolar activities

against CDK2. The best compound of the series attained IC50 of 190 nM. The binding

modes and affinities were explored at the molecular details by modeling,

docking, and quantum mechanics-based scoring. In conclusion, the discovered

9-hydroxymethylnorbornyl moiety was shown by joint experimental-theoretical

efforts to be able to serve as a novel substituent for CDK2 inhibitors making interac-

tions with the gatekeeper pocket and opens a new space for the exploration of

chemical space towards more effective derivatives targeting this important class of

protein kinases.

K E YWORD S

ATP-competitive type I inhibitors, cyclin-dependent kinase 2, protein-ligand binding,

quantum mechanical scoring

1 | INTRODUCTION

Cyclin-dependent kinases (CDKs) are ubiquitous enzymes in animals

with several isoforms which are essential for numerous cell functions,

including cell cycle regulation. Thus, their malfunctioning may lead to

various types of cancer. Compounds targeting CDKs can thus be

human anticancer therapeutics, as exemplified by three CDK4/CDK6

inhibitors palbociclib, ribociclib, and abemaciclib approved by FDA for

the treatment of ER-positive and HER2-negative breast cancer.1

Like all other kinases, CDKs phosphorylate their substrates using

ATP as a phosphate donor. The ATP molecule binds to the CDK active

site located in a cleft (“hinge region”), which is located between the N-

terminal β-sheet and C-terminal α-helical domains. The vast majority

of known CDK inhibitors are of type I, that is, binding to active con-

formation of the kinase and directly competing with ATP for the bind-

ing site. Cyclin-dependent kinase 2 (CDK2) is the best known and

studied member of CDK family.2 Detailed understanding of the bind-

ing of small-molecule inhibitors to CDK2 comes from X-ray structures

of co-crystal complexes.3
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Reliable prediction of protein-ligand binding affinity (scoring) is a

major but still unsolved task of structure-based drug design. In our

laboratory, we have been developing semiempirical quantum mechan-

ics (SQM)-based scoring functions for a general and reliable descrip-

tion of diverse protein–ligand complexes.4,5 These have successfully

been applied to dozens of protein targets, including kinases,6,7 binding

up to thousands of ligands.8–12

Small molecule ATP-competitive kinase inhibitors must be ade-

quately sized and shaped in order to fit into the active site. Screening

nucleoside libraries might thus prove to be a rich source of new types

of scaffolds for design of kinase inhibitors. During our past projects,

we have been working on synthesis of numerous new compounds

derived mostly from nucleosides. Namely, we have been preparing

new carbocyclic and locked nucleoside analogues.13–18

These types of compounds have biological effects, most impor-

tantly antiviral and cytostatic activities. In addition, various nucleo-

sides, including carboycylic and locked analogues, exert inhibitory

potency against diverse medicinally relevant enzymes,19 such as pro-

tein20 and lipid kinases.21,22

Here, we report on a novel structural pattern for CDK2 inhibitors

identified and optimized from the three screening hits discovered

from our proprietary compound library of mostly nucleoside deriva-

tives. The chemical space around the hits was expanded using our

experience in kinase inhibitor design and 16 new compounds were

synthesized. The molecular details of their binding were studied by

modeling, docking, and quantum mechanics-based scoring.

2 | RESULTS AND DISCUSSION

2.1 | Hit discovery and expansion

Previous campaigns launched at the Institute of Organic Chemistry

and Biochemistry (IOCB) in Prague focused mostly on diverse nucleo-

side and nucleotide analogues and resulted in numerous clinically suc-

cessful antiviral compounds.23,24 These compounds, after the

respective project end, were collected in the IOCB proprietary library,

ready for further exploration. This unique collection of compounds

allowed us to perform several screening campaigns, one of which

focused on identification of novel protein kinase inhibitors. Over

1000 compounds from this database were taken forward for virtual

screening against CDK2 kinase using quantum mechanics-based

SQM/COSMO methodology.5 In total, 200 best-scored structures

were selected for activity testing against CDK2. We identified three

norbornane-based compounds, 1, 2, and 3, prepared in our lab, as hits

for CDK2 inhibition (Figure F11). These compounds are nucleoside ana-

logues and thus can occupy the ATP-binding site of kinases and thus

potentially serve as type I inhibitors.

Molecular docking of these compounds in the CDK2 active site

suggested two binding modes. The standard one, very similar to that

of the purine-based inhibitor roscovitine,25–28 featured two hinge-

region hydrogen bonds with Leu83 and placed the 2,6,9-substituents

into their respective canonical pockets (Figure S1-left). For 1, we

found in addition a reverse binding mode with the two hinge-region

hydrogen bonds present but provided by different inhibitor atoms

(Figure S1-right). The 2,9-substituents pointed to their respective

pockets, yet under different angle. However, the potential

6-substituent would be swapped with the 9-substituent and would

thus point toward the gatekeeper, which would hinder a productive

hit optimization. Thus, only the canonical-binding mode was used for

hit expansion.

Following the known structure-activity relationships (SARs) in

purine-isostere-based kinase inhibitors,29,30 we have selected 36 mod-

ifications of position 2 and 37 in position 6 and combined them with

the hydroxynorbornyl moiety in position 9 on a purine scaffold. To

prioritize among these 73 compounds for synthesis, we built the mod-

ifications on the purine core in the CDK2 active site and scored using

SQM/COSMO approach.5 Eight compounds with high scores and syn-

thetic feasibility were selected for synthesis. Additionally, to explore

the importance of the hydroxynorbornyl moiety in position 9, another

eight compounds with the cyclohexyl substituent in position 9 were

suggested for synthesis.

F IGURE 1 Three hits for CDK2
inhibition from the IOCB proprietary
database
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2.2 | Synthesis of nucleoside derivatives as novel
CDK2 inhibitors

Synthesis of the original nucleoside analogues started with the prepa-

ration of double bridgehead substituted norbornane bicycle (7). First,

oxime 5 was synthesized in a straightforward manner in 6 steps from

ethylparaben 4. Using Bu3SnH-mediated radical cyclization of this

intermediate, hydroxylamine 6 was obtained (SchemeS1 1). It is note-

worthy that success of this reaction was strongly dependent on the

thoroughness of degassing the reaction medium. In standard,

undegassed solvent no cyclization occurred, when using simpler

degassing procedures such as bubbling inert gas (N2 or Ar) through

the reaction medium yields rose to mediocre 20-50% and after thor-

ough freeze-pump-thaw procedure acceptable 65% yield was

achieved. Debrominated 5 was always present in the reaction mixture

as a major impurity. The benzyloxy group, together with the ester

function, was reduced to obtain key amine 7, which was used in the

following nucleobase construction according to our one-step protocol
31 to prepare the 6-chloropurine derivative 8 and 2-amino-

6-chloropurine derivative 10, respectively (SchemeS2 2). Simple modifi-

cations in the purine 6-position of 8 and 10 lead to a series of simple

nucleoside derivatives, around which the chemical space was explored

with the aim of establishing structure–activity relationships (SAR) for

CDK2 inhibition.

The substituents in positions 2 and 6 suggested by computations

(see above) were synthesized as two subseries of compounds. In the

first subseries (18a-21b), we employed the known trans-

cyclohexyldiamine as a substituent in position 2 29 with a variety of

different p-benzenesulfonamides in position 6. The sulfonamide-

containing sidechains 13-16 were prepared in two simple steps from

p-nitrobenzenesulfonyl chloride and corresponding amines (Scheme S33).

In the second subseries (24a-27b), we used the phenylsulfon-

amidepyrrolidin sidechain in position 6, a moiety that already proved its

applicability in other kinase inhibitors of heterocyclic origin,32 and a

variety of aromatic substituents in position 2.

Two general routes were utilized for the synthesis of target com-

pounds (Scheme S44). In the case of compounds bearing an aliphatic

substituent in position 2, we exploited different reactivity of halogens

in positions 2 and 6 as well as different nucleophilicity of anilines and

aliphatic amines in SNAr reactions. Using the Schiemann reaction, we

prepared 2-fluoro-6-chloropurine derivatives bearing in position

9 cyclohexyl and 1-hydroxymethyl-norborn-4-yl, respectively. Both

halogens were consecutively exchanged in one pot by sequential

addition of appropriate nucleophiles - first the less reactive aniline

reacted in position 6 of the purine and then the more reactive ali-

phatic amine, trans-1,4-cyclohexanediamine, was added to exchange

the fluorine in position 2. In the case of sulfonamide 18 final

deprotection of a ketal group was necessary.

In case of aromatic substituent in position 2, we used similar

approach, where Sandmayer reaction was used in order to synthesize

corresponding 2-iodo-6-chloropurine intermediates. These were first

subjected to SNAr reaction exchanging the chlorine in position

6, followed by Buchwald reaction coupling aromatic amine to posi-

tion 2.

SCHEME 1 (a) Bu3SnH,
AIBN, toluene, reflux, 5 hours,
49%; (b) BH3-THF, diglyme,
110�C, 24 hours, 95%, (c) Pd(OH)
2/C, H2, MeOH, 24 hours, 85%,
(d) LiAlH4, THF, reflux
5 hours, 67%

SCHEME 2 (a) 4,6-Dichloro-
5-formamidopyrimidine, DIPEA,
n-BuOH, MW, 160�C, 2 hours,

60%; (b) 2-amino-4,6-dichloro-
5-formamidopyrimidine, DIPEA,
n-BuOH, MW, 160�C, 2 hours,
80%; (c) NH3-EtOH, MW. 120�C,
30 minutes, 91% for 2 or 65% for
11; (d) c-PrNH2, EtOH, MW
140�C, 30 minutes, 91% for 1 or
80% for 3; (e) DMF, MW, 200�C,
2 minutes, 87%; (f) TFA, H2O,
12 hours, 69%
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For all the 8 synthesized compounds, a series of 9-cyclohexyl

analogues was synthesized in the same manner to verify the utility

of the norbornane bicycle. All the synthesized compounds were sub-

jected to IC50 measurements against CDK2/cyclin E complex

(TableT1 1).

We also preformed cytotoxicity assays of four different cell lines

(HepG2, HL60, HeLa S3, and CCRF-CEM).

2.3 | The structure–activity relationship

All the compounds with the 9-norbornyl substituent had values in the

micro-submicromolar range, while the compounds with the 9-cyclohexyl

substituent fell into two classes: (a) in case of trans-1,4-cyclo-

hexanediamine in position 2, the compounds were submicromolar,

sometimes even slightly more potent than their 9-norbornyl-substituted

counterparts and (b) in case of phenylsulfonamidepyrrolidin in position

6 and various other substituents in position 2, the compounds were

inactive (IC50 > 15 μM) (Table 1). The strongest-affinity compound 18a

(0.19 μM) combines trans-1,4-cyclohexanediamine at position

2, phenylsulfonamidepyrrolidin at position 6, and norbornyl at position

9. To obtain insight into the binding modes and affinities, we performed

docking and scoring.

2.4 | Inhibitor binding modes

The standard binding mode (Figure S1-left) was observed for all the

compounds. For 26a, the reverse binding mode was also found but

discarded because it cannot be used further for hit optimization. In

the standard binding mode, the purine core featured two hinge-region

hydrogen bonds (L83: NH…N(7) and L83:O…N(6)H) similar to

roscovitine (Figure F22A) for all the compounds. Docking suggested four

types of orientations of the phenylsulfonamidepyrrolidine substituent

in position 6 across the compound series. We built all of them into the

strongest-affinity compound 18a (Figure 2A-E). They differed in inter-

actions with Lys89: (a) via sulfonamide oxygen (Figure 2A,B), (b) via

pyrrolidine nitrogen and Lys89 (Figure 2C), (c) shifted without any

interaction (Figure 2D) and (d) shifted without any interaction, with

5-member ring slightly rotated (Figure 2E).

SCHEME 3 (a) Amine, TEA, DCM, 0�C-rt, 12 hours; (b) Pd(OH)2, H2, MeOH—AcOEt, rt, 12 hours

SCHEME 4 (a) i-pentONO, HF-py, −30�C, 5 minutes 81% for 17a, 85% for 17b; (b) Aniline 13-16, DIPEA, n-BuOH, 150�C, 12 hours;
(c) trans-1,4,-diaminocyclohexane, n-BuOH, 175�C, 12 hours, 33-49% over two steps; (d) i-pentONO, CuI, CH2I2, THF, reflux, 4 hours, 74% for
22a, 81% for 22b; (e) aromatic amine, Cs2CO3, Pd2(dba)3, XantPhos, toluene-dioxane 1:1, 12 hours, 25–40% over two steps
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The first type of interaction was identified as the most favorable

based on the SQM/COSMO score values for compound 18a

(a) −63 kcal/mol, (b) −59 kcal/mol, (c) −52 kcal/mol, and (d) −54 kcal/

mol score values were obtained. The most favorable orientation was

(a) via sulfonamide oxygen and was thus modeled for all the

compounds.

In position 2, the phenyl, 3-pyridyl, 2,5-pyrimidyl and cyclohexyl

substituents fitted into hydrophobic cavity on one side and open to

the solvent on the other side. The distal amino group (neutral for the

aromatic substituents and charged for the cyclic aliphatic ones) always

formed a hydrogen bond with Asp145 (Figure 2A and zoomed in

Figure 2F,G). The experimental (Table 1) as well as computational

TABLE 1 2D structures of the 16 new compounds synthesized in this work and their measured activities against CDK2/cyclin E

aReference compound.
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(FigureF3 3) data show that the charged salt bridge (–NH3
+…−OOC–)

resulted in a stronger affinity than a charge-assisted hydrogen bond

(–NH2…
−OOC–). The 9-norbornyl part featured a nonpolar interaction

with Phe80 gatekeeper and its terminal hydroxyl made two hydrogen

bonds to the Lys33…Glu51 salt bridge (Figure 2A and zoomed in

2 hours). The 9-cyclohexyl substituent only featured the nonpolar

interaction with Phe80 gatekeeperQ4 (TableT2 2).

2.5 | QM-based binding affinities

As an estimate of binding free energy, we calculated the

PM6-D3H4X/COSMO score (see Methods) of all the designed com-

pounds (Table 1) complexed with CDK2. It must be stressed that

binding entropies are not assessed fully (only solvation entropy is

included via the implicit model) and thus the scores are offset by tens

of kilocalories per mol to more negative values but should correlate

with the experimental binding free energies under the assumption of

fortuitous cancellation of errors for similar compounds.5

The experimental binding free energies are estimated from the

measured IC50 values (Table 1) using the Cheng-Prusoff equation for

competitive not tight-binding inhibitors.5 Generally, IC50 values are

measured in conditions where substrate concentration equals to the

Michaelis constant of the enzyme, which transforms the equation into

ΔG0 = RT*ln (IC50/2).

Figure 3 shows the plot of the PM6-D3H4X/COSMO scores vs

experimental binding free energies. Two categories can be distin-

guished. The active compounds (IC50 from 0.19 to 2.79 μM) showed

F IGURE 2C
ol
or

F
ig
ur
e
-
P
ri
nt

an
d
O
nl
in
e

(a) The binding mode of 18a (green sticks for carbon atoms) in CDK2 compared to the crystal structure of roscovitine with
hydrogens added (orange sticks for carbon atoms; PDB code: 3DDQ). The ligand is shown in sticks and important CDK2 residues are shown as
ball and sticks. Colors of atoms (C: green/orange—ligand/gray—CDK2, N:blue, O:red, S:yellow and H:white). Zoom into position 6 with different
orientations distinguished by different carbon colors for the ligands: (b) the interaction between Lys 89 and sulfonamide oxygen (C: green), (c) the
interaction between Lys 89 and pyrrolidine nitrogen (C: magenta) (d) shifted without any interaction (C: salmon) and (e) 5-member ring slightly
rotated without any interaction (C: light green, f) Zoom into position 2 for compound 27a, (g) Zoom into position 2 for 18a h) Zoom into position
9 of 18a. The figure was prepared with Maestro (Schrodinger)
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high scores ranging from −64 to 49 kcal/mol (Figure 3, triangles). The

inactive compounds (Figure 3, filled circles with arrows representing

experimental “worse than”) had the scores ranging from −44 to

−37 kcal/mol. We can thus see that our score was able to separate

the actives from the inactives.

The scoring results also corresponded to the SAR observed above

for the 9-norbornyl vs 9-cyclohexyl group. In the first subseries with a

potent trans-cyclohexyldiamine as a substituent in position 2 and a

variety of different p-benzenesulfonamides in position 6, the IC50

showed a relative insensitivity to the identity of substituent 9 (2-fold

change). The scores for these compounds (18a-21b) had high scores

ranging from −63 to −50 kcal/mol. The probable structural reason is

that in this subseries, the compounds are already bound to CDK2 via

two strong interaction motifs: first, in position 2 where trans-

cyclohexyldiamine part has electrostatic interaction with Glu145

(Figure 2G) and second, in position 6 with an electrostatic interaction

between phenylsulfonpyrrolidin side chain and Lys89, which override

the effect of position 9.

In the second subseries with phenylsulfonamidepyrrolidine in posi-

tion 6 (compounds 24a, 25a, 26a, 27a), the 9-hydroxymethylnorbornyl

group was crucial for activity. The score values ranged from −55 to

−49 kcal/mol. On the contrary, the compounds with 9-cyclohexyl in

this subseries (24b, 25b, 26b, 27b) were inactive (IC50 > 14 μM) and

their score values ranged from −44 to −37 kcal/mol (Figure 3).

F IGURE 3 PM6-D3H4X/COSMO
scores plotted against experimental
binding free energies expressed as RT*ln
(IC50/2), all in kcal/mol. Triangles are
active compounds, filled circles with
arrows representing the measured “worse
than” for inactives

TABLE 2 Cytotoxicity of final
compounds on HepG2, HL60, HeLa S3,
and CCRF-CEM cells

Compound
IC50,μΜ

HepG2 HL60 HeLa S3 CCRF-CEM

18a >10 1754 ± 0.228 >10 1572 ± 0.103

18b >10 4866 ± 0.273 4275 ± 0.172 3752 ± 0.218

19a >10 4347 ± 0.282 6757 ± 0.042 3131 ± 0.02

19b 6289 ± 0.226 3.53 ± 0.251 3646 ± 0.046 1653 ± 0.177

20a >10 >10 >10 >10

20b >10 >10 >10 >10

21a >10 >10 >10 >10

21b >10 4044 ± 0.321 >10 4299 ± 0.324

24a 2918 ± 0.217 2847 ± 0.194 0.983 ± 0.012 0.823 ± 0.073

24b >10 >10 >10 >10

25a 1598 ± 0.087 1395 ± 0.045 0.839 ± 0.07 1039 ± 0.086

25b >10 >10 >10 5265 ± 0.626

26b >10 >10 2868 ± 0.084 4785 ± 0.089

27a >10 >10 2442 ± 0.323 4846 ± 0.457

27b >10 5012 ± 0.545 2.64 ± 0.279 1576 ± 0.107
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3 | CONCLUSIONS

Herein, we report the hit discovery and expansion via medicinal chem-

istry synthesis, activity measurements, and computational analyses of

a series of carbocyclic nucleoside compounds featuring

9-hydroxymethyl norbornyl substituent as CDK2 inhibitors. The mea-

sured activities of the 16 newly synthesized compounds against

CDK2/cyclin E were in the micromolar/submicromolar range and

included as controls inactive compounds. The structure-activity rela-

tionships showed that structures with 9-hydroxymethylnorbornyl sub-

stituent had all submicromolar potencies.

The compounds with 9-cyclohexyl substituent fell into two clas-

ses (active/inactive) depending on the substituent in position 2. For a

molecular understanding of the potency determinants, we have car-

ried out computational modeling. Using docking and quantum-based

SQM/COSMO scoring, we could separate the compounds into

the actives and inactives and link the binding to individual inter-

actions present in the binding cavity. Overall, the discovered

9-hydroxymethyl norbornyl substituent opens way to further explore

it in the area of structure-based kinase design.

4 | METHODS

4.1 | Organic synthesis

4.1.1 | Experimental sectionQ5

NMR spectra were recorded on Bruker Avance II 500 (1H at

500 MHz) or Bruker Avance III HD (1H at 400 MHz) spectrometer

using DMSO-d6 or CDCl3 as a solvent and the solvent signal as a ref-

erence. Chemical shifts (δ) and coupling constants (J) were expressed

in ppm and Hz, respectively. All structures were confirmed and 1H

and 13C signals were assigned by a combination of 1D and 2D NMR

(H,H-COSY, H,C-HSQC, H,C-HMBC, ROESY) techniques. Standard

pulse programs from the library of the spectrometer were used; gradi-

ent selection was used in the 2D experiments. Mass spectra were

measured on an LTQ Orbitrap XL using electrospray ionization (ESI).

Elemental analyses were measured on Perkin Elmer CHN Analyzer

2400, Series II Sys or on SPECTRO iQ II. Microwave syntheses were

carried out in a CEM Discover instrument with a single-mode cavity

and focused microwave heating (microwave power supply 0-300 W,

IR temperature sensor, sealed vessel mode). Column chromatography

(both normal and reverse phase) was performed on a 40-60 μm silica

gel using ISCO flash chromatography system or standard glass col-

umns. Purity of all prepared compounds was higher than 98% unless

stated otherwise.

Ethyl 4-[(benzyloxy)amino]bicyclo[2.2.1]heptane-1-carboxylate (6): A

solution of 5 [15] (17 g, 46.2 mmol) in dry toluene (500 mL, distilled

from sodium) was deoxygenated three times using the freeze-pump-

thaw degassing method, and then heated to reflux. A solution of

Bu3SnH (37.3 mL, 138.5 mmol) and AIBN (1 g) in dry and deoxygen-

ated toluene (150 mL) was added dropwise to this solution (3 hours),

and the resulting reaction mixture was refluxed for further 1 hour.

After cooling down, the reaction was quenched with careful addition

of methyliodide (30 mL), and volatiles were evaporated and adsorbed

on silica. Flash column chromatography (5-30% ethyl acetate in petro-

leum ether) afforded 3 (8.0 g, 60%) as a clear oil. Spectral characteris-

tics match those described in literature [15].

(4-Aminobicyclo[2.2.1]hept-1-yl)methanol (7): To a solution of

6 (7.4 g, 25.6 mmol) in dry diglyme (200 mL) was added BH3-THF

complex (1 M solution in THF, 121 mL) and the mixture was heated in

a sealed pressure vessel on 110�C for 48 hours. After cooling to RT,

reaction was quenched by careful addition of water (10 mL) and vola-

tiles were evaporated. The residue was adsorbed on silica from etha-

nol (50 mL) and purified by column chromatography (DCM to DCM:

EtOH:(3 M NH3-EtOH) = 7:2:1 to afford 7 (3.43 g, 95%) as clear oil

which solidifies on standing. 1H NMR: 1.12 (s, 2H, H-7), 1.16-1.26 (m,

2H, H-2endo, H-6endo), 1.34-1.50 (m, 4H, H-3, H-5), 1.54-1.59 (m,

2H, H-2exo, H-6exo), 3.34 (s, 2H, CH2O). 13C NMR: 32.28 (C-2, C-6),

37.40 (C-3, C-5), 48.20 (C-7), 48.98 (C-1), 62.40 (C-4), 65.17 (CH2O).

ESI MS m/z (%): 142.1 (100) [M + H]; HRMS ESI (C8H16ON) calcu-

lated: 142.12264; found: 142.12256.

[4-(6-Chloro-9H-purin-9-yl)bicyclo[2.2.1]hept-1-yl]methanol (8): To

a solution of amine 7 (282 mg, 2 mmol) in n-BuOH (10 mL), was added

4,6-dichloro-5-formamidopyrimidine (460 mg, 2.4 mmol) and DIPEA

(1.05 mL, 6 mmol) and the reaction mixture was microwave irradiated

in a sealed vessel on 160�C for 2 hours. Flash chromatography (1-2%

methanol in ethyl acetate) followed by crystallization from toluene

−cyclohexane mixture afforded 8 (335 mg, 60%) as white crystals

(m.p. = 176.5-178�C). 1H NMR: 1.41-1.49 (m, 2H, H-2endo, H-6endo),

1.77-1.85 (m, 2H, H-2exo, H-6exo), 2.05-2.14 (m, 2H, H-3exo,

H-5exo), 2.13 (bs, 2H, H-7), 2.24-2.32 (m, 2H, H-3endo, H-5endo),

3.51 (d, 2H, JCH2-OH = 5.3, CH2O), 4.68 (t, 1H, JOH-CH2 = 5.3, OH),

8.68 (s, 1H, H-80), 8.77 (s, 1H, H-20). 13C NMR: 31.29 (C-2, C-6), 34.55

(C-3, C-5), 43.57 (C-7), 48.51 (C-1), 64.20 (CH2O), 66.22 (C-4), 131.72

(C-50), 146.54 (C-80), 149.37 (C-60), 151.24 (C-20), 152.35 (C-40). ESI

MS m/z (%): 279.1 (100) [M + H], 301.1 (86) [M + Na]. Anal. calc. For

C13H15N4OCl x 1/5 C7H8 (297.17): C 58.20, H 5.63, N 18.85, Cl

11.93; found: C 57.96, H 5.63, N 18.73, Cl 11.73.

[4-(6-Amino-9H-purin-9-yl)bicyclo[2.2.1]hept-1-yl]methanol (2): A

solution of 8 (150 mg, 0.53 mmol) in ethanolic ammonia (3.5 M, 3 mL)

was heated in a microwave reactor at 120�C for 30 minutes. Product

was isolated by flash chromatography (5-20% methanol in ethyl ace-

tate) and subsequent crystallization from aqueous methanol. Yield

128 mg, 91%, colorless needles (m.p. = 225-226�C). 1H NMR:

1.38-1.46 (m, 2H, H-2endo, H-6endo), 1.74-1.82 (m, 2H, H-2exo, H-

6exo), 2.06 (bs, 2H, H-7), 2.03-2.11 (m, 2H, H-3exo, H-5exo),

2.16-2.24 (m, 2H, H-3endo, H-5endo), 3.50 (d, 2H, JCH2-OH = 5.3,

CH2O), 4.62 (t, 1H, JOH-CH2 = 5.3, OH), 7.15 (bs, 2H, NH2), 8.07 (s,

1H, H-80), 8.11 (s, 1H, H-20). 13C NMR: 31.38 (C-2, C-6), 34.60 (C-3,

C-5), 43.61 (C-7), 48.48 (C-1), 64.39 (CH2O), 65.37 (C-4), 119.81 (C-

50), 139.59 (C-80), 150.11 (C-40), 152.17 (C-20), 156.29 (C-60). ESI MS

m/z (%): 260.2 (100) [M + H], 282.2 (32) [M + Na]. Anal. calc. For

C13H17N5O (259.31): C 60.21, H 6.61, N 27.01; found: C 59.92, H

6.60, N 26.80.
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{4-[6-(Cyclopropylamino)-9H-purin-9-yl]bicyclo[2.2.1]hept-1-yl}meth-

anol (1): A solution of 8 (150 mg, 0.53 mmol) and cyclopropylamine

(367 μL, 5.3 mmol) in ethanol (5 mL) was heated in a microwave reac-

tor at 140�C for 20 minutes. Volatiles were evaporated, crude product

was adsorbed on silica and purified by flash chromatography (1-5%

methanol in ethyl acetate), and subsequent crystallization from

toluene-cyclohexane mixture to afford 1 (146 mg, 91%) as white crys-

tals (m.p. = 157-158�C). 1H NMR: 0.58-0.62 and 0.68-0.73 (m, 2H,

CH2-cyclop), 1.40-1.46 (m, 2H, H-2endo, H-6endo), 1.73-1.82 (m, 2H,

H-2exo, H-6exo), 2.06 (bs, 2H, H-7), 2.03-2.12 (m, 2H, H-3exo,

H-5exo), 2.15-2.23 (m, 2H, H-3endo, H-5endo), 3.02 (bs, 1H, CH-

cyclop), 3.50 (d, 2H, JCH2-OH = 5.3, CH2O), 4.62 (t, 1H, JOH-CH2 = 5.3,

OH), 7.81 (bs, 1H, NH), 8.07 (s, 1H, H-80), 8.22 (bs, 1H, H-20). 13C

NMR: 6.54 (CH2-cyclop), 31.38 (C-2, C-6), 34.61 (C-3, C-5), 43.63

(C-7), 48.47 (C-1), 64.38 (CH2O), 65.39 (C-4), 120.18 (C-50), 139.42

(C-80), 149.7 (C-40), 152.07 (C-20), 155.83 (C-60). ESI MS m/z (%): 300.2

(100) [M + H], 322.2 (3) [M + Na]. Anal. calc. For C16H21N5O (299.37):

C 64.19, H 7.07, N 23.39; found: C 64.11, H 7.02, N 23.40.

{4-[6-(Dimethylamino)-9H-purin-9-yl]bicyclo[2.2.1]hept-1-yl}metha-

nol (9): A solution of 8 (150 mg, 0.53 mmol) in DMF (3 mL) was sub-

jected to microwave irradiation (sealed vessel, 200�C, 2 minutes).

Volatiles were evaporated, crude product was adsorbed on silica and

purified by flash chromatography (1-5% methanol in ethyl acetate),

and subsequent crystallization from toluene - ethyl acetate mixture.

Yield 135 mg, 87%, colorless crystals (m.p. = 155-156�C). 1H NMR:

1.39-1.46 (m, 2H, H-2endo, H-6endo), 1.73-1.82 (m, 2H, H-2exo, H-

6exo), 2.00-2.09 (m, 2H, H-3exo, H-5exo), 2.06 (bs, 2H, H-7),

2.19-2.26 (m, 2H, H-3endo, H-5endo), 3.44 (bs, 6H, CH3), 3.50 (d, 2H,
0JCH2-OH = 5.3, CH2O), 4.63 (t, 1H, JOH-CH2 = 5.3, OH), 8.08 (s, 1H, H-

80), 8.19 (s, 1H, H-20). 13C NMR: 31.37 (C-2, C-6), 34.50 (C-3, C-5),

37.97 (CH3), 43.60 (C-7), 48.42 (C-1), 64.38 (CH2O), 65.42 (C-4),

120.36 (C-50), 138.47 (C-80), 150.95 (C-40), 151.48 (C-20), 154.54 (C-

60). ESI MS m/z (%): 288.2 (100) [M + H]. Anal. calc. For C15H21N5O

(287.36): C 62.70, H 7.37, N 24.37; found: C 62.43, H 7.44, N 24.00.

[4-(2-Amino-6-chloro-9H-purin-9-yl)bicyclo[2.2.1]hept-1-yl]metha-

nol (10): To a solution of amine 7 (500 mg, 3.5 mmol) in n-BuOH

(20 mL), was added 2-amino-4,6-dichloro-5-formamidopyrimidine

(870 mg, 4.2 mmol) and DIPEA (1.83 mL, 10.5 mmol) and the reaction

mixture was microwave irradiated in a sealed vessel on 160�C for

2 hours. Flash chromatography (1%-5% methanol in ethyl acetate)

followed by crystallization from ethyl acetate–acetone mixture

afforded 10 (846 mg, 81%) as pink crystals (m.p. = 150�C-151�C). 1H

NMR: 1.38-1.45 (m, 2H, H-2, H-6endo), 1.72-1.79 (m, 2H, H-2, H-

6exo), 2.00-2.06 (m, 2H, H-3exo, H-5exo), 2.04 (bs, 2H, H-7),

2.14-2.23 (m, 2H, H-3endo, H-5endo), 3.46-3.51 (m, 2H, CH2O),

4.63-4.68 (m, 1H, OH), 6.82 (bs, 2H, NH2), 8.08 (s, 1H, H-80). 13C

NMR: 31.30 (C-2, C-6), 34.28 (C-3, C-5), 43.34 (C-7), 48.44 (C-1),

64.31 (CH2O), 65.45 (C-4), 124.27 (C-50), 142.15 (C-80), 149.64 (C-60),

154.55 (C-40), 159.49 (C-20). ESI MS m/z (%): 294.2 (37) [M + H],

316.2 (19) [M + Na], 608.8 (100) [2 M + Na]; HRMS ESI

(C13H17ON5Cl) calculated: 294.11161; found: 294.11167. Anal. calc.

For C13H16ClN5O (293.75): C 53.15, H 5.49, N 23.84, Cl 12.07;

found: C 53.33, H 5.56, N 23.61, Cl 12.30.

(4-(2-amino-6-chloro-9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)meth-

anol (10b): Compound was prepared according to a published proce-

dure reported by author 31.

[4-(2,6-Diamino-9H-purin-9-yl)bicyclo[2.2.1]hept-1-yl]methanol

(11): A solution of 10 (120 mg, 0.41 mmol) in ethanolic ammonia

(3.5 M, 3 mL) was heated in a microwave reactor at 120�C for

30 minutes. Product was isolated by flash chromatography (15%-30%

methanol in ethyl acetate) and subsequent crystallization from aque-

ous methanol. Yield 73 mg, 65%, pale orange crystals (m.p. = 268�C-

269�C). 1H NMR: 1.33-1.44 (m, 2H, H-2, H-6endo), 1.69-1.79 (m, 2H,

H-2, H-6exo), 2.00 (bs, 2H, H-7), 1.98-2.07 (m, 2H, H-3exo, H-5exo),

2.09-2.17 (m, 2H, H-3endo, H-5endo), 3.48 (d, 2H, JCH2,OH = 5.3,

CH2O), 4.61 (t, 1H, JOH,CH2 = 5.3, OH), 5.64 (bs, 2H, 20-NH2), 6.58 (s,

2H, 60-NH2), 7.64 (s, 1H, H-80). 13C NMR: 31.39 (C-2, C-6), 34.40 (C-

3, C-5), 43.44 (C-7), 48.39 (C-1), 64.47 (CH2O), 64.83 (C-4), 114.32

(C-50), 136.17 (C-80), 152.41 (C-40), 156.32 (C-60), 159.90 (C-20). ESI

MS m/z (%): 275.3 (100) [M + H]; HRMS ESI (C13H19ON6) calculated:

275.16149; found: 275.16145. Anal. calc. For C13H18N6O (274.32): C

56.92, H 6.61, N 30.64; found: C 57.00, H 6.49, N 30.64.

{4-[2-Amino-6-(cyclopropylamino)-9H-purin-9-yl]bicyclo[2.2.1]hept-

1-yl}methanol (3): A solution of 10 (588 mg, 2 mmol) and

cyclopropylamine (1.39 mL, 20 mmol) in ethanol (20 mL) was heated

in a microwave reactor at 140�C for 30 min. Volatiles were evapo-

rated, crude product was adsorbed on silica and purified by flash chro-

matography (5%-10% methanol in ethyl acetate), and subsequent

crystallization from acetone to afford 3 (502 mg, 80%) as off-white

crystals (m.p. = 247-248�C). 1H NMR: 0.53 to 0.61 and 0.61 to 0.68

(m, 2H, CH2-cyclop), 1.34-43 (m, 2H, H-2, H-6endo), 1.68-1.79 (m,

2H, H-2, H-6exo), 2.00 (bs, 2H, H-7), 1.96-2.07 (m, 2H, H-3exo, H-

5exo), 2.09-2.19 (m, 2H, H-3endo, H-5endo), 3.01 (bs, 1H, CH-

cyclop), 3.48 (d, 2H, JCH2,OH = 5.0, CH2O), 4.61 (t, 1H, JOH,CH2 = 5.2,

OH), 5.70 (bs, 2H, NH2), 7.18 (bs, 1H, NH), 7.63 (s, 1H, H-80). 13C

NMR: 6.61 (CH2-cyclop), 31.40 (C-2, C-6), 34.41 (C-3, C-5), 43.46 (C-

7), 48.39 (C-1), 64.48 (CH2O), 64.84 (C-4), 114.58 (C-50), 135.91 (C-

80), 151.9 (C-40), 156.10 (C-60), 159.82 (C-20).ESI MS m/z (%): 315.3

(100) [M + H]; HRMS ESI (C16H23ON6) calculated: 315.19279; found:

315.19268. Anal. calc. For C16H22N6O (314.39): C 61.13, H 7.05, N

26.73; found: C 60.95, H 7.02, N 26.81.

2-Amino-9-[4-(hydroxymethyl)bicyclo[2.2.1]hept-1-yl]-1,9-dihydro-

6H-purin-6-one (12): A solution of 10 (120 mg, 0.41 mmol) in TFA–

water mixture (2:1, 6 mL) was stirred at RT overnight. Volatiles were

evaporated and crude product was codistilled with ethanol

(3 × 10 mL), NH4OH (10 mL), and ethanol (2 × 10 mL), adsorbed on

silica gel and purified by flash chromatography (mobile phase: 15-30%

methanol in ethyl acetate). Subsequent crystallization from water-

methanol mixture afforded 12 (78 mg, 69%) as light brown powder

(m.p. > 360�C [decomp.]). 1H NMR: 1.33-1.43 (m, 2H, H-2, H-6endo),

1.67-1.79 (m, 2H, H-2, H-6exo), 1.98 (bs, 2H, H-7), 1.93-2.03 (m, 2H,

H-3exo, H-5exo), 2.10-2.19 (m, 2H, H-3endo, H-5endo), 3.47 (d, 2H,

JCH2,OH = 5.3, CH2O), 4.62 (t, 1H, JOH,CH2 = 5.3, OH), 6.36 (bs, 2H,

NH2), 7.62 (s, 1H, H-80), 10.57 (bs, 1H, H-10). 13C NMR: 31.38 (C-2, C-

6), 34.53 (C-3, C-5), 43.50 (C-7), 48.37 (C-4), 64.40 (CH2O), 65.13 (C-

1), 117.86 (C-50), 136.17 (C-80), 151.75 (C-40), 152.89 (C-20), 157.04
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(C-60). ESI MS m/z (%): 276.2 (14) [M + H], 298.2 (100) [M + Na];

HRMS ESI (C13H18O2N5) calculated: 276.14550; found: 276.14549.

Anal. calc. For C13H17N5O2 (275.31): C 56.31, H 6.22, N 25.44; found:

C 56.24, H 6.30, N 25.31.

4.2 | General procedure for the preparation of
sulfonamides 13-16

A solution of 4-nitrobenzenesulfonyl chloride (665 mg, 3 mmol) in

DCM (30 mL) was added dropwise to a stirred solution of amine

(3.05 mmol) and triethylamine (418 μL, 3 mmol) in DCM (30 mL) at

0�C and stirred at room temperature for 12 hours. Reaction mixture

was diluted with DCM (50 mL) and washed with water, organic phase

was dried with sodium sulfate and exaporated in vacuo. This interme-

diate was, without further purification, dissolved in a MeOH-AcOEt

mixture (1:1, 30 mL), Pd/C (10%, 100 mg) was added, and reaction

mixture was hydrogenated under balloon for 24 hours. Catalyst was

filtered off on a celite pad, and product was purified by flash column

chromatography.

4-(Pyrrolidin-1-ylsulfonyl)aniline (13): Chromatography: ethyl ace-

tate in petrol ether (40-80%), yield 648 mg (95% over 2 steps). Analyt-

ical data are consistent with literature.33

4-Amino-N,N-diethylbenzenesulfonamide (14): Chromatography:

ethyl acetate in petrol ether (30-100%), yield 560 mg (82% over

2 steps). Analytical data are consistent with literature.34

4-((1,4-Dioxa-8-azaspiro[4.5]decan-8-yl)sulfonyl)aniline (15): Chro-

matography: ethyl acetate in petrol ether (40-100%), yield 720 mg

(80% over 2 steps). 1H NMR: δ 1.61-1.67 (m, 4H, H-60 , H-100),

2.86-2.92 (m, 4H, H-70, H-90), 3.81 (s, 4H, H-20, H-30), 6.08 (s, 2H,

NH2), 6.61-6.61 (m, 2H, H-2), 7.32-7.38 (m, 2H, H-3). 13C NMR: δ

33.68 (C-60, C-100), 44.39 (C-70 , C-90), 63.75 (C-20, C-30), 105.33 (C-

50), 112.69 (C-2), 119.71 (C-4), 129.48 (C-3), 153.19 (C-1). ESI MS m/z

(%): 299.1 (4) [M + H], 321.1 (51) [M + Na], 619.2 (100) [2 M + Na];

HRMS ESI (C13H18O4N2NaS) calculated: 321.08795; found:

321.08806.

4-Amino-N-(2-methoxyethyl)benzenesulfonamide (16): Chromatog-

raphy: ethyl acetate in petrol ether (40-100%), yield 570 mg (83%

over 2 steps). Analytical data are consistent with literature.35

(4-(6-Chloro-2-fluoro-9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)meth-

anol (17a): 10a (100 mg, 0.34 mmol), placed in a plastic falcon tube,

was dissolved in 60% HF-pyridine (2 mL) at −50�C. Isoamylnitrite

(104 μL, 0.51 mmol) was added, and reaction mixture was stirred at

−30�C for 5 minutes, after which it was poured on ice and product

was extracted with chloroform. Organic phase was washed with sat.

NaHCO3 and water and flash chromatography (5-10% methanol in

DCM) afforded 17a (82 mg, 81%) as a white amorphous solid. 1H

NMR: δ 1.41-1.49 (m, 2H, H-2b, H-6endo), 1.75-1.84 (m, 2H, H-2a,

H-6exo), 2.00-2.12 (m, 4H, H-3exo, H-5exo, H-7), 2.20-2.29 (m, 2H,

H-3endo, H-5endo), 3.50 (d, 2H, JCH2,OH = 5.3, CH2O), 4.68 (t, 1H,

JOH,CH2 = 5.3, OH), 8.69 (s, 1H, H-80). 13C NMR: δ 31.00 (C-2, C-6),

34.27 (C-3, C-5), 43.23 (C-7), 48.29 (C-1), 63.92 (CH2O), 66.07 (C-4),

130.61 (d, J50 ,F = 4.8, C-50), 147.31 (d, J80 ,F = 3.0, C-80), 150.37

(d, J60 ,F = 18.3, C-60), 153.82 (d, J40 ,F = 17.6, C-40), 155.59

(d, J20 ,F = 212.5, C-20). ESI MS m/z (%): 297.3 (100) [M + H]; HRMS ESI

(C13H15ON4ClF) calculated: 297.09129; found: 297.09136.

6-Chloro-9-cyclohexyl-2-fluoro-9H-purine (17b): 10b (100 mg,

0.4 mmol), placed in a plastic falcon tube, was dissolved in 60% HF-

pyridine (2 mL) at −50�C. Isoamylnitrite (121 μL, 0.6 mmol) was

added, and reaction mixture was stirred at −30�C for 5 minutes, after

which it was poured on ice and product was extracted with chloro-

form. Organic phase was washed with sat. NaHCO3 and water and

flash chromatography (30-100% ethyl acetate in petrol ether)

afforded 17b (86 mg, 85%) as a white amorphous solid. 1H NMR: δ

1.27 (tt, 1H, JGEM = 13.0, J40ax,30eq = 3.6, H-40ax), 1.52-1.38 (m, 2H, H-

30ax), 1.64-1.76 (m, 1H, H-40eq), 1.98-1.80 (m, 4H, H-20eq, H-30eq),

1.99-2.07 (m, 2H, H-20ax), 4.41 (tt, 1H, J10 ,20a = 11.9, J10 ,20b = 3.8, H-10),

8.81 (s, 1H, H-8). 13C NMR: δ 24.82 (C-40), 25.07 (C-30), 31.97 (C-20),

55.07 (C-10), 130.31 (d, J5,F = 4.8, C-5), 146.97 (d, J8,F = 3.1, C-8),

150.39 (d, J6,F = 18.3, C-6), 153.47 (d, J4,F = 17.5, C-4), 156.07 (d,

J2,F = 213.5, C-2). ESI MS m/z (%): 255.2 (100) [M + H]; HRMS ESI

(C11H13ON4ClF) calculated: 255.08073; found: 255.08080.

4.3 | General procedure for the preparation of
compounds 18-21

A mixture of 17a or 17b, corresponding aniline (13-16, 1.2 eq), DIPEA

(2 eq), and n-BuOH (2-5 mL) was heated in a sealed pressure vessel to

150�C for 12 hours. When TLC showed complete disappearance of

the starting material, trans-1,4-cyclohexandiamine (3 eq) was added

and the reaction mixture was heated to 175�C for 12 hours. Product

was purified by reverse phase column chromatography in H2O-MeCN

gradient (10-100% MeCN, 0,1% TFA) and freeze-dried.

(4-(2-(([1r,4r]-4-Aminocyclohexyl)amino)-6-((4-[pyrrolidin-

1-ylsulfonyl]phenyl)amino)-9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)meth-

anol (18a): Starting from 17a (80 mg, 0.31 mmol), 13 (85 mg,

0.38 mmol), DIPEA (109 mL, 0.63 mmol), n-BuOH (2 mL) in stage

1 and trans-1,4-cyclohexandiamine (108 mg, 0.94 mmol) in stage

2, yield 69 mg (32%) as a TFA salt. 1H NMR: δ 1.31-1.51 (m, 6H, H-

300´b, H-3b, H-2b), 1.65 (m, 4H, NCH2CH2), 1.77 (m, 2H, H-3a), 2.05

(s, H-5), 2.07-2.22 (m, 6H, H-2a, H-2b, H-200´a), 3.03 (bm, H-400´), 3.13

(m, 4H, NCH2CH2), 3.51 (s, 2H, CH2OH), 3.62 (bm, 1H, H-100´), 6.74

(bs, 2´-NH), 7.69 (m, 2H, H-200 or H-300), 7.69 (bd, 3H, 400´-NH3
+), 7.98

(s, 1H, H-80), 8.30 (m, 2H, H-200 or H-300), 9.98 (s, 1H, 6´-NH). 13C

NMR: δ 24.86 (NCH2CH2), 29.53 (C-300´), 30.09 (C-200´), 31.44 (C-3),

34.31 (C-2), 43.47 (C-5), 47.98 (NCH2CH2), 48.37 (C-4), 49.12 (C-400´),

49.82 (C-100´), 64.49 (CH2OH), 65.28 (C-1), 114.19 (C-50), 119.39 (C-

200 or C-300), 128.20 (C-200 or C-300), 127.8* (C-100 or C-400), 137.6* (C-

80), 144.83 (C-100 or C-400), 152.7 (C-40), 151.56 (C-60), 157.80 (C-20).

ESI MS m/z (%): 581.3 (100) [M + H], 603.3 (15) [M + Na]; HRMS ESI

(C29H41O3N8S) calculated: 581.30168; found: 581.30174.

N2-([1r,4r]-4-Aminocyclohexyl)-9-cyclohexyl-N6-(4-[pyrrolidin-

1-ylsulfonyl]phenyl)-9H-purine-2,6-diamine (18b): Starting from 17b

(80 mg, 0.31 mmol), 13 (85 mg, 0.38 mmol), DIPEA (109 mL,

0.63 mmol), n-BuOH (2 mL) in stage 1 and trans-1,4-cyclohexandiamine
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(108 mg, 0.94 mmol) in stage 2, yield 85 mg (42%) as a TFA salt. 1H

NMR: δ 1.16-1.56 (m, 7H, H-3”b, H-4”b, H-2000b, H-3000b), 1.61-1.67 (m,

4H, NCH2CH2), 1.67-1.74 (m, 1H, H-4”a), 1.81-1.93 (m, 4H, H-2”b, H-

3”a), 1.94-2.05 (m, 4H, H-2”a, H-3000a), 2.05-2.17 (m, 2H, H-2000a),

2.97-3.10 (m, 1H, H-4000), 3.08-3.19 (m, 4H, NCH2CH2), 3.60-3.73 (m,

1H, H-1000), 4.15-4.27 (m, 1H, H-100), 6.89 (bs, 1H, 2-NH), 7.67-7.73 (m,

2H, H-30), 7.83 (bs, 3H, NH2), 8.10 (s, 1H, H-8), 8.24-8.34 (m, 2H, H-20),

10.05 (s, 1H, 6-NH). 13C NMR: δ 24.68 (NCH2CH2), 24.84 (C-400), 25.23

(C-300), 29.32 (C-3000), 30.01 (C-2000), 32.06 (C-200), 47.81 (NCH2CH2),

48.86 (C-4000), 49.6 (C-1000), 53.2 (C-100), 113.7 (C-5), 119.15 (C-20), 127.9

(C-30), 128.01 (C-40), 137.00 (C-8), 144.63 (C-10), 151.32 (C-6), 151.60

(C-4), 157.8 (C-2). ESI MS m/z (%): 539.5 (100) [M + H], 561.3 (12) [M

+ Na]; HRMS ESI (C27H39O2N8S) calculated: 539.29112; found:

539.29121.

4-((2-(([1r,4r]-4-Aminocyclohexyl)amino)-9-(4-(hydroxymethyl)bicyclo

[2.2.1]heptan-1-yl)-9H-purin-6-yl)amino)-N,N-diethylbenzenesulfonamide

(19a): Starting from 17a (95 mg, 0.32 mmol), 14 (108 mg, 0.47 mmol),

DIPEA (137 mL, 0.79 mmol), n-BuOH (4 mL) in stage 1 and trans-1,-

4-cyclohexandiamine (109 mg, 0.96 mmol) in stage 2. Yield 96 mg

(43%) as a TFA salt. 1H NMR: δ 1.04 (t, 6H, JCH3,CH2 = 7.1, NCH2CH3),

1.28-1.53 (m, 6H, H-3”b, H-5”endo, H-200 0b, H-300 0b), 1.71-1.84 (m, 2H,

H-3”a, H-5”exo), 1.97-2.25 (m, 10H, H-200, H-600, H-700, H-200 0a, H-300 0a),

2.98-3.10 (m, 1H, H-400 0), 3.15 (q, 4H, JCH2,CH3 = 5.8, NCH2CH3), 3.51

(s, 2H, CH2O), 3.56-3.67 (m, 1H, H-100 0), 6.92 (bs, 1H, 20-NH),

7.65-7.72 (m, 2H, H-3), 7.92 (bs, 3H, NH2), 8.19 (s, 1H, H-80),

8.22-8.27 (m, 2H, H-2), 10.05 (s, 1H, 60-NH). 13C NMR: δ 14.14

(NCH2CH3), 29.34 and 29.88 (C-2000, C-3000), 31.24 (C-300, C-500), 34.05

(C-200, C-600), 41.81 (NCH2CH3), 43.25 (C-700), 48.21 (C-400), 48.90 (C-

1000), 49.71 (C-4000), 64.26 (CH2O), 65.44 (C-100), 112.45 (C-50), 119.46

(C-2), 127.44 (C-3), 131.97 (C-4), 137.33 (C-80), 144.02 (C-1), 150.95

(C-60), 152.10 (C-40), 157.73 (C-20). ESI MS m/z (%): 583.4 (100) [M

+ H]; HRMS ESI (C29H43O3N8S) calculated: 583.31733; found:

583.31732.

4-((2-(([1r,4r]-4-Aminocyclohexyl)amino)-9-cyclohexyl-9H-purin-6-yl)

amino)-N,N-diethylbenzenesulfonamide (19b): Starting from 17b

(100 mg, 0.39 mmol), 14 (108 mg, 0.47 mmol), DIPEA (137 mL,

0.79 mmol), n-BuOH (mL) in stage 1 and trans-1,4-cyclohexandiamine

(135 mg, 1.18 mmol) in stage 2. Yield 123 mg (49%) as a TFA salt. 1H

NMR: δ 1.03 (t, 6H, JCH3,CH2 = 7.1, NCH2CH3), 1.16-1.25 (m, 1H, H-

4”b), 1.27-1.44 (m, 4H, H-3”b, H-2000b), 1.45-1.58 (m, 2H, H-3000b),

1.61-1.70 (m, 1H, H-4”a), 1.75-2.20 (m, 10H, H-200, H-3”a, H-2000a, H-

3000a), 2.95-3.06 (m, 1H, H-4000), 3.13 (q, 4H, JCH2,CH3 = 7.0, NCH2CH3),

3.60-3.75 (m, 1H, H-1000), 4.14-4.28 (m, 1H, H-100), 6.93 (bs, 1H, 20-

NH), 7.59-7.81 (m, 2H, H-3), 8.13 (s, 1H, H-8), 8.18 (bs, 3H, NH2),

8.24-8.34 (m, 2H, H-2), 10.05 (bs, 1H, 60-NH). 13C NMR: δ 14.19

(NCH2CH3), 24.99 (C-400), 25.35 (C-300), 29.44 (C-300 0), 30.23 (C-2000),

32.18 (C-200), 41.95 (NCH2CH3), 49.08 (C-4000), 49.83 (C-1000), 53.5 (C-

100), 113.29 (C-50), 119.52 (C-2), 127.53 (C-3), 132.01 (C-4), 137.06

(C-80), 144.36 (C-1), 151.45 (C-40), 157.96 (C-20). ESI MS m/z (%):

541.4 (100) [M + H], 563.4 (21) [M + Na]; HRMS ESI (C27H41O2N8S)

calculated: 541.30677; found: 541.30679.

4-((2-(([1r,4r]-4-aminocyclohexyl)amino)-9-(4-(hydroxymethyl)bicyclo

[2.2.1]heptan-1-yl)-9H-purin-6-yl)amino)-N-(2-methoxyethyl)

benzenesulfonamide (20a): Starting from 17a (100 mg, 0.34 mmol), 16

(93 mg, 0.4 mmol), DIPEA (117 mL, 0.67 mmol), n-BuOH (3 mL) in

stage 1 and trans-1,4-cyclohexandiamine (115 mg, 1 mmol) in stage

2. Yield 77 mg (33%) as a TFA salt. 1H NMR: δ 1.28-1.53 (m, 6H, H-

3”b, H-5”endo, H-2000b, H-3000b), 1.72-1.84 (m, 2H, H-3”a, H-5”exo),

1.94-2.26 (m, 10H, H-200, H-600, H-700, H-2000a, H-3000a), 2.89 (q, 2H,

JCH2,CH2 = JCH2,NH = 5.8, NCH2CH2), 2.96-3.11 (m, 1H, H-4000), 3.17 (s,

3H, OCH3), 3.31 (t, 2H, JCH2,CH2 = 5.8, NCH2CH2), 3.51 (s, 2H, CH2O),

3.56-3.71 (m, 1H, H-1000), 7.56 (t, 1H, JNH,CH2 = 6.0, SNH), 7.63-7.77

(m, 2H, H-2), 7.90 (bs, 3H, NH2, 20-NH), 8.14 (s, 1H, H-80), 8.16-8.28

(m, 2H, H-3), 9.98 (s, 1H, 60-NH). 13C NMR: δ 29.36 and 29.90 (C-2000,

C-3000), 31.25 (C-300, C-500), 34.06 (C-200, C-600), 42.15 (NCH2CH2),

43.26 (C-700), 48.20 (C-400), 48.92 (C-4000), 49.64 (C-1000), 57.89 (OCH3),

64.28 (CH2O), 65.37 (C-100), 70.57 (NCH2CH2), 112.8 (C-50), 119.29

(C-3), 127.21 (C-2), 132.85 (C-1), 137.2 (C-80), 143.79 (C-4), 151.09

(C-40), 157.72 (C-20). ESI MS m/z (%): 585.3 (100) [M + H], 607.3

(43) [M + H]; HRMS ESI (C28H41O4N8S) calculated: 585.29660;

found: 585.29656.

4-((2-(([1r,4r]-4-Aminocyclohexyl)amino)-9-cyclohexyl-9H-purin-6-yl)

amino)-N-(2-methoxyethyl)benzenesulfonamide (20b): Starting from 17b

(100 mg, 0.39 mmol), 16 (108 mg, 0.47 mmol), DIPEA (137 mL,

0.79 mmol), n-BuOH (mL) in stage 1 and trans-1,4-cyclohexandiamine

(135 mg, 1.18 mmol) in stage 2. Yield 119 mg (46%) as a TFA salt. 1H

NMR: δ 1.51-1.20 (m, 7H, H-3”b, H-4”b, H-2000b, H-3000b), 1.67-1.74 (m,

1H, H-4”a), 2.14-1.80 (m, 10H, H-200 , H-3”a, H-4”a, H-2000a, H-3000a),

2.89 (q, 2H, JCH2,CH2 = JCH2,NH = 5.8, NCH2CH2), 2.99-3.04 (m, 1H, H-

4000), 3.17 (s, 3H, OCH3), 3.31 (t, 2H, JCH2,CH2 = 5.8, NCH2CH2),

3.58-3.72 (m, 1H, H-1000), 4.16-4.31 (m, 1H, H-100), 7.56 (t, 1H,

JNH,CH2 = 6.0, SNH), 7.68-7.75 (m, 2H, H-2), 7.90 (bs, 4H, NH2, 20-

NH), 8.18-8.24 (m, 2H, H-3), 8.29 (s, 1H, H-80), 10.11 (s, 1H, 60-NH).
13C NMR: δ 24.83 (C-400), 25.18 (C-300), 29.33 and 30.00 (C-2000, C-3000),

31.95 (C-200), 42.16 (NCH2CH2), 48.86 (C-4000), 49.57 (C-1000), 53.5 (C-

100), 57.89 (OCH3), 70.57 (NCH2CH2), 112.17 (C-50), 119.41 (C-3),

127.22 (C-2), 133.12 (C-1), 136.95 (C-80), 143.64 (C-4), 151.13 (C-40),

157.60 (C-20). ESI MS m/z (%): 543.3 (100) [M + H], 565.2 (36) [M

+ H]; HRMS ESI (C28H34O3N9S) calculated: 543.28603; found:

543.28607.

1-((4-((2-(([1r,4r]-4-Aminocyclohexyl)amino)-9-(4-(hydroxymethyl)

bicyclo[2.2.1]heptan-1-yl)-9H-purin-6-yl)amino)phenyl)sulfonyl)piperidin-

4-one (21a): Starting from 17a (75 mg, 0.25 mmol), 15 (90 mg,

0.30 mmol), DIPEA (88 mL, 0.5 mmol), n-BuOH (3 mL) in stage 1 and

trans-1,4-cyclohexandiamine (87 mg, 0.75 mmol) in stage 2. Final

deprotection of the ketal was accomplished by diluting the crude

reaction mixture with 5% TFA in H2O-MeCN (1:1) and stirring this

mixture at room temperature for 12 hours. Yield 57 mg (35%) as a

TFA salt. 1H NMR: δ 1.27-1.52 (m, 6H, H-2000b, H-3000b, H-3”a, H-

5”endo), 1.70-1.82 (m, 2H, H-3”b, H-5”exo), 1.95-2.23 (m, 10H, H-200,

H-600, H-700, H-3000a, H-2000a), 2.38-2.46 (m, 4H, OCCH2), 3.00-3.10 (m,

1H, H-4000), 1.23-3.35 (m, 4H, NCH2CH2), 3.51 (s, 2H, CH2O),

3.58-3.68 (m, 1H, H-1000), 6.78 (bs, 1H, 20-NH), 7.64-7.74 (m, 2H, H-3),

7.86 (bs, 3H, NH2), 8.00 (s, 1H, H-80), 8.27-8.36 (m, 2H, H-2), 10.05 (s,

1H, 60-NH). 13C NMR: δ 29.35 and 29.88 (C-2000, C-3000), 31.25 (C-300,

C-500), 34.09 (C-200, C-600), 39.5 (NCH2CH2), 43.26 (C-700), 45.16
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(NCH2CH2), 48.20 (C-400), 48.90 (C-4000), 49.70 (C-1000), 64.28 (CH2O),

65.30 (C-100), 113.15 (C-50), 119.44 (C-2), 127.40 (C-4), 128.13 (C-3),

137.4 (C-80), 144.83 (C-1), 151.09 (C-40), 152.36 (C-60), 157.67 (C-20),

205.58 (CO). ESI MS m/z (%): 609.4 (100) [M + H]; HRMS ESI

(C30H41O4N8S) calculated: 609.29660; found: 609.29667.

1-((4-((2-(([1r,4r]-4-Aminocyclohexyl)amino)-9-cyclohexyl-9H-purin-

6-yl)amino)phenyl)sulfonyl)piperidin-4-one (21b): Starting from 17b

(80 mg, 0.31 mmol), 15 (112 mg, 0.38 mmol), DIPEA (109 mL,

0.63 mmol), n-BuOH (2 mL) in stage 1 and trans-1,4-cyclo-

hexandiamine (108 mg, 0.94 mmol) in stage 2. Final deprotection of

the ketal was accomplished by diluting the crude reaction mixture

with 5% TFA in H2O-MeCN (1:1) and stirring this mixture at room

temperature for 12 hours. Yield 81 mg (38%) as a TFA salt. 1H NMR:

δ 1.15-1.55 (m, 7H, H-3”b, H-4”b, H-2000b, H-3000b), 1.67-1.74 (m, 1H,

H-4”a), 1.80-1.95 (m, 4H, H-3”a, H-2”b), 1.95-2.02 (m, 4H, H-3000a, H-

2”a), 2.04-2.15 (m, 2H, H-2000a), 2.36-2.48 (m, 4H, OCCH2), 2.99-3.09

(m, 1H, H-4000), 3.21-3.39 (m, 4H, NCH2), 3.60-3.69 (m, 1H, H-1000),

4.16-4.28 (m, 1H, H-100), 6.95 (bs, 1H, 20-NH), 7.64-7.77 (m, 2H, H-2),

7.84 (bs, 3H, NH2), 8.12 (s, 1H, H-80), 8.28-8.37 (m, 2H, H-3), 10.11

(bs, 1H, 60-NH). 13C NMR: δ 24.83 (C-400), 25.23 (C-300), 29.32 (C-3000),

30.00 (C-2000), 31.95 (C-200), 40.3 (OCCH2), 45.12 (NCH2), 48.86 (C-

4000), 49.75 (C-1000), 53.88 (C-100), 112.1 (C-50), 119.65 (C-2), 128.15 (C-

3), 137.07 (C-80), 144.90 (C-1), 151.00 (C-40), 150.74 (C-40), 157.61

(C-20), 205.57 (CO). NegESI MS m/z (%): 565.3 (100) [M-H]; HRMS

negESI (C28H37O3N8S) calculated: 565.27148; found: 556.27057.

(4-(6-chloro-2-iodo-9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)metha-

nol (22a): To a mixture of 9 (881 mg, 3 mmol), CuI (571 mg, 3 mmol)

and CH2I2 (967 μL, 12 mmol) in THF (20 mL) was added isoamyl

nitrite (1.22 mL, 6 mmol) dropwise and the reaction mixture was

heated to reflux for 4 hours. Even though the TLC retention was

almost identical to the starting material (ethyl acetate - methanol 9:1),

reaction on p-nitrobenzyl pyridine stain was different. Volatiles were

evaporated, crude mixture was adsorbed on silica and flash chroma-

tography (0-30%methanol in ethyl acetate) afforded 19 (900 mg,

74%) as pale brown foam. 1H NMR: δ 1.40-1.50 (m, 2H, H-2b, H-

6endo), 1.74-1.84 (m, 2H, H-2a, H-6exo), 1.99-2.07 (m, 2H, H-3exo,

H-5 endo), 2.08 (s, 2H, H-7), 2.21-2.31 (m, 2H, H-3endo, H-5endo),

3.51 (d, 2H, JCH2,OH = 5.3, CH2O), 4.69 (t, 1H, JOH,CH2 = 5.3, OH),

8.62 (s, 1H, H-80). 13C NMR: δ 31.36 (C-2, C-6), 34.73 (C-3, C-5),

43.62 (C-7), 48.62 (C-1), 64.30 (CH2O), 66.49 (C-4), 117.42 (C-20),

131.89 (C-50), 146.84 (C-80), 148.87 (C-60), 153.43 (C-40). ESI MS m/z

(%): 405.1 (100) [M + H]; HRMS ESI (C13H15N4ClI) calculated:

404.99736; found: 404.99743.

6-Chloro-9-cyclohexyl-2-iodo-9H-purine (22b): Compound was pre-

pared according to a published procedure.36

4.4 | General procedure for the preparation of
compounds 22

A solution of 22a or 22b (100 mg, 0.25 or 0.28 mmol), DIPEA (2 equiv,

86 μL, 0.5 mmol or 96 μL, 0.55 mmol), and 13 (1.2 equiv, 67 mg,

0.3 mmol or 75 mg, 0.33 mmol) in n-BuOH (3 mL) was heated in a

pressure vessel to 150�C overnight. Volatiles were thoroughly

removed in vacuo, residue was suspended in ethyl acetate, filtered

through a plug of celite and evaporated to afford crude intermediate

23a or 23b. A sample of the intermediate was isolated and subjected

to NMR and HRMS analysis.

In a separate flask, Pd2(dba)3 (0.05 equiv, 11 mg, 0.012 mmol or

13 mg, 0.014 mmol) and XantPhos (0.1 equiv, 14 mg, 0.025 mmol or

16 mg, 0.028 mmol) were mixed in dry toluene (2 mL) under argon

atmosphere and heated to 50�C for 10 minutes (color turns from

dark-purple to yellow). To this formed Pd-complex was added Cs2CO3

(1.1 equiv, 89 mg, 0.27 mmol or 99 mg, 0.30 mmol) followed by a

slow addition of a solution of aniline “(0.32 mmol, 1.3 equiv) and the

crude intermediate in dry dioxane (2 mL). Reaction mixture was stirred

at room temperature overnight, all volatiles were evaporated, and the

product was isolated by a combination of normal phase (MeOH in

CHCl3) and reverse phase (10-100% MeCN in H2O, 0.2% TFA) flash

chromatography.

(4-(2-iodo-6-((4-[pyrrolidin-1-ylsulfonyl]phenyl)amino)-9H-purin-9-yl)

bicyclo[2.2.1]heptan-1-yl)methanol (23a): 1H NMR: δ 1.40-1.50 (m, 2H,

H-2b, H-6endo), 1.62-1.69 (m, 4H, NCH2CH2), 1.73-1.86 (m, 2H, H-

2a, H-6exo), 2.12-1.97 (m, 4H, H-3exo, H-5exo, H-7), 2.19-2.29 (m,

2H, H-3endo, H-5endo), 3.10-3.18 (m, 4H, NCH2CH2), 3.51 (d, 2H,

JCH2,OH = 5.4, CH2O), 4.68 (d, 1H, JOH,CH2 = 5.5, OH), 7.75-7.82 (m,

2H, H-300), 8.11-8.19 (m, 2H, H-200), 8.30 (s, 1H, H-80), 10.57 (s, 1H, 60-

NH). 13C NMR: δ 24.88 (NCH2CH2), 31.30 (C-2, C-6), 34.74 (C-3, C-

5), 43.59 (C-7), 47.97 (NCH2CH2), 48.50 (C-1), 64.23 (CH2O), 65.82

(C-4), 118.62 (C-20), 119.94 (C-200), 120.01 (C-50), 128.40 (C-300),

129.65 (C-400), 141.45 (C-80), 143.52 (C-100), 150.94 (C-40), 151.26 (C-

60).ESI MS m/z (%): 594.2 (100) [M + H]; HRMS ESI (C23H27IN6O3S)

calculated: 594.09100; found: 594.09109.

9-Cyclohexyl-2-iodo-N-(4-[pyrrolidin-1-ylsulfonyl]phenyl)-9H-purin-

6-amine (23b): 1H NMR: δ 1.23-1.31 (m, 1H, H-4”b), 1.41-1.53 (m, 2H,

H-3”a), 1.62-1.68 (m, 4H, H-4”a), 1.69-1.76 (m, 1H, H-4”a), 1.90-1.80

(m, 4H, H-2”a, H-3”a), 1.99-2.07 (m, 2H, H-2”a), 3.11-3.18 (m, 4H,

NCH2CH2), 4.32-4.42 (m, 1H, H-100), 7.73-7.81 (m, 2H, H-30),

8.12-8.18 (m, 2H, H-20), 8.44 (s, 1H, H-8), 10.60 (bs, 1H, 6-NH). 13C

NMR: δ 24.87 (NCH2CH2), 24.92 (C-400), 25.19 (C-300), 32.52 (C-200),

47.97 (NCH2CH2), 53.95 (C-100), 118.84 (C-2), 119.95 (C-20), 120.33

(C-5), 128.40 (C-30), 129.68 (C-40), 140.78 (C-8), 143.51 (C-10), 150.46

(C-4), 150.85 (C-6). ESI MS m/z (%): 552.2 (100) [M + H]; HRMS ESI

(C21H25IN6O2S) calculated: 552.08044; found: 552.08031.

(4-(2-(phenylamino)-6-((4-[pyrrolidin-1-ylsulfonyl]phenyl)amino)-9H-

purin-9-yl)bicyclo[2.2.1]heptan-1-yl)methanol (24a): Aniline (29 μL) was

used in the second stage pf reaction, FCC in 1-10% MeOH in CHCl3,

yield 54 mg (39%) 1H NMR (401 MHz, DMSO-d6) δ 1.55-1.41 (m, 2H,

H-2a, H-6endo), 1.70-1.61 (m, 4H, NCH2CH2), 1.90-1.76 (m, 2H, H-

2b, H-6exo), 2.13 (s, 2H, H-7), 2.29-2.16 (m, 4H, H-3, H-5), 3.12-3.17

(m, 4H, NCH2), 3.53 (s, 2H, CH2O), 6.94 (t, 1H, J = 7.3 Hz,, H-4000),

7.24-7.32 (m, 2H, H-3000), 7.66-7.73 (m, 2H, H-300), 7.80-7.86 (m, 2H,

H-2000), 8.10 (s, 1H, H-80), 8.32-8.38 (m, 2H, H-200), 9.25 (s, 1H, 20-NH),

10.15 (s, 1H, 60-NH). 13C NMR (101 MHz, DMSO) δ 24.88

(NCH2CH2), 31.45 (C-2, C-6), 34.39 (C-3, C-5), 43.52 (C-7), 48.00

(NCH2), 48.46 (C-1), 64.44 (CH2O), 65.35 (C-4), 115.76 (C-500), 118.81
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(C-2000), 119.92 (C-200), 121.03 (C-4000), 128.25 (C-300), 128.49 (C-400),

128.57 (C-3000), 138.63 (C-80), 141.30 (C-1000), 144.53 (C-100), 151.60 (C-

20, C-40), 155.16 (C-60). NegESI MS m/z (%): 558.2 (100) [M-H]; HRMS

negESI (C28H37O3N8S) calculated: 565.27148; found: 565.27112.

9-cyclohexyl-N2-phenyl-N6-(4-[pyrrolidin-1-ylsulfonyl]phenyl)-9H-

purine-2,6-diamine ((24b): Aniline (33 μL) was used in the second stage

pf reaction, FCC in 1-3% MeOH in CHCl3, yield 48 mg (34%). 1H

NMR: δ 1.26-1.34 (m, 1H, H-4000a), 1.38-1.50 (m, 2H, H-3000a),

1.62-1.68 (m, 4H, NCH2CH2), 1.71-1.79 (m, 1H, H-4000b), 1.86-1.93 (m,

2H, H-2000a), 1.97-2.08 (m, 4H, H-2000b, H-3000b), 3.10-3.17 (m, 4H,

NCH2CH2), 4.27-4.37 (m, 1H, H-1000), 6.91-6.97 (m, 1H, H-400),

7.24-7.31 (m, 2H, H-300), 7.66-7.72 (m, 2H, H-20), 7.77-7.84 (m, 2H, H-

200), 8.15 (s, 1H, H-8), 8.27-8.34 (m, 2H, H-30), 9.24 (s, 1H, 2-NH).

10.16 (s, 1H, 6-NH). 13C NMR: δ 24.67 (NCH2CH2), 24.93 (C-4000),

25.24 (C-3000), 31.99 (C-2000), 47.79 (NCH2CH2), 53.85 (C-1000), 115.52

(C-5), 118.83 (C-200), 119.87 (C-20), 120.85 (C-400), 127.99 (C-30),

128.29 (C-40), 128.32 (C-300), 138.21 (C-8), 141.14 (C-100), 144.32 (C-

10), 150.99 (C-4), 151.41 (C-6), 155.21 (C-2).ESI MS m/z (%): 518.2

(100) [M + H], 540.2 (12) [M + Na]; HRMS ESI (C27H32O2N7S) calcu-

lated: 518.23327; found: 518.23326.

(4-(2-(Pyridin-3-ylamino)-6-((4-[pyrrolidin-1-ylsulfonyl]phenyl)amino)-

9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)methanol (25a):

3-aminopyridine (30 mg) was used in the second stage pf reaction,

FCC in 5-20% MeOH in CHCl3, yield 35 mg (25%). 1H NMR: δ 1.52

(m, 2H, H-2b, H-6endo), 1.66 (m, 4H, NCH2CH2), 1.85 (m, 2H, H-2a,

H-6exo), 2.20-2.05 (m, 4H, H-3exo, H-5exo, H-7), 2.31 (m, 2H, H-

3endo, H-5endo), 3.15 (m, 4H, NCH2CH2), 3.55 (s, 2H, CH2O), 7.74

(m, 2H, H-300), 7.91 (dd, 1H, J5”0 ,4000= 8.8, J5”0 ,6000= 5.3, H-5000), 8.18 (s, 1H,

H-80), 8.29 (m, 2H, H-200), 8.47 (dd, 1H, J6”0 ,5000= 5.4, J6”0 ,4000= 1.1, H-6000),

8.65 (ddd, 1H, J4”0 ,5000= 8.8, J4000 ,2000= 2.5, J4”0 ,6000= 1.2, H-4000), 9.34 (d, 1H,

J2”0 ,4000= 2.4, H-2000), 10.16 (s, 1H, 20-NH), 10.38 (s, 1H, 60-NH). 13C

NMR: δ 24.70 (NCH2CH2), 31.31 (C-2, C-6), 34.45 (C-3, C-5), 43.60

(C-7), 47.81 (NCH2CH2), 48.21 (C-1), 64.15 (CH2O), 65.27 (C-4),

117.03 (C-50), 120.02 (C-200), 126.49 (C-5000), 128.14 (C-300), 128.90 (C-

400), 131.61 (C-4000), 131.86 (C-2000), 134.43 (C-6000), 139.59 (C-80),

140.32 (C-3000), 143.99 (C-100), 150.87 (C-40), 151.76 (C-20), 153.48 (C-

60).ESI MS m/z (%): 561.2 (100) [M + H]; HRMS ESI (C28H39O3N8S)

calculated: 561.23908; found: 561.23901.

9-Cyclohexyl-N2-(pyridin-3-yl)-N6-(4-[pyrrolidin-1-ylsulfonyl]phenyl)-

9H-purine-2,6-diamine (24b): 3-aminopyridine (34 mg) was used in the

second stage pf reaction, FCC in 1-10% MeOH in CHCl3, yield 55 mg

(38%). 1H NMR: δ 1.28-1.37 (m, 1H, H-4000b), 1.44-1.57 (m, 2H, H-

3000b), 1.61-1.69 (m, 4H, NCH2CH2), 1.70-1.77 (m, 1H, H-4000a),

1.85-2.01 (m, 4H, H-2000b, H-3000a), 2.02-2.11 (m, 2H, H-2000a),

3.18-3.11 (m, 4H, NCH2CH2), 4.37-4.46 (m, 1H, H-1000), 7.72-7.77 (m,

2H, H-30), 7.91 (dd, 1H, J5”,400 = 8.7, J5”,600 = 5.3, H-500), 8.24-8.30 (m,

2H, H-20), 8.31 (s, 1H, H-8), 8.47 (dd, 1H, J6”,500 = 5.4, J6”,400 = 1.1, H-

600), 8.62 (ddd, 1H, J4”,500 = 8.7, J4”,200 = 2.6, J4”,600 = 1.2, H-400), 9.49 (d,

1H, J2”,400 = 2.5, H-200), 10.22 (bs, 1H, 2-NH), 10.40 (bs, 1H, 6-NH). 13C

NMR: δ 24.70 (NCH2CH2), 24.88 (C-4000), 25.10 (C-3000), 32.52 (C-2000),

47.81 (NCH2CH2), 53.90 (C-1000), 116.39 (C-5), 120.09 (C-20), 126.59

(C-500), 128.15 (C-30), 128.96 (C-40), 131.37 (C-200), 132.11 (C-400),

134.22 (C-600), 139.13 (C-8), 140.42 (C-300), 143.95 (C-10), 150.29 (C-

4), 151.64 (C-2), 153.76 (C-6). ESI MS m/z (%): 519.3 (100) [M + H],

563.4 (21) [M + H]; HRMS ESI (C26H31O2N8S) calculated: 519.22852;

found: 519.22853.

(4-(2-(pyrazin-2-ylamino)-6-((4-[pyrrolidin-1-ylsulfonyl]phenyl)amino)-

9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)methanol (26a): Aminopyrazine

(31 mg) was used in the second stage pf reaction, FCC in 2-15%

MeOH in CHCl3, yield 48 mg (44%) 1H NMR: δ 1.48-1.53 (m, 2H,

H-2a, H-6endo), 1.64-1.67 (m, 4H, NCH2CH2), 1.81-1.86 (m, 2H,

H-2b, H-6exo), 2.11 (bs, 2H, H-7), 2.13-2.19 (m, 2H, H-3a, H-5a),

2.26-2.31 (m, 2H, H-3b, H-5b), 3.12-3.15 (m, 4H, NCH2CH2), 3.53 (s,

2H, CH2O), 7.67-7.70 (m, 2H, H-300), 8.15 (s, 1H, H-80), 8.20 (d, 1H,

J5”0 ,6000= 2.5, H-5000), 8.35 (dd, 1H, J6”0 ,5000= 2.5, J6”0 ,3000= 1.5, H-6000),

8.44-8.47 (m, 2H, H-200), 9.58 (d, 1H, J3”0 ,6000= 1.5, H-3000), 10.09 (s, 1H,

20-NH), 10.30 (s, 1H, 60-NH). 13C NMR: δ 24.86 (NCH2CH2), 31.51

(C-2, C-6), 34.56 (C-3, C-5), 43.73 (C-7), 47.97 (NCH2CH2), 48.37 (C-

1), 64.43 (CH2O), 65.42 (C-4), 117.02 (C-50), 120.22 (C-200), 128.21 (C-

300), 128.64 (C-400), 135.66 (C-3000), 137.02 (C-5000), 139.50 (C-80), 142.46

(C-6000), 144.35 (C-100), 150.49 and 151.25 (C-2000, C-40), 151.87 and

153.38 (C-20, C-60). ESI MS m/z (%): 562.2 (13) [M + H], 584.2 (100)

[M + H]; HRMS ESI (C27H31O3N9S) calculated: 584.21628; found:

584.21624.

9-Cyclohexyl-N2-(pyrazin-2-yl)-N6-(4-[pyrrolidin-1-ylsulfonyl]phenyl)-

9H-purine-2,6-diamine (26b): Aminopyrazine (34 mg) was used in the

second stage pf reaction, FCC in 1-5% MeOH in CHCl3, yield 41 mg

(29%), 1H NMR: δ 1.23-1.36 (m, 1H, H-4000a), 1.39-1.52 (m, 2H, H-

3000a), 1.63-1.68 (m, 4H, NCH2CH2), 1.71-1.78 (m, 1H, H-4000b),

1.84-1.93 (m, 2H, H-3000b), 1.95-2.12 (m, 4H, H-2000), 3.10-3.17 (m, 4H,

NCH2CH2), 4.33-4.43 (m, 1H, H-1000), 7.66-7.72 (m, 2H, H-30), 8.20 (d,

1H, J5”,600 = 2.6, H-500), 8.27 (s, 1H, H-8), 8.35 (dd, 1H, J6”,500 = 2.6,

J6”,300 = 1.5, H-600), 8.40-8.45 (m, 2H, H-20), 9.59 (d, 1H, J3”,600 = 1.5, H-

300), 10.13 (s, 1H, 2-NH), 10.32 (s, 1H, 6-NH). 13C NMR: δ 24.67

(NCH2CH2), 24.90 (C-4000), 25.20 (C-3000), 31.99 (C-2000), 47.79

(NCH2CH2), 54.12 (C-1000), 116.16 (C-5), 120.14 (C-20), 128.00 (C-30),

128.48 (C-40), 135.61 (C-300), 136.81 (C-500), 139.00 (C-8), 142.19 (C-

600), 144.08 (C-10), 150.32 and 150.43 (C-200, C-4), 151.49 and 153.42

(C-2, C-6). ESI MS m/z (%): 520.5 (100) [M + H], 542.5 (27) [M + Na];

HRMS ESI (C25H30O2N9S) calculated: 520.22377; found: 520.22387.

(4-(2-([6-aminopyridin-3-yl]amino)-6-((4-[pyrrolidin-1-ylsulfonyl]phe-

nyl)amino)-9H-purin-9-yl)bicyclo[2.2.1]heptan-1-yl)methanol (27a):

2,5-diaminopyridine dihydrochloride (59 mg) was used in the second

stage pf reaction, ratio of regioisomers 8:1 (HPLC), FCC in 5-20%

MeOH in CHCl3, only one isomer isolated with yield 40 mg (23%). 1H

NMR: δ 1.44-1.54 (m, 2H, H-2b, H-6endo), 1.61-1.70 (m, 4H,

NCH2CH2), 1.80-1.90 (m, 2H, H-2a, H-6exo), 2.04-2.13 (m, 4H, H-

3exo, H-5exo, H-7), 2.23-2.34 (m, 2H, H-3endo, H-5endo), 3.10-3.16

(m, 4H, NCH2CH2), 3.54 (s, 2H, CH2O), 7.04 (d, 1H, J5”0 ,4000= 9.4, H-5000),

7.67-7.75 (m, 2H, H-300), 7.89 (bs, 2H, NH2), 8.07 (s, 1H, H-80), 8.13

(dd, 1H, J4”0 ,5000= 9.5, J4”0 ,2000= 2.5, H-2000), 8.25-8.35 (m, 2H, H-200), 8.57

(s, 1H, H-2000), 9.47 (s, 1H, 20-NH), 10.57 (s, 1H, 60-NH). 13C NMR: δ

24.70 (NCH2CH2), 31.22 (C-2, C-6), 34.40 (C-3, C-5), 43.58 (C-7),

47.82 (NCH2CH2), 48.22 (C-1), 64.10 (CH2O), 65.16 (C-4), 113.53 (C-

5000), 116.36 (C-50), 119.77 (C-200), 128.09 (C-300), 128.38 (C-400),

128.51 (C-3000), 138.01 (C-4000), 138.81 (C-80), 144.24 (C-100), 150.28
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(C-6000), 151.21 (C-40), 151.70 and 154.44 (C-20, C-60).ESI MS m/z (%):

576.2 (100) [M + H], 598.2 (62) [M + Na]; HRMS ESI (C28H34O3N9S)

calculated: 576.24998; found: 576.24991.

N2-(6-aminopyridin-3-yl)-9-cyclohexyl-N6-(4-[pyrrolidin-1-ylsulfonyl]

phenyl)-9H-purine-2,6-diamine (27b)): 2,5-diaminopyridine dihydro-

chloride (65 mg) was used in the second stage pf reaction, ratio 3:1

(HPLC), FCC in 2-10% MeOH in CHCl3, separation of isomers on RP

FCC, yield 57 mg (32%) of 27b and 14 mg (8%) of the opposite reg-

ioisomer. 1H NMR: δ 1.26-1.37 (m, 1H, H-4000a), 1.41-1.55 (m, 2H,

H-3000a), 1.61-1.68 (m, 4H, NCH2CH2), 1.68-1.75 (m, 1H, H-4000b),

1.84-1.97 (m, 4H, H-3000b, H-2000a), 2.01-2.09 (m, 2H, H-2000b),

3.09-3.18 (m, 4H, NCH2CH2), 4.30-4.39 (m, 1H, H-1000), 7.04 (d, 1H,

J30 ,40 = 9.5, H-30), 7.67-7.75 (m, 2H, H-300), 7.88 (bs, 2H, NH2), 8.12

(dd, 1H, J40 ,30 = 9.5, J40 ,60 = 2.5, H-40), 8.21-8.29 (m, 2H, H-200), 8.33 (s,

1H, H-8), 8.63 (bs, 1H, H-60), 9.56 (bs, 1H, 2-NH), 10.33 (bs, 1H,

6-NH). 13C NMR: δ 24.95 (NCH2CH2), 25.10 (C-4000), 25.38 (C-3000),

32.38 (C-2000), 48.09 (NCH2CH2), 54.35 (C-1000), 113.96 (C-30), 115.10

(C-5), 120.12 (C-200), 123.20 (C-60), 128.41 (C-300), 128.50 (C-50),

128.91 (C-400), 138.64 (C-8, C-40), 144.33 (C-100), 150.39 (C-20), 150.74

(C-4), 151.58 and 155.16 (C-2, C-6). ESI MS m/z (%): 534.2 (100) [M

+ H], 556.2 (47) [M + Na]; HRMS ESI (C26H32O2N9S) calculated:

534.23942; found: 534.23938.

4.5 | Biochemical measurements

The tested compounds were dissolved in DMSO and diluted with

water (the concentration of DMSO in the reaction never exceeded

0.2%). The CDK2/Cyclin E complex was produced in Sf9 insect cells

via baculoviral infection and purified on a Ni2+NTA column (Qiagen).

Kinase (approx. 10 ng) was assayed using a mixture of the following:

1 mg/mL of histone H1, 15 μM of ATP, 0.05 of μCi [γ-33P]ATP, the

tested compound, and reaction buffer, in a final volume of 10 μL. The

reaction buffer consisted of: 60 mM of HEPES-NaOH, pH 7.5, 3 mM

of MgCl2, 3 mM of MnCl2, 3 μM of Na-orthovanadate, 1.2 mM of

DTT, and 2.5 μg/50 μL of PEG20.000. The reactions were stopped by

adding 5 μL of 3% aqueous H3PO4. Aliquots were spotted onto P-81

phosphocellulose (Whatman), washed three times with 0.5% aqueous

H3PO4, and finally air-dried. Kinase inhibition was quantified using a

FLA-7000 digital image analyzer (Fujifilm). The concentration of each

tested compound required the decrease of the CDK activity by 50%.

The IC50 values were determined from the dose-response curve.

4.6 | Computational methodology

4.6.1 | Virtual screening and compound design

The final compounds presented in this work issued from computer-

aided iterative design. First, conformers of over 1000 compounds

from the IOCB proprietary database had been docked into CDK2

structure and scored using SQM/COSMO methodology.5 We used

the CDK2 structure from complex with a large inhibitor staurosporine

(PDB: 1AQ1)37 to allow larger compounds to bind. For docking, the

Glide programme of Schrodinger38 in the standard precision

(SP) mode was used with the default settings. Waters beyond 5 Å

from the ligand were removed and the bond orders assigned. The

receptor grid was created using the default settings. A grid box of

20 × 20 × 20 Å3 was generated, 10 × 10 × 10 Å3 inner box was cen-

tered on the corresponding ligand. Hydrogen atoms were added to

the protein by means of the Protein Preparation Wizard using the

default settings. To determine preferable protonation of protein titrat-

able residues, pH was set to 7.0. OPLS345 force field was used for

hydrogen optimization. Ligand structures were converted from 2D to

3D using the LigPrep module (Schrodinger Suite) with default settings.

Glide was set to yield 10 best-scored poses per ligand.

For scoring, we employed the SQM/COSMO method at the

PM6-D3H4X level5 using the linear-scaling MOZYME algorithm42 in

MOPAC 2016 43 via the Cuby3 interface.44 To speed up the calcula-

tions, only residues within 10 Å of the inhibitor (the union across the

whole series, that is, the same for all the complexes) were taken into

account. During geometry optimizations, only residues within 8 Å from

the inhibitors were allowed to move. The interaction energies were

obtained by subtracting the SQM/COSMO energies of the protein and

the ligand from those of the complex. Adding the interaction solvation

free energies and ligand deformation free energies gave SQM/COSMO

scores. Based on the SQM/COSMO scores, selected compounds were

put forward for activity testing against CDK2/Cyclin E.

The three hits discovered (compounds 1, 2, 3) defined the

2,6-diamino purine core and 9-norbornyl substituent as a base for fur-

ther exploration of chemical space to define the structure-activity

relationships. We combined this core with selected 36 modifications

of position 2 and 37 modifications in position 6 according to litera-

ture.29,30 For these 73 compounds, we first placed the purine core in

the active site to maintain the main hinge region H-bonds using dock-

ing with settings as above. The modifications were built manually

using PyMol, ver. 0.9946 so that no steric clashes with the protein

resulted. This approach is based on our extensive experience with

SQM/COSMO scoring,8,40,41 which states that docking is useful for

exploring various binding modes, while building diminishes the risk of

energy variations due to small changes in the structures.41

SQM/COSMO scoring5 with settings described above was used to

prioritize compounds for synthesis.

Eight compounds with high scores and synthetic feasibility (18a,

19a, 20a, 21a, 24a, 25a, 26a, 27a; Table 1) were suggested for synthe-

sis. To explore the importance of the hydroxynorbornyl moiety in

position 9, another eight compounds with the cyclohexyl substituent

in position 9 (18b, 19b, 20b, 21b, 24b, 25b, 26b, 27b; Table 1) were

additionally suggested for synthesis. Thus, a total of 16 compounds

were synthesized based on computational design.

4.6.2 | Refined scoring of CDK2/ligand series

In order to shed light on the molecular reasons of the 16 new com-

pounds' activities or the lack thereof, we carried out a refined scoring.
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Most importantly, the protein conformation now was that of CDK2/

roscovitin complex (PDB: 3DDQ)25 because we had learnt that the

three hits had purine core. Docking followed the previously published

protocol using Glide (see also above).5,40 Only protein chain A of the

CDK2 structure from its complex with roscovitine was used after the

ligands and solvent molecules had been discarded. A careful analysis

of all the obtained binding modes and their SQM/COSMO scores was

performed. The identified best-scoring orientations of modifications

in position 6 were built for all the compounds with the modification in

question of the series followed by a short molecular dynamics-based

quenching for small structural rearrangements. Atomic velocities were

assigned following Maxwell–Boltzmann distribution at temperature of

1000 K. The temperature profile was: 1500 K for 1 ps and then

cooling down to 0 K over 2 ps.6,41 The resulting structures were used

for SQM/COSMO scoring (see above). The best-scoring orientation of

position 6 in compound 18a was then built into other compounds

with the same modification.
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7. Nekardová M, Vymětalová L, Khirsariya P, et al. Structural basis of the

interaction of cyclin-dependent kinase 2 with roscovitine and its ana-

logues having bioisosteric central heterocycles. ChemPhysChem. 2017;

18:785-795.

8. Pecina A, Meier R, Fanfrlík J, et al. The SQM/COSMO filter: reliable

native pose identification based on the quantum-mechanical description

of protein-ligand interactions and implicit COSMO solvation. Chem

Commun (Camb). 2016;52:3312-3315.

9. Pecina A, Brynda J, Vrzal L, et al. Ranking power of the SQM/COSMO

scoring function on carbonic anhydrase II–inhibitor complexes.

ChemPhysChem. 2018;19:873-879.

10. Pecina A, Haldar S, Fanfrlík J, et al. SQM/COSMO scoring function at

the DFTB3-D3H4 level: unique identification of native protein–ligand
poses. J Chem Inf Model. 2017;57:127-132.

11. Ajani, H.; Pecina, A.; Eyrilmez, S. M.; Ich Fanfrlík, J.; Haldar, S.;
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We present comprehensive testing of solvent representation in quantum mechanics (QM)-based scoring
of protein-ligand affinities. To this aim, we prepared 21 new inhibitors of cyclin-dependent kinase 2
(CDK2) with the pyrazolo[1,5-a]pyrimidine core, whose activities spanned three orders of magnitude.
The crystal structure of a potent inhibitor bound to the active CDK2/cyclin A complex revealed that the
biphenyl substituent at position 5 of the pyrazolo[1,5-a]pyrimidine scaffold was located in a previously
unexplored pocket and that six water molecules resided in the active site. Using molecular dynamics,
protein-ligand interactions and active-site water H-bond networks as well as thermodynamics were
probed. Thereafter, all the inhibitors were scored by the QM approach utilizing the COSMO implicit
solvent model. Such a standard treatment failed to produce a correlation with the experiment
(R2 ¼ 0.49). However, the addition of the active-site waters resulted in significant improvement
(R2 ¼ 0.68). The activities of the compounds could thus be interpreted by taking into account their
specific noncovalent interactions with CDK2 and the active-site waters. In summary, using a combination
of several experimental and theoretical approaches we demonstrate that the inclusion of explicit solvent
effects enhance QM/COSMO scoring to produce a reliable structureeactivity relationship with physical
insights. More generally, this approach is envisioned to contribute to increased accuracy of the
computational design of novel inhibitors.

© 2016 Elsevier Masson SAS. All rights reserved.
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1. Introduction

Reliable prediction of proteineligand (PeL) binding affinity is
the major task of computer-aided drug design. In the structure-
based drug design, the 3D coordinates of the PeL complex (ob-
tained mostly by X-ray crystallography, NMR or docking) are used
for the evaluation of binding free energy using scoring or other
approaches. The application of quantum mechanics (QM) in PeL
scoring [1] has expanded the methodological repertoire and
enabled a quantitative treatment of PeL interactions [2,3], metals
(either in proteins [1,4] or ligands) [5], exotic ligands [6], and
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noncovalent interactions of quantum origin, e.g. s-hole bonding
[7,8], or covalent binding of ligands [9].

The treatment of solvation in QM scoring needs to be fast and is
thus usually done using continuum approaches of varying degree of
accuracy [1,10e12]. Despite the success of QM-based models (such
as COSMO) [13], some PeL complexes need explicit and dynamic
treatment of solvation for a correct description [14,15]. This
approach can be further extended to evaluate enthalpic and
entropic contributions of specific water molecules to ligand binding
[16e19]. Theoretical approaches crucially rely on data obtained by
various experimental methods, such as X-ray crystallography,
isothermal microcalorimetry or kinetic assays [17,20].

Cyclin-dependent kinase 2 (CDK2) is the best studiedmember of
the CDK family of Ser/Thr protein kinases, which are essential
components of cell-cycle regulation [21]. Since the activities of
CDKs are frequently deregulated in various types of cancers, these
kinases have been targeted by numerous experimental anticancer
therapeutics [22]. The recent approval of the CDK4/CDK6 inhibitor
palbociclib for the treatment of ER-positive and HER2-negative
breast cancer is a culmination of these efforts [23]. CDKs phos-
phorylate their substrates using ATP as a phosphate donor. The ATP
molecule binds to the CDK active site located in a cleft (“hinge re-
gion”) which is located between the N-terminal b-sheet and C-
terminal a-helical domains. The vast majority of known CDK in-
hibitors are of type I, i.e. directly competing with ATP for the
binding site [24]. Detailed understanding of the binding of small-
molecule inhibitors to CDK2 has been obtained through hundreds
of X-ray structures of co-crystal complexes [24]. However, only
about one-fifth of them include the active state of CDK2 (as a
ternary complex with a regulatory cyclin subunit), whose geometry
is more suitable for the prediction of an interaction with small-
molecule inhibitors [25]. In addition, the water content in the
active site of CDK2 complexed with cyclin is different due to
differently placed segments or amino-acid side chains (such as
Lys33, Asp145 or Glu51) [25].

One class of potent and selective CDK2 inhibitors (which in-
cludes dinaciclib, currently profiled in clinical trials [26]) utilizes
the pyrazolo[1,5-a]pyrimidine (PP) core (Fig. 1) [27e30]. The
exploration of the structureeactivity relationship (SAR) at positions
3 and 5 of the core has revealed that: i) the substitution of hydrogen
(as R3) by bromine or ethyl can lead to a 10- to 100-fold increase in
the binding affinity, but analogs containing larger substituents are
Fig. 1. Schematical representation of interaction of pyrazolo[1,5-a]pyrimidines with
the CDK2 active site with indicated key amino acids. Three hinge region hydrogen
bonds are dashed.
significantly less active [28,30], and ii) compounds possessing
proper unsaturated and saturated five- or six-membered rings at
position 5 exhibit IC50 values below 20 nM [28]. The significant
increase in activity upon replacing R3 ¼ H by the bulkier Br or Et
moieties has been ascribed to the optimal filling of the hydrophobic
cavity in the gatekeeper region around Phe80 [28]. This explana-
tion, based on inactive binary CDK2/inhibitor co-crystal structures,
also includes the expulsion of an extra water molecule (denoted
here asW*), which can be accommodated in sub-series with R3 ¼H
but not with R3 ¼ Br/Et [28]. However, individual contributions of
these factors to the overall binding affinity have not been reported
to date.

The project reported herein is a non-trivial extension of our
ongoing efforts in the area of protein kinase inhibitor design
[30e34]. Specifically, we report the synthesis and biological activity
of a series of heretofore unknown 21 PP-based CDK2 inhibitors
bearing “standard” H, Br and Et substituents at position 3 and
previously unexplored biphenyl substituents at position 5. The
crystal structure of the active CDK2/cyclin A ternary complex with
one of themost potent inhibitors from the series serves as a starting
point for molecular dynamics (MD) calculations, water thermody-
namics and QM/COSMO-based scoring taking into account explicit-
solvent effects. Overall, the project is a comprehensive exper-
imentaletheoretical study of challenging CDK2/inhibitor com-
plexes and suggests some potential avenues for near-future
computer-aided drug design.

2. Results and discussion

2.1. Compound design and synthesis

We prepared a series of new PP-based compounds 1aeu
(Table 1) with H, Br or Et at position 3, the 3-aminomethylpyridine
moiety at position 7, and biphenyl substituents at position 5. To our
knowledge, no PP-based kinase inhibitors with biphenyls at posi-
tion 5 have been described to date. We put several polar sub-
stituents on the distal phenyl ring, hypothesizing that binding to
the enzyme could be enhanced via noncovalent interactions to this
previously unexplored part of the active site.

Adopting the methodology we had developed previously
[28,35], we prepared key intermediates 6ae6c and 7ae7b, which
Table 1
In vitro activity of CDK2 inhibitors 1a-1u measured as triplicates.

Compound R3 R5 CDK2 IC50 [mM]a

1a H Ph 12.58 ± 5.27
1b Br Ph 0.49 ± 0.07
1c H p-OH-Ph 3.86 ± 0.08
1d Br p-OH-Ph 0.14 ± 0.06
1e H p-NH2-Ph 4.91 ± 2.36
1f Br p-NH2-Ph 0.14 ± 0.04
1g H p-CH2OH-Ph 6.11 ± 2.11
1h Et p-CH2OH-Ph 0.13 ± 0.04
1i Br p-CH2OH-Ph 0.045 ± 0.015
1j H p-CONH2-Ph 3.94 ± 1.06
1k Et p-CONH2-Ph 0.018 ± 0.001
1l Br p-CONH2-Ph 0.037 ± 0.014
1m H p-CONMe2-Ph 1.97 ± 0.77
1n Br p-CONMe2-Ph 0.064 ± 0.013
1o H p-CONH2-m-OMe-Ph 5.53 ± 1.27
1p H p-CONH2-m-OH-Ph 2.67 ± 0.48
1q Et p-CONH2-m-OH-Ph 0.031 ± 0.007
1r Br p-CONH2-m-OH-Ph 0.052 ± 0.015
1s Br p-CONH2-o-OH-Ph 0.015 ± 0.004
1t H p-CONH2-m-(CH2)2CN-Ph 5.45 ± 1.58
1u Br p-CONH2-m-(CH2)2CN-Ph 0.053 ± 0.008

a Performed at least for three independent biological replicates.



M. Hylsov�a et al. / European Journal of Medicinal Chemistry 126 (2017) 1118e11281120
were used for the subsequent installation of the substituted
biphenyl moiety via Suzuki coupling (Scheme 1). The syntheses of
the biphenyls containing single substituents were quite straight-
forward and provided the target compounds 1ae1q indicated in
Table 1.

While the syntheses described above proceeded uneventfully,
the preparation of brominated analogs 1r and 1s proved non-trivial,
as the bromination of hydroxylated biphenyl derivatives was non-
regioselective and proceeded on both the phenol and the pyr-
azole rings. Eventually, a late-stage selective bromination of de-
rivatives containing 2- and 3-hydroxy-[1,10-biphenyl]-4-
carboxamide moieties was achieved by deactivating the phenol
moiety via its protection asmesylate or pivaloate. The final cleavage
of the mesylate or pivaloate under basic conditions, followed by the
removal of the Boc group, afforded the target compounds 1r and 1s
(Scheme 2).

The synthesis of the analogs with nitrile-containing side chains
was also relatively challenging. Direct Heck couplings of acryloni-
trile with commercially available 2-bromo-4-nitrobenzoic acid or
its amide were unsuccessful. However, the reaction did proceed on
ester 9, providing the acrylic nitrile derivative, which after hydro-
genation afforded compound 11. Next, the reduction of the nitro
Scheme 1. Synthesis of intermediates 6 and 7 leading to targets 1a to 1q.
Reagents and conditions: i. LDA, THF, �78 �C, then 4-iodobenzoyl chloride or 4-bromobenz
amino-4-ethylpyrazole, AcOH, reflux, (3a: 61%), (3b: 71%), (3c: 65%); iii. POCl3, pyr., r.t., (4a
97%); v. Boc2O, DMAP, CH2Cl2, r.t., (6a: 92%), (6b: 90%), (6c: 94%); vi. B2Pin2, K3PO4, PdCl2dp
step); vii. K3PO4, PdCl2dppf, DME, H2O, reflux; viii. AcCl, CH2Cl2, NEt3, 0 �C to r.t., (8d: 82%); i
60 �C; xii. TFA, CH2Cl2, r.t.
group followed by the conversion of the amine into bromide pro-
vided compound 13, which then provided (via the Sandmeyer re-
action and conversion of the ester into an amide) the desired,
heretofore unknown, intermediate 15. The subsequent Suzuki re-
action, bromination and final deprotection proceeded smoothly
and afforded the target compounds 1t and 1u (Scheme 2).
2.2. The structureeactivity relationship

The experimental IC50 values spanned three orders of magni-
tude, from the weakest-binding compound 1a, bearing unsub-
stituted biphenyl at position 5 and hydrogen at position 3
(12.6 mM), to the most active compound 1s with a doubly
substituted distal phenyl ring (R5 ¼ p-CONH2-o-OH-Ph) and R3 ¼ Br
(0.015 mM) (Table 1). In general, the compounds could be clearly
divided into two groups based on the identity of the R3 substituent:
compounds with R3 ¼ H were weaker binders with IC50 � 2 mM,
whereas compounds with R3 ¼ Br or Et were significantly more
potent (IC50 � 0.5 mM, Table 1). This structureeactivity relationship
(SAR), compatible with the previous observations for PP-based
CDK2 inhibitors with smaller (phenylic) R5 substituents [28], was
previously explained by the filling of the hydrophobic cavity near
oyl chloride, THF, �78 �C to r.t., (2a: 81%), (2b: 92%); ii. (a) 3-aminopyrazole or (b) 3-
: 85%), (4b: 42%), (4c: 95%); iv. 3-picolylamine, MeCN, reflux, (5a: 93%), (5b: 79%), (5c:
pf, DME, H2O, reflux, (7a: 72% from 6a, 85% from 6c), (7b: crude used as such in next
x. NaBH4, MeOH, 0 �C to r.t., (8i: 88%), (8l: 88%); x. NBS, MeCN, r.t.; xi. 3 M aq. HCl, EtOH,



Scheme 2. Synthesis of compounds 1p, 1r, 1s, 1t and 1u.
Reagents and conditions: i. SOCl2, MeOH, reflux, 95%; ii. acrylonitrile, Pd(P(t-Bu)3)2, DIPEA, dioxane, 100 �C, 49%; iii. H2, Pd(OAc)2, PPh3, toluene, 80 �C, 70%; iv. SnCl2, EtOAc, H2O,
reflux, 55%; v. isoamylnitrite, CuBr2, CH3CN, 60 �C, 77%; vi. NaOH, THF, r.t., quant.; vii. SOCl2, DMF, THF, r.t., then NH3 in dioxane, THF, 0 �C, 72%; viii. Compound 7a, PdCl2dppf, K3PO4,
DME, H2O, reflux, (20a: 77%); ix. SOCl2, THF, reflux then NH3 in MeOH, THF, 0 �C, 66%; x. PivCl, NEt3, CH2Cl2, THF, 75%; xi. Compound 7a, PdCl2dppf, K3PO4, DME, H2O, reflux, (20b:
40%); xii. Na2CO3, SOCl2, NH3 in MeOH, 80 �C, 68%; xiii. BCl3, CH2Cl2, r.t., 90%; xiv. Compound 7a, K3PO4, PdCl2dppf, DME, H2O, reflux, (20c: 80%); xv. MsCl, NEt3, DMF, 0 �C, (20d:
87%); xvi. NBS, CH2Cl2, 0 �C, (21a: 91%), (21b: 86%), (21c: 83%); xvii. NaOH, THF, reflux, (22: 90%); xviii. K2CO3, MeOH, r.t., (23: 86%); xix. HCl, EtOH, 60 �C, (1r: 85%), (1s: quant.), (1u:
90%); xx. HCl, EtOH, 60 �C, (1p: 90%), (1t: 78%).
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the gatekeeper residue Phe80 [27,28]. Since this interaction pro-
foundly influences the compounds' activity, we address it here
using advanced computations (see Section 2.6).

The SAR at position 5 was independent from that at position 3. It
revealed these trends:

i. Unsubstituted biphenyls (i.e. compounds 1a and 1b) are less
potent than analogous PP-based inhibitors with phenylic
substituents at position 5 [28].

ii. However, installation of polar substituents on the biphenyl
moiety can significantly improve the potency.

iii. Polar substituents have to be at a proper distance from the
distal phenyl ring (cf. compounds 1d and 1i); additional
suitably oriented polar motifs can further improve the
inhibitory activity (cf. compounds 1l and 1s).

The interaction of the polar motifs on the biphenyl part with the
protein is therefore one of the key determinants of the compounds'
activity; consequently, we addressed it by QM scoring (see Section
2.7).
2.3. The crystal structure of the active ternary CDK2/Cyclin A/1l
complex

In order to gain additional insight into the interaction of our
inhibitors with the enzyme, we determined the crystal structure at
2.4 Å resolution of the active Thr160-phosphorylated (pThr160)
CDK2/cyclin A ternary complex with one of the most potent com-
pounds of the series, compound 1l (PDB code: 5LMK). The data
collection and refinement statistics have been compiled in the
Supporting Information (Table S1). The inhibitor is bound in the
active site using the standard binding mode observed for type I
inhibitors. The asymmetric unit contains two CDK2/cyclin A het-
erodimers. Overall, the two CDK2 molecules present in the asym-
metric unit (chains A and C) assume very similar structures (the
backbone RMSD of 0.47 Å excluding the flexible regions not sup-
ported by electron density: the missing loops 38e41 in the A chain
and 220e251 in the C chain and the C-terminus in both chains,
residues 294e298). The inhibitor bound in their ATP binding sites
interacts via the same binding mode. The water-molecule patterns
in their respective ATP cavities are also very similar. The description
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of the inhibitor bound to the CDK2 ATP binding site that follows is
based on the analysis of the CDK2 chain A. Any deviation from this
binding mode and the water molecule pattern in the two CDK2
chains is indicated explicitly.

Specifically, the pyrazolo[1,5-a]pyrimidine core binds to CDK2
via three hinge region H-bonds (two classic 7-amino N-H/O:Leu83
and N1/HN:Leu83 bonds and one weak C2-H/O:Glu81 bond)
(Fig. 1 e dashed; Fig. 2 e dotted). The R3 substituents of the PP core
face the gatekeeper Phe80 and the pyridyl moiety occupies the
specificity surface (Fig. 1) of the ATP-binding domain of CDK2. The
proximal phenyl ring of the R5 biphenyl moiety (C19-C24, Fig. 2) is
connected to the PP core residue in the CDK2 ribose-binding pocket
roughly in-plane with a C24-C19-C3-N4 dihedral of 33�. The distal
phenyl ring (C25-C30, Fig. 2) extends in the phosphate-binding
pocket toward Lys129 on the surface of the enzyme (Figs. 1 and
2). It is again roughly in-plane with the PP core (a C30-C25-C3-
N4 dihedral of �29�), but tilted in the opposite direction as
compared to the proximal phenyl ring. The distal-to-proximal
phenyl dihedral C26-C25-C22-C21 is thus twisted at �63�/-87�

(the A/C chain of CDK2, respectively). The terminal carboxamide
group of the inhibitors is slightly rotated with respect to the distal
phenyl e the O32-C31-C28-C29 dihedral angle is 42/28� (the A/C
chain of CDK2, respectively, Fig. 2). It is noteworthy that the elec-
tron density corresponding to the carboxamide moiety of the in-
hibitor bound to the CDK2 chain C is significantly weaker than in
the chain A, probably due to a different crystal environment. In the
surroundings of the inhibitor, there is a chain of five water mole-
cules (W77, W206, W194, W147 and W130) occupying the region
from the gatekeeper Phe80 to the phosphate-ribose pocket (Figs. 1
Fig. 2. Inhibitor binding mode, atom numbering and structural water molecules in the
crystallographic complex of CDK2/1l. Three hinge-region hydrogen bonds between the
protein and the inhibitor are shown as dotted lines. Color coding of sticks:
grayecarbon, blueenitrogen, redeoxygen, brownebromine. Spheres represent water
sites as obtained from WaterMap. Their coloring ranges from green (the smallest value
of DDG, Table 2) via brown to red (the largest value of DDG, Table 2). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)
and 2). Additionally, a water molecule with low occupancy (W224;
ca 0.30) has been found between the distal phenyl ring and the
CDK2 side chain of Asp145 (Fig. 2). The corresponding water
molecule bound to the CDK2 chain C (W171) has been modeled
with full occupancy.
2.4. The thermodynamics of explicit active-site waters in the CDK2/
1l complex

The CDK2/1l crystal structure described above has been treated
by the WaterMap program to assess the dynamics and thermody-
namics of the water molecules. The clustering has confirmed the
sites for all six active-site waters (W77, W206, W194, W147, W224
and W130) with full occupancy (Fig. 2, Table S2). This computa-
tional overestimation of the structural stability of water sites (cf.
the crystallographic occupancy of W224 of 0.30, see above) stems
mostly from the rigid protein/rigid ligand approximation embodied
in the WaterMap. Thermodynamically, the binding of all six water
molecules in their protein sites is unfavorable with respect to their
DG in the bulk solution (Table 2). This is mainly due to the entropic
cost of trapping them in the protein, which is not overcome by
sufficiently strong H-bond interactions (enthalpy gain) with the
protein/ligand/water in the cavity. In the case of W206 and W130,
even the DH term is unfavorable (Table 2) because of the closeness
of the hydrophobic Phe80 and the proximal phenyl of 1l, respec-
tively. As discussed below, the thermodynamic parameters of water
are crucial in QM scoring.
2.5. Molecular dynamics of the CDK2/1l complex

To understand the full dynamics of the CDK2/1l complex, we
performed standard molecular dynamics (MD) on the crystal
structure surrounded by explicit water molecules. A correct
description of the bromine atom of the inhibitors (within the limits
of the MD approach) was enabled by the use of an explicit sigma
hole (ESH) (see the Methods) to account for possible X∙∙∙p in-
teractions with Phe80. Two variants of the terminal para-carbox-
amide moiety were used, because the potential hydrogen bond
with Lys129 represents only a weak crystallographic restraint (the
1l:N33∙∙∙NZ:Lys129 distance of 3.7/3.8 Å in the A/C chain of CDK2,
respectively). The original crystallographic variant is denoted as
amide A conformation (i.e. an O32-C31-C28-C27 dihedral of 42�)
and the alternative orientation, B conformation, related by a
roughly 180� flip (due to a slight nonplanarity on C31), has a
dihedral of �139�. Because the biphenyl moiety also rotates in MD,
we have opted for the O32-C31-C3-N4 dihedral (i.e. the orientation
of the terminal carboxamidewith respect to the PP core) to monitor
the orientational preferences of the terminal carboxamide group.
The crystallographic values of the O32-C31-C3-N4 dihedral
are �158/159�, respectively, for the A/C chain of CDK2 for the
original A conformation and 15/-25�, respectively, for the B
conformation (Fig. S2, blue and gray bars, respectively).
Table 2
Thermodynamics (free energy, DG; enthalpy, DH, and entropy, -TDS; all in kcal/mol)
of water molecules in the CDK2/1l crystal structure as calculated by WaterMap.

Water DG DH -TDS

W77 1.2 �3.2 4.4
W206 4.4 0.5 3.9
W194 2.4 �1.6 4.0
W147 2.4 �2.0 4.5
W224 0.8 �4.4 5.1
W130 6.2 2.1 4.1



Fig. 3. Calculated QM/SQM/COSMO scores plotted against experimental RT*ln(IC50/2),
all in kcal/mol, A) pure implicit solvent model, B) mixed explicit/implicit solvent
model, i.e. six explicit water molecules added on top of the implicit solvent treatment.
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2.5.1. Terminal carboxamide rotation
First, we compared the root-mean-square deviations (RMSD) of

the protein backbone and of non-hydrogen inhibitor atoms in the
course of 80 ns. Upon comparing the A and B conformations, the
latter was found to be more stable both for the protein (the average
RMSD of 1.4 Å and a drift of 0.2 Å vs. 1.1 Å and a drift of 0.1 Å,
respectively) (Fig. S3A) and the inhibitor (3 plateaus with the RMSD
up to 1.5 Å vs. 1 plateau of the RMSD at 0.9 Å). Since the greater
stability of B was also confirmed by QM calculations (as described
below), only this conformer was taken into account. The inhibitor
RMSD oscillatedwith the amplitude of ca 0.4 Å in the first 40 ns and
dropped down to ca 0.1 Å in the second half of the trajectory, being
especially stable in the last 20 ns (Fig. S3B). This was concomitant
with the formation of the H-bond between the inhibitor's carbox-
amide in the conformation B and Lys129 (1l:O32∙∙∙NZ:Lys129)
after 40 ns and its maintenance after 60 ns (Fig. S3A). The plotting
of the populations of the O32-C31-C3-N4 dihedral throughout the
whole 80 ns trajectory (Fig. S2, violet curve) has revealed that both
conformations A and B are present and correspond to the crystal-
lographic values (Fig. S2, blue and gray bars). Figs. S2 and S4B (i.e.
plots of isolated populations in different parts of the trajectory)
demonstrate that the conformation A prevails in the first 40 ns
while the conformation B is present predominantly after 40 ns.
Taken together, the analyses of 80-ns MD show that both confor-
mations A and B of the terminal carboxamide can be present in the
strucsture of the CDK2/1l complex.

2.5.2. Active-site water molecules
Water densities in the CDK2 active site averaged over the 80-ns

MD trajectory clearly show four spherical regions corresponding to
the crystallographic water molecules W77, W206, W194 andW147
(Fig. S5). Thesewater molecules are present throughout most of the
simulation time, forming a hydrogen-bonded chain and linking the
inhibitor N4 nitrogen (Fig. 2) with the terminal side-chain amine of
Lys33. In line with the crystallographic structure, W147 H-bonds
with W194 (the corresponding crystallographic distance is 3.0 Å).
The MD density for W130 is also present at the crystallographic
position, but it is weaker when compared to the four above-
mentioned water molecules. This corresponds to the lack of
anchoring interactions and only a weakly directional O-H∙∙∙p
interaction with the proximal phenyl of 1l (Fig. S5). The site for
W224 is split into two densities, one closer toW130 and one farther
toward the bulk solvent. Each of the MD densities is occupied by a
different water molecule, thus completing the H-bond chain
extending from W130 toward the bulk solvent (Fig. S5). This tran-
sient water chain could not be captured by X-ray crystallography
due to its dynamic nature (the crystallographic W130/W224
inter-oxygen distance was 4.5 Å, cf. Fig. 2). This was also evidenced
by the lowoccupancy ofW224 in the A chain of the crystallographic
structure.

2.6. The QM/COSMO treatment of the effects of R3 substituents

As described in Section 2.2, the studied inhibitors can be clearly
divided into two groups based on the identity of the R3 substituent:
compounds with R3 ¼ H areweaker binders with IC50 � 2 mMwhile
compounds with bromine or ethyl moiety as R3 have IC50 � 0.5 mM.
The previous qualitative structure-based explanation was based on
filling the hydrophobic cavity near the gatekeeper residue Phe80
[27,28].

2.6.1. Direct R3-Gatekeeper interactions
Here, this question is approached quantitatively based on QM/

COSMO interaction ‘free’ energies between three inhibitors pos-
sessing all three substituent types at R3 (i.e. compounds 1j, 1k and
1l; Table 1) and the Phe80 side chain. We have found that com-
pounds 1k and 1l have stronger interactions with the side chain of
Phe80 (�1.7 and �1.8 kcal/mol, respectively) than 1j (�0.8 kcal/
mol), which is in agreement with the previous explanation [27,28].
More specifically, the effect can be attributed to dispersion-driven
noncovalent interactions (X∙∙∙p and CH∙∙∙p, respectively) of Br
and Et substituents at position 3 with the phenyl ring of Phe80 and
the lack thereof when R3¼H. Based on this indication of the affinity
difference between the R3 subseries, we proceeded to the modeling
and scoring of the whole 21-compound series (Table 1), using the
advanced QM/COSMO scoring function [2,3].

2.7. The QM/COSMO scoring of the entire inhibitor series

2.7.1. Terminal carboxamide conformation
Prior to productive QM/SQM/COSMO scoring, we carefully

selected the conformation of the terminal carboxamide. The pre-
liminary scoring of the A and B conformations of inhibitors 1je1u
(Table 1) revealed that the scores for the conformation B were
systematically more stable by approximately 3 kcal/mol. Structur-
ally, this was caused by the formation of the
1l:O32∙∙∙NZ:Lys129 H-bond (the O/N distance of 2.9 Å), which is
similar to that found in MD after 60 ns (cf. Fig. S4A). We therefore
used the conformation B for the QM scoring of all inhibitors pos-
sessing the terminal carboxamide (and N,N-dimethyl carboxamide)
motif.

2.7.2. Implicit solvent QM scoring
All complexes of CDK2 and the PP-based inhibitors, including

the conformational variants of the distal phenyl substituents, were
optimized using the QM/SQM/COSMO procedure. The resulting
structures will be briefly described here. The terminal carboxamide
formed the H-bond mentioned above. The amide methylation (1m,
1n) did not change the geometry of the H-bond. Similarly, the
hydroxymethyl group of 1g, 1h and 1i formed the O32/H-
NZ:Lys129 H-bond with the O/N distance of 2.9 Å. Wherever the
carboxamide group was replaced by smaller amino or hydroxyl
groups (1c, 1d, 1e or 1f), the H-bond with Lys129 was weakened
(the O/N distance increased to about 3.7 Å). The introduction of a
second substituent on the distal phenyl did not change the orien-
tation of the biphenyl in the geometry of the complex.

For the entire inhibitor series, we used the QM-based scoring
[3,8], i.e. no explicit water molecules were present and the solvent
was modeled by the implicit COSMO model [36]. As shown in
Fig. 3A, there was a poor correlation of the QM score with the
experimentally derived DGbind (expressed as RT*ln(IC50/2)). The
coefficient of determination, R2, was 0.49 and the predictive index,
PI, was 0.76. The PI represents a measure of the rank-order
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prediction: 1 stands for an always correct prediction, 0 for a random
prediction and �1 for an always incorrect prediction [37]. There-
fore, the differences in affinity between the R3 ¼ H and R3 ¼ Br/Et
subseries cannot be explained solely by the small interaction with
Phe80 (as calculated in Section 2.6), which corresponds to ca. 1
kcal/mol.

2.7.3. Mixed explicit/implicit solvent QM scoring
We have recently realized that structural waters have important

consequences for docking and QM scoring [16,19]. Therefore, we
considered the six explicit water molecules (W77, W206, W194,
W147, W224 and W130) revealed by X-ray crystallography and
confirmed by WaterMap simulations in the CDK2/1l complex (see
above) in QM optimization and scoring.

In the R3 ¼ H subseries, the possibility of an additional water
molecule (W*) filling the space around the position 3 of the PP
scaffold was suggested by WaterMap calculations on CDK2/1j
(Table S2, Fig. S1); therefore, we included it optionally. In specific
cases, such as 1o, the possible expulsion of W224 was also taken
into account. For mixed explicit/implicit solvent QM scoring, the
entropies of bridging water molecules, as obtained fromWaterMap
calculations (Table S2), were added to the QM score calculations
(see the Methods).

Overall, the QM scoring with mixed explicit/implicit solvent
treatment accounted correctly for the affinity difference between
the R3 ¼ H and R3 ¼ Br/Et subseries and also made it possible to
correctly describe the interactions of the substituents in ortho- and
meta-positions of the biphenyl moiety. This resulted in a fair coef-
ficient of determination (R2 of 0.66) and the predictive index (PI of
0.80) e see Fig. 3B. Upon including W* in the R3 ¼ H subseries, the
correlation of thewhole inhibitor set slightly increased to R2 of 0.68
and PI to 0.85. It is thus evident that the proper addressing of both
the structural and thermodynamic effects of all the conserved
active-site water molecules is indispensable in the QM scoring for
reliable description of the affinity trends. Next, we investigated the
molecular determinants of affinity.

2.8. The molecular determinants of potency

All the QM scoring terms for the entire inhibitor series are
summarized in Table S3. In line with our previous studies [2,3], the
computed scores were dominated by the DEint and DDGsolv terms.
The DG'conf(L) and -TDSsolv terms had similar values for all the
studied inhibitors. The least active compound 1a had the least
negative DEint term. Although the desolvation penalty (DDGsolv) of
1a was also the smallest within the whole series, it did not
compensate for the weak interactions of the unsubstituted phenyl
ring and the missing substituent at the R3 position. On the other
hand, the most active compounds 1r and 1s possessed the para-
carboxamide group and the hydroxyl group in meta- or ortho-po-
sitions, respectively, on the distal phenyl ring of the biphenyl, and a
Br atom at the R3 position. Interestingly, the hydroxyl group was
crucial for the formation of two important H-bonds: with W224
and Lys129 in the former case and with W224 and W130 in the
latter (Fig. 4). Such interactions were responsible for the highest
QM/SQM score of 1s, due to the most negative DEint.

3. Conclusions

Herein we report the design, synthesis, activity measurements,
and crystallographic and computational analyses of a series of 21
new pyrazolo[1,5a]pyrimidine-based CDK2 inhibitors. The com-
pounds bear R5-substituted biphenyl moieties that allowed for the
exploration of the phosphate-ribose pocket of the CDK2 active site.
The measured activities of all the new compounds against CDK2
span three orders of magnitude. For the molecular understanding
of the potency determinants, we have determined the X-ray
structure of the active ternary complex of CDK2/cyclin A/1l.

We have shown that active-site explicit waters and their ther-
modynamics need to be included in the computational description
of biomolecule-inhibitor systems in order to obtain a good corre-
lation with the experimental binding affinities. Modeling, QM
scoring, MD simulations and water thermodynamics calculations
have revealed that explicit-solvent effects need to be included in
the scoring procedure for this system to obtain meaningful results.
Using a non-trivial combination of the above-mentioned tech-
niques, we have been able to dissect the role of interactions of R3

substituents with the Phe80 gatekeeper residue, the effect of
active-site waters, and the roles of the distal phenyl substitutions.

This study has important specific consequences for the design of
CDK inhibitors. We envision that our methodology (when applied
more generally) will contribute to the efforts focused on increasing
the prediction accuracy of computer-aided drug design.

4. Methods

4.1. Organic synthesis

The conditions and reagents used in the synthesis of all new
compounds are described in Schemes 1 and 2. Detailed experi-
mental procedures and the characterization of the compounds are
given in the Supporting Information.

4.2. Biochemical measurements

The tested compounds were dissolved in DMSO and diluted
with water (the concentration of DMSO in the reaction never
exceeded 0.2%). The CDK2/Cyclin E complex was produced in Sf9
insect cells via baculoviral infection and purified on a Ni2þNTA
column (Qiagen). Kinase (approx. 10 ng) was assayed using a
mixture of the following: 1 mg/mL of histone H1, 15 mMof ATP, 0.05
of mCi [g-33P]ATP, the tested compound, and reaction buffer, in a
final volume of 10 mL. The reaction buffer consisted of: 60 mM of
HEPES-NaOH, pH 7.5, 3 mM of MgCl2, 3 mM of MnCl2, 3 mM of Na-
orthovanadate, 1.2 mM of DTT, and 2.5 mg/50 ml of PEG20.000. The
reactions were stopped by adding 5 mL of 3% aqueous H3PO4. Ali-
quots were spotted onto P-81 phosphocellulose (Whatman),
washed 3 times with 0.5% aqueous H3PO4, and finally air-dried.
Kinase inhibition was quantified using a FLA-7000 digital image
analyzer (Fujifilm). The concentration of each tested compound
required the decrease of the CDK activity by 50%. The IC50 values
were determined from the dose-response curve.

4.3. X-ray crystallography

The expression of the recombinant human pThr160 CDK2 and
Cyclin A proteins in Escherichia coli and the purification of the bi-
nary complex were carried out as described in [38]. The co-
crystallization of the protein complex at 12 mg mL�1 in the pres-
ence of the inhibitor was done using published crystallization
conditions, with (NH4)2SO4 and KCl as the precipitant agents [39],
after the incubation of the protein complex with 2 mM of inhibitor
1l dissolved in DMSO for 20 min on ice. Crystals grew in a few
weeks and were subjected to brief soaking in 7 M of sodium
formate as a cryoprotectant step before being flash-frozen in liquid
nitrogen. The diffraction data were collected on the European
Synchrotron Radiation Facility (ESRF) ID29 beamline. Data pro-
cessing was carried using programs of the CCP4 suite [40]. The
structure of pThr160 CDK2/Cyclin A in complex with inhibitor 1l
was solved by molecular replacement using the program Phaser



Fig. 4. Interactions of the R5 substituents of the strongest inhibitor 1s with CDK2 and two active-site waters. The geometry was obtained by modeling and QM/SQM optimization.
Color coding as in Fig. 2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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[41] and the high resolution structure of pThr160 CDK2/Cyclin A in
complex with roscovitine (PDB code 3DDQ) [42] as the search
model. A clear solution emerged from the molecular-replacement
procedure with two ternary complexes in the asymmetric unit.
After rigid body refinement, the initial difference electron density
clearly highlighted the presence of the inhibitor bound in the ATP-
binding site in both copies of CDK2 found in the asymmetric unit. A
standard procedure of iterative building in Coot [43] and refine-
ment in Refmac [44] was used. The final complex was saved in the
Protein Data Bank (PDB) under accession code 5LMK.

4.4. Computational methodology

For the three types of calculations, i.e. molecular dynamics
(MD), WaterMap and quantum chemical (QM) scoring, specific
preparations of the crystal structure of the CDK2/Cyclin A/1l ternary
complex were done as described below. The CDK2 chain A was
consistently used, whereas the cyclin A subunit and themagnesium
ion were removed.

4.4.1. Molecular dynamics simulations
4.4.1.1. System setup. The missing loop between the residues
38e41 was modeled using the MODELLER program [45] via the
UCSF Chimera package [46]. Hydrogens were added by the LEaP
program of the AMBER14 suite [47]. Subsequently, the loop with its
flanking residues (residues 37e44) was minimized using the
Sander program of AMBER14 package [47] using 500 cycles of the
steepest descent, followed by 300 cycles of the conjugate gradient
method. The CDK2/1l complex was prepared by a procedure
described previously (see below) [8]. Explicit TIP3P water mole-
cules were added to fill the dodecahedron box repeating in space
using periodic boundary conditions (PBC). The system was
neutralized by adding two Cl� ions. For the protein, the AMBER
ff03.r1 force field [48] was used. For the ligands, the general AMBER
force field (GAFF) [49] with HF/6-31G* RESP charges [50] and
fragment-based approach [51] were used. Explicit sigma-hole
(ESH) using the “all-fit” (AF) approach [52] was utilized for the li-
gands with R3 ¼ Br to describe potential X∙∙∙p interactions.
4.4.1.2. MD simulations. All the MD simulations and most of the
analyses were run in GROMACS 4.5.4 [53] on CPUs. The starting
relaxation steps included minimizations and heating MD steps,
followed by the MD production run. First, only the explicit waters
were minimized and then heated slowly in MD to 300 K in the
canonical NVT ensemble, i.e. with a fixed number of particles (N),
volume (V) and temperature (T). Next, the whole system was
minimized except for the backbone of the protein. Then, the whole
system was heated to 300 K. The equilibration simulation in an
isothermaleisobaric (NPT) ensemble, i.e. with a fixed number of
particles (N), pressure (P), and temperature (T) consisted of a 5-ns
run with a velocity-rescale thermostat and a Berendsen barostat,
respectively. Finally, the production run of 80 ns was carried out
with a NoseeHoover thermostat (the reference temperature of
300 K, the coupling coefficient tT ¼ 0.5 ps) and a ParrinelloeRah-
man barostat (the reference pressure of 1 bar and the coupling
coefficient of tP 0.5 ps).

The Newton's equations of motionwere integrated using a 1.0-fs
time step with the leap-frog algorithm. The 10 Å non-bonded cut-
off was used for long-range electrostatics by the particle-mesh
Ewald (PME) method as well as for the LennardeJones (LJ) in-
teractions. All the bonds were constrained with the LINCS
algorithm.

The visualization of the MD trajectories was done in VMD 1.9.1
[54]. The water density was calculated by the VolMap tool [55] in
VMD 1.9.1.

4.4.2. WaterMap calculations
The CDK2/1l and CDK2/1j complexes were prepared with the

Protein Preparation Wizard in Maestro [56] using the default op-
tions. The crystallographic water molecules were retained in CDK2/
1l and transferred to CDK2/1j. The standard settings for the
WaterMap [57,58] calculations were used except for the following:
the protein residues outside the 15 Å shell around the inhibitor
were removed and the MD of explicit waters was run for 10 ns.

4.4.3. Quantum mechanical (QM) calculations
4.4.3.1. System setup. Residues 38 and 41were capped by N-methyl
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amide and acetyl, respectively, at their C- and N-termini. All the
crystallographic waters were initially deleted following the stan-
dard procedure [3]. The mixed explicit/implicit solvent procedure
(see the Results) included six structural water molecules (W77,
W206, W194, W147, W130 and W224) in their crystallographic
positions (Fig. 2). For the ligands with R3 ¼ H, one additional water
molecule (W*) was optionally added to the position defined by
WaterMap. The compound 1o was additionally scored without
W224.

The REDUCE program of AMBER14 [47] was used to determine
potential flips of Asn, Gln and His residues. Histidines were
modeled as neutral, monoprotonated, based on the visual inspec-
tion of the surroundings: His121 was protonated on Nd and other
His residues on Nε. All the Lys, Arg, Asp, Glu residues as well as the
N- and C-termini of CDK2 were modeled in their charged state.
Hydrogen atoms were added by the LEaP module of AMBER14 [47]
and relaxed by a short high-temperature molecular dynamics run
(for 2 ps at 2400 K and then cooled down to 0 K for 8 ps).

4.4.3.2. Modeling. All 21 inhibitors in complex with CDK2 were
modeled from the crystallographic CDK2/1l complex in PyMol [59]
by deleting/building atoms. The compounds with substituents in
the ortho- and meta-positions on the distal biphenyl ring were
considered in two orientations, related by a 180� flip of the distal
phenyl, to account for both possible binding orientations with
respect to the protein. Similarly, the terminal amide in the para-
position of the biphenyl was considered in both A and B confor-
mations (see Section 2.5). Hydrogen atoms were added to the li-
gands with the UCSF Chimera program [46]. All the added atoms
were relaxed by simulated annealing from 600 to 0 K. The cooling
runs were 2 ps long using the Berendsen thermostat, 1-fs time step,
and the generalized Born solvent model (Bondi radii and igb ¼ 7
sander option) [60]. Such a preparation protocol has been reported
to be optimal for QM scoring [30].

4.4.3.3. QM/SQM optimization. We used an improved multi-layer
setup [8] by adopting the QM/SQM/COSMO methodology. The
rationale of this approach was that COSMO had been shown to be
more reliable than GB for the solvation of neutral ligands [10]. The
procedure is identical to that reported in Ref. [8] with the following
exceptions: we considered only residues within 10 Å of the inhib-
itor for optimizationwhile all the residues farther than 8 Å from the
inhibitor were frozen during the optimization. All the complexes
were optimized by the QM/SQM/COSMO method and the FIRE
optimization algorithm prior to scoring.

4.4.3.4. QM scoring. For QM scoring (single-point calculations), the
whole CDK2/inhibitor complexes were used. The QM part
comprised the inhibitors, all explicit water molecules and residues
Ala33, Val64, Phe80, Asp127, Lys129, Pro130, Gln131 and Asn132.
The small QM regionwas treated at the DFT-D3 (the TPSS functional
with the TZVPP basis set) level of theory using the Turbomole 6.5
program [61]. The rest of the system (SQM region) was calculated
by PM6-D3H4X [3] using MOPAC2009 [62].

The binding free energy was approximated by the total score
expressed by Eq. (1) [2] with the new consistent notation described
in Ref. [3]:

Score ¼ DEint þ DDGsolv þ DG0
conf

wðLÞ � TDSsolv (1)

The individual terms describe the gas-phase interaction energy
(DEint), the interaction solvation/desolvation free energy (DDGsolv),
the change of the conformational “free” energy of the ligand
(DG'confw (L)), and optionally the entropy of the explicit water mol-
ecules (TDSsolv). It should be mentioned, however, that another
portion of the entropy contribution is already included in the
DDGsolv term via the parameterization of the implicit solvent
models. DEint was calculated using the QM/SQM method described
above. The solvation free energywas determined using two implicit
solvent models: COSMO [36] at the PM6 level and SMD [63] at the
HF/6-31G** level (the latter only for the ligands to increase the
accuracy) [10]. For the evaluation of the change of the conforma-
tional “free” energy of the ligand (DG'confw (L)), the gas-phase DFT-D3
(TPSS/TZVPP single-point energy at the B-LYP/SVP optimized ge-
ometry) energy is combined with the SMD solvation free energy.

4.4.3.5. QM fragmentation. The interaction energies between the
inhibitor and protein fragments (side chains and peptide bonds)
were determined at the DFT-D3 (TPSS/TZVPP) [61] level combined
with the COSMO implicit solvent model [36].
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Impressive Enrichment of Semiempirical Quantum
Mechanics-Based Scoring Function: HSP90 Protein with
4541 Inhibitors and Decoys

What is the most significant result of this study?
The enrichments obtained with nine standardly used docking/
scoring functions were low, sometime even below the

random-value limit. An impressive enrichment increase was
achieved when protein-ligand structure was optimised and

score determined at the quantum mechanical level.

What prompted you to investigate this topic/problem?
Ligands are bound in the active site of the protein by non-co-
valent interactions which have been studied in our laboratory

for decades. We have repeatedly shown the importance of
quantum effects being the case of protein-ligand complexes as

well. This has prompted us to introduce a quantum mechan-
ics-based scoring function.

What other topics are you working on at the moment?
Our main project is characterisation of non-covalent interac-

tions; currently we solve two sub-projects – Non-Covalent in-
teractions in biomolecular systems including protein-ligand

and protein-protein complexes and Non-Covalent interactions
in advanced functional materials. Needless to say, that these in-

teractions are the same in both mediums.

What was the biggest surprise (on the way to the results
presented in this paper)?
Undoubtably, a dramatic improvement of Enrichment Factor

passing from the single scoring function to SQM-based scoring
function was the most surprising finding.

Acknowledgements

We are grateful to Dr. Federico Urban for helpful discussion. This
work was part of the Research Project RVO: 61388963 of the In-

stitute of Organic Chemistry and Biochemistry, Czech Academy of
Sciences. We acknowledge the support from the European Re-

gional Development Fund; OP RDE ; Project : ‘Chemical Biology
for Drugging Undruggable Targets (ChemBioDrug)’ (No.

CZ.02.1.01/ 0.0/0.0/16_019/0000729). This work was also support-
ed by the Ministry of Education, Youth and Sports from the Large

Infrastructures for Research, Experimental Development and Inno-
vations project ‘IT4Innovations National Supercomputing Center

– LM2015070’.

The image shows the ability of SQM-based frame to separate the actives (background: green spheres) from inactives (red
spheres) while maintaining a powerful sampling (front: HSP90 crystal complex). Read the full text of the Article at 10.1002/
cphc.201900628.

Saltuk M. Eyrilmez Cemal Kçpreleoğlu Jan Řez#č Pavel Hobza
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Impressive Enrichment of Semiempirical Quantum
Mechanics-Based Scoring Function: HSP90 Protein with
4541 Inhibitors and Decoys
Saltuk M. Eyrilmez+,[a, b] Cemal Köprülüoğlu+,[a, b] Jan Řezáč,[a] and Pavel Hobza*[a, b]

This paper describes the excellent performance of a newly
developed scoring function (SF), based on the semiempirical
QM (SQM) PM6-D3H4X method combined with the conductor-
like screening implicit solvent model (COSMO). The SQM/
COSMO, Amber/GB and nine widely used SFs have been
evaluated in terms of ranking power on the HSP90 protein with
72 biologically active compounds and 4469 structurally similar
decoys. Among conventional SFs, the highest early and overall
enrichment measured by EF1 and AUC% obtained using single-
scoring-function ranking has been found for Glide SP and Gold-

ASP SFs, respectively (7, 75% and 3, 76%). The performance of
other standard SFs has not been satisfactory, mostly even
decreasing below random values. The SQM/COSMO SF, where
P� L structures were optimised at the advanced Amber level,
has resulted in a dramatic enrichment increase (47, 98%),
almost reaching the best possible receiver operator character-
istic (ROC) curve. The best SQM frame thus inserts about seven
times more active compounds into the selected dataset than
the best standard SF.

1. Introduction

The determination of the structure and properties of protein-
ligand (P� L) complexes is a key task in structure-based drug
design.[1] To this end, numerous docking and scoring functions
(DF, SF) have been developed and tested. Besides classical
approach to docking/scoring based on empirical, knowledge- or
physics-based methods,[2] a quantum mechanics (QM) approach
was pioneered by Merz et al.[3] The former approaches, depend-
ent on the existence of a sufficiently broad training set, are
based on molecular mechanics (MM) methods (or their
simplification), whereas the latter approach utilises the ‘objec-
tive’ QM method. The main advantage of QM methods is the
fact that they cover quantum effects (e.g. charge transfer or σ-
hole binding), which might play an important role in P� L
interactions. Due to the size of P� L complexes, mostly semi-
empirical QM (SQM) methods as AM1,[4] PM3,[5] PM6,[6] PM7[7]

and DFTB3[8] are applied. None of these methods is, however,
directly suitable for the investigation of noncovalent
complexes.[9] For this purpose, correction terms ensuring the
proper description of dispersion, electrostatic and σ-hole
interactions should be included. Throughout the present paper,
the advanced D3H4X[10] correction term has been used in
combination with the PM6 method (PM6-D3H4X). The method
can be applied to extended P� L complexes with several

thousand atoms because the PM6 method can be combined
with the MOZYME linear scaling algorithm implemented in
MOPAC.[11] P� L complexes exist in a solvent environment, which
affects their structure and properties. To model the solvent, we
used the conductor-like screening implicit solvent model
(COSMO).[12] The binding free energy between the protein and
ligand in a solvent is approximated by the score [Eq. (1)]:

SCORE ¼ DEint þ DDGsolv þ DG
0w
conf Pð Þ þ DG

0w
conf Lð Þ þ TDSint (1)

expressed as the sum of the gas-phase P� L interaction energy
(the first term), the change of solvation/desolvation free energy
upon complex formation (the second term), the change of the
conformation ‘free’ energies of the protein and ligand (the third
and fourth terms), and the entropy change upon binding (the
fifth term).[13,14] The first two terms, having the opposite sign
(the first term is always stabilising while the second one is
destabilising), are clearly dominant and SQM/COSMO-based SFs
are mostly based only on them.[15]

The evaluation of the performance of DFs and SFs is mainly
based on the estimation of their sampling and ranking power,
where the first refers to the ability of SF to predict the position
of a native ligand correctly. We have recently investigated the
sampling power of several widely used classical SFs as well as
quantum mechanics-based SFs developed in our laboratory.
PM6 and DFTB3 SQM methods were combined with PM6/
COSMO, systematically based on the PM6 characteristics. Four[16]

and seventeen[17] different P� L complexes were studied, and
the SQM/COSMO SFs clearly outperformed all classical SFs.
Slight improvement was achieved when the less empirical but
considerably more expensive DFTB3 method was applied.[18–20]

Ranking power, describing the ability of SF to rank different
ligands of the same target protein (based on binding affinities),
is a more difficult task. In the first study,[21] we investigated a
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relatively easy case, where the structures of the complexes of
carbonic anhydrase II with ten different ligands were known,
what reduces the problem to the determination of binding free
energy. In addition, in this case the SQM/COSMO SF provided
much better results than ten different classical SFs.

Structure-based virtual screening can only be successful if
the method can reliably predict the geometry of the P� L
complex (the binding mode) and the SF used provides reliable
ranking. It is now widely accepted that it is beyond the ability
of the currently used SFs to meet both requirements. As shown
above, the SQM/COSMO-based SF was more successful in both
these scenarios. The present study has applied this method-
ology (with further extensions) to a larger and more diverse set
of P� L complexes, the HSP90 protein and its about 5000
compounds from the DUD� E database. The HSP90 (heat shock
protein 90) is a protein that stabilises various growth
receptors[22] and some signalling molecules[23] required for the
survival of cancer cells.

The structures of P� L complexes were not known and were
thus determined by docking. The PM6/COSMO and Amber/GB
SFs and nine widely used classical SFs were evaluated in terms
of docking and scoring. The SQM/COSMO and Amber/GB SFs
were only applied for ranking, and the respective poses were
generated by different classical SFs. Since the biological
activities of all ligands and decoys are not known in detail and
are characterised only in terms ‘active’ and ‘inactive’, direct
correlation between activities and theoretical scores is imprac-
tical. It should be added here that even if ligand affinities are
known, correlation between them and calculated scores is
difficult, sometimes[24] even denoted as being ‘beyond the
current methods’. To describe the ability of the method to
distinguish between active and inactive ligands, we use the
enrichment factor, a quantity that distinguishes known ligands
from decoys.

1.1. Strategy

The knowledge of the native structure of the P� L complex is
crucial for the estimation of the biological activity of a ligand. If
the experimental structure of the P� L complex is missing, it is
possible to use the theoretical structure determined by the
gradient optimisation of binding free energy (Eq. 1). Such an
approach is not only CPU-time demanding but, and this is more
serious, it mostly leads to a local minimum at the free energy
landscape. There is an enormous number of the local minima
for P� L complexes, and it is clearly impractical to search the
whole landscape at the SQM level. We have chosen an
alternative route; DFs are used to generate a large number of
poses, which will be scored in the next step by means of SQM/
COSMO SF. We are aware that a reliable identification of a
native P� L pose with a single DF is a difficult task. Therefore, we
have intentionally used nine different DFs to increase the
possibility of finding a native binding pose. The disadvantage of
this procedure is clear – the SQM/COSMO calculations should
be performed for thousands of P� L structures. Therefore, the
SQM/COSMO SF should be computationally as efficient as

possible. For that reason, we have introduced a semiempirical
quantum mechanics-based virtual screening frame, which
eliminates redundant poses and produces high-quality struc-
tures to increase the efficiency and applicability of demanding
PM6/COSMO calculations. The structures of P� L complexes
determined by DFs should be optimised at the molecular
mechanics level. This work has used the AMBER[25] biomolecular
simulation package for geometry optimisations (MMN). To
increase the reliability of subsequent SQM scoring, restrained
AMBER optimisations have been applied as well. The bond
length and bond angle values have been taken from PM6
optimised compound structures (MMA). In the present study, we
have used test compounds taken from ‘A Database of Useful
Decoys: Enhanced’ (DUD� E)[24] for the HSP90 target. This set
contains 4850 decoys, 25 experimental inactive compounds
with similar physical properties (e.g. molecular weight, calcu-
lated logP) but dissimilar 2-D topology, and 88 actives with
known experimental binding affinities. The ligands included 19
macrocycle-containing molecules. Since considerable effort
might be needed to rationalise the protocol, these compounds
were excluded from the actives in the first place.[26] 406 of the
decoys were also not considered due to the computational
reasons.

1.2. Scoring

Within the present scoring framework, the score was approxi-
mated without the entropy change [Eq. (2)]:

SCORE ¼ DEint þ DDGsolv þ DG
0w
conf P

H atomsð Þ þ DG
0w
conf Lð Þ (2)

where the first, second and fourth terms were identical to these
in Equation (1), while in the third term only hydrogens were
considered in optimisation.

Three types of scoring were applied: MM scoring using
Amber/GB SF and two types of SQM scoring based on SQM/
COSMO SFs, denoted as SQM1 and SQM2, where MMN and MMA

optimised structures were utilised.
In the case of multiple protonation states, each state was

scored individually and the one with the minimum score was
used for enrichment analysis.

MM scoring: The scoring scheme shown in Equation (2) was
applied for MM scoring using the MMN optimised structures of
the complex and ligands. Since the application of MMA

optimisations deteriorated the Amber energies, the MM scoring
over MMA-optimised structures was not performed.

SQM scoring: The key point for any SQM scoring in this
virtual screening study was to decrease the redundant poses
before processing them at the PM6/COSMO level. To achieve
this, we first applied RSMD clustering with a 1 Å cut-off to
eliminate similar poses produced by MMN optimisations.
Representative poses were selected as the MMN minimum
complex structures. The complexes for the subsequent SQM
scoring were selected on the basis of MMN optimisations (the
complexes within the 10 kcal/mol energy interval were taken
into consideration).
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Two types of SQM scoring (SQM1 and SQM2) using the same
SQM/COSMO SF but different optimisation schemes, denoted as
MMN and MMA, were considered. We have used Cuby4[27]

software to automate our fragmentation, optimisation and
energy calculation protocols.

1.3. Analysis

For each of these SFs, the score of all ligand poses binding to
the respective target protein was calculated, ranked and
plotted. The performance of the scoring functions was
evaluated based on the analysis of the enrichment factor (EF)
and receiver operator characteristic (ROC) plots.[28] The accuracy
of virtual screening was evaluated using EF. Calculated score
values were ranked, and EF was defined as [Eq. (3)]:

EFsubset ¼ ðligandselected=NsubsetÞ=ðligandtotal=NtotalÞ (3)

where ligandtotal is the number of known ligands with activity
against the target, Ntotal is the number of all compounds in the
dataset, ligandselected is the number of found ligands in a given
subset, and Nsubset is the total number of the compounds in the
subset. EFsubset provides information about the number of the
true positives among the decoys in the given subset in
comparison with a random selection.[29] Generally, the top part
of the library of the ranked compounds was used for further
evaluation and was strongly dependent on the initial library
size. The size might range from 0.1% to 10% and it was
considered as 1% in the present study.[30]

ROC curves were obtained by plotting sensitivity (Se) and
specificity (Sp), where:

Sesubset ¼ ðligandselected=LigandstotalÞ � 100

Spsubset ¼ ½ðDecoystotal � DecoysselectedÞ=Decoystotal� � 100

The ROC curves were plotted as (100%–Sp%) (i. e. % of
selected decoys) versus Se% (i. e. % of selected active
compounds).[31]

The AUC was defined as the area under a ROC curve. It is
simply the probability that a randomly chosen active has a
higher score than a randomly chosen inactive. In other words,
the AUC is the average of this property over all inactive
fractions.[28]

The results were also supported by the pROC AUC values,
which focus on early enrichment,.[32][33] pROC AUC values for
random enrichment were determined as follows [Eq. (4)]:

lim
a!0

Z1

a

� log10Xð ÞdX ¼
� 1

log10
lim
a!0

Z1

a

logXð ÞdX

¼ 0:434 lim
a!0

X � XlogXf g 0pt1a ¼ 0:434j

(4)

2. Results and Discussion

Table 1 shows the performance of nine different SFs where a
single SF was used for both scoring and ranking. The analysis is
based on EF1, AUC and pROC AUC characteristics determined
for the average property over all inactive fractions.

Evidently, the results are not satisfactory, especially concern-
ing the early-stage enrichment (EF1 values). The EF1 values of six
out of nine SFs were equal to or below random values (EF1=1)
and only SP, XP and ASP SFs provided EF1 above this limit. The
overall performance measured by AUC values was slightly
better – the AUC values of five SFs were below random values
(50%), whereas SP, XP, ASP as well as Gscr were above them,
while PLP equalled the random performance. The best among
the single-scoring-function ranking SFs were GlideSP, GlideXP
and ASP, having the highest EF1, AUC% and pROC AUC
characteristics (7, 75%, 0.880; 4, 71%, 0.730 and 3, 76%, 0.787).
Note that GlideSP exhibits higher early enrichment, which is
more important for drug-design purposes, while ASP has better
overall performance. The combined performance of all SFs was,
however, poor. In all the cases, the single-scoring-function
ranking SFs had been applied. It was thus necessary to decide
whether the problem originated in incorrect structures deter-
mined by docking or in the incorrect score determined by
ranking. The question was to be answered in the next step by a
combined study using different SFs for scoring and ranking. It is
known that rescoring with the different docking functions can
improve the enrichment significantly.[34] Each scoring function
has been therefore sampled extensively to fill the active pocket
as complete as possible. We collected 100 poses from each
docking software. Comparing results presented in the Tables 1
and 2 we found that none of empirical functions (cf. Table 1)
could reach the respective results presented in the Table 2.

Table 2 summarises the enrichment where docking was
made by a single standard DF while ranking was performed by
MM, SQM1 and SQM2 SFs. A comparison with the corresponding
values from Table 1 clearly shows the dramatic improvement
when binding free energies (SCOREs) have been evaluated at
the MM and both SQM levels. The SQM1 results will be
discussed first. All combinations of SQM1 ranking with poses
generated by different DFs have provided the enrichment
values considerably above the random values. The highest early
and overall enrichment was obtained for Gscr, SMINA, AD4,
GlideSP and PLP structures. Considering the pROC AUC values

Table 1. The ROC enrichment factors (EF1), AUC (in%) and pROC AUC
obtained for single-docking-function ranking (DF).

DF EF1 AUC [%] pROC AUC

AD4 1 49 0.383
VINA 0 30 0.192
SMINA 0 34 0.224
GlideSP 7 75 0.880
GlideXP 4 71 0.730
ASP 3 76 0.787
Gscr 0 60 0.488
Cscr 0 34 0.270
PLP 1 51 0.383
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the VINA DF shows a better performance than PLP even though
both DFs have similar EF1 and AUC results. Glide SP exhibits the
best overall performance but low EF1 values. On the other hand,
the pROC AUC result was the second best. The SP DF thus
provides early stage success as demonstrated by pROC AUC
value and the best overall performance (see AUC% value in the
Table 2). For drug discovery, as mentioned above, early
evaluation is more important; therefore, preference should be
given to SMINA, SP, Gscr and VINA DFs combined with SQM/
COSMO SF. Much better enrichment performed by combined
SQM1 ranking and DF docking provides evidence that all
standard SFs have problems with the determination of binding
free energies while their geometries are reliable. Surprisingly
high enrichment, especially an overall one, was obtained when
MM SF was applied. The best results in the overall performance
were obtained with ASP and Gscr DFs. The very good perform-
ance of MM is promising for the future investigation of
extended P� L complexes, because MM is much less CPU-time
demanding. It should be noted that the SQM1 results discussed
above were obtained with the P� L structures optimised with
the standard MMN method. On the other hand, the SQM2 results
in Table 2 were obtained with the P� L structures optimised
with the MMA method. Evidently, this systematically resulted in
significantly higher enrichment. Considering the SQM1 values,
only the Gscr structures provided AUC values higher than 70%.
When the SQM2 values were considered, five of the SF
structures exceeded 90% limit and the PLP and Gscr values
even reached 95 and 97%, respectively.

A similar dramatic increase was found for the early enrich-
ment, where five out of nine EF1 values were higher than 31
(this value was not exceeded by any EF1 for SQM1 and MM) and
the highest EF1 was detected for SQM2//Gscr (44), beside this,
pROC AUC value is five times better than the random. A
comparison of the entries in the Table 2 clearly shows that high
enrichment is only obtained if reliable binding modes are used.
Evidently, the poses generated by docking are not sufficiently
accurate and significant enrichment increase is only obtained
after their re-optimisation at the MMA level. The question arises
whether comparable results can be expected for other proteins
as well. The necessary condition for it is the generation of
reliable structures. There is no reason to expect that a DF that
has generated reliable structures for some protein will also
succeed for another one. To make the method more robust, it is
thus beneficial to use more DFs for the generation of ligand
poses. To test this approach, we have collected ligand poses
from all the DFs considered in the present paper; the
subsequent ranking was performed with SQM1, SQM2 and MM
SFs. The consideration of the poses from all DFs provided an
enrichment increase when SQM1 and SQM2 SFs were used (cf
Table 3). When SQM1, SQM2 and MM methods were applied, the

AUC values reached 75%, 98% and 92%, respectively, and
highest enrichment was achieved when the SQM2 method was
used. The highest AUC values obtained with the same methods
where only the structures generated by a single DF were used
equalled 74%, 97% and 91%, respectively. The EF1 values for
SQM1, SQM2 and MM methods (where the structures of all DFs
were used) amounted to 32, 47, 10, and, again, the highest EF1

was obtained for SQM2. The pROC AUC value is 2.477 which
means the performance is six times better than the random
case. When only the structures generated by a single DF were
used EF1 equalled 31, 44 and 23, respectively. The consideration
of the structures from all DFs improved early and overall
enrichment for SQM1 and SQM2, the effect was not dramatic.
We have seen a decline of EF1 for MM but improved overall
performance. The reason for the decline might be due to the
energy ranking of all the structures generated by all DFs. The
above-mentioned results are valid for the present protein. For
different targets situation might be different and the use of
structures from more DFs is thus recommendable.

Table 2. The ROC enrichment factors (EF1), AUC (in%) and pROC AUC
obtained for SQM2//DF (a combination of scoring and docking; the P� L
structures were optimised with the MMA method), SQM1//DF (the P� L
structures were optimised with the MMN method) and MM//SF.

SF//DF EF1 AUC [%] pROC AUC

SQM2//AD4 40 91 2.104
SQM1//AD4 25 70 1.262
MM//AD4 15 86 1.304
SQM2//VINA 42 93 2.052
SQM1//VINA 27 67 1.277
MM//VINA 13 83 1.208
SQM2//SMINA 37 93 1.997
SQM1//SMINA 31 69 1.371
MM//SMINA 17 84 1.343
SQM2//SP 34 81 1.670
SQM1//SP 15 82 1.368
MM//SP 15 76 1.277
SQM2//XP 32 85 1.710
SQM1//XP 14 65 0.872
MM//XP 23 83 1.493
SQM2//ASP 31 93 1.877
SQM1//ASP 24 66 1.093
MM//ASP 18 91 1.418
SQM2//Gscr 44 97 2.329
SQM1//Gscr 31 74 1.350
MM//Gscr 14 90 1.352
SQM2//Cscr 29 89 1.757
SQM1//Cscr 19 62 0.880
MM//Cscr 14 82 1.229
SQM2//PLP 31 95 2.096
SQM1//PLP 27 68 1.193
MM//PLP 3 88 1.333

Table 3. The ROC enrichment factors (EF1), AUC (in %) and pROC AUC
obtained for SQM2//ALL (a combination of scoring and docking; the P� L
geometries from all SFs were optimised with the MMA method), SQM1//ALL
(a combination of scoring and docking; the P� L geometries from all SFs
were optimised with the MMN method) and MM//ALL.

SF//DF EF1 AUC [%] pROC AUC

SQM2//ALL 47 98 2.477
SQM1//ALL 32 75 1.426
MM//ALL 10 92 1.395
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3. Conclusions

The enrichment obtained with single-scoring-function ranking
was low for all nine conventional SFs. Several SFs provided
enrichment even below the random-value limit. Only four SFs
(SP, XP, ASP and Gscr) provided enrichment above random
values. Evidently, no single SF succeeds in both docking/scoring
and ranking.

The enrichment increased when SQM1, SQM2, and MM
ranking was determined for poses generated by standard SFs.
This gives evidence that standardly used SFs provide reliable
poses but fail for ranking. On the other hand, SQM1, SQM2 as
well as MM SFs yield reliable ranking.

A significant enrichment increase was achieved when P� L
structure optimisation was performed within the SQM2 frame.
The enrichment (AUC) obtained by five out of nine SFs
exceeded 90%, and the PLP and Gscr AUC values even reached
95% and 97%. Impressive enrichment in terms of both EF1 and
AUC resulted when the Gscr, AD4 and PLP structures were re-
optimised at the MMA level (44, 97%, 2.329; 40, 91%, 2.104 and
31, 95%, 2.096 respectively). Using the PM6 parameters in the
MM treatment improves the geometry of the ligand, what leads
to better geometries of the P–L complex and, consequently, to
higher enrichment. The consideration of all poses provided an
enrichment increase for SQM1 and SQM2 methods, EF1, AUC and
pROC AUC values rose to 32, 75%, 1.426 and 47, 98%, 2.477
respectively.

The overall enrichment after MMA application to P� L
structure optimisation was very close to the best ROC AUC
limits.

The standard approach to virtual screening is based on the
use of single-scoring-function ranking. The highest enrichment
in EF1, AUC and pROC AUC (7, 75%, 0.880 and 3, 76%,0.787
respectively) was obtained using the GlideSP and ASP SFs.
Passing from the best single-scoring-function ranking to the
advanced SQM treatment led to a dramatic increase. A
combination of the SQM SF with P� L optimisation using MMA

provided impressively high EF1, AUC and pROC AUC values (47,
98%, 2.477). The enrichment factor obtained included 34 (out
of 72) experimentally active structures in the subset. This means
that nearly 50% of actives are found in 1% of the whole
dataset. In other words, the present SQM2 SF frame inserts
about seven times more active compounds into the selected
dataset and three times better pROC performance than the best
SF. This clearly demonstrates the impressive performance of the
SQM2 frame in both early and overall enrichment. The values of
the overall enrichment are close to the best ROC curve. We are
certainly aware that all these findings are based on the
investigation of a single protein. Intensive work in our
laboratory is currently being performed for targets from other
protein families.

The above-mentioned findings clearly demonstrate the
advantage of using SQM SFs over the standard ones. We believe
that despite higher CPU demands, the wider application of SQM
SFs could be beneficial not only for structure-based drug design
but also for related applications.

Figure 1 shows the visualisation of docking results using a
novel Post Dock tool[35] implemented in MOE Software.[36] Six (A,
C, D, E, F, G) out of nine DFs provided binding modes close to
the crystal pose. Their transparencies were high which means
the respective DFs provided correct poses with the worse score.
In another word, they are good in sampling but failed in
ranking. On the contrary, figures B, H and I demonstrated that
the individual DFs failed to generate the correct binding modes.
As it seen in the Figure 1J SQM provided less transparent yellow
colour which means that the binding mode totally matches
with the crystal pose. It implies that SQM SF was able to select
the crystal pose with the highest score. These results show that
increasing the number of poses for the individual DFs was
important for finding the crystal pose. For instance, in the case
of SQM SF (Figure 1J) the binding mode with the best score
fully agreed with the crystal pose while AD4 DF (Figure 1A)
found the best agreement with the crystal pose for pose
number 90 having the worse score. Evidently that the use of
SQM SF is required for obtaining both successful sampling and
ranking.

Computational Section

Compound Preparation

The compounds were downloaded in the SMILES format and
prepared using the LigPrep module with an Optimised Potentials
for Liquid Simulations (OPLS3e)[37] force field. Their ionisation states
were generated at pH 7.0�2.0 using Epik[38] in LigPrep.[39] Specific
chiralities were retrained during the ligand preparations. The
structures generated within the state penalty value of 0–1 were
saved for docking calculations.

Protein Preparation

The process of protein preparation requires special care in physics-
based SFs.[16] Protein has been downloaded from the Protein
Databank[40] with the 1UYG PDB code.[41] We have decided to keep
three conserved water molecules (W2121, W2123 and W2236). To
implement the selection, we first aligned the PDB structures with
100% sequence similarity to 1UYG. According to the Ref.[42] we
selected the intersection set of the most favourable water
molecules (W1, W3,W4). Hydrogens of the protein were added by
using reduce program, which is part of the AMBER18 suite. The
protonation states of each histidine residue were assigned manually
based on hydrogen-bonding patterns. Hydrogen positions were
relaxed by the simulated annealing protocol using short molecular
dynamics (MD). The protocol includes the optimisation of hydro-
gens, annealing and optimisation in the solvent igb7[43] model. The
MD protocol was the following: the initial temperatures were
assigned following Maxwell Boltzmann distribution to the target
temperature of 1000 K. They were kept at 1500 K for 1 ps and then
cooled down to 0 K over 2 ps. Optimisation was carried out
employing the Broyden-Fletcher-Goldfarb-Shanno algorithm using
a limited amount of computer memory with the igb7 solvent
model.
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Dockings

We have examined the poses generated by nine docking functions:
Glide(SP,XP),[44] AutoDock4,[45] Vina,[46] Smina,[47] and GOLD
software,[48–50] using ASP,[51] GoldScore,,[48][49] ChemPLP[52] and
ChemScore.[51] All hydrogens of the compounds and the receptor
were explicitly preserved during all docking calculations to make it
possible to see every possible interaction for different protonation

states of the same molecule. We have changed the upper limit of
the pose production to 100 for all DFs while keeping other settings
as default. The centre coordinates of the grid were assigned as the
geometrical centre of crystal inhibitor and used for all docking
functions.

The grid centre was adjusted in MGLtools. In our grid box all the
possible interactions have been checked and presented. Based on
the x,y,z centres 20 Å3 grid box covered all the poses. 20 Å3 grid

Figure 1. Individual representation of RMSD vs Energy for docking and scoring results of 9 different DFs and the scoring result of SQM-based SF: A) AD4, B)
ASP, C) CSCR, D) GSCR, E) GlideSP, F) GlideXP, G) PLP, H) SMINA, I) VINA and J) represent the results of SQM. For these results, 1UYF crystal ligand has been
used for the comparison in Post Dock.[35] It displays an interactive pseudo-3D snapshot of multiple docked ligand poses such that both the docking poses and
docking scores are encoded visually for rapid assessment. The docking energies are represented by a transparency scale whereas the docking poses are
visually encoded by a colour scale. Reference ligand localization in the binding site is shown in green colour with the stick model. The poses from the docking
functions are shown in the surface model. The colours from the tinted yellow to the faint blue represent the RMSD values. Yellow colour corresponds to the
lowest RMSD and a blue colour corresponds to the highest RMSD. Regarding the opaqueness, the opaquest surface represents the lowest energy pose with a
better score and the score is getting worse when the transparency increase.
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box was prepared for AutoDock4, AutoDock Vina as well as SMINA.
Grid earch space size was specified in “grid points” (0.375
Angstrom), as in AutoDock 4. Docking receptor grid in Glide was
generated using the Glide Receptor Grid Generation module. A
cubic box of 20 Å3 was placed at the grid box centre. For Gold
dockings, Grid centre coordinates were used for binding site origin.
The radius value was defined as 12.4 Å in order to produce the
same volume as the grid boxes for previous DFs.

Fragmentation

The fragmentation of the protein step was applied to reduce the
computational cost for demanding PM6/COSMO calculations for
the complex. For this reason, all docked pose coordinates were
gathered to generate a reference volume for the fragmentation.
The fragmented protein part (receptor) was defined as a selection
of protein residues within a 4 Å distance from the reference
volume, truncated, and capped by using Cuby4. Hydrogen
sampling and optimisation processes were applied as explained in
the protein preparation section. MMN and PM6/COSMO energies of
the receptor were noted for scoring calculations.

Scoring Preparation

We used ffPM3[53] for protein, tip3p[54] for water molecules, gaff2 for
compounds and the igb7 model for the solvation of AMBER
calculations. We assigned partial atomic charges by means of the
AM1-BCC[55] charge model implemented in antechamber.[56] Individ-
ual input complex structures were generated from docked poses
and the receptor. The MM preparation of the complexes were
initiated as a 2 ps MD step and the optimisation of the ligand
hydrogen atoms and the surrounding H atoms of the receptor
within 4 Å with respect to ligand heavy atoms. The hydrogen
sampling of the complex step was followed by another optimisa-
tion of all ligand atoms along with 4 Å surrounding hydrogen
atoms of the receptor.

All compound conformations were also optimised by MMN and
MMA protocols and single-point PM6/COSMO energy calculations
were applied for further deformation penalty inclusion.
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Abstract: Our decade-long experience in reliable description of 
noncovalent interactions in biomolecules using quantum mechanical 
methods at different levels of theory enabled us to develop a 
semiempirical quantum mechanical (SQM)-based scoring approach 
for structure-based drug design. The experience gained in applying it 
to tens of protein targets and thousands of ligands resulted in setting 
up a faster SQM/COSMO approach, which outperforms standard 
academic and commercial scoring procedures in native pose 
identification, activity ranking of different compounds as well as early 
enrichment in virtual screening. Due to its superior performance, 
feasibility and chemical generality, we propose the SQM/COSMO 
approach as an efficient tool in structure-based computer-aided drug 
design.  

1. Introduction 

The ultimate goal of in silico structure-based drug design is to find 
and optimize ligands (L) of a pharmaceutically relevant target 
(usually protein, P) in terms of affinity and specificity. To this end, 
the known three-dimensional structure of the protein is probed 
whether it could bind compounds from a diverse set of small 
organic molecules in a process called virtual screening.[1] Its 
integral parts are docking which seeks to recognize a geometrical 
fit and scoring which estimates the binding affinity in the P-L 
complex.[2]

Given the number of compounds which need to be tested in silico
(amounting to 107), multiplied by their numerous protonation 
states and tautomers as well as orientations and conformations in 
the protein binding site, the total number of P-L complexes to be 
evaluated can be as high as 1012-1013.[3] That is why there has 
been an enormous pressure on the efficiency of docking/scoring 
calculations. They have thus historically relied on drastic 
approximations which often lead to compromising their 
accuracy.[3] The main avenues along which improvement has 
been achieved over the last decades are: i) flexibility, entropy and 
kinetics of P-L complexes, ii) the role of water in P-L recognition, 

and iii) scoring function developments. The former problematic is 
broad and important and we refer the reader to the excellent 
reviews.[4] The second topic ranges from developments of implicit 
solvent models[5] to inclusions of explicit bridging water molecules 
to P-L docking/scoring.[6] The third area has had many 
developments in knowledge-based or empirical scoring functions 
or using machine learning[4a] but our focus is on chemically 
general and reliable description of P-L noncovalent interactions, 
i.e. using quantum mechanical (QM) methods. Moreover, QM 
methods treat inorganic and covalently-bound ligands without 
need of any special-purpose parametrization.[7] Other reviews 
describe the application of QM methods to evaluating P-L 
binding.[8]

In our laboratory, we have paid special attention to QM description 
of non-classical noncovalent interactions, such as halogen or 

-hole interactions)[9], which occur in P-L 
complexes.[10] However, accurate QM calculations are very 
demanding - their cost scales steeply with the system size. To 
avoid this bottleneck, we and others have been using two 
approaches: i) hybrid QM/MM approach in which density 
functional theory (DFT) is used to treat the ligand and its closest 
environment and MM accounts for the rest of the P-L complex[8a, 

8c, 11] and ii) semiempirical quantum-mechanical (SQM) methods 
which are applicable to thousands of atoms but needed further 
parametrization to overcome their limitations in the description of 
noncovalent interactions.[12]

In this minireview, we cover the use of SQM methods in structure-
based drug design since our last review[13] and highlight the latest 
advances, especially in the area of virtual screening.[14]
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2. SQM methods applicable to protein  ligand 
complexes 

The SQM methods used nowadays fall into two broader classes. 

diatomic overlap approximations include the MNDO, AM1, PM3, 
PM6, PM7 and OMx methods.[15] Similar in complexity are the 
methods based on self-consistent-charge tight-binding, either 
DFT-based[16] (SCC-DFTB) or empirical (e.g. GFN2-xTB[17]). The 
works reviewed here use mainly PM6, PM7 and third-order SCC-
DFTB (abbreviated as DFTB3).[15d, 15e, 18] These methods cover 
the chemical space needed for applications to biomolecules and, 
unlike MM, they do not need any system-specific parametrization. 
They are very fast, and can be combined with linear-scaling 
algorithms (MOZYME)[19] for PM6 and PM7 or divide-and-conquer 
for SCC-DFTB[20] that make them applicable to systems with 
thousands of atoms. 
However, the approximations making the SQM methods so 
efficient lead to rather poor description of noncovalent interactions. 
As a result of the one-electron approximation, London dispersion 
is missing. The electrostatic interactions are also substantially 
simplified. This, combined with the use of sub-minimal basis set 
that limits atomic polarization leads to the most important 
deficiency of SQM methods - a strong underestimation of the 
strength of hydrogen bonds. 
Recently, many of these deficiencies were addressed by specific 
empirical corrections, which in turn enabled the applications 
discussed here. London dispersion corrections (D, D3) had been 

added to semiempirical methods[21]  analogously to the extremely 
successful DFT-D methodology,[22]  and additional corrections for 
hydrogen bonding (H, H+, H2, H4, H5)[23] had been introduced. 
Besides London dispersion and hydrogen-bonding, non-classical 
noncovalent interactions such as halogen bonding from the family 
of -hole interactions[9b] deserved their own parametrization 
(X).[24] All these corrections have been parametrized to reproduce 
accurate benchmark CCSD(T)/CBS interaction energies[25] in 
databases of small model complexes[9a] where they can achieve 
accuracy better than 1 kcal/mol. 
The results discussed here were obtained mostly with the 
advanced version of the corrections we have developed, a 
method-specific re-parametrization of the D3 dispersion and H4 
correction for hydrogen bonding and X for halogen bonding. 
Among other methods, these are applicable to PM6 (PM6-
D3H4X) and DFTB3 (DFTB3-D3H4). The corrections are 
independent of the SQM calculation and a standalone 
implementation is available[26], but nowadays they are available 
directly in MOPAC[27]  for PM6/PM7 and DFTB+[28] for DFTB3 and 
no post-processing of the results is needed. For DFTB3, a more 
advanced H5 correction recently became available[23a], and 
preliminary results show that it improves the description of P  L 
complexes further.[29] For systems containing halogens, a 
halogen-bonding correction should be applied, and it is available 
for both PM6 and DFTB3.[12d, 24] The PM7 method already 
contains analogous corrections and no further modifications are 
needed. It is more robust than PM6, which is useful in more exotic 
systems, but not as accurate as PM6-D3H4, especially in larger 
complexes.[30]

Until recently, the accuracy of these methods was measured only 
in small model systems[9a] and their performance in P  L 
complexes was evaluated only indirectly by comparing the final 
score with experimental data. Recently, we have built data sets of 
model systems directly related to this application, the PLA15 set 
of 15 active site models and PLF475 set of their smaller fragments, 
featuring DLPNO-CCSD(T) benchmarks.[29] With these, we can 
directly evaluate the accuracy of SQM interaction energies used 
in the applications reviewed here. Figure 1 summarizes the main 
results in the PLA15 data set, a set of 15 different proteins in 
which the interaction between the ligand and a large model of the 
active site is evaluated. 

Figure 1. Error of selected SQM methods in the PLA15 data set of 15 ligand 
active site models. Reported is the total mean unsigned error (MUE) and its 
random part 
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Here, we evaluate the total mean unsigned error (MUE, evaluated 
from relative errors to normalize the differences between the 
systems) as a measure of an absolute accuracy of the methods, 
and its random part (MUE calculated after the systematic error of 
each method is removed). The latter error measure is closer to 
the applications in scoring where only relative energies in a series 
of systems matter. The corrected SQM methods reach absolute 
accuracy of around 10%, and the random part of the error can be 
less than half of that. These results suggest that the methods 
discussed here most often, PM6-D3H4 and DFTB-D3H4, are best 
in their class. 

3. Solvation 

For biological applications, a major phenomenon to be described 
besides the P L interactions in vacuo are the solvation 
phenomena of both, the P L complexes as well as the binding 
partners prior to binding. This is certainly a challenging task which 
warrants the use of different approximations. For the approaches 
discussed here which use static geometries, we resort to implicit 
solvent models, reviewed in breadth in Decherchi et al.[5a] Out of 
a dozen of available implicit solvent models, we describe below 
only those pertinent to our work. For the description of protein 
solvation, especially in conjunction with force field calculations, 
two widely used approaches are the Generalized Born (GB)[31]

and Poisson-Boltzmann (PB)[32] model. The pair-wise GB model 
is very fast but rather approximate. PB is more accurate but also 
more time demanding, as it relies on the solution of Poisson-
Boltzmann (PB) equations. We have tested these molecular 
mechanics (MM)-based models against three QM-based 
solvation models; MST[33], SMD[34] and COSMO-RS[35]. We have 
shown that the QM-based models yielded more accurate 
solvation free energies than the MM-based ones but at a higher 
computational cost.[5b]

A seemingly ideal compromise is the use of the COSMO model 
employing the scaled-conductor approximation[36] which is 
implemented for SQM calculations in MOPAC.[27] However, the 
implementation covers only the electrostatic contribution to the 
solvation free energy and neglects the other terms important in 
non-polar systems. We have thus introduced a simple non-polar 
term and reparametrized the COSMO model for PM6 and PM7, 
yielding COSMO2.[37] It has improved the accuracy not only in the 
calculations of solvation free energies of small molecules, but also 
in the scoring of protein-ligand complexes. Most notably, we have 
observed significant improvement in correlation between the 
score computed using PM6-D3H4/COSMO2 and experimental 
binding energies in complexes where structural waters are 
present in the active site, but not included in the model.[37] For 
DFTB3, multiple solvent models are available, but their 
implementation is not optimized for large systems and makes the 
P L calculations impractically slow. Therefore, we usually resort 
to combining DFTB3 interaction energies with separately 
calculated PM6/PM7 COSMO solvation energy. 

4. SQM-based Scoring Functions  

SQM-based Scoring Function (SF) was firstly introduced by 
Kenneth Merz group, by using AM1 method augmented with 
empirical dispersion and combined with Poisson-Boltzmann 
implicit solvent model and force-field dispersion term.[38] They 
showed a superior performance of the QMScore over other SFs 
in the case of metalloprotein-ligand binding,[39] however further 
corrections were needed, especially for hydrogen bonding and 
dispersion.[40]

Some recent studies have also employed QM/SQM scoring 
functions to calculate P-L binding affinities.[41]  Another strategy of 
combining QM and SQM is to involve fragmentation-based 
methods[8a, 42], such as in the three layer MIM3 protocol designed 
for estimating the relative strength of P-L binding for a set of 
structurally similar ligands.[43] To speed up the binding affinity 
prediction, the combination of SQM/MM approach have been 
applied on different P-L systems. For example, SCC-DFTB 
energies and CHARMM force field was successfully used in the 
on-the-fly QM/MM study of high-level X-ray structures of zinc 
metalloproteins.[44] The same method, coupled with the Attracting 
Cavities docking algorithm[45] was applied on Astex Diverse data 
set with comparable performance with standard SFs, however the 
method outperformed standard ones in the zinc metalloprotein 
data set and a heme protein data with dominating iron or covalent 
ligand binding.  
Number of new studies have successfully used PM6 method in 
combination with our corrections for noncovalent interactions to 
score P-L systems. The new systematic study of Kenneth Merz 
group introduced a local sampling algorithm for producing binding 
ensembles of small aromatic ligands with T4 Lysozyme L99A 
mutant and they showed the best correlation with experimental 
binding affinities using PM6-DH2/COSMO-based score.[46] SQM-
based scoring was recently used also for binding energy 
calculations of peptide-HLA (human leukocyte antigen) system. 
Methodology, based on PM6-D3H4, PM7 and FMO-DFTB3 
potentials with inclusion of structural and solvent effects, 
successfully differentiated between binders and non-binders and 
showed a strong correlation with experimental data.[47]

Other methods also aim to rescore MD trajectories by SQM-based 
end point methods as shown in several applications on human 
protein kinase Lck, C-terminal domain of breakpoint cluster region 
(BRC) protein or estrogen receptors alpha.[48]

 In our laboratory, we have taken a systematic approach to 
design a modular general-purpose SQM SF.[13] We have adopted 
the MM-PB/GBSA-like master equation[49] (Eq. 1) in which the 
interaction, solvation and ligand deformation terms are evaluated 
at the SQM/COSMO levels.[50] The modularity resides in the fact 
that the most up-to-date version of the SQM/COSMO methods is 
always used.  
The score which approximates the binding free energy is 
computed on the P-L complex optimized in water environment (Eq 
1)[13]

int solv conf
w

conf
w(L) int  (Eq. 1) 

The individual terms describe the gas-phase interaction energy 
int), the change of solvation free energy upon complex 

solv

conf
w) of the protein and ligand in water environment and the 
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change of entropy upon ligand binding (- int). The first term is 
dominant since it describes gas-phase (undamped) interaction 
between protein and ligand. It is the only favorable term in the 
equation and its reliable estimation is crucial. The unfavorable 
solvation/desolvation term represents the second largest term. 
Polar or even charged ligands are strongly hydrated. Before 
entering the active site of protein, they must be dehydrated and 
the respective desolvation free energy is very large, in absolute 
value might even be comparable to the gas-phase interaction 
energy. Calculation of solvation free energy is difficult and is 
connected with larger uncertainties than gas phase energy, 
especially for charged systems.[37] It is important to mention that 
gas-phase interaction energies and solvation/desolvation free 
energies do not correlate simply because they are due to different 
physicochemical properties. Both terms partially compensate for 
each other and the final score is considerably smaller than their 
absolute values. The other terms of Eq.1 are usually smaller than 
the first two terms, however any variations in them can change 
the ranking of ligands. Up to date, the above mentioned scheme 
at different levels have been successfully applied on series of 
inhibitors of various kinases[6d, 13, 51], proteases[13, 52], aldo-keto 
reductases[10a, 10b, 53] and also of DNA polymerase[54] and serine 
racemase.[6b]

The scoring function (SF) has also been extended to treat 
covalent inhibitor binding.[7b] We have also used it for interaction 

[55], SH3 
domains in complex with their ligands[56] or in combination with 
virtual glycine scan procedure[57] for quantifying the contribution 
of individual protein residues to inorganic ligand-metalloprotein 
binding[57-58] or at protein-protein interfaces.[59]

 Despite the above-mentioned list of successful applications 
of SQM-based scoring, the full version of the SQM-based SF is 
too time-consuming to be applicable to drug design process in 
industrial context. The optimization of P-L complex at the SQM 
level is the most demanding step. Moreover, the gradient 
optimization leads just to the closest local minimum on the 
potential energy surface (PES). To find the global minimum, one 
should apply molecular dynamics or other methods to sample 
PES. Consequently, we simplified and accelerated the SQM 

int solv terms 
and replacing the costly full SQM optimization by sampling of PES 
of P-L binding by extensive docking. We thus generate an 
ensemble of binding poses of the ligand in the active site of its 
target and just apply short hydrogen atom relaxation of such 
complexes by AMBER forcefield[60] to relieve the majority of close 
contacts that may be introduced by the soft repulsive potentials 
used in docking algorithms. This novel scheme is about two 
orders of magnitude faster than the full version of SQM based SF. 

We have made the first step toward QM-based high-
throughput virtual screening[14a] by validating the ability of the 
SQM/COSMO SF at PM6-D3H4X level to identify the native 
binding pose and compare it with several standard SFs. We 
selected four difficult-to-handle P-L systems: i) HIV-1 PR with 
large, flexible and charged peptidomimetic ligand; ii) aldose 
reductase representing the enzymes with cofactor in the active 
site; iii) acetylcholine esterase with two binding pockets and 
halogenated ligand and iv) TNF-  converting enzyme (TACE) 
representing Zn metalloproteins. To this aim, we generated a 
large amount of sensible and non-redundant alternative ligand 
binding poses and checked how well the different scoring 

approaches (physics-based AMBER/GB[60-61], 
empirical/regression-based Glide XP[6a], Plants PLP[62], AutoDock 
Vina[63] [64], Goldscore[65], PLP[62] and 
knowledge-based Astex Statistical Potential ASP[66]) were able to 
differentiate between the alternative and native states (Figure 2). 
The best performing SQM/COSMO SF identified the X-ray pose 
as the minimum-free-energy structure in 3 out of 4 cases. The 
second-best SFs were ASP and ChemScore having over 50 
ligand poses that were scored better than the native one (so 
called False-Positive solutions; FP). Other SF estimated from 80 
to 350 FPs. None of the SFs were able to correctly estimate the 
native pose of the TACE metalloprotein.  Here all SFs have FPs 
but to a different extent, where SQM/COSMO SF performed the 
best, having the smallest number of 39 FPs.[14a] The follow-up 
study showed that the challenges of Zn metalloprotein can be 
overcome by invoking a more robust SQM method (i.e. DFTB3-

solv term evaluated at the 
COSMO level from PM6-D3H4X calculation.[14b] The less 
empirical DFTB3 described the interaction between the ligand 
and Zn(II) ion with a smaller error than PM6-D3H4, which resulted 
in zero FPs for the TACE complex. Importantly, the description of 
the other three systems stayed at a high quality  zero FP were 
retained.  This study clearly showed the importance of higher-
level electronic-structure theory for reliable description of protein-
ligand binding.[14b]

Figure 2. The sampling power of SQM/COSMO SF as shown in the case of 
HIV-1 PR[14a] All ligand poses generated by docking programs, that are color-
coded by RMSD relative to the xray (native) pose (top panel). The native pose 
(in blue sticks) uniqly recognized by SQM/COSMO SF as the minimum-free-
energy structure, in comparison with higher energy values of decoy poses with 
small changes in the binding geometry (bottom panel). 

The sampling power of the SQM/COSMO SFs at PM6 and DFTB 
levels were further tested on an extended dataset of 17 P-L 
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systems from diverse protein families (including 3 enzyme 
classes, 1 chaperone and 2 nuclear receptors classes)[67] We 
compared SQM/COSMO SFs with 4 standard SFs (Glide XP[6a], 
AutoDock4[68], AutoDock Vina[63], and UCSF Dock[69]). The 
SQM/COSMO SF performed best, having one order of magnitude 
smaller number of FPs (40 and 42 for DFTB3 and PM6, 
respectively) than standard ones (from 211 to 635 FPs). Moreover, 

single digits only (1 and 2, respectively) in comparison with a 
range from 18 to 85 for standard SFs.[67]

 Identifying the correct native pose of the P-L systems 
(sampling power) is a critical prerequisite for affinity estimation in 
physics-based scoring. The second step is a reliable prediction of 
P-L affinities (ranking power). For this task, we prepared a dataset 
of 10 carbonic anhydrase II (CAII)-inhibitor complexes, 
determined their high-resolution crystal structures (resolution 
1.1.-1.4 Å) and consistently measured their inhibition constants 
(Ki).[14c] Using all the information from the X-ray structures, e.g. 
binding mode, position of active-site waters and protein 
conformation, we compared scoring results of SQM/COSMO SF 
at DFTB3-D3H4X level (because CAII is a zinc metalloenzyme) 
with 5 widely used classical SFs (AMBER/GB, GOLD, DOCK 6, 
AutoDock Vina, Autodock4). For SQM/COSMO, we obtained a 
reasonable correlation with experimental binding data (R2 of 0.69, 
predictive index PI[70] of 0.81), which greatly outperformed all 
commonly used classical SFs (R2 < 0.4 and PI < 0.7).[14c] Then, 
we scrutinized the effects of omitting crystal waters and using a 
single rigid conformation of the target protein, still retaining the 
unique correlation (R2 of 0.56 and PI 0.64 for SQM/COSMO vs. 
R2 < 0.3 and PI < 0.5 for classical SFs). In the last step, we 
allowed small conformational movements of ligands by restrained 
docking which again improved prediction of the affinities (R2/PI of 
0.77/0.92 for SQM/COSMO).[14c] The SQM/COSMO method thus 
showed a great potential to become a general tool during the hit-
to-lead stage of structure-based drug design after further testing. 

SQM/COSMO SF: Library Enrichment 

 To obtain in structure-based virtual screening 
for good reasons, we need a protocol which reliably predicts 
geometry of the complex and on top of that provides reliable 
ranking. Despites decades of development, the fulfillment of both 
requirements is beyond the ability of current docking and scoring 
approaches.[4a] Having witnessed the successes of the 
SQM/COSMO SF in both sampling and ranking power, we 
entered the area of virtual screening with the aim to prioritize 
active ligands over inactive ones toward a target protein. We 
selected HSP90 (heat shock protein 90) and a set of 4541 
compounds which contained 72 inhibitors and 4469 decoys from 
the DUD-E database[71]. Nine widely used docking functions 
(Autodock4[68], VINA[63] and SMINA[72], Glide 
(SP,XP)[6a], ASP[66], GoldScore[65], ChemScore[64] and 
ChemPLP[62]) were applied for docking and PM6-D3H4X/COSMO 
SF was used for rescoring.[73] The performance was evaluated by 
analyzing the enrichment factor (EF) while testing 1% of the 
compounds (the ratio of the identified actives from the total 
number of compounds;  EF1) and receiver operator characteristics 
(ROC and pROC) plots[74] which provide a detailed view of overall 
and early enrichment. ROC curves show the capability of the 
method to distinguish between active and inactive compounds, 

while pROC focuses on the early stage enrichment (see Figures 
3 and 4).  
Table 1 shows that all the standard docking/scoring functions 
failed, especially for early enrichment (EF1 values sometimes 
even below random values; EF1 equal to 1).  

Method EF1 AUC  (%)
AUC 
pROC

Autodock4 (AD4) 1 49 0.38 

SQM//AD4 40 91 2.10 

Autodock VINA 0 30 0.19 

SQM//VINA 42 93 2.05 

Autodock SMINA 0 34 0.22 

SQM//SMINA 37 93 2.00 

GlideSP 7 75 0.88 

SQM//SP 34 81 1.67 

GlideXP 4 71 0.73 

SQM//XP 32 85 1.71 

Gold ASP (ASP) 3 76 0.79 

SQM//ASP 31 93 1.88 

GoldScore (GS) 0 60 0.49 

SQM//GS 44 97 2.33 

ChemScore (CS) 0 34 0.27 

SQM//CS 29 89 1.76 

ChemPLP (PLP) 1 51 0.38 

SQM//PLP 31 95 2.10 

SQM//all 47 98 2.48 

Table 1. The ROC Enrichment Factors EF1, AUC and pROC AUC obtained by 
using a single method or a combination of methods (scoring//docking). Data 
were taken from Ref.[73]  

Among conventional SFs, the best performance was found for 
Glide SP and XP SFs (EF1 of 7 and 4, respectively) and 
ASP in the case of overall enrichment. The SQM/COSMO SF 
rescoring increased both early and overall enrichments 
tremendously. Area under the ROC curve (AUC) reached 90 % in 
6 out of 9 cases. When all the poses were combined and 
optimized with a modified AMBER force field, very encouraging 
EF1 and AUC values of 47 and 98%, respectively, were obtained. 
These values were even approaching best possible 
characteristics (i.e. 64 and 100%). The  advanced SQM/COSMO 
SF thus covered almost seven times more active ligands than the 
most efficient standard SF. Results presented in Table 1 clearly 
demonstrated that almost all standard SFs provided reasonable 
geometries but scored poorly. However, there was not a single 
standard SF which would succeed in both docking and scoring. 
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Figure 3. ROC curve for the comparison of the overall enrichment performance 
of the best standard SF (Glide SP) in blue, SQM/COSMO SF in red and random 
(dark blue).   

Figure 4. pROC curve for the comparison of the early enrichment performance 
of the best standard SF (Glide_SP) in blue, SQM/COSMO SF in red and random 
(dark blue).  

The success in early enrichment which we have observed for 
HSP90 protein may in part be caused by the high rigidity of the 
protein. Currently, we are extending this computational strategy 
to other proteins which are known to be more flexible. 

As mentioned in the Introduction, computer-aided structure-based 
drug design can profit from developments in three areas: i) by 
accounting for the P-L complex flexibility, ii) by better describing  
the P-L complex environment, such as improving the implicit 
solvation model or adding explicit water molecules and iii) by 
adopting a better model for P-L binding. During our decade-long 
research on the development of SQM-based and SQM/COSMO 
SFs, we have improved the accuracy of both the interaction and 
solvation free energy methods and have successfully applied it to 
dozens of protein targets and thousands of ligands. We have 
attained a remarkable sampling and ranking power, 
outperforming standard scoring functions, which allowed us to 
extend the development toward virtual screening. In this latter 
area, we have achieved a first successful application and 
currently are working on others. 

On the other hand, we admit that in order to reach general 
applicability, we need to tackle flexibility and entropy on a much 
broader scale. The receptor flexibility is, however, one of the 
biggest challenges, because conformational changes of proteins 
range from small rearrangements of side chains to large 
movements of whole domains and their incorporation is of utmost 
importance for various target classes, such as kinases. This is 
particularly important in virtual screening, where we must not lose 
active compounds via docking procedure due to the steric clashes 
with rigid protein target. Some part of flexibility can be introduced 
already in docking by an induced fit procedure which allows a 
limited movement of some active site residues.[75]

Molecular Dynamics (MD) simulations can provide an adequate 
sampling of binding protein-ligand conformations, allowing us to 
compute free energy and kinetics of binding, e.g. via dynamic 
docking procedure.[76] Despite the simulations are still very 
demanding, the enormous increase of computer power and faster 
software implementations advances over the last decade have 
prompted their use in the virtual screening pipeline. It should be 
kept in mind that potential/free energy surfaces of P-L complexes 
are extremely complicated and contain huge number of local 
minima, which are separated from each other only by small 
barriers. Thus, using higher number of P-L conformations as 
starting geometries makes it possible to evaluate many 
microstates with shorter MD and less demanding optimization 
calculations. Our preliminary results show dramatic 
improvements of SQM scores after enabling the optimization of 
the P-L complex where the whole ligand and a part of the protein 
was considered flexible. It should be noted that the conformational 
response of proteins could range from motion of residues 
surrounding the binding pocket to movement of loops and 
domains, which can cause a significant change in the tertiary 
structure of protein. For these reasons, we are not only trying to 
investigate scale and definition of the flexibility to the maximum 
extent possible but also achieve the desired higher accuracy at 
minimal computational cost.  

5. Conclusion 

Due to the enormous advances in computational power, QM-
based methods have been incorporated into the process of drug 
design in all its preclinical stages. In principle, they can provide 
high accuracy and better prediction of binding affinities of ligands 
and their biological targets and result in rational design of more 
potent drugs saving huge expenses and time.  
Over the last decade, we have developed fast and reliable 
protocols for estimation of total binding free energies of P-L 
complexes. The first more accurate one dubbed SQM-based SF
can be used for estimation of binding free energies of preselected 
smaller set of proteins and ligands where the P-L complex 
conformations are obtained from computationally costly full 
gradient optimization. This concept is ideal for the hit-to-lead 
optimization stage of drug design. The second, more efficient 
methodology called SQM/COSMO SF approximates the total 
score by the two leading terms only, the P-L interaction energy in 
vacuum and solvation/desolvation free energy. This approach is 
ideal for fast estimates of binding free energies of large sets of 
ligands and proteins for which the structures are generated by 
docking. We have shown the superior performance of 
SQM/COSMO SF in sampling, ranking and library enrichment 
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setups in several proof-of-concept studies, and we are working 
towards a fully automatized SQM/COSMO protocol applicable 
within the pharmaceutical pipeline. 
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Entry for the Table of Contents 

The minireview covers a challenging journey of our semiempirical QM-based scoring function (SQM/COSMO SF) toward its successful 
application in structure-based drug design. On the way, the SQM/COSMO SF has acquired crucial abilities, i.e. the sampling, ranking 
and enrichment power. It has proven its superiority over conventional SFs in several proof-of-concept studies and is thus ready for new 
challenges, e.g. within the pharmaceutical pipeline. 
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