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Abstract 

T h i s thesis explores advanced computa t iona l chemis t ry methods to invest­
igate chemica l b o n d i n g and molecula r interact ions. It uses computa t iona l ap­
proaches l ike D F T , M P 2 , C C S D ( T ) , alongside other methods o f computa t iona l 
chemistry, to analyze electronic structures and var ious propert ies o f molecula r 
systems. The s tudy further examines dative bonds i n p-group elements, e lu­
c ida t ing their format ion , unexpected behavior u p o n solvat ion, and significant 
role i n addi t ion reactions o f secondary amines w i t h fullerenes. Subsequently, 
it focuses o n the behavior o f molecules w i t h hyd r id i c hydrogen , h igh l igh t ing 
their un ique interact ions w h e n hydrogen acts as an electron donor and interacts 
w i t h electrophiles. F ina l ly , the thesis combines advanced computa t iona l chem­
is t ry methods w i t h a tomic force mic roscopy and for the first t ime demonstrates 
the anisotropic charge d is t r ibu t ion o n the surface o f a covalent ly bonded halo­
gen (o-hole) and i n the center o f an aromatic r i n g w i t h e l ec t ronwi thd rawing sub-
stituents (7r-hole), s h o w i n g excellent cor re la t ion between computa t iona l models 
and exper imenta l observations. 

Keywords: dative bond , non-covalent interact ions, hyd r id i c hydrogen , o-hole, 
jr-hole, Q M calculat ions 





Abstrakt 

T á t o d i z e r t a č n á p r á c a p o u ž í v a p o k r o č i l é m e t ó d y v ý p o č t o v e j c h é m i e na s k ú m a n i e 
c h e m i c k ý c h v ä z i e b a m o l e k u l o v ý c h i n t e r a k c i í . P o m o c o u v ý p o č t o v ý c h m e t ó d ako 
D F T , M P 2 , C C S D ( T ) a ďa lš ích m e t ó d v ý p o č t o v e j c h é m i e , analyzuje e l e k t r ó n o v é 
š t r u k t ú r y a r ô z n e v las tnos t i m o l e k u l o v ý c h s y s t é m o v . D i z e r t a č n á p r á c a odhaľu je 
tvo rbu d a t í v n e j v ä z b y v p r v k o c h p -skup iny , jej n e o č a k á v a n é s p r á v a n i e p r i solva-
tác i i a v ý z n a m n ú ú l o h u v a d i č n ý c h r e a k c i á c h s e k u n d á r n y c h a m í n o v s f u l e r é n m i . 
N á s l e d n e sa zamer iava n a m o l e k u l y o b s a h u j ú c e h y d r i d i c k ý v o d í k , z d ô r a z ň u j ú c 
i c h j e d i n e č n é interakcie , kde v o d í k p ô s o b í ako donor e l e k t r ó n o v a interaguje 
s e lekt rof i lmi . N a k o n i e c p r á c a spá ja p o k r o č i l é m e t ó d y v ý p o č t o v e j c h é m i e s m i k -
ro skop iou a t o m á r n y c h síl a p o p r v ý k r á t ukazuje n e r o v n o m e r n é r o z l o ž e n i e n á b o j a 
na p o v r c h u kovalentne v i a z a n é h o h a l o g é n u (a-dieru) a v strede a r o m a t i c k é h o 
k r u h u s e l e k t r o f i l n ý m i subst i tuentmi (jt-dieru), u k a z u j ú c v y n i k a j ú c u k o r e l á c i u 
m e d z i v ý p o č t o v ý m i m o d e l m i a e x p e r i m e n t á l n y m i pozo rovan iami . 

K ľ ú č o v é s l o v á : d a t í v n a v ä z b a , n e k o v a l e n t n é interakcie, h y d r i d i c k ý vod ík , 
o-diera, Tt-diera, k v a n t o v o m e c h a n i c k é v ý p o č t y 
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Chapter 1 

Introduction 

Significant advances i n computer technology have powered the remarkable rise of com­
putational chemistry in recent years. Decades ago, the computational analysis of a simple 
water dimer using the Hartree-Fock method was a considerable task, whereas today, mo­
lecular systems comprising thousands of atoms can be evaluated using advanced Density 
Functional Theory methods wi th in a similar timeframe. This field has become indispens­
able across various domains of chemistry, including drug discovery, materials science, 
and catalysis, providing insights that are often infeasible through experimental meth­
ods alone. By allowing the exploration of molecular interactions, reaction mechanisms, 
and potential energy surfaces in silico, computational chemistry not only accelerates 
the research and development cycle, but also offers a deeper understanding of funda­
mental chemical principles. Its integration into the standard toolkit of chemists signifies 
a paradigm shift towards more predictive and cost-effective research. 

In recent times, basic research is often overshadowed by the emphasis on applied 
science, where the former is sometimes seen as "science for the sake of science." This 
view raises questions about the value and purpose of scientific findings that do not have 
immediate applications. Yet, it is crucial to recognize that basic research provides the crit­
ical foundation, enhancing our understanding of core chemical principles and offering 
new insights into established chemical knowledge. This thesis mainly aims to clarify 
the fundamental properties of chemical bonds, a key aspect of basic research. Exploring 
these basic properties not only expands our scientific knowledge but also inspires new 
techniques and methods in applied research, highlighting the vital connection between 
basic and applied sciences. 

Chapter 2 establishes the theoretical foundation, crucial for understanding the sub­
sequent discussions on molecular interactions. It offers an in-depth analysis of non-
covalent interactions, highlighting their significant impact on molecular structure and 
properties. This knowledge is vital for explaining the basics of molecular assemblies 
in various chemical contexts. 

In Chapter 3, a comprehensive analysis of computational chemistry methodologies 
is provided, outlining the theoretical and computational approaches employed i n mod-



2 INTRODUCTION 

eling and analyzing chemical entities. This chapter lays a methodological groundwork 
for the research discussed in later sections, facilitating a detailed investigation of mo­
lecular interactions. 

Chapter 4 explores dative bonding wi th in p-group elements, introducing a novel 
type of dative bond wherein carbon atoms in fullerenes act as lone pair acceptors. This 
chapter bridges the dative bonds and non-covalent interactions, demonstrating compar­
able stabilities between dative bond complexes and van der Waals complexes involving 
fullerenes and piperidine. Additionally, it reveals an intriguing observation: dative 
bonds exhibit enhanced stabilization in solvents wi th increasing polarity. 

Chapter 5 delves into hydridic hydrogen bonds, challenging the traditional view 
by examining scenarios where hydrogen is more electronegative than its bonding part­
ner. This analysis extends the conventional understanding of hydrogen bonding. 

In Chapter 6, Kelvin Probe Force Microscopy is applied to visualize anisotropic charge 
distributions directly, bringing theoretical predictions to direct observation. Through 
the visualization of a-holes and Tt-holes, this chapter effectively demonstrates the align­
ment of computational predictions wi th experimental findings, highlighting the symbi­
otic relationship between theoretical insights and empirical validation. 



Chapter 2 

Covalent Bond, Dative Bond 
and Non-Covalent Interactions in Per­
spective of Computat ional Chemistry 

The forces that bind atoms wi thin molecules and unite molecules into clusters, crystals, 
and the complex frameworks of biological structures are collectively known as chem­
ical bonds. First conceptualized i n the early 20th century 1 , these bonds form through 
interactions between valence electrons, the outermost participants in an atom's chem­
ical interactions. The landscape of chemical bonding is diverse, featuring covalent, dat­
ive, ionic, and various non-covalent bonds. Though varied i n nature, these bonds lead 
to a single outcome: the stabilization of the system through an energy reduction upon 
bond formation. 

In the domain of computational chemistry, a diverse array of tools reveals the com­
plex interplay of atomic and molecular interactions. Strategies for solving the Schro-
dinger equation (SE) range in accuracy, providing insights into the subtleties of chem­
ical bonding. The spectrum extends from the foundational Hartree-Fock (HF) method 
to the computationally intensive Ful l Configuration Interaction (FCI), which encompas­
ses all electron correlations. Positioned between these is the Coupled Cluster (CC) ap­
proach, which is often heralded as the 'gold standard' of quantum chemistry in its form 
with variational treatment of single and double excitations and perturbative treatment 
of triple excitations (CCSD(T)). Alternatively, to these wavefunction-based methods, 
Density Functional Theory (DFT) offers a different perspective by treating the Schro-
dinger equation as a functional of electron density. Through a multitude of functionals, 
DFT can address a wide array of both general and specific chemical problems. 



4 DATIVE B O N D 

2.1 Covalent Bond 

A covalent bond is established when two atoms approach each other closely enough 
that their outer electron shells overlap, leading to the sharing of an electron pair. Each 
electron in the shared pair originates from a different atom. 

H + H — - H—H 

Figure 2.1: Scheme showing the formation of a covalent bond between two hydrogen 
radicals. 

Due to the distinct directional characteristics of atomic orbitals, several types of co­
valent bonds are recognized. The overlapping of two s-orbitals gives rise to a a-bond, 
while the lateral overlapping of two p-orbitals results i n a Tt-bond. In rare cases, the over­
lapping of two d-orbitals can lead to the formation of a 8-bond 2. Additionally, there have 
been reports of a cp-bond, which arises from the overlapping of two f-orbitals 3. 

In the case of homonuclear diatomic molecules, the charge distribution is symmet­
rical. Contrastingly, heteronuclear chemical bonds exhibit an asymmetrical charge dis­
tribution, resulting in partial charges. The spatial arrangement of these charges correl­
ates wi th the atoms' electronegativity; atoms wi th higher electronegativity attract more 
electron density, manifesting a partial negative charge 4. Atoms of lower electronegat­
ivity bear a partial positive charge. This disparity in charge distribution culminates in 
a molecular dipole moment and other multipoles, the magnitude of which is proportional 
to the electronegativity difference. Consequently, a greater disparity i n electronegativity 
increases the dipole moment. 

2.2 Dative Bond 

A dative bond, also known as a donor-acceptor, coordinate-covalent, charge-transfer 
complex bond, or just dative bond, represents a unique bonding interaction in which 
two atoms share an electron pair, wi th both electrons originating from the same atom. 
In this configuration, the electron donor, the atom providing the electron pair, is typic­
ally a Lewis base, while the electron acceptor is a Lewis acid 5 . This mode of bonding is 
distinct from a covalent bond, where each atom contributes one electron to the shared 
pair. Upon dissociation, a dative bond cleaves heterolytically, allowing the donor atom 
to retain the electron pair 6 ' 7 . A n exemplar of this phenomenon is depicted in Figure 2.2, 
where the Lewis acid, boron hydride, accepts an electron pair from the Lewis base, am­
monia, resulting i n a bond strength of 49.9 kcal /mol 8 . 
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Figure 2.2: Scheme showing the formation of a dative bond between ammonia and bo­
ron hydride. 

Lewis acids can include transition metals, elements of the s-group i n the periodic 
table, and certain elements of the p-group. In specific cases, fullerenes and other carbon 
nanostructures can also act as Lewis bases 8" 1 0. On the other hand, any atom wi th a lone 
electron pair can act as a Lewis base. 

The corresponding wavefunction for a dative bond can be written as: 

^dativeO^ -A~) = a<P c o v a l e n t (D —A) + b%ordc(D+,A~) (2.1) 

Here, the covalent and ionic structures are distinct for the donor (D)-acceptor (A) com­
plex and the coefficients a and b depend on the ability of D to donate an electron (ioniz­
ation potential) and A to accept the electron (electron affinity) 1 1. 

2.3 Non-Covalent Interactions 
Non-covalent interactions play an essential role in a wide range of chemical processes, 
supramolecular assembly, and the stability of molecular complexes. These interactions, 
characterized by their transient nature are responsible for the anomaly of water, the dou­
ble helix structure of D N A , or the liquifying of noble gases. Contrary to the covalent 
bond, non-covalent interactions do not involve electron pair sharing between two atoms. 
Their attractive nature stands on electrostatics, induction, and London dispersion. 

Computational chemistry provides a powerful toolset to investigate non-covalent 
interactions at the atomic level, complementing experimental techniques and offering 
detailed insights into their underlying mechanisms. Using quantum chemical methods, 
molecular mechanics, and molecular dynamics simulations, computational chemists can 
accurately predict and analyze the properties, energetics, and dynamics of non-covalent 
interactions. This computational approach enables the study of complex systems that 
are challenging to explore solely through experimental means. 

2.3.1 Hydrogen Bond 
The hydrogen bond, which is widely recognized as one of the strongest and most pre­
valent noncovalent interactions, plays a crucial role in numerous chemical processes. 
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It is characterized by the formation of an X - H - Y - Z bond, where X represents a more 
electronegative atom than hydrogen (H), and Y can be an atom, anion, fragment of a mo­
lecule, or a 7r-electron system. X - H is a proton donor and Y - Z is a proton acceptor 1 2. 

The presence of a hydrogen bond can be easily detected through various spectro­
scopic techniques. This detection is facilitated by the fact that the atom X is always 
heavier than hydrogen. When a hydrogen bond is formed, there is a transfer of electron 
from the electron donor Y to the a* antibonding orbital of the X - H b o n d 1 3 1 4 . This charge 
transfer leads to the elongation of the X - H bond and a red-shift i n the corresponding X - H 
stretching frequency. However, it has been demonstrated by Hobza et al. that under si­
milar conditions, a blue-shift in the stretching frequency is also possible 1 5 ' 1 6 as shown in 
Figure 2.3. 

Figure 2.3: Hydrogen bonded complexes showing R-H---7T: interaction. On the left is 
complex of methanol wi th benzene. Its measured experimental IR shift of O - H stretching 
frequency is —14 c m - 1 1 7 . On the right is blueshiftng complex of chloroform and mono-
fluorobenzene wi th respective shift of C - H stretching frequency by 14 c m - 1 1 5 . 

The study and understanding of hydrogen bonding have significant implications 
in va-rious scientific disciplines, including chemistry, biochemistry, and materials sci­
ence. Hydrogen bonds play a crucial role in molecular recognition, protein folding, solva­
tion phenomena, and the stability of supramolecular structures 1 8. The ability to detect 
and characterize hydrogen bonding through spectroscopic methods provides valuable 
insights into the nature and behavior of these interactions, aiding in the design and de­
velopment of functional materials and pharmaceutical compounds. 

A unique type of hydrogen bond called a dihydrogen bond can occur when the donor 
of the hydrogen bond is hydridic hydrogen. Hydridic hydrogen is characterized by its 
binding to an atom that is less electronegative than hydrogen itself. This leads to charge 
inverted hydrogen bond also called inverse or hydridic hydrogen bond discussed below. 
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2.3.2 Charge-Inverted Hydrogen Bond 
The charge-inverted hydrogen bond (CIHB) is a distinctive non-covalent interaction 
wherein a hydrogen atom is l inked to a less electronegative atom, conferring upon it 
a partial negative charge. This peculiar arrangement permits the hydrogen to form 
bonds wi th electrophiles, as elucidated by Miroslaw Jablohski in 2006. CIHBs were in i ­
tially demonstrated in simple dimers such as H 3 X H • • • Y H 3 , where X could be silicon 
or germanium, and Y could be aluminum or ga l l ium 1 9 . Subsequent studies expanded 
the scope to more complex systems wi th various substituents. Notably, CIHBs exhibit 
bond elongation and vibrational red-shifting, characteristic of standard hydrogen bonds 
but arising from a reverse charge transfer direction, specifically oXn~>Py> a s opposed 
to the conventional CTXH*-Py Furthermore, dimers such as H 3 X - H • • • Y H 3 display non­
linear structures and interaction energies that are consistent wi th moderately strong 
hydrogen bonds, despite their charge-inverted nature 2 0 . This interaction was experi­
mentally proven by a team led by Professor Hobza 2 1 . 

W 

Figure 2.4: CIHB in complex of A 1 H 3 and S i H 4 . 

In addition to the traditional hydrogen bond, there are several other types of "hy­
drogen" bonds that involve hydridic hydrogen, such as the hydride bond, agostic bond, 
or halogen hydride bond 2 2 . These various "subspecies" contribute to the confusing com­
plexity of the wor ld of non-covalent interactions. To address this, it has been suggested 
in ref. 21 to redefine the existing definition of a hydrogen bond to encompass all of these 
interactions. 

2.3.3 Halogen Bond and a-hole Bonding 
The conventional notion of halogens being uniformly negative was challenged in 1986 
when Ramasubbu et al. published a groundbreaking study elucidating the proximity 
of halogen atoms to nucleophiles i n various structures found i n the Cambridge Structural 
Database 2 3. This finding challenged the established understanding and paved the way 
for a deeper understanding of halogen bonding. Seven years later, Politzer and his col­
leagues demonstrated that in the case of chlorine and bromine bonded to carbon, there 
exists a positively charged region atop the halogen atom, opposed to the covalent bond 2 4 . 
This phenomenon was subsequently termed the 'sigma-hole' (a-hole). 
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Figure 2.5: a) Representation of valence p-orbitals in bromobenzene: p x (blue) and p y 

(red) orbitals are doubly occupied, whereas p z contains one electron participating 
in the C-Br covalent bond, b) ESP figure of bromobenzene showing negative 'belt' around 
bromine atom, c) ESP figure of bromobenzene a-hole of bromobenzene. In ESP figures 
the red color shows negative regions and the blue color symbolizes positive regions. 

The presence of a positively charged region on covalently bonded halogens may in i ­
tially seem paradoxical. However, it can be rationalized through the example of the bro­
mobenzene molecule. Bromine's valence shell electron configuration is 4s 2 3 d 1 0 4 p x

2 

4 p y

2 4 p z

1 (illustrated in the Figure 2.5a). Hybridization of the halogen atoms has neg­
ligible influence since the s-orbital is energetically much lower than the p-orbitals 2 5 . 
The p x and p y orbitals are both doubly occupied, forming a negatively charged belt 
around the bromine atom (cf. Figure 2.5b). On the other hand, one electron from the p z 

orbital participates in a covalent bond, resulting i n a positive "cap" located opposite to 
the covalent bond (cf. Figure 2.5c). 

This observation underscores the complex electronic structure and spatial distribu­
tion of charge in covalently bonded halogens. The existence of the a-hole reveals a fas­
cinating aspect of halogen bonding and has significant implications for understanding 
intermolecular interactions and molecular recognition processes in various chemical sys­
tems 2 6 " 2 8 . 

The a-hole can be visualized via Electrostatic Potential (ESP) mapping, denoted 
by V(r). It serves as a critical descriptor of the charge distribution wi th in atoms and mo­
lecules, encapsulating the balance between nuclear and electronic influences. It quan­
titatively describes the electric field's potential energy at any point r in the vicinity 
of the chemical species, highlighting regions where an electric charge would experience 
force. This potential is fundamentally defined by the integral over the charge density 
p(r'), mathematically represented by: 

V(r) = j ^ Z ^ \ d r ' (2-2) 

ESP calculations are fundamental in identifying reactive sites, assessing molecular 
polarity, and understanding biological recognition and binding interactions 2 9 ' 3 0 . Positive 
ESP regions typically suggest proximity to the nucleus, while negative regions indicate 
areas shielded by electron density. Such spatial variations in ESP are pivotal in mapping 
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a) b) 

N—R -90 

R 
Figure 2.6: Illustration of a halogen bond (a) and a dihalogen bond (b). In (a), ' X ' rep­
resents a covalently bonded halogen atom, and ' N ' is a generic nucleophile. In (b), a co-
valently bonded halogen interacts wi th the negative region of another halogen atom. 

out reactive sites, assessing molecular polarity, and understanding the complex forces 
that play in biological recognition and binding processes. One of the mapped reactive 
sites is the a-hole. 

In 2013, the halogen bond was defined as: "A halogen bond occurs when there is evid­
ence of a net attractive interaction between an electrophilic region associated with a halogen 
atom in a molecular entity and a nucleophilic region in another, or the same, molecular en­
tity"31. Its scheme is shown in Figure 2.6. A typical donor of a halogen bond is an atom 
with a lone pair, anion, or rc-electron system. A n angle between a covalent bond of halo­
gen and a halogen bond is always close or equal to 180° (Figure 2.6a). There is one special 
case when halogen wi th a-hole interacts wi th a negative "belt" of another halogen atom. 
It is called dihalogen bond 3 2 and the angle between a covalent bond of halogen acceptor 
and halogen bond is 90° (figure 2.6b). the specific directionality of halogen bonding plays 
a vital role in molecular recognition, supramolecular chemistry, crystal engineering, 
and other fields. It contributes to the selective binding of halogen-containing molecules 
to complementary Lewis bases, leading to the formation of well-defined supramolecular 
architectures and influencing the properties and reactivity of these systems 3 3 ' 3 4 . 

In 1865, the German chemist Friedrich August Kekule published a seminal paper 3 5 de­
scribing the structure of benzene as alternating single and double bonds between six car­
bon atoms. However, this model was revised in 1964 by Bacon and colleagues, who con­
ducted a neutron diffraction experiment revealing that the carbon-carbon bond lengths 
in benzene are equal, measuring 1.39 A 3 6 . The concept of benzene featuring three delo-
calized Tt-orbitals was subsequently confirmed by further research 3 7 " 3 9 . 

Regarding non-covalent interactions, benzene can form dimers in two energetically 
favorable configurations: parallel-displaced and T-shaped 4 0 . However, in complexes in ­
volving hexafluorobenzene, the most stable configuration is a sandwich-like structure, 
wi th the benzene molecule aligning perfectly beneath the hexafluorobenzene 4 1. This 
arrangement is facilitated by the Tt-hole phenomenon in hexafluorobenzene, a region 
of electron deficiency perpendicular to its Tt-bonds 4 2, allowing favorable interactions 

2.3.4 ir-hole Interactions 
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with electron-rich species such as benzene, lone pair-containing molecules, or anions 4 3 . 
The Tt-hole refers to a region of positive electrostatic potential that emerges above 

and below the plane of a Tt-system, like an aromatic ring or a conjugated system. This 
arises from an asymmetric distribution of electronic charge, especially pronounced in mo­
lecules wi th electronegative substituents. The Tt-hole is characterized by a relative elec­
tron deficiency due to electron withdrawal from the Tt-system, as illustrated i n Figure 2.7. 
In hexafluorobenzene, electrons are also distributed around the fluorine atoms, leading 
to the formation of a positive 'hole' in the center of the conjugated system. 

jt-hole bonding plays a pivotal role i n anion-Tt recognition, especially i n the selective 
binding and stabilization of anions. In this process, anions are 'recognized' by a system 
containing a Tt-hole. Such insights are crucial in fields like supramolecular chemistry, 
where designing selective receptors and sensors depends on a deep understanding of non-
covalent interactions. Moreover, anion-Tt interactions are not just of academic interest; 
they have practical applications in material science and the development of novel thera­
peutic agents. A nuanced understanding of these interactions can lead to more efficient 
and targeted molecular designs 4 4. 

Figure 2.7: Visualization of higher occupied molecular orbitals and ESP of benzene 
and hexafluorobenzene. In ESP figures the red color shows negative regions and the blue 
color symbolizes positive regions. 



Chapter 3 

Methods of Computat ional Chemistry 

Computational chemistry utilizes advanced tools to investigate a wide range of proper­
ties of chemical species. Significant progress has been made in recent years, enabling 
the study of even larger molecules consisting of thousands of atoms, albeit wi th some 
compromise in accuracy. As computational power continues to improve, it opens up new 
possibilities to tackle larger and more complex systems using more accurate and sophist­
icated methods in the field of computational chemistry. This continuous advancement 
empowers researchers to explore the behavior and properties of diverse chemical sys­
tems, contributing to a deeper understanding of chemical phenomena. 

3.1 Schrodinger Equation 

A t the beginning of the twentieth century, a revolutionary understanding of funda­
mental physical principles emerged, known as quantum mechanics. This groundbreak­
ing field was initiated by Max Planck's seminal work published i n Annalen der Physik, 
where he introduced the concept that energy is not continuously emitted or absorbed, 
but rather in discrete units called "quanta". In 1924, Louis de Broglie put forth the hy­
pothesis that all physical systems can be described by a wavefunction, denoted as "W. 
One year later, E rwin Schrodinger formulated an equation 4 5 that describes the evolution 
of the wavefunction over time. For stationary states, he proposed a time-independent 
equation: 

H\W) = E\W) (3.1) 

where H is Hamiltonian and E is an eigenvalue of energy. The time-independent SE 
provides a mathematical framework to study the stationary states of quantum systems, 
where the energy of the system remains constant over time. The equation states that the 
Hamiltonian operator acting on the wavefunction yields a scalar multiple of the wave-
function itself. This scalar multiple represents the energy of the system associated wi th 
the particular wavefunction. 
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Solving the time-independent SE involves rinding the wavefunction ^>(r) and the cor­
responding energy eigenvalues E for a given Hamiltonian operator. The solutions pro­
vide insights into the allowed energy levels and wavefunctions of the system. 

The time-independent SE plays a central role in quantum chemistry, solid-state phys­
ics, and other branches of quantum mechanics. It allows for the calculation of energy 
spectra, electron distributions, and other observable properties of quantum systems. 

3.1.1 Born-Oppenheimer Approximation 
The Schrodinger equation is a partial differential eigenvalue equation that describes 
quantum systems. As the number of particles increases, the number of variables i n the wa­
vefunction and computational complexity also increase. To simplify this problem, the 
Born and Oppenheimer approximation (BOA) was proposed, which takes advantage 
of the significant mass difference between nuclei and electrons 4 6. According to the B O A , 
the nuclei can be treated as stationary entities, decoupled from the movement of elec­
trons. 

In computational chemistry, the electronic Hamiltonian wi th the B O A can be written 
as: 

k 2 N N N y y 2 N N N 2 

1=1 i=l j>i u U i=l i=l j>i u LJ 

where He\ is the electronic Hamiltonian, h is the reduced Planck's constant, m is 
the electron mass, N is the number of electrons, V? is the Laplacian operator for the ith 
electron, Z ; is the nuclear charge of the i th nucleus, e is the elementary charge, e 0 is 
the vacuum permittivity, r;j is the distance between electrons i and j, and ^ x t ( r j ) is 
the external potential acting on the i th electron. By employing the B O A in computational 
chemistry the electronic structure of molecules can be efficiently explored by treating 
the nuclei as fixed while focusing on the electronic behavior. This simplification allows 
for the study of various molecular properties and phenomena. 

3.2 Hartree-Fock Method 
The HF method, pivotal i n computational quantum chemistry, was formulated through 
the contributions of Douglas Hartree in 19 2 7 4 7 and Vladimir Fock in 1930 4 8. Hartree in i ­
tially developed the method using self-consistent field concepts, which Fock later refined 
by introducing the determinant approach to account for electron exchange and sym­
metry. This evolution marked a significant milestone, transitioning from qualitative the­
ories to quantitative computational models in chemistry. The HF method significantly 
advanced the predictive capabilities for electronic structures and properties of atoms 
and molecules, establishing the foundation for many modern computational techniques 
in quantum chemistry and physics. 
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The HF method is a computational approach in quantum chemistry for approximat­
ing the wavefunction and energy of a quantum many-body system in a stationary state. 
It simplifies the complex interactions in a many-electron system to a single electron 
moving in an average field created by all other electrons. This is done by represent­
ing the many-electron wavefunction as a single Slater determinant, an antisymmetrized 
product of one-electron orbitals, thereby adhering to the Pauli exclusion principle. 

The core of the HF method is solving the Fock equations iteratively. These equations, 
derived from the variational principle, can be expressed as: 

Hi = £i<Pi (3-3) 

where F is the Fock operator, <pi are the molecular orbitals, and £; are the orbital energies. 
This self-consistent field (SCF) process optimizes orbitals to minimize the total electronic 
energy. Although HF omits electron correlation, it provides an essential approximation, 
forming the basis for more advanced methods that include electron correlation, like post-
Hartree-Fock techniques. 

One of the primary limitations of the HF method is its inability to account for the ma­
jority of correlation energy. According to Lowdin's definition 4 9 : 

•Ecorr - -Eexact _ - ^HF (3-4) 

the correlation energy ( E c o r r ) is defined as the difference between the exact energy (-B e x a c t ) 
and the HF energy (-BHF)- This correlation energy, also referred to as Coulomb correlation 
energy arises from the interaction among electrons, which generally reduces the prob­
ability of finding two electrons (of any spin) nearby. The part accounted for the HF 
method is termed the Fermi correlation. Electrons are indistinguishable particles accord­
ing to Fermi-Dirac statistics. It means, swapping any two electrons changes the sign 
of their wavefunction 5 0 . From this perspective, it is evident that the HF method is insuf­
ficient for interactions where electron correlation plays a crucial role. 

3.3 Post-Hartree-Fock Methods 

Post-Hartree-Fock methods have been developed to correct deficiencies of the HF method 
like failure to correctly predict dissociation energies, equilibrium bond lengths, and vibra­
tional frequencies. These advanced techniques, including Moller-Plesset perturbation 
theory (MPPT), Coupled Cluster theory, and Configuration Interaction, aim to incorpor­
ate correlation energy more accurately. By going beyond the mean-field approximation 
of HF, they provide a more complete and precise description of electron interactions 
in molecules. These methods are pivotal i n computational chemistry, offering enhanced 
predictive capabilities for a wide range of chemical properties and reactions. 



14 P O S T - H A R T R E E - F O C K M E T H O D S 

3.3.1 Moller-Plesset Perturbation Theory 
Moller-Plesset Perturbation Theory, named after Christian Moller and Mi l ton Spinoza 
Plesset, is a quantum chemistry method used to improve HF calculations. This method 
falls under the category of post-HF approaches and is widely recognized for its ability 
to account for electron correlation, a critical aspect that H F theory neglects. 

M P P T operates by adding an electron correlation energy term to the HF wavefunc-
tion and energy using Rayleigh-Schrodinger perturbation theory. The overall approach 
is to treat the electron correlation as a perturbation to the mean-field description provided 
by the HF method 5 1 . The theory is typically expressed i n orders, wi th the second-order 
Moller-Plesset perturbation theory (MP2) being the most commonly used. Higher-order 
terms, such as MP3 and MP4, add further corrections but at the cost of increased com­
putational expense. 

E = E<°> + E « + E& + £(3) + . . . + £ ( n ) ( 3 . 5 ) 

Here, E^ is the zeroth-order energy (HF energy), E^ is the first-order correction , 
and-E^") represents the nth-order correction to the energy. Since the first-order energy is 
from definition zero, MP2 is first meaningful correction to HF energy. The second-order 
energy is then given by the formula: 

( 2) _ 1 y {<Pi<Pj\<Pa<Pb){<Pa<Pb\<Pi<Pj) _ 1 y {<Pi<Pj\<Pa<Pb){<Pa<Pb\<Pj<Pi) 
~2i,Rb + 2 . L b e . + e . - e a - e b -6 

where <pi and <Pj are canonical occupied orbitals, <pa and <p^ are unoccupied orbitals and 
£j, ea, are corresponding orbital energies. 

However, MP2 has several limitations. It incurs greater computational costs than 
HF, wi th the expense scaling as N 5 wi th respect to the size of the system, rendering it 
less practical for very large molecules. MP2 is also subject to size consistency errors, im­
plying that the energy may not appropriately scale wi th the system size. A significant 
drawback, particularly concerning non-covalent interactions, is MP2's tendency to over­
estimate dispersion energy, which can lead to inaccuracies in modeling van der Waals 
complexes 5 2 ' 5 3 . 

3.3.2 Coupled Cluster 
Coupled cluster is a widely used numerical technique i n computational chemistry, serv­
ing as one of the post-Hartree-Fock methods for accurate electronic structure calcula­
tions. Its origins can be traced back to its introduction as a method in nuclear physics 
by Coester and Ki immel in I96 0 5 4 . In subsequent years, J i f i C i zek 5 5 , and later wi th Josef 
Paldus 5 6 , adapted and refined the C C method for electron correlation in atoms and mo­
lecules. 
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In C C , the wavefunction is represented as an exponential ansatz of a reference wave-
function: 

\W) = exp(f)\<p0) (3.7) 

Typically, the reference wavefunction for equation 3.7, <p0, is obtained from a SCF calcu­
lation, often as a Slater determinant. The cluster operator, T, is expressed as a sum of its 
many-body excited components. For example, the Tn operator corresponds to the n-bo-
dy excited components and is defined as: 

fn = h I (3-8) 

a,b,c,... 

Here, tfj^'" represents the spatial orbital-based cluster amplitudes corresponding to ex­
citations from occupied orbitals i,j,k... to unoccupied or virtual orbitals a,b,c... and 
operator Efj^'" denotes the spin-summed second-quantization excitation operators 5 7. 
When the method includes only the singles (Ti) and doubles (T2) excitation clusters, it is 
termed CCSD, w i t h ' S ' and ' D ' denoting single and double excitations, respectively. How­
ever, incorporating triple (T 3), quadruple (T 4 ) , and pentuple (T 5) excitations escalates 
computational demands significantly. The hierarchy of correlation energy convergence 
in coupled cluster methods, assuming an appropriate basis set, is confirmed as: C C D 
< C C S D < C C S D T < C C S D T Q < C C S D T Q P < F C I 5 8 . Extensive research has explored 
the properties of small isolated molecules, such as ionization potentials, electron affinit­
ies, and excitation energies 5 9. The C C S D T Q method yields an interaction energy error 
less than 0.1 kcal/mol compared to the FCI reference, signifying subchemical accuracy. 
Advancements to the C C S D T Q P show negligible improvement relative to the increased 
computational cost 6 0 . To expedite calculations, Urban et al. introduced a non-iterative 
treatment of triples, employing the full cluster operator for single and double excita­
tions and only the T2 operator for triple calculations 6 1 . Nonetheless, the widely recog­
nized 'gold standard' in quantum chemistry is the CCSD(T) method, introduced by Pople 
and Head-Gordon, which applies a perturbative correction to the C C S D wavefunction 
to include triple excitation contributions (the ' T in parentheses indicates perturbative 
treatment) 6 2. 

3.3.3 Explicitly Correlated Methods 
The foundation of explicitly correlated F12 methods can be traced back to the pioneer­
ing work of Egi l A . Hylleraas in the late 1920s 6 3. Hylleraas introduced inter electronic 
distances into the wavefunction expansion to reduce the basis set incompleteness error, 
significantly advancing the quantum mechanical treatment of the helium atom. In 1985, 
Werner Kutzelnigg proposed the idea of factorizing all difficult many-electron integrals 
into one- and two-electron integrals by inserting the resolution of the identity, and used 
partial wave analysis to demonstrate how to do this accurately 6 4. This led to the devel­
opment of modern F12 methods, where explicit correlation means adding terms directly 
to the wavefunction ansatz to treat electronic correlation explicitly. 



16 DENSITY FUNCTIONAL THEORY 

The first-order Moller-Plesset (MP) wavefunction is obtained by minimizing the H y l -
leraas functional for the second-order M P energy. The zeroth-order M P Hamiltonian is 
represented by the Fock operator. The MP1-F12 wavefunction includes explicitly cor­
related (geminal) functions in addition to the conventional doubly excited determinants 
found in standard MP2 methods. 

The geminal basis functions i n MP1-F12, representing quasi-double excitations re­
lative to the reference, are projected by a special operator Q 1 2 , ensuring their strong 
orthogonality to the standard doubly excited determinants. There are three approaches 
to treating the projector Q i 2 6 5 - 6 8 . The MP2-F12 energy is derivedby considering the mat­
rix representation of the first-order interacting space, which includes both the doubly ex­
cited determinants and the geminal functions. The approach involves block-diagonaliza-
tion to address the non-invertibility of the zeroth-order Hamiltonian matrix in MP2-F12 
due to the inclusion of geminal functions 6 9 . 

The final first-order MP1-F12 wavefunction is expressed as a sum of conventional 
F12 and "coupling" terms. The coefficients of standard doubles and geminal functions are 
coupled via the off-diagonal block of the zeroth-order Hamiltonian. The second-order 
energy in MP2-F12 is a sum of the conventional MP2 energy and an F12 correction term, 
reflecting the additional considerations brought in by the inclusion of geminal functions 
in the MP2-F12 method 5 0 . 

Nowadays, explicitly correlated ab initio methods based on or inspired by the ori­
ginal F12 treatment represent practical alternatives for achieving complete basis set ac­
curacy. Their greatest methodological advantage is that these methods essentially pre­
serve the orbital product expansion, but at the same time effectively describe the electron 
correlation cusp by introducing orbital pair products multiplied by a correlation factor. 
In the last decade, it has been revealed that the Slater-type geminal is the most advant­
ageous choice for the explicitly correlated part 7 0 . 

3.4 Density Functional Theory 

DFT is an influential approach utilized in quantum chemistry and condensed matter 
physics to tackle the electronic structure problem. A t its core lies the Hohenberg-Kohn 
theorem, which asserts that the ground-state electronic density unequivocally determ­
ines the external potential energy of a system. This fundamental theorem establishes 
a direct correlation between electron density and total energy, forming the basis for the de­
velopment of practical DFT methodologies. Derived from the Hohenberg-Kohn theorem, 
the Kohn-Sham equations provide the framework for the widely employed Kohn-Sham 
DFT method. These equations introduce a set of auxiliary non-interacting electrons gov­
erned by an effective potential, enabling the determination of ground-state properties via 
the solution of a self-consistent field problem. However, the exact form of the DFT func­
tional remains unknown, necessitating the utilization of various approximation methods. 
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3.4.1 Local Density Approximation 
Local Density Approximation (LDA) is the simplest type of DFT functional, which as­
sumes that the exchange-correlation energy depends only on the local electron density 
at each point i n space. L D A originates from a model of homogenous electron gas. Math­
ematically can be L D A expressed as: 

EkcA\p] = JP(r)e(p(r))dr (3.9) 

where e(p(r)) is the exchange-correlation (XC) energy of homogenous electron gas at den­
sity p related to one electron. 

L D A provides a good description of bulk properties, typically better than HF-method, 
but may not accurately capture the details of molecular systems. 

3.4.2 Generalized Gradient Approximation 
Generalized Gradient Approximation (GGA) improves upon L D A by incorporating in­
formation about the density gradient in addition to the local electron density. For this 
method, X C functional can be expressed as: 

E$£A=mfp(r)f(p,Vp)dr (3.10) 

Here, i n the X C energy besides electron density is also a gradient of electron density V p . 
This little improvement leads to higher precision contrary to L D A functionals. 

3.4.3 Hybrid Functionals 
Hybr id functionals combine the simplicity of L D A or G G A wi th a fraction of the exact 
H F exchange. The choice of the exchange mixing parameter in hybrid functionals al­
lows for tuning the balance between computational efficiency and accuracy. Examples 
of hybrid functionals include B 3 L Y P 7 1 and PE-EO 7 2, the most commonly used DFT func­
tionals. These functionals provide a good balance between accuracy and computational 
cost, making the simplicity of L D A widely used in many areas of computational chem­
istry. 

3.4.4 Range-Separated Functionals 
Range-separated functionals aim to improve the treatment of long-range interactions, 
such as van der Waals and dispersion interactions. These interactions typically involve 
electron-electron correlations that extend over larger distances. For range-separated 
functionals, Hamiltonian is divided into two parts: short-range and long-range. The short-
range part is treated by exchange functional, but the long-range part is treated by HF 
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exchange. This treatment leads to significant improvement in enthalpies of formation, 
reaction barriers, or ionization potentials 7 3 ' 7 4 . 

3.4.5 Dispersion Energy in Density Functional Theory 
In 2006, Jurecka and co-workers 7 5 recognized the limitations of current DFT function-
als in accurately describing long-range exchange-repulsion and dispersion interactions. 
To address this issue, they proposed a simple solution by introducing an empirical dis­
persion correction to the DFT energy. Similarly, Grimme et al. introduced the concept 
of adding dispersion energy to the DFT energy, known as DFT-D (density functional the­
ory wi th additional dispersion correction). Over time, they developed different versions, 
including DFT-D 1 7 6 , D F T - D 2 7 7 , D F T - D 3 7 8 , and more recently, D F T - D 4 7 9 . Among these, 
DFT-D3 has become widely used. The DFT-D3 energy is given by the equation: 

E D F T _ m - E D F T + Edisp (3.11) 

where E D F T represents the energy calculated using any arbitrary DFT functional, and 
the dispersion part (Edisp) is given as a sum of two-body (E^) and three-body (E^) 
term. The two-body term is defined as: 

£(2) = I I s n ^ f d > n ( r A B ) (3.12) 
AB «=6,8,10,... AB 

Here, the first summation is over all atom pairs i n the system, C^B means average dis­
persion coefficient of nth order for atom pair AB and rAB denoted their distance. Global 
scaling factor sn is dependent on the type of DFT functional. A n important advancement 
in DFT-D3 was the addition of the three-body term: 

E ( 3 ) = C ^ c ( 3 c o s 0 a c o s 0 b c o s 0 c + 1) 
(rABrBCrACy 

where 6a, and 6C are angles denoted by distances between atoms ABC (rAB, rBC 

and rBc) and C^BC is triple-dipole constant. 

Another way to treat dispersion interaction in van dew Waals DFT functionals was first 
proposed by Langreth and Lundquist 8 0 . These methods use only the electron density 
to include correlation effects. The most promising method is VV10 functional developed 
by Vydrov and van Voorhis 8 1 . The non-local (NL) part of VV10 functional is widely used 
as a correction factor to DFT energy denoted as DFT-NL: 

r 3 

^ L 1 0 = / P ( r ) ^ [ p ] 4 + ^ / p ( r ' ) # r , r ' , { b , C } ) d r ' 
d r (3.14) 

where <p(r, r ' , {b, C}) is N L correlation kernel defined i n ref. 81. 
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3.5 Computational Model ing Non-Covalent 
Interactions 

The analysis of non-covalent interactions requires more sophisticated computational 
methods than those typically necessary for covalent bonds due to their subtler energy 
scales. Particularly for hydrogen-bonded systems where dispersion forces are significant, 
a nuanced approach to correlation energy is essential. Advanced quantum mechanical 
techniques that accurately quantify energy contributions on 1 kcal/mol are thus v i t a l 8 2 . 
Interaction Energy (AE) is a fundamental metric for assessing the magnitude of these 
bonds, disassembling a complex (AB) into its individual components (A a n d B ) 8 3 . There 
are two principal metrics for evaluating A E : Total interaction energy (AET), which in ­
cludes deformation energy, denned as follows: 

AET(AB) = E(AB) - E(Aopt) - E(Bopt) (3.15) 

In this equation, E(AB) denotes the total energy of the complex, while E(A0pt) 
and E(Bopt) indicate the energies of the independently optimized fragments. The In­
trinsic interaction energy, conversely, is determined by: 

AEI(AB) = E(AB) - E(A) - E(B) (3.16) 

where E(AB) represents the total energy of the complex, wi th E(A) and E(B) reflect­
ing the energies of the separate fragments in complex geometry. 

In computational chemistry, the finite basis set introduces an error known as the ba­
sis set superposition error (BSSE), which stems from the unbalanced treatment of frag­
ments versus the entire complex. In dimer calculations, each monomer utilizes basis set 
functions from both monomers, but in monomer calculations, the counterpart's basis set 
functions are absent. This leads to an artificially stabilized complex compared to its dis­
sociated state. The counterpoise correction (CP) technique, introduced by Boys and Ber-
nard i 8 4 , corrects for this discrepancy: 

AEf~,p(AB) = E(AB) - E(AAB) - E(BAB) (3.17) 

In this correction, E(AAB) and E(BAB) refer to the energies of the fragments cal­
culated wi th in the basis set of the complex, addressing the BSSE to yield more reliable 
interaction energies. 

3.5.1 Vibrational Analysis 
In computational chemistry, the Rigid Rotor Harmonic Oscillator (RRHO) model is a Q M 
approximation used to describe the rotational and vibrational motions of molecules. 
In this model, the ' r igid rotor' component assumes that the molecule rotates without 
any deformation, akin to a rigid body, while the 'harmonic oscillator' portion posits that 
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the atoms wi th in the molecule vibrate about their equilibrium positions in a harmonic 
fashion, where the forces restoring the atoms to their original positions are proportional 
to their displacements. This harmonic potential leads to quantized energy levels that 
are equidistant, a characteristic of an ideal harmonic oscillator. The calculation of v i ­
brational frequencies wi th in this model involves determining the force constants from 
the molecular geometry, which are then used to solve the Schrodinger equation for v i ­
brational motion. This yields energy levels and corresponding vibrational frequencies 
that are integral to understanding molecular spectroscopy. However, the R R H O model 
simplifies the potential energy surface to a quadratic form, which only approximates 
the true behavior of molecular vibrations at low energies or small displacements from 
equilibrium posit ions 8 5 . 

Specifically, the R R H O model's depiction of X - H vibrations often proves inadequate 
due to inherent anharmonic behavior. These bonds exhibit pronounced anharmonicity 
as the energy levels increase, deviating significantly from the idealized equidistant spa­
cing. Such anharmonicity arises because the potential energy wel l of the X - H bond is not 
perfectly parabolic, becoming steeper as the atoms move closer and shallower at longer 
distances. This leads to a breakdown in the R R H O approximation for high-energy vibra­
tional states or when atoms experience large displacements from equilibrium. As a re­
sult, more sophisticated models that incorporate anharmonic corrections are required 
to accurately predict the vibrational spectra of molecules, particularly for the descrip­
tion of high-energy vibrational modes and overtones 8 6. 

3.6 Computational Methods 
and Software Tools 
for Quantum Mechanical Analysis 

A number of Q M programs were used for the quantum mechanical calculations, namely: 
Gaussianl6 8 7 , Molpro 20 2 2 8 8 - 9 0 , O R C A 5 . 0 9 1 , T U R B O M O L E versions 7.3 9 2 ,7 .5 9 3 , and7.7 9 4 , 
and PSI4 9 5 . For the natural bond orbital (NBO) analysis of the Gaussianl6 wavefunction, 
N B O 3.1 9 6 and 7.0 9 7 were employed. Additionally, the Cuby4 framework was utilized 
to manage some of the calculations 9 8 . 



Chapter 4 

Dative Bond in p-group Elements 

Carbon is capable of forming various allotropes of very diverse shapes, such as nan-
otubes, graphene, or fullerenes. In 1985, Robert F. Cur l et al. discovered fullerenes", 
a groundbreaking discovery that was later honored wi th the Nobel Prize in Chemistry. 
Fullerenes are characterized by an even number of carbon atoms forming hexagons 
and pentagons in varying ratios. A well-known example is "Buckminsterfullerene" made 
from 60 carbon atoms connected to a football-like structure. A notable example is C 2 o, 
composed exclusively of five-member rings and first synthesized i n 2 001 1 0 0 . Fullerenes 
have garnered considerable attention due to their unique cage-like structures, leading 
to diverse applications i n bio-related f i e ld s 1 0 1 ' 1 0 2 and material sciences 1 0 3 ' 1 0 4 . These spher­
ical molecules exhibit exceptional properties such as high electron affinity and distinct 
reactivity patterns, particularly wi th electron-donating compounds like piperidine. M o d ­
els of used fullerenes are in Figure 4.1. 

The findings presented in this Chapter were published i n references 8, 9,10, and 105, 
all of which are included in the Appendix. 

4.1 N ^ C Dative Bond 

C 6 0 , widely recognized for forming adducts wi th primary and secondary amines, includ­
ing p i p e r i d i n e 1 0 6 - 1 0 8 , reacts under both light and dark conditions in the presence of oxy­
gen. This process typically spans several days and yields approximately 50%. The re­
action initiation involves electron transfer from C 6 0 , followed by radical recombination 
and zwitterion formation. This newly formed structure stabilizes either through a pro­
ton transfer to C 6 0 , resulting i n a C - H bond, or v ia oxidation leading to deprotonation 
and further radical recombination. 

The solubility behavior of C 6 0 , particularly its increased solubility in aromatic sol­
vents compared to polar ones, has been explored in numerous experimental studies. 
These phenomena have also been the focus of various theoretical and computational 
investigations, which seek to understand solute-solvent interactions and identify key 



22 N—>C DATIVE B O N D 

C C 

Figure 4.1: Schemes of selected fullerenes. 

parameters that influence the solubility of fullerenes in different solvents. The high ba­
sicity of piperidine (pKa=11.12), signifying its role as an effective electron donor, casts 
doubt on the solubility explanation based solely on charge transfer. This skepticism 
arises especially when considering C 6 0 ' s limited solubility i n oxygen-containing solvents 
like alcohols, phenols, and ketones. 

4.1.1 Complexes of C 2 0 and C 6 0 with Piperidine 
We investigated the interaction dynamics wi th in complexes of piperidine wi th C 2 0 in a 1:1 
ratio as a reference point, as wel l as wi th C 6 0 in a l : n ratio. The intermolecular interac­
tions were explored using a piperidine dimer, which forms an H-bonded complex. This 
complex is characterized by an N - H - • - N H-bond length of 2.16 A , as illustrated in Figure 
4.2. The scale of the system allows for the application of the DFT benchmarking method 
to model the solvation of C 6 0 . The interaction energies for the piperidine dimer were 
computed using PBE0-D3/def2-TZVPP, MP2, and CCSD(T) methods, and the results are 
summarized i n Table 4.1. The minimal differences between A E T and A E 1 suggest only 
slight structural changes upon complexation. The DFT method estimates slightly higher 
stabilization energies, which necessitates a comparison wi th benchmark CCSD(T) calcu­
lations, further represented by MP2 calculations. When employing triple-zeta basis sets, 
the DFT calculations tend to overestimate interaction energies by 1.5 and 1.2 kcal/mol, 
relative to the CCSD(T) and MP2 methods, respectively. The utilization of the more 
flexible cc-pV5Z basis set narrows this discrepancy to 0.6 kcal/mol, implying that DFT 
interaction energies are overestimated by about 10%. Since the DFT method exhibits 
lower basis set dependence than the wavefunction methods under discussion, the errors 
in DFT-calculated binding energies are unlikely to exceed the observed 10% by a signi­
ficant margin, in comparison to the CCSD(T) results. 
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Table 4.1: Intrinsic interaction energies of piperidine dimer (pip 2) and C 2 0 -piperidine 
( C 2 0 - • • pip) calculated in cc-pVnZ in kcal/mol 

M e t h o d C C S D ( T ) M P 2 D F T [ a J 

n D T D T Q 5 

PÍP2 - 3 . 8 - 4 . 7 - 3 . 8 - 5 . 0 - 5 . 4 - 5 . 6 - 6 . 2 ( - 6 . 1 ) 

C 2 0 - p i p - 3 0 . 2 - 4 3 . 2 - 2 9 . 3 - 3 7 . 0 -40 .1 - 4 1 . 3 -50 .9 ( -31 .7 ) 

^ i n def2-TZVPP. Total interaction energy is given in parentheses. 

The optimized geometry and properties of the C 2 0 - • -piperidine complex are showed 
in Figure 4.2 and Table 4.1. The complex exhibits an N - C bond distance of 1.523 A , which 
is longer than the typical covalent C - N bond lengths observed in piperidine, where 
the optimized C - N bonds are 1.453 A . The intrinsic interaction energy, A E 1 , as calcu­
lated at the PBE0-D3/def2-TZVPP level, is -50.9 kcal/mol. This is nearly equivalent 
to the AE1 of —49.9 kcal/mol for the N—>B dative bond in ammonia borane, which is 
often considered as the model dative complex. These observations, namely the abbre­
viated intermolecular distance and the substantial stabilization energy, herald the form­
ation of a novel chemical species characterized by a dative bond between the nitrogen 
of piperidine and carbon of C 2 0 . The literature recognizes various types of dative bonds. 
The difference of approximately 19 kcal/mol between A E T and AE1 reflects a signific­
ant structural reconfiguration upon complexation. When accounting for potential shifts 
in MP2 interaction energies due to an expanded basis set, the PBE0-D3/def2-TZVPP 
method is projected to yield binding energy computations wi th in an approximate 10% 
error margin, relative to the CCSD(T) benchmarks. The MP2 method's close alignment 
with CCSD(T) in terms of stabilization energies confirms its suitability for benchmark­
ing the stabilization energies of C 6 0 systems, especially when CCSD(T) calculations are 
not feasible due to computational demands. 

The optimization of C 6 0 ---piperidine yields to a variety of local minima. This in ­
cludes non-covalent complexes and the complex involving an N—>C dative bond. Their 
structures, characterized by C - • - N intermolecular distances and AE1 as wel l as A E T com­
puted via the PBE0-D3/def2-TZVPP method, are depicted i n Figure 4.3 and Table 4.2. 
Among these, five non-covalent complexes are observed where piperidine attaches to C 6 0 

via non-covalent interactions: the C- • - N tetrel bond ( C - N structure), N H - • - C and C H - • - C 
hydrogen bonds (NH-C and C H - C structures, respectively), and the lone-pair N - • -n non-
covalent interaction to five- (LP-R5) or six-membered (LP-R6) structures, wi th bond 
lengths approximately 3.1 A . The A E 1 and A E T values for these complexes are wi th in 
1.1 kcal/mol as shown in Table 4.2. 

Furthermore, the presence of the N—>-C dative bond wi th in the C 6 0 -piperidine sys­
tem was corroborated utilizing MP2, as outlined in Table 4.2. The interaction energy 
in the D B complex, featuring the N ^ C dative bond, is slightly overestimated i n the DFT, 
aligning wi th prior findings for the C 2 0 -piperidine complex. Nevertheless, the MP2 met­
hod predicts an increase in A E 1 for non-covalent complexes by approximately 2 kcal/mol, 
consistent wi th the known tendency of MP2 to overestimate dispersion energy. 
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piperidine dimer C 2 0 -p iper id ine 

Figure 4.2: PBE0-D3/def2-TZVPP optimized geometry of a piperidine dimer and C 2 Q -
piperidine complex. The figure shows selected bond lengths between fullerene 
and piperidine i n A(dark blue), hydrogen bond lengths in piperidine (light blue), intrinsic 
interaction energy (AE 1 , green), and total interaction energy ( A £ T , red) i n kcal/mol. 

Table 4.2: The intrinsic interaction energies (AE1, i n kcal/mol) and total interaction 
energies ( A £ T , in kcal/mol) of C 6 0 - -p ipe r id ine complexes showed on the Figure 4.3. 

C - N D B L P - R 5 L P - R 6 C H - C N H - C 

/ ^-E ' I MP2 - 7 . 1 - 1 4 . 0 - 7 . 2 - 6 . 9 - 6 . 8 - 6 . 3 

A -E ^ D F T - 5 . 2 - 1 7 . 2 - 5 . 0 - 5 . 0 - 4 . 1 - 4 . 5 

A - E T D F T - 5 . 1 0 .2 - 5 . 0 - 5 . 0 - 4 . 1 - 4 . 5 

The D B complex, characterized by an N—>C dative bond, exhibits instability wi th 
a AET value of 0.2 kcal/mol. This inference is based on calculations that are limited 
to gas phase conditions wi th a solitary piperidine molecule. For a more comprehensive 
understanding of piperidine's interactions in such complexes, it is essential to consider 
models that incorporate a broader array of solvent molecules. The analysis, therefore, 
w i l l proceed in two distinct strands: one focused on exploring the complex wi th a piperid­
ine dimer, and the other delving into a scenario involving a larger assembly of piperidine 
molecules in future research. 

We examined two complexes of C 6 0 w i th a piperidine dimer: one comprising an N—>-C 
dative bond between C 6 0 and piperidine (referred to as T l , cf. Figure 4.4) and the other 
featuring an N - • - C tetrel bond (referred to as T2, cf. Figure 4.4). Contrasting wi th the DB 
structure, T l demonstrates a notably larger A E T for the N—>-C interaction, lower by 
—13.18 kcal/mol, indicating a more pronounced stabilization effect facilitated by the se­
cond piperidine molecule. This augmented stability in T l can be attributed to a sequen­
tial charge transfer: from the outer piperidine to the inner piperidine and then to C 6 0 , 
leading to a more extensive charge separation than in the D B configuration. As a result, 
the nitrogen atom in the N ^ C dative bond experiences an increase i n electron density, 
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C - N D B L P - R 5 

C H - C N H - C L P - R 6 

Figure 4.3: PBE0-D3/def2-TZVPP optimized geometry of a C 6 0 -piperidine monomer 
complex. The figure includes selected bond lengths between fullerene and piperidine 
in A (dark blue), intrinsic interaction energy (AE1, green), and total interaction energy 
( A B T , red) in kcal/mol. 
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T I T2 

Figure 4.4: PBE0-D3/def2-TZVPP optimized geometry of a C 6 0 -piperidine dimer com­
plex. The figure displays selected bond lengths between fullerene and piperidine in A 
(dark blue), intrinsic interaction energy (AE1, green), and total interaction energy ( A £ T , 
red) in kcal/mol. 

enhancing the bond's strength. This increase in charge transfer is observable in differ­
ences in the N B O populations of the <j*(N-H) antibonding orbital. These populations 
are computed as 0.017 for an isolated piperidine molecule, 0.030 in a hydrogen-bonded 
piperidine dimer, 0.026 in the D B structure, and 0.101 in T l . The variance in populations 
between the initial two structures is indicative of the N(LP)- • -o*(N-H) hydrogen-bonded 
piperidine complex formation. The significantly elevated population of o"*(N-H) i n T l 
underscores a considerable charge transfer to C 6 0 , leading to a strong N—>-C dative bond. 

In the T2 structural arrangement, the inner piperidine molecule establishes interac­
tion wi th C 6 0 through a C - - - N tetrel bond, mirroring the C - N structure. Concurrently, 
the outer piperidine molecule forms a C - H - • -C (C 6 0 ) hydrogen bond. Wi th in the piperid­
ine dimer subunit of T2, the N - H - - - N hydrogen bond is shortened by roughly 0.08 A 
in comparison to the piperidine dimer. The interaction strength between C 6 0 and the in ­
ner piperidine in T2 aligns closely wi th the C - - - N interaction seen in the C - N complex, 
as depicted in Figure 4.3, albeit wi th a bond distance that is significantly reduced by 0.29 
A in the C - N configuration. 

4.1.2 Infrared Spectra of C 6 0 with Piperidine 
Figure 4.5 presents the LR spectra of C 6 0 and its mixtures wi th piperidine, both before 
( C 6 0 - P l ) and after (C 6 0 -P2) evaporation of excess unbound piperidine molecules. After 
evaporation, new bands at 872 c m - 1 and 988 c m - 1 i n the C 6 0 - P 2 spectrum are attributed 
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Figure 4.5: Infrared spectra of C 6 0 and its complex wi th piperidine (pip). The spectra are 
shown before evaporation ( C 6 0 - P l ) and after the evaporation of excess unbound piperid­
ine (C 6 0 -P2). Spectral windows focus on the C - N stretching and N - H bending vibrations 
(left panel), and the N - H stretching vibrations (right panel). 

to symmetric and asymmetric stretches of the dative N—>C bond in the C 6 0 -piperidine 
dimer complex, as verified by calculations (866 c m - 1 for symmetric and 994 c m - 1 for a-
symmetric N—>C stretches i n T l complex). 

In the higher frequency region (over 3000 c m - 1 ) , shifts in N - H stretching vibrations 
of piperidine indicate the formation of hydrogen bonds, as evidenced by the appearance 
of a new band at 3444 c m - 1 i n the C 6 0 - P 2 spectrum. This band is attributed to the N - H 
stretch of outer piperidine interacting wi th C 6 0 v ia van der Waals interactions, contrast­
ing wi th the retention of C - H vibrations of piperidine i n the 2700-3000 c m - 1 region 
(Figure 4.5). 

Additionally, changes in the spectral region of 1500-1600 c m - 1 , relevant to N - H 
bending modes, provide further insights into the nature of the C 6 0 interaction wi th pipe­
ridine. The emergence of aband at 1540 c m - 1 in the C 6 0 - P 2 spectrum is linked to the ben­
ding mode of the NH-bond of inner piperidine, suggesting the formation of a dative bond 
or non-covalent interactions. This observation excludes the possibility of complexation 
via the addition of secondary amines to fullerenes through oxidation, as the correspond­
ing hydrogen atom is not released in this process. 

4.1.3 Complexes of C 7 0 with Piperidine 
C 6 0 is characterized by its highly symmetrical structure wi th 1^ symmetry, rendering 
all its carbon atoms equivalent. In contrast, C 7 0 features a less symmetrical D5h struc­
ture wi th five distinct types of carbon atoms 1 0 9 . Our research focuses on three distinct 
dative-bonded structures of C 7 0 wi th a piperidine dimer, each engaging wi th unique A , 
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Figure 4.6: Coloured map of sites A , B and C on C 7 0 (left). PBE0-D3/def2-TZVPP op­
timized geometry of a dative bond C 7 0 -piperidine dimer complex bounded to site A 
(right). Illustrated are selected bond lengths between fullerene and piperidine i n A (dark 
blue), intrinsic interaction energy (AE 1 , green), and total interaction energy ( A £ T , red) 
in kcal/mol. 

B, and C sites on C 7 0 , as illustrated in Figure 4.6. the most pronounced AE is observed 
in the structure where the piperidine dimer bonds to the a site of C 7 0 (shown i n Figure 
4.6). As we examine the central B (Figure 4.7) and C sites (Figure 4.8), there is a weak­
ening of the N—>C dative bond, wi th a decrease in interaction energy by 3.8 kcal/mol 
at the B site and 11.6 kcal/mol at the C site. Correspondingly, the N->C bond lengthens 
by 0.013 A at the B site and by 0.040 A at the C site. Additionally, complexes featur­
ing N - - - C tetrel bonds at the B (Figure 4.7) and C (Figure 4.8) sites are also observed, 
wi th both exhibiting similar bonding strengths ( A E T is for both 8.8 kcal/mol). 

The computational analysis of interaction energies i n complexes of C 2 0 , C 6 0 , and 
C 7 0 wi th piperidine, particularly those forming an N->C dative bond, necessitates an in-
depth discussion on structural prerequisites of carbon allotropes for establishing such 
dative bonds wi th electron-donating systems, especially secondary amines, the distinct­
ive symmetry of C 7 0 , encompassing carbon binding sites of varied character, specifically 
five different types based on their location in the C 7 0 structure, presents an ideal model 
for this analysis. Stable dative-bonded complexes of C 7 0 ---piperidine dimer, character­
ized by A E 1 values around —36 kcal/mol and AET values close to —13 kcal/mol, are ob­
served. Notably, dative bond minim a in C 7 0 - • -piperidine dimer exist at all three carbon 
sites (A, B, and C) of C 7 0 , wi th A E 1 and AET spanning from —29 to —40 kcal/mol and —4 
to —16 kcal/mol, respectively. These values suggest a stability comparable to the C 6 0 - • -pi­
peridine dimer. Additionally, van der Waals complexes wi th N - - - N tetrel bonds are 
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Figure 4.7: PBE0-D3/def2-TZVPP optimized geometry of a dative bond C 7 0 -piperidine 
dimer complex bounded to site B (left) and van der Waals complex (right). Illustrated 
are selected bond lengths between fullerene and piperidine in A (dark blue), intrinsic 
interaction energy (AE 1 , green), and total interaction energy ( A £ T , red) in kcal/mol. 

Figure 4.8: PBE0-D3/def2-TZVPP optimized geometry of a dative bond C 7 0 -piperidine 
dimer complex bounded to site C (left) and van der Waals complex (right). Illustrated 
are selected bond lengths between fullerene and piperidine in A (dark blue), intrinsic 
interaction energy (AE1, green), and total interaction energy ( A £ T , red) in kcal/mol. 
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Table 4.3: The intrinsic interaction energies (AE , in kcal/mol), total interaction energies 
(AET), and total interaction energies in solvent phase ( A E T ® D F T for e=5.9) i n kcal/mol 
of C 7 0 - • -piperidine complexes for van der Waals structures (vdW) and dative bond struc­
tures (DB). 

v d W D B 

Site B C A B C 
/ ^-E' I MP2 - 1 3 . 9 - 1 4 . 3 -40 .1 - 3 4 . 2 - 3 1 . 0 

A-E^DFT - 1 0 . 2 - 9 . 9 -40 .1 -35 .6 - 2 9 . 7 

A - E T D F T - 8 . 8 - 8 . 8 - 1 6 . 0 - 1 2 . 2 - 4 . 4 

A £ T ( S )

D F T 
- 6 . 0 - 7 . 1 - 1 9 . 6 - 1 5 . 8 - 5 . 7 

found at the B and C sites, showing comparable stability, wi th identical AET values 
(as detailed i n Table 4.3) and similar AE1 values of —10.2 kcal/mol for the B site and 
—9.9 kcal/mol for the C site. Interestingly, the A E T i n a solvent environment, A£ T^ S^, 
decreases for the van der Waals complexes but increases for the dative bond complexes, 
as outlined i n Table 4.3. the implications of this observation w i l l be explored in sub­
sequent discussions. 

4.1.4 Formation of N—»C Dative Bond 

The inability of carbon nanotubes (CNTs) to form dative bond complexes 8 suggests that 
while out-of-plane non-planarity is crucial, it is not the sole determinant for dative bond 
formation wi th carbon allotropes. This is partly due to the retained significant aro­
matic character of six-membered rings. The inclusion of five-membered rings, however, 
contributes to a more pronounced decrease in aromaticity upon deviation from planar-
ity, facilitating dative bond formation. Our investigations in to C 7 0 ---piperidine dimer 
complexes underscore the substantial stability of dative bonds at sites containing both 
five- and six-membered rings (sites a and B). The A-site complex, proximal to the rug­
by ball's apexes exhibiting greater out-of-plane deviation, demonstrates enhanced sta­
bility (as shown i n Figure 4.9) compared to the B-site complex, situated near the ball's 
equator. Surprisingly, the existence of a dative bond at the C-site, comprised solely of six-
membered rings, challenges the previously hypothesized prerequisites for dative bond 
formation 8 . As depicted i n Figure 4.9, structural analysis provides insights into the da­
tive bond's presence at the C-site. Examining the geometry variations of the pyrene 
motif extracted from CNT, C 7 0 , and isolated pyrene elucidates the structural distortion 
patterns in the former two. While the pyrene motif in C N T predominantly deviates 
unidirectionally from planarity, it exhibits bidirectional deviations i n the C 7 0 fragment. 

Chemical stability and reactivity of non-planar ^-conjugated systems are further 
explored through p-orbital axis vector analysis. Systematic calculations of pyramidaliza-
tion angles at A , B, and C sites i n C 7 0 yield angles of 11.91°, 11.51°, and 8.61°, respectively, 
contrasting wi th the planar benzene and C 6 0 values of 0°and 11.61°. This analysis sug-
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five- and six-membered rings six-membered rings 

Figure 4.9: Comparison of curvature across various structural motifs. On the left, com­
bined five- and six-membered rings are shown. The solely optimized fragment C 3 0 H 2 0 

is depicted in blue, alongside motifs a (in green) and B (in red) from C 7 0 . On the right, 
structures consisting exclusively of six-membered rings are presented: pyrene in blue, 
a carbon nano-tube i n red, and motif C from C70 in green. 

Figure 4.10: The optimized geometry of M e 3 N - B H 3 . The N—>B distances (r in A) and 
intrinsic interaction energy (AE1 in kcal/mol) are given in the gas phase (e= 1) and various 
solvents, cyclohexane (e= 2.0), benzene (e=2.3), chloroform (e= 4.8), o-dichlorobenzene 
(e= 9.9), and water (e=78.0). 

gests heightened reactivity at the C-site in C 7 0 compared to CNTs wi th various configur­
ations. These findings lend support to the formation of dative bond complexes i n these 
structures. 

Consequently, it is concluded that the N->C bond formation between fullerenes 
and piperidine can occur across various structural motifs, provided there is adequate 
out-of-plane deviation. 

4.2 Stabilization of Dative Bond in Solvent 
The combined ionic-covalent character of the dative bond indicates that the solvent 
might significantly affect the strength and stability of the dative bond complexes. As 
shown above i n Table 4.3, complexes of C 7 0 w i th piperidine dimer show unexpected 
strengthening of N—>C dative bond i n implicit conductor-like screening mode l 1 1 0 . 

Figure 4.10 shows the structural representation of M e 3 N - B H 3 , focusing on the op­
timized B - N bond distance as observed in various environments: the gas phase wi th po-
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larity (e) 1.0 and solvents wi th differing polarities, including cyclohexane (e=2.0), ben­
zene (e=2.3), chloroform (e=4.8), o-dichlorobenzene (e=9.9), and water (e=78.0). This 
figure visualizes the findings similar to those discussed by Bi ih l et a l . 1 1 1 and Jonas et 
a l . 1 1 2 , where the B - N bond length progressively decreases wi th increasing solvent polar­
ity. Notably, the most substantial bond shortening is observed when the dielectric con­
stant changes from e=2.0 to e=9.9, wi th a reduction of 0.011 Á. As the dielectric constant 
approaches e=78 (water), this shortening becomes less pronounced, amounting to only 
0.004 Á. A similar trend is noticed i n the behavior of A E T , the total interaction energy. 
The stabilization increases by 2.9 kcal/mol as the dielectric constant rises from e=2.0 
to e=9.9, whereas a further increase in the dielectric constant to e=78 yields a comparat­
ively smaller stabilization of 0.9 kcal/mol. This observation underscores the significant 
impact of solvent polarity on molecular interactions and stabilization energies within 
M e 3 B H 3 complexes. 
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Figure 4.11: The relevant part of the Raman spectra ranging 550-950 c m - 1 in various 
solvents (orange color). The PBE0-D3/def2-QZVP calculated harmonic (in blue color) 
and anharmonic (in red color) frequencies are shown. 

The relevant part of the Raman spectra i n the range 450-1050 c m - 1 of M e 3 N - B H 3 

in cyclohexane, benzene, chloroform, and water and their assignments are given Figure 
4.11. The potential energy distribution calculations assign the lower frequency peaks 
mainly to the N - B stretching (65-69%), while the higher frequency peaks have small 
contributions (12-18%) and are primarily due to the C - N stretching vibrations (67-75%). 
The calculations of vibrational spectra wi th in the harmonic approximation overestim­
ate the frequencies more significantly for high-frequency peaks (by 22-34 c m - 1 ) ; how­
ever, they are more consistent than low-frequency peaks, wi th errors in the range of 
8-26 c m - 1 . Note that the effect of anharmonicity is the largest for H 2 0 . The depend­
ence of the observed and the calculated harmonic and anharmonic frequencies on the 
solvent polarity is illustrated in Figure 4.11, showing a gradual blue-shift wi th increasing 
solvent polarity wi th the largest changes i n the region up to e=4.8. Both the anharmonic 
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and harmonic calculated frequencies thus provide reliable values in terms of the solva­
tion trends and can be used for further discussion. 

4.2.1 Other Complexes 

Table 4.4 presents the values of A E T calculated for various solvents: gas phase (e=1.0), 
cyclohexane (e=2.0), benzene (e=2.3), chloroform (e=4.8), o-dichlorobenzene (e=9.9), di-
methylsulfoxide (e=46.8), and water (e=78.0). These solvents were chosen to explore 
the influence of solvent permittivity on different types of dative bonds, including N—>B, 
N—>C, P—>B, and P—>C. The selection of complexes spans a broad range of structures 
from the prototypical dative bond complex H 3 B - N H 3 to larger systems like C 7 0 w i th a p i ­
peridine dimer. In every scenario, solvent effects lead to stabilization of the complex, 
wi th the most significant stabilization observed in solvents wi th e values from 2.0 to 9.9, 
achieving up to 5 kcal/mol. Beyond e=9.9, the rate of stabilization diminishes, wi th com­
plexes stabilizing by up to 2 kcal/mol i n solvents up to e=78.0. 

Table 4.4: A E T values for selected dative bond complexes i n different implicit solvents, 
wi th the solvents' relative permittivity (e) indicated. The values are i n kcal/mol. 

C o m p l e x Type 1.0 2.0 2.3 
e 

4.8 9.9 46.8 78.0 
N M e 3 - B H 3 N ^ B - 4 2 . 3 - 4 4 . 3 - 4 5 . 0 - 4 6 . 3 - 4 7 . 2 -48 .1 - 4 8 . 2 
N H 3 - B H 3 N ^ B - 3 6 . 3 - 3 9 . 5 -40 .6 - 4 2 . 7 - 4 4 . 3 - 4 5 . 7 - 4 5 . 9 
P E t 3 - B H 3 P ^ B -49 .6 - 5 1 . 2 -51 .8 - 5 2 . 8 - 5 3 . 6 - 5 4 . 3 - 5 4 . 4 

P i p - C 2 0 
N ^ C - 3 1 . 7 - 3 5 . 2 - 3 6 . 5 - 3 8 . 9 - 4 0 . 9 - 4 2 . 7 - 4 2 . 7 

P E t 3 - C 2 0 P ^ C -44 .8 - 4 8 . 2 - 4 9 . 5 - 5 1 . 9 - 5 3 . 8 -55 .6 -55 .8 

p i p 2 - C 6 o N ^ C - 1 3 . 0 - 1 3 . 9 - 1 4 . 2 - 1 4 . 9 - 1 5 . 4 - 1 5 . 9 - 1 6 . 0 

P E t 3 - C 6 0 P ^ C -12 .6 - 1 5 . 2 -16 .1 - 1 7 . 7 - 1 9 . 0 -20 .1 - 2 0 . 2 

p i p 2 - C 7 0 A N ^ C - 1 6 . 0 - 1 6 . 9 - 1 7 . 3 - 1 8 . 0 - 1 8 . 6 -19 .1 - 1 9 . 2 

p i p 2 - C 7 0 B N ^ C -12 .1 - 1 3 . 0 - 1 3 . 3 -14 .1 - 1 4 . 7 - 1 5 . 3 - 1 5 . 4 
p i p 2 - C 7 0 C N ^ C - 4 . 3 - 4 . 4 - 4 . 5 - 4 . 7 - 4 . 8 - 4 . 9 - 5 . 0 

4.3 Addit ion Reaction between Piperidine 
and C 6 0 

The unique properties of fullerene-based materials underscore the importance of in ­
vestigating the variations i n their electronic properties stemming from different bond­
ing characteristics, such as those observed in dative bond and adduct complexes. Con­
sequently, we have expanded our investigation to include comprehensive computational 
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analyses of the interaction between C 6 0 and piperidine. This involves detailed calcula­
tions exploring various reaction pathways leading to the formation of C 6 0 -piperidine 
complexes and C 6 0 w i th piperidine dimer i n an environment devoid of oxygen. 

4.3.1 C 6 0 with Piperidine 

Figure 4.12 presents schematic representations that delineate the formation process of the 
addition product between C 6 0 and piperidine, alongside crucial geometric parameters 
characterizing the potential energy surface's (PES) critical points. Figure 4.13 depicts 
the PES associated wi th the genesis of the addition product from C 6 0 and piperidine. 
In the gas phase reaction sequence, piperidine attaches to C 6 0 v ia a tetrel bond to form 
the van der Waals (vdW) complex (vdW_a), which is stabilized by 6.7 kcal/mol. The N -
H bond in piperidine exhibits negligible alteration. Subsequently, the process trans­
itions through the transition state T S l _ a towards the D B a complex. In TS l_a , while 
the piperidine's N - H bond remains unaltered, the C - N bond l inking C 6 0 and piperidine 
contracts by approximately 0.9 A . The reaction barrier is minimal, affirming the ease 
of accessing the D B a complex, wi th the transition states being 1.7 kcal/mol more stable 
than their isolated counterparts. Upon optimization, the D B a complex manifests minor 
modifications, notably a 0.2 A contraction in the C - N bond and slight distortions i n the 
C 6 0 structure due to incipient sp 3 hybridization at the carbon atom participating in the dat­
ive bond. The comparative stabilization energies for vdW_a and D B a elucidate the en­
hanced thermodynamic stability of the former, suggesting the D B a complex's forma­
tion is less favored. However, the scenario transforms upon incorporating solvent ef­
fects i n the calculations, where despite identifying the vdW_a complex on the PES, it is 
unlikely to form i n solution, steering the reaction directly towards the D B a complex. 
Crucially, the stabilization of the D B a complex in solvent outstrips its gas phase coun­
terpart by approximately 7 kcal/mol, underscoring the pivotal role of N—>C dative bond 
creation facilitated by piperidine solvent presence. 

Starting from the D B a complex, the reaction trajectories exhibit notable similar­
ities across both gas phase and solvent environments, hence are addressed concomit­
antly. Building on knowledge from previous study 8 , we investigated two types of ad-
duct formations: Pdt(5,6)_a and Pdt(6,6)_a, alongside their respective transition states, 
TS2(5,6)_a and TS2(6,6)_a. In each scenario, piperidine's hydrogen atom engages with 
the C 6 0 framework. Concurrently, the covalent N - H bond in piperidine, initially measur­
ing approximately 1.02 A , evolves into a non-covalent hydrogen bond wi th a bond length 
2.3-2.4 A . Assessments of stabilization and activation energies i n both media decisively 
preclude the viability of complexes adopting the (5,6) binding paradigm. Contrastingly 
Pdt(6,6)_a emerges as the energetically favored entity wi th in the PES contours. Non­
etheless, a formidable transition barrier, approximated at 20 kcal/mol for the D B a —> 
Pdt(6,6)_a transition, negates the plausible formation of the latter construct. 
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Figure 4.13: Electronic energy diagram for forming the addition product from C, 
with piperidine in the gas phase (blue color) and piperidine solvent (red color). 
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Figure 4.14: Schematic figure illustrating the formation of the addition products 
from C 6 0 w i th piperidine dimer. 

4.3.2 C 6 0 with Piperidine Dimer 

The extension of the system to C 6 0 wi th a piperidine dimer (Figure 4.14) results i n signi­
ficant modifications in the reaction profile (see Figure 4.13). The van der Waals complex 
(vdW_b) forms exclusively in the gas phase, exhibiting enhanced stability of approx­
imately 12 kcal/mol, in contrast to the C 6 0 complex wi th a single piperidine, which is 
stabilized by about 7 kcal/mol. Transitioning from the vdWJb complex to the DBJb 
complex occurs v ia the T S l J b transition state, featuring a negligible activation barrier 
of 0.1 kcal/mol. 

The calculations performed in the solvent environment did not localize either the 
vdWJb or the T S l J b structures; instead, they directly optimized to the DBJb complex. 
This complex is characterized by a single dative bond between C 6 0 and the piperidine di­
mer. The DBJb complex benefits from stabilization through (i) an N—>C dative bond with 
an approximate length of 1.57 A , and (ii) an internal piperidine- • • outer piperidine hydro­
gen bond of about 1.75 A , yielding total stabilization energies of 17.3 and 20.9 kcal/mol 
in the gas phase and solvent, respectively. The latter stabilization energy closely aligns 
wi th 18.0 kcal/mol, as determined via a more precise spin-component-scaled MP2 (SCS-
MP2) method. 

Due to energy considerations akin to those for C 6 0 ---piperidine, subsequent ana­
lysis solely addresses the reaction pathway leading to the Pdt(6,6)Jb product. In this 
structure, the intramolecular piperidine - • -piperidine hydrogen bond is severed, enabling 
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Figure 4.15: Electronic energy diagram for forming the addition product from C 6 0 

with piperidine dimer in the gas phase (blue color) and piperidine solvent (red color). 

the former's hydrogen atom to attach to C 6 0 , thereby establishing a new hydrogen bond, 
approximately 2.2 A , wi th the outer pip. The Pdt(6,6)_b complex demonstrates stability 
of 16.6 and 14.8 kcal/mol in the gas phase and solvent, respectively, wi th the SCS-MP2 
stabilization energy in the solvent reflecting 13.0 kcal/mol, consistent wi th the corres­
ponding DFT-D valuation. While this complex exhibits a mere 2 kcal/mol greater sta­
bility compared to C 6 0 - -p iper id ine , its formation is markedly favored as the activation 
for the D B b -> Pdt(6,6)_b transition is energetically viable; the TS2(6,6)_b transition 
state presents a stability enhancement of 2.3 kcal/mol (in the gas phase) and 5.4 kcal/mol 
(in the solvent) relative to the reactants. 

The outcomes of computational modeling and experimental IR spectroscopy investig­
ations identified a novel type of dative bond between various fullerenes and electron 
donors possessing lone pairs on nitrogen or phosphorus atoms. Intriguingly, the be­
havior of these dative bonds in solvents revealed that different types of dative bonds 
exhibit significant enhancement in bond strength. Moreover, it was demonstrated that 
the dative bond acts as an intermediate in the addition reaction of secondary amines 
to fullerenes. 

4.4 Summary 



Chapter 5 

Hydridic Hydrogen Bond 

According to the definition 1 2 , for a hydrogen bond to occur, the involved hydrogen must 
be bound to an atom X , "where X is more electronegative than H". As of the wri t ing of this 
thesis, the periodic table lists 118 identified elements, yet only eleven of them possess 
an electronegativity higher than that of hydrogen. This restriction confines hydrogen 
bonding to a limited section of the periodic table. Nonetheless, the chemistry of hydro­
gen is far more diverse. When hydrogen is bound to an element less electronegative 
than itself, it acquires a negative charge, enabling it to form non-covalent interactions 
wi th electrophilic regions, i n contrast to the conventional hydrogen bond where hydro­
gen interacts wi th nucleophilic regions. Owing to this role reversal in the interaction, 
where hydrogen becomes partially negative and the acceptor of the "hydrogen bond" is 
partially positive or contains a positive region, this interaction was termed by Miroslaw 
Jablohski as a charge-inverted hydrogen bond 1 9 . 

The findings presented in this Chapter were published in publication 21, which is 
included in the Appendix. 

5.1 Si -H-- -X Hydridic Hydrogen Bond 

Due to the lower electronegativity of silicon (1.9) compared to hydrogen (2.2), the mo­
lecule M e 3 S i H exhibits hydridic hydrogen, enabling it to interact wi th electrophiles. Var i ­
ous electrophiles, including C 6 H 3 ( C N ) 3 , C 6 ( C N ) 6 , C O F 2 , N 0 2 F , B r C N , ICF 3 , ICN, S(CN) 2 , 
PC1 3 , P (CN) 3 , B F 3 , K + , and H C N , were selected to form CIHB. These electrophiles can be 
categorized into five groups, encompassing jr.-, a-, and p-hole interactions, one cation, 
and one molecule wi th a positively charged hydrogen. A l l considered complexes are i l ­
lustrated in Figure 5.1. For detailed study were chosen electrophiles ICF 3 , B r C N and H C N . 
To corroborate the theoretical findings, an IR experiment in an A r matrix was conducted. 

The intramolecular S i - H and the intermolecular Si -H- • • Y distances for the examined 
complexes are presented in Table 5.1. Relative to the sum of the van der Waals (vdW) 
r a d i i 1 1 3 , the intermolecular distances i n complexes wi th ICF 3 and B r C N are significantly 
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Figure 5.1: Geometries of the complexes investigated optimized at the M P 2 / c c - p w C V T Z 
level (cc-pwCVTZ-PP for Br and I). Dark blue is used for the total interaction energy 
(in kcal/mol) at the M P 2 / c c - p w C V T Z level for each complex, and red is used for the shift 
of the S i - H stretching frequency (in c m - 1 ) . The complexes wi th the experiment are 
marked wi th asterisks. 
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Table 5.1: Intermolecular distances and changes i n intramolecular bond lengths (in 
A) of selected bonds i n M e 3 S i H - - - Y ' complexes (Y' = ICF 3 , B r C N , H C N ) calculated 
at the MP2-F12/cc-pVTZ-F12 level. 

Y ' A r ( S i - H ) A r ( S i - C ) Ar ( I -C) H - - - I v d W W 
I C F 3 0.007 - 0 . 0 0 3 / - 0 . 0 0 1 / - 0 . 0 0 1 0.002 2.874 -0 .573 

A r ( S i - H ) A r ( S i - C ) A r ( B r - C ) H - - - B r v d W L a J 

B r C N 0.008 - 0 . 0 0 3 / - 0 . 0 0 2 / - 0 . 0 0 2 0.005 2.705 -0 .585 

A r ( S i - H ) A r ( S i - C ) A r ( H - C ) H - H v d W L a J 

H C N 0.005 -0 .003 / -0 .003 /0 0 2.729 +0.320 

^ T h e difference between the intermolecular distance and the sum of the v d W radii. 

reduced (by 0.573 and 0.585 A , respectively); however, in the complex wi th H C N , this 
distance is found to be longer. Additionally, Table 5.1 reveals that all intramolecular 
S i - H bond lengths consistently increase upon complex formation. It is noteworthy that 
the S i - H bond elongation is less pronounced than the X - H bond elongation typically 
observed in X - H - • • Y hydrogen-bonded systems. As anticipated, the S i - C bonds undergo 
contraction, albeit to a lesser extent. In contrast, the formation of complexes results 
in an elongation of the I - C and B r - C intramolecular distances, while the H - C distance 
remains unchanged. 

Table 5.2 compiles the calculated energy characteristics of M e 3 S i H - - - Y ' complexes, 
encompassing MP2, MP2-F12, and CCSD(T)-F12 interaction energies along wi th the bind­
ing free energies at 18 K, derived from MP2 and MP2-F12 data. The MP2 stabilization en­
ergies across all CIHB complexes show similar stability of all complexes, while the more 
accurate MP2-F12 and, particularly, CCSD(T)-F12 energies for the first two complexes 
are analogous and exceed those of the third (dihydrogen-bonded) complex. Moreover, all 
MP2-F12 and CCSD(T)-F12 stabilization energies range from 2.6 to 3.3 kcal/mol and 2.2 
to 2.8 kcal/mol, respectively, aligning the m wi th the energies characteristic of classical 
hydrogen-bonded complexes. These results appear to contradict the ESP of the selected 
subsystems (illustrated i n Figure 5.2), where H C N emerges as the strongest electron ac­
ceptor, followed by B r C N and ICF 3 . Consequently, one would anticipate the strongest 
complex formation wi th H C N . Contrary to this expectation, the H C N complex exhib­
its the weakest binding, a phenomenon attributed to dispersion energy contributions. 
According to the SAPT(2+3) 1 1 4 analysis, the dispersion and total interaction energies 
for the M e 3 S i H complexes wi th ICF 3 , B r C N , and H C N are calculated to be -4.35, -3.79, 
and —3.05 kcal/mol, and —3.34, —3.20, and —2.50 kcal/mol, respectively. Evidently, the re­
duced dispersion energy in the H C N complex underlies its lower stabilization energy. 
Remarkably, the SAPT(2+3) interaction energies for all three complexes show a surpris­
ing congruence wi th the MP2-F12 values. The negative binding free energies at 18 K 
for all complexes signify the ir spontaneous formation at this temperature. 

Table 5.3 presents the variations in orbital occupancies for both the monomers and 
their complexes, specifically concerning the occupied and unoccupied S i - H a-orbitals. 
These occupancy changes are directly correlated wi th alterations in bond lengths, wi th 
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Me 3SiH ICF 3 BrCN H C N 

Figure 5.2: Molecular ESP calculated at the o)B97X-D/def2-QZVPP level for the stud­
ied monomers. The ESP scale is in kcal/mol. The V s m a x on the hydrogen atom from 
the M e 3 S i H molecule is depicted in red. The Vsmin in the center of the a-holes or on top 
of the hydrogen atom is in blue. 

Table 5.2: Energy characteristics of the M e 3 S i H - • -Y' complexes (Y' = ICF 3 , B r C N , HCN) . 

Y A-EsTMP2 ^-E ' T MP2-F12 A-E1CCSD(T)-F12 ALr MP2 A L R MP2-F12 

I C F 3 - 2 . 4 3 - 3 . 2 7 - 2 . 7 0 —1.85 - 2 . 4 3 
B r C N - 2 . 6 0 - 3 . 0 2 -2 .76 —2.07 - 2 . 7 7 
H C N -2 .41 - 2 . 5 9 - 2 . 2 4 - 1 . 7 9 - 1 . 9 7 

the most significant changes observed in the S i - H bond. A reduction i n the occupancy 
of the S i - H G-orbitals, coupled wi th an increase in the a*-orbitals across all three com­
plexes, results i n a weakening of the S i - H bond. This weakening is evidenced by the elon­
gation of the S i - H bond length, as detailed in Table 5.1. Analogous outcomes were noted 
for the I -C , B r - C , and H - C bonds i n the ICF 3 , B r C N , and H C N electron acceptors, re­
spectively. In these instances, the bond elongation was less pronounced, and for the H C N 
complex, it was observed to be negligible. Other changes in orbital occupancy and cor­
responding bond-length alterations are less significant and are not the focus of further 
discussion. 

Table 5.3: Orbital-occupation difference between monomers and M e 3 S i H - - - Y ' com­
plexes using N B O analysis calculated at the 0)B97X-D/aug-cc-pwCVTZ level on MP2-
F12/cc-pVTZ-F12 geometries. 

Y ' o (S i -H) o*(Si-H) a(I-C) a*(I-C) S L P I 

I C F 3 -0 .010 0.004 -0 .003 0.005 -0 .005 

Y ' a (S i -H) a*(Si-H) a ( B r - C ) a*(Br-C) S L P B r 

B r C N -0 .010 0.004 -0 .001 0.009 -0 .002 

Y ' o (S i -H) o*(Si-H) o ( H - C ) o*(H-C) L P N 

H C N -0 .001 0.002 -0 .001 0 -0 .001 
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Figure 5.3: Ar-matr ix spectra of the M e 3 S i H - - I C F 3 complex. 
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Figure 5.4: Ar-matrix spectra of the M e 3 S i H - - - B r C N complex. 

5.1.1 Infrared Spectra and Vibrational Analysis 

Figure 5.3 depicts the IR spectrum obtained wi th in an argon (Ar) matrix. This spectrum 
comprises that of pure trimethylsilyl hydride (Me 3 SiH, depicted i n blue) and the spec­
trum of the M e 3 S i H - - - I C F 3 complex, captured at the low temperature of 18 K (shown 
in orange). The observed shift in the S i - H bond wi thin the argon matrix, registering 
at 27.7 c m - 1 , reflects the specific molecular interactions characterizing this complex. 

Similarly, Figure 5.4 illustrates the IR spectrum, again measured wi th in an A r matrix. 
It features the spectrum of pure M e 3 S i H (in blue) and contrasts it wi th the spectrum 
of the M e 3 S i H - - - B r C N complex at 18 K (represented in orange). The S i - H bond i n this 
scenario demonstrates a shift of 28.6 c m - 1 wi th in the argon matrix, highlighting nuanced 
differences in the interaction dynamics of the S i - H bond when B r C N is involved, as op­
posed to ICF 3 . 

Table 5.4 details the experimental and calculated shifts in S i - H stretching frequen­
cies resulting from complex formation. Notably, the calculated MP2-F12 harmonic shifts 
consistently exceed those determined via MP2 harmonic calculations and closely align 
wi th the unsealed anharmonic results. The commendable correlation between the exper-
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imental and calculated frequencies underscores the validity and applicability of all uti l­
ized computational methods. In essence, the concordance between experimental data 
and computational frequency shifts is robust, wi th all S i - H frequencies experiencing 
redshifts post complex formation. As anticipated, the extent of these redshifts is dir­
ectly proportional to the stability of the respective complexes. Furthermore, an increase 
in the intensities of the S i - H stretch is observed in all complexes following complex form­
ation. It is important to note, however, that the experimental methodology employed 
was not capable of discerning changes i n intensity. 

Table 5.4: Infrared shift (Av i n c m - 1 ) and change of intensity (Av in km/mol) of the S i - H 
band upon the formation of M e 3 S i H - • • Y ' complexes (Y' = ICF 3 , BrCN). 

Y ' A v A r ^ ^ a n h a r m . A_ V MP2 A V M P 2 - F 1 2 A ^ M P 2 

I C F 3 - 2 8 - 3 1 - 3 8 - 4 9 + 136 
B r C N - 2 9 - 3 6 - 4 1 - 5 0 + 138 

5.2 Summary 
Hydrogen bonded to an element wi th lower electronegativity exhibits distinct behavior 
compared to hydrogen in a conventional hydrogen bond. In the context shown in our 
study, this hydrogen acts as a Lewis base, engaging in interactions wi th a Lewis acid. 
These interactions manifest a significant shift in the X - H stretching frequency and an in­
creasing of intensity comparable to conventional hydrogen bonds; however, the nature 
of these interactions is reversed. 



Chapter 6 

Visual ization of Anisotropic Charge 
Distribution by Means of Kelvin Probe 
Force Microscopy 

Traditional views on certain chemical entities imply that electrons are evenly distrib­
uted around atoms or TT-electron systems. For example, halogens are often conceptu­
alized as atoms bearing a uniform negative charge, akin to arenes which are thought 
to have a consistent TT-electron "cloud" enveloping the ring structure. However, this 
perspective raises questions: H o w do uniformly negative halogens interact wi th typical 
nucleophiles? A n d how do ^-electrons selectively interact wi th anions? Convention­
ally, these interactions would be expected to be repulsive. Pol i tzer 4 2 addressed these 
paradoxes by introducing the concept of anisotropic charge distribution, o-holes, and n-
holes. In the case of a o-hole, a covalently bonded halogen contributes its lone z-electron 
towards the covalent bond, creating a positive "cap" opposite to the bond. On the other 
hand, Tt-holes arise when electron-withdrawing groups attached to a TT-electron system 
extract ^-electrons, thereby disrupting the TT-electron cloud and forming a Tt-hole. 

The development of scanning tunneling microscopy in 1981 represented a ground­
breaking advancement in the field of microscopy, enabling for the first time the direct ob­
servation of individual atoms. This revolutionary technology laid the foundation for sub­
sequent innovations, notably Atomic Force Microscopy ( A F M ) 1 1 5 . Further progress was 
achieved wi th the functionalization of the A F M tip using a single C O molecule, a tech­
nique that unlocked the ability to visualize intricate chemical structures, exemplified 
by the imaging of pentacene 1 1 6 . However, the journey towards subatomic resolution 
continued to pose significant challenges. The functionalization of Kelvin probe force mi­
croscopy (KPFM) tip wi th a C O molecule and a Xe atom marked another leap forward, 
facilitating the observation of subatomic phenomena. This enhancement i n resolution 
enabled the detailed visualization of o-holes and rc-holes. 

The findings presented in this Chapter were published in publications 117 and 118, 
which are included i n the Appendix. 
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6.1 Visualization of a-hole 

K P F M has emerged as an ideal tool for visualizing the anisotropic charge distribution 
known as the a-hole. To effectively observe the a-hole wi th a functionalized silver tip, 
a specific orientation is required: the covalent bond C - X , where X represents a halogen 
atom, must be perpendicular to the surface. This orientation requirement is fulfilled 
by the unique tripodal structure of certain compounds, such as tetrakis(4-bromophenyl) 
methane (4BrPhM) and tetrakis(4-fluorophenyl) methane (4FPhM), which naturally stand 
on surfaces wi th the C - X bond i n the desired perpendicular alignment, as depicted in Fig­
ure 6.1. Its tripodal structure allows to stand on the surface wi th a C - X bond perpen­
dicular to it. 4 B r P h M was chosen for its characteristic a-hole, while 4FPhM, possess­
ing an isotropic charge distribution, serves as a contrasting system. For the integration 
of the K P F M tip into Q M calculations, a model comprising six silver atoms wi th a C O 
molecule (CO-Ag tip) and a Xe atom (Xe-Ag tip) was employed, as visualized i n Fig­
ure 6.1. This setup is designed to distinctly highlight the differences between the two 
systems, offering insights into the unique charge distributions of a-hole and isotropic 
charge environments. 

4FPhM 4BrPhM CO-Ag tip Xe-Ag tip 

Figure 6.1: PBE0-D3/def2-TZVPP optimized geometries of tetrakis(4-fluorophenyl) 
methane (4FPhM), tetrakis(4-bromophenyl) methane (4BrPhM) and simplified models 
of K P F M silver tips functionalized by C O molecule (CO-Ag tip) and Xe atom (Xe-Ag tip). 

6.1.1 Calculations of Interaction Energy 

The noncontact Atomic Force Miscroscopy (nc-AFM) technique has unlocked unique 
capabilities for probing interaction energies between individual atoms and molecules 
at the tip apex and the sample using site-specific force spectroscopies 1 1 9 ' 1 2 0 . Beyond 
quantitatively assessing the interaction energies of well-defined entities, n c - A F M has 
also provided invaluable insights for benchmarking the accuracy of various theoretical 
methods in describing these weak non-covalent interact ions 1 2 1 ' 1 2 2 . 
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Figure 6.2: MP2/aug-cc-pVTZ (aug-cc-pwCVTZ-PP for Br and Xe) optimized subsys­
tems at CCSD(T)/aug-cc-pVTZ (aug-cc-pwCVTZ-PP for Br and Xe) optimized distance 
used for benchmark calculation. 

To replicate the data obtained from n c - A F M experiments, we selected real molecules, 
4FPhM and 4BrPhM, i n conjunction wi th a model silver tip. The tip was approxim­
ated by six silver atoms functionalized wi th either a C O molecule or a Xe atom. Not­
ably, the surface representation was omitted from this model. Given the distinct nature 
of the Br- • -Xe interaction, we conducted benchmark calculations of AE1 at the CCSD(T)/-
aug-cc-pVTZ level (aug-cc-pwCVTZ-PP for Br and Xe), a feat nearly impossible in real 
systems. As proxies for 4FPhM and 4BrPhM, fluorobenzene and bromobenzene were 
chosen, respectively. In these model systems, the tip was simplified to just two silver 
atoms. The systems were optimized at the MP2/aug-cc-pVTZ level (aug-cc-pwCVTZ-PP 
for Br and Xe), followed by scanned calculations of A E 1 at the CCSD(T)/aug-cc-pVTZ 
level (aug-cc-pwCVTZ-PP for Br and Xe). The resulting minima after extrapolation 
showed that the model wi th fluorobenzene and X e A g 2 was stabilized by —1.285 kcal/mol 
at an F- • -Xe distance of 3.517 A , while the model wi th bromobenzene and X e A g 2 exhib­
ited a stabilization of—1.039 kcal/mol at aBr---Xe distance of 4.014 A . Systems are shown 
on Figure 6.2. 

Transitioning from model to real systems necessitates shifting from the computa­
tionally demanding CCSD(T) method to more efficient DFT methods. For this purpose, 
various DFT functionals were benchmarked against CCSD(T) curves. The most prom­
ising results were obtained wi th the functionals a)B97X-V 1 2 3 , PBEO 7 2 , and the commonly 
used B 3 L Y P 7 1 (see Figure 6.3). Both PBEO and B3LYP were enhanced wi th Grimme's 
D3 correction 7 8 and the Becke-Johnson damping funct ion 1 2 4 . Given that the separation 
of A E 1 minima from n c - A F M falls below chemical accuracy (1 kcal/mol), it is crucial 
to accurately represent the difference between the A E 1 minima of fluorine and bromine 
model systems, as observed i n CCSD(T) calculations. The reference difference i n minima 
is 0.247 kcal/mol. The functional 0)B97X-V shows the best fit wi th a minima difference 
of 0.316. PBEO follows closely, exhibiting a difference of 0.141. However, B3LYP demon­
strates almost no separation between complexes (-0.006) and, contrary to the reference, 
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X---Xe distance [A] 

Figure 6.3: The A E 1 curve depicts the interaction energy between fluorobenzene 
and X e A g 2 (above), as wel l as between bromobenzene and X e A g 2 (below), across varying 
X - • -Xe distances. Here, ' X ' represents fluorine and bromine, respectively. 

indicates the bromobenzene system as more stable. Therefore, o)B97X-V functional was 
chosen for real systems analysis. Due to its computational demand, PBEO was selected 
for geometry optimization. 

The characteristics of non-covalent interactions between real systems and function-
alized tips can be elucidated by analyzing the ESP on selected systems in Table 6.1. As an­
ticipated, the fluorine atom in the 4FPhM molecule demonstrates a notably negative ESP, 
quantified as -12.37 kcal/mol. This contrasts wi th the bromine atom in the 4BrPhM mo­
lecule, which, due to the presence of a positive a-hole, shows a positive ESP value of Vs 

at the top of the halogen atom, recorded as 15.21 kcal/mol. The functionalized tips em­
ployed i n the study also exhibit distinct ESPs. The CO-functionalized tip, owing to the co-
valent bond between silver and carbon atoms, presents a negative ESP on the oxygen 
atom, calculated at -5.08 kcal/mol. Conversely, the high polarizability of the xenon atom 
in the xenon-functionalized tip leads to significant polarization by the silver, resulting 
in a relatively high ESP of 16.04 kcal/mol. 

As the functionalized n c - A F M tips, one wi th a xenon atom and the other wi th a C O 
molecule, move across a gold surface coated wi th 4FPhM or 4BrPhM molecules, they per­
form scans to measure interaction energies. Each scan reveals unique energy minima, 
reflecting the specific interactions between the molecules on the surface and the function-
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Table 6.1: Analysis of ESP in all studied subsystems on a)-B97X-D/def2-QZVPP level. 

M o l e c u l e Studied a tom ^ s , m a x [kcal /mol] 
C ( C 6 H 4 F ) 4 F -12 .37 
C ( C 6 H 4 F ) 4 H 20.54 

C ( C 6 H 4 B r ) 4 B r 15.21 
X e A g 6 X e 16.04 
C O A g 6 0 -5 .08 
C 6 H 5 F F -15 .74 

C 6 H 5 B r B r 12.40 
X e A g 2 X e 20.01 

alized tips. These experimental observations are replicated through scan calculations, 
wherein PBEO-optimized subsystems are methodically displaced against each other i n the 
z-axis direction by increments of 0.1 A . For each positional increment, partial geometry 
optimizations are executed at the PBE0-D3BJ/def2-TZVPP level, wi th the z-coordinate 
maintained constant. Concurrently, interaction energy A E 1 is computed at each step 
using the 0)B97X-V/aug-cc-pVTZ functional (aug-cc-pwCVTZ-PP for Br and Xe atoms). 

A n intriguing observation was made wi th the xenon-functionalized n c - A F M tip, 
which produced two distinct A E 1 curves wi th minima values of—0.32 and —0.81 kcal/mol. 
This dual-minima phenomenon is hypothesized to result from the "tilting" of the 4FPhM 
molecule on the surface, as illustrated in Figure 6.4. Consequently, the xenon atom 
in the functionalized tip interacts not wi th the fluorine atom as expected but wi th a hydro­
gen atom from the 4FPhM molecule. In this scenario, the distinct energy minima result 
from the interactions between the positively charged xenon atom, polarized by the silver 
tip, and two different atoms: the negatively charged fluorine and the partially positive 
hydrogen. The interaction wi th fluorine leads to a deeper minimum, whereas interaction 
wi th hydrogen results in less stable complex. These variations in minima reflect the dif­
ferent nature of interactions wi th each atom. Table 6.1 shows the ESP values of both 
atoms in the 4FPhM molecule. Moreover, the other experimental minima show excel­
lent correlation wi th the o)B97X-V calculated values, as depicted i n Figure 6.5. In all 
cases, the calculated values slightly overestimate the experimental results by approxim­
ately 0.1-0.2 kcal/mol. This discrepancy could stem from the exclusion of zero-point 
vibrational energy i n the calculations, despite the experiments being conducted at tem­
peratures below 10 K. 

6.1.2 Images of a-hole 
Figure 6.6 presents the ESP calculations at the 0)B97X-D/aug-cc-pVTZ level on a surface 
defined by an electron density of 0.001 a.u. alongside the experimental K P F M image us­
ing a xenon functionalized tip. For the 4FPhM molecule, the calculated ESP illustrates 
a uniform negative charge distribution over the F atom, as anticipated from fluorine's 
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AE=-1.08 kcal/mol AE=-0.45 kcal/mol 

Figure 6.4: Model of calculation two different minima for interaction between 4FPhM 
molecule and xenon functionalized silver tip. 
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Figure 6.5: Correletion between experimental data from n c - A F M and theoretical data 
calculated at 0)B97X-V/aug-cc-pVTZ (aug-cc-pwCVTZ-PP for Br and Xe) level. 
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4FPhM 4FPhM 4BrPhM 4BrPhM 

wB97X-D KPFM wB97X-D KPFM 

Figure 6.6: Calculated ESP at the 0)B97X-D/aug-cc-pVTZ level on the atoms F and Br 
in molecules 4FPhM and 4BrPhM, compared wi th K P F M measurements using a function-
alized xenon tip on the same atoms. Red color represents negative charge, blue color 
represents positive charge. 

high electronegativity, precluding the formation of a a-hole. This uniform distribution 
is corroborated by the K P F M imaging, which reveals a similar negative charge distribu­
tion around the F atom. Conversely, the ESP calculated on the Br atom i n the 4BrPhM 
molecule demonstrates an anisotropic charge distribution, a consequence of the particip­
ation of the 4p z orbital electron i n the covalent bond. This participation results in a de­
ficit of negative charge on the side opposite to the C-Br bond, manifesting as a a-hole 
indicated by a blue circle. The electrons from the 4p x and 4p y orbitals create a negative 
"belt" encircling the Br atom, depicted in red around the a-hole. The experimental K P F M 
image validates this theoretical observation, showing a central area of positive charge 
(the a-hole) on the Br atom, surrounded by a region of negative charge. 

6.2 Visualization of Ti -hole 

For further visualization of anisotropic charge distribution, Tt-holes were selected for e-
xamination using the same experimental setup as for a-holes. The selection of mo­
lecules for this purpose was easier due to the natural tendency of planar Tt-electron 
systems to align on surfaces. To ensure clear differentiation of systems on the surface, 
larger molecular systems were chosen. Two systems were selected for comparative ana­
lysis: one featuring a Tt-hole and the other devoid of it to facilitate contrast observa­
tion. Anthracene (An) served as the representative system wi th Tt-electrons, whereas 
9,10-dichlorooctafluoroanthracene (FCl-An) was selected as the system expected to ex­
hibit a pronounced 7t-hole due to the electron-withdrawing effects of F and CI atoms. 
The structures of both complexes are illustrated i n Figure 6.7. 
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anthracene 9,10-dichlorooctafluoroanthracene 

Figure 6.7: MP2/aug-cc-pVTZ optimized geometries of anthracene and 9,10-
dichlorooctafluoroanthracene. 

anthracene 9,10-dichlorooctafluoroanthracene 

Figure 6.8: Calculated ESP at the 0)B97X-D/aug-cc-pVTZ level on molecules A n and FC1-
A n , compared wi th K P F M measurements using a functionalized C O tip on the same mo­
lecules. Red color represents negative charge, blue color represents positive charge. 
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6.2.1 Images of Ti-hole 
Figure 6.8 illustrates the ESP for A n and F C l - A n molecules, computed at the ooB97X-
D/aug-cc-pVTZ level, alongside experimental images from K P F M wi th a CO-functionali-
zed tip. The A n molecule exhibits a homogeneous negative charge distribution across its 
surface, attributable to its classical TT-electron system. This uniform negative charge is de­
picted in red across the molecule's ring in Figure 6.8, a finding corroborated by the K P F M 
image, which reveals a consistent negative charge distribution throughout the molecule. 
Conversely, the ESP for F C l - A n indicates the formation of a Tt-hole wi th in the molecule, 
denoted in blue. This phenomenon arises from the electron-withdrawing effect of the F 
and CI atoms, which deplete electron density from the molecule's core. The K P F M image 
validates our theoretical analysis by showcasing a Tt-hole wi th in the F C l - A n molecule. 

6.3 Summary 
a-holes and Tt-holes, long existing as a computational chemistry models, were empiric­
ally observed through the application of K P F M , which introduced a subatomic resolution 
in observations by functionalization of a silver tip wi th Xe atom and C O molecule. Fur­
thermore, the measurement of interaction energies using the same technique unveiled 
a perfect correlation between experimental findings and theoretical predictions. 



Chapter 7 

Conclusion 

This thesis presents my research between 2019 and 2024, summarizing findings from pub­
lications 8, 9,10,21,105,117, and 118. It delivers an in-depth examination of dative bonds 
in p-group elements, highlighting their unique formation and behavior, especially upon 
solvation. Furthermore, the research scopes into the hydridic hydrogen interactions, i l ­
lustrating its distinct role in interactions where hydrogen serves as an electron donor. A 
significant contribution of this work is the visualization and empirical confirmation of 
anisotropic charge distributions, namely a-holes and rc-holes. 

In Chapter 4, we introduced a novel type of dative bond wherein nitrogen acts 
as the donor and carbon as the acceptor. Due to their distinctive geometry, fullerenes can 
function as electron pair acceptors, thus forming dative bonds. We demonstrated that 
piperidine can interact wi th C 6 0 to form various structures stabilized by van der Waals 
forces, tetrel bond, and dative bond. In a 1:1 ratio, the dative bond product exhibits 
lesser stability. However, the introduction of a second piperidine molecule significantly 
stabilizes the dative bond complex due to a cascade of charge transfers from the outer 
piperidine through the dative bonded piperidine to the C 6 0 fullerene. This theoretical 
prediction was corroborated by IR spectroscopy. While C 6 0 , wi th its \ symmetry, has 
equivalent carbon atoms, the transition to the larger C 7 0 , which exhibits D5h symmetry, 
introduces diverse structural motifs. Designated as sites A , B, and C in descending order 
of curvature, the analysis reveals the most stable dative bond occurs between the piperid­
ine dimer and carbon at site A , wi th decreasing stability at sites B and C. A comparison 
of the curvatures of C 6 0 , C 7 0 , and analogous motifs from other molecules wi th the re­
spective interaction energies for piperidine dative bonded to these sites indicates that 
significant curvature is essential for the formation of a dative bond wi th the carbon 
framework. 

Typically, both covalent and non-covalent interactions exhibit bond weakening upon 
solvation. However, dative bonds display a distinctive behavior where their strength in­
creases wi th solvent polarity. Our computational studies predicted stabilization in vari­
ous complexes featuring N—>B, N—>C, P—>B, and P—>C dative bonds. Particularly, the da­
tive bond complex M e 3 N - B H 3 was studied i n more detail, revealing a decrease in the N -
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B distance and an increase of stabilization energy across solvents of varying polarities 
(e=1.0, 2.0, 2.3, 4.8, 9.9, and 78.0). These computational predictions were validated exper­
imentally using Raman spectroscopy to analyze the M e 3 N - B H 3 complex i n cyclohexane, 
benzene, chloroform, and water. The B - N stretching frequency exhibited a consistent 
blue shift in line wi th our theoretical predictions. 

Hydrogen bonded to an element less electronegative than itself exhibits behavior dis­
tinct from that in a conventional hydrogen bond, acting as a nucleophile. This unique 
interaction has led to various terminologies such as charge-inverted hydrogen bond 
or agostic bond. Our research, detailed in Chapter 5, demonstrates that hydridic hydro­
gen bonds exhibit similarities wi th conventional hydrogen bonds in terms of interaction 
energies and shifts in the X - H stretching frequency. Specifically, complexes of M e 3 S i H 
wi th ICF 3 and B r C N were found to exhibit interaction energies and shifts i n the X - H 
stretching frequency analogous to those observed in conventional hydrogen bonds. IR 
spectroscopy in an argon matrix confirmed the formation of complexes involving hy­
dridic hydrogen. Given these findings, the term "hydridic hydrogen bond" was sugges­
ted, proposing that conventional hydrogen bonds might be better termed as "protonic 
hydrogen bonds." To resolve this nomenclature ambiguity, we proposed a revised defin­
ition of hydrogen bonds in ref. 21 covering both types of interactions. 

The concept of the a-hole was theoretically predicted thirty years ago. Advances 
in microscopy of atomic forces and the specific functionalization of a silver tip wi th a xe­
non atom and a C O molecule have enabled subatomic resolution, crucial for visualizing 
a-hole and, subsequently, Tt-holes. A n advantage of the n c - A F M technique is its ability 
to measure interaction energy directly. For a simplified model, we calculated the poten­
tial energy curve and benchmarked various DFT functionals. The a)B97X-V functional 
demonstrated the best correlation wi th the CCSD(T) reference, enabling us to accurately 
reproduce the interaction energy minima for four systems. The separation between these 
minima was less than 1 kcal/mol, aligning wi th the threshold for chemical accuracy. Not­
ably, two distinct minima were observed in the n c - A F M analysis for the 4FPhM system 
using a xenon-functionalized silver tip, identified as contact Xe-F and X e - H interactions, 
attributed to tilting of 4FPhM molecule on the surface. This exemplifies how computa­
tional chemistry not only corroborates experimental results but also provides insights 
when experimental data are ambiguous. 

This thesis lays the groundwork for future research in the area of dative bonds 
and non-covalent interactions: 

(i) The identification of a new type of dative bond suggests innovative ways to em­
ploy fullerenes, creating bonds that are stronger than typical non-covalent interac­
tions yet weaker than standard covalent bonds, thus expanding the applications 
of fullerenes. Future research should examine dative bond formation in other 
carbon-based structures and investigate how these bonds can be strengthened 
in the presence of transition metals and different solvents. 

(ii) Extending the concept of hydridic hydrogen bonds to include transition metal hy­
drides opens up new possibilities. Transition metal hydrides are used in areas 



C O N C L U S I O N 55 

like catalysis and hydrogen storage. Our observations indicate unique properties 
of hydridic hydrogen compared to the conventional, positively charged hydrogen. 
The significance of dispersion energy, due to the higher electron density on hy­
dridic hydrogen, and the different interaction strengths and ranges merit further 
exploration. Future studies could also explore the formation of single-electron 
dative bonds where hydrogen serves as an electron donor. 

(iii) Enhancing the collaboration between computational chemistry and atomic force 
microscopy promises to yield insights into p-holes and the tunability of a-holes 
by various substituents. By varying the molecules or anions used to functionalize 
the silver tip, it should be possible to develop a comprehensive benchmark for as­
sessing different types of non-covalent interactions. 

In conclusion, the research shared in this thesis makes a notable impact on the field 
of computational chemistry, especially concerning molecular interactions and chemical 
bonding. The author's work, recognized in esteemed scientific publications, underscores 
the relevance and caliber of the research undertaken. The proposed future directions 
offer a clear guide for forthcoming studies, promising continued progress and innovative 
discoveries in understanding and applying computational chemistry methods to explore 
molecular systems and interactions. 
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Abstract: The complexes formed between carbon allotropes 
(C20, C60 fullerenes, graphene, and single-wall carbon nano-
tubes) and piperidine have been investigated by means of 
computational quantum chemical and experimental IR and 
NMR techniques. Alongside hydrogen bonds, the C—N tetrel 
bond, and lone-pair--ji interactions, the unexpected Af—>C 
dative/covalent bond has been detected solely in complexes of 
fullerenes with piperidine. Non-planarity and five-member 
rings of carbon allotropes represent the key structural prereq­
uisites for the unique formation of a dative N^C bond. The 
results of thermodynamics calculations, molecular dynamics 
simulations, and NMR and FTIR spectroscopy explain the 
specific interactions between C60 and piperidine. The differ­
ences in behavior of individual carbon allotropes in terms of 
dative bonding formation brings a new insight into their 
controllable organic functionalization. 

Introduction 

Buckmisterfullerene Cm (further named as fullerene (FL), 
Scheme 1), a ball-shaped compound, and its derivatives 
represent the class of carbon allotropes which received 
considerable attention due to their applications in bio-
related'1-31 and material-chemistry fields.'4-61 Their unique 
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Scheme 1. Fullerenes C 2 0 and C 6 0 and pip (CsHuN). 

cage structure, buckyball, greatly affects their aromaticity by 
distortion of the Ji-conjugation from planarity leading to 
a decrease of p-orbitals involved in the Ji-bonds and an 
increase of s-orbital contribution in sp2 carbon atoms, 
respectively.'71 In particular, the energy of the lowest unoccu­
pied orbitals (LUMO) decreases and, at the same time, the 
electron affinity of FLs increases. Determination of the 
electron affinity (EA) of C 6 0 has been the subject of several 
experimental investigations'81 and has been approached by 
means of computational studies based on the DFT methods.'91 

The E A value has been estimated as 2.684 eV.'81 

The unusual electronic properties of FLs open the door to 
designing new materials via FL's functionalization. However, 
what goes hand in hand with these excellent opportunities is 
a well-known problem of their solubility,'101 which shows very 
unusual behavior.'111 Frequently observed aggregation of 
FLs,' 1 2 1 originating from the positive values of their E A , 
discussed above,'91 is one of the key drawbacks restricting the 
application potential of FL. 

The behavior of Qo upon solvation, showing an increased 
solubility in aromatic compared to polar liquids, has been the 
subject of several experimental studies.' 1 1 1 3 1 7 1 To explain 
these experimental observations, several theoretical and 
computational studies have been reported,'18-301 aiming to 
resolve the origin of solute-solvent interactions and to find the 
most relevant parameters to correlate the solvent properties 
and their efficiency to dissolve FLs. ' 1 8 - 2 2 1 Despite the strong 
basic character of piperidine (pip, pi£ a = 11.12), which makes 
it an efficient electron donor, the explanation of the solubility 
based purely on the charge transfer is somewhat questionable, 
considering the low solubility of Qo in oxygen-containing 
solvents, alcohols, phenols and ketones.'20 2 2 1 

C 6 0 is well known to form adducts'23-251 with primary and 
secondary amines, including pip. The reaction proceeds in the 
presence of oxygen under both, light and dark conditions, on 
a time-scale of days and with the yields of about 50%. The 
addition starts with an electron transfer C 6 0 followed by 
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radical recombination and the zwitterion formation, which 
stabilizes either by proton transfer to Cm, forming C—H bond, 
or by oxidation and consequent deprotonation and radical 
recombination. 

We have examined the character of the interactions in the 
complexes of pip with QQ (1:1), C 6 0 (1:«) and its fragment 
C3oH2o (1:1), all containing five-member rings, as well as in the 
graphene, modelled with circumcoronene, and graphene 
nanotubes, modelled with C 5 4 H 1 8 and C 2 2 8H 3 8 , respectively, 
although solely containing six-member rings. The calculations 
were performed by the dispersion-corrected-DFT method, 
employing the PBE0-D3' 2 6 1 functional, whose reliability was 
verified on the basis of the comparison with the results 
obtained from pip—pip (pip2) and C20---pip complexes by the 
method of high-accuracy CCSD(T). The interactions are 
described in terms of both interaction and binding free 
energies at 298 K. To provide a more realistic picture of the 
solvation, molecular dynamics simulations were performed 
on C 6 0 in pip droplet containing up to 21 molecules of the 
solvent at 298 K. The experimental results obtained by means 
of FTIR and (H,C)-NMR spectroscopies fully support the 
predicted character of the C^—pip interaction. 

Our results demonstrate the formation of the dative bond 
between the electron donor (secondary amine pip) and the 
electron acceptor (FL), qualitatively different from the 
addition of secondary amines to FLs under light and in the 
presence of oxygen, which occurs through oxidation 
of the previously formed ion pair between FLs and 
secondary amines.'25'27'281 A dative bond represents 
a type of covalent bond, hence the name covalent/ 
dative bond, in which one fragment donates two 
electrons to the bond, unlike the electron sharing 
bond formed from the interactions of one unpaired 
electron of both fragments.'29'301 

We clearly proved that the changes in the 
aromaticity of non-planar carbon allotropes, previ­
ously explained by a smaller overlap of p-orbitals, 
differ for systems that contain five-member rings 
with respect to those constructed purely from six-
member rings.'311 

Results and Discussion 

Interaction Energies 

The character of interactions between the solvent mole­
cules is investigated using pip dimer, the H-bonded complex 
with the N - H - N H-bond length of 2.16 A (in Figure 1). The 
size of the system also allows employing the benchmarking 
DFT method to model the C 6 0 solvation. The interaction 
energies of pip2 dimer calculated using PBE0-D3/def2-
TZVPR MP2 and CCSD(T) methods are given in Table 1. 
The negligible difference between AE and A £ 1 N T R indicates 
only marginal structure changes upon complexations. The 
DFT method provides slightly larger stabilization energies, 
and its comparison with the benchmark CCSD(T) calcula­
tions makes room for discussion, also based on the MP2 
calculations. When the triple-zeta basis sets are used, the DFT 

Angewandte 
International Edition Chemie 

C.NH^H-NqH,, C,„C-NCtH„ C-N 

Figure 1. PBE0-D3/def2-TZVPP optimized geometry of pip2, C 2 0 with 
pip, C 6 0 with pip, and C 6 0 and pip 2 with selected bond lengths between 
fullerene and pip in A (dark blue), hydrogen bond lengths between 
pips (light blue) in A, and AE I N T R(green), and A E (red) in kcalmoT 1 . 

Table 1: Intrinsic interaction energies ( A E I N T R , 
complexes. 

n kcalmol ') of pip 2 and C2 0—pip 

Method CCSD(T) [ A L MP2 DFTW 

N D T D T Q 5 

P'P2 -3 .8 -4 .7 -3 .8 -5 .0 -5 .4 -5 .6 -6 .2 (-6.1 ) [ c l 

C 2 0 - p i p -30.2 -43.2 -29.3 -37.0 -40.1 -41.3 -50.9 (-31.7) w 

[a] cc-pVnZ basis set. [b] def2-TZVPP. [c] Total interaction energy (AE) is given in 
parentheses. 

overestimates the interaction energies by 1.5 and 1.2kcal 
mol - 1 , in comparison with CCSD(T) and MP2 methods, 
respectively. The more flexible cc-pV5Z basis set gives the 
energy difference of 0.6 kcalmol - 1 , thus the DFT interaction 
energies are overestimated by about 10%. As the DFT 
method is known to be less basis-set-dependent, compared to 
the discussed wave-function methods, the error in DFT-
calculated binding energies is not expected to significantly 
exceed the observed 10%, with respect to the CCSD(T) 
results extrapolated to the complete basis set (CBS) limit. The 
fair agreement between the MP2 and CCSD(T) stabilization 
energies which makes the former method suitable for 
benchmarking of Qo systems stabilization energies where 
the CCSD(T) calculations are not computationally feasible. 

The optimized structure and properties of C20—pip com­
plex are displayed in Figure 1 and Table 1. The N—C distance 
in the complex is 1.523 A , only slightly larger than the typical 
values of covalent C~N bonds (the optimized C~N bonds in 
pip are 1.453 A). Notably, the similar type of interaction as 
described in the current paper has been already reported for 
the complex between C 2 0 and N 2 H 2 . [ 3 2 1 Importantly, A £ 1 N T R 
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calculated at the PBE0-D3/def2-TZVPP level is 50.9 kcal 
mol" 1, almost identical to A £ I N T R value of 49.9 kcalmol - 1 

obtained for the N ^ B dative bond in ammonia borane 
(H 3 NBH 3 ) addressed as the prototype dative complex. In 
conclusion, the short intermolecular distance and large 
stabilization energy indicate the formation of a new chemical 
entity with the dative bond between N (pip) and C (C 2 0). 
Several types of dative bonds have been reported previous-
j [29,33-41] 

The difference between the AE and A £ I N T R values of 
about 19 kcal m o l 1 shows a significant structure deformation 
upon complexation. Assuming changes in the MP2 interac­
tion energies with the increasing basis set, the PBE0-D3/def2-
TZVPP approach is expected to provide results of the binding 
energies with an error of about 10%, compared to extrapo­
lated reference CCSD(T) levels. Our results obtained with 
PBE0-D3 functional are in good agreement with those 
calculated for C 2 0 —N 2 H 2 , that is, complex with two C—N 
bonds, employing M06-2X functional and 6-311G(d,p) basis 
set, which gives the interaction energy of —57.8 kcalmol - 1 and 
the bond length of 1.472 A . [ 3 2 ] 

The optimization of C60—pip provides a more complex 
picture with a large variety of local minima, including non-
covalent complexes and the complex with the N ^ C dative 
bond. Their structures, characterized by C—N intermolecular 
distances and intrinsic and total interaction energies obtained 
by the PBE0-D3/def2-TZVPP approach are given in Figure 1 
(Supporting Information, Figure SI) and Table 2. In the 
former complex type pip is attached to C 6 0 via non-covalent 
N H - C and C H - C hydrogen bonds (NH-C and CH-C 
structures, respectively), the C—N tetrel bond'421 (C-N 
structure) with bond lengths of 2.6-2.9 A and the lone-pair 
(N)---JT noncovalent interaction to five-(LP-R5) or six-mem-
bered (LP-R6) structures with bond lengths of about 3.1 A . 
Their A £ I N T R and AE values are within 1.1 kcalmol - 1 

(Table 2). 
Figure 1 displays two optimized complexes, labeled C-N 

and DB, with similar mutual orientations of C 6 0 and pip, 
leading to different orientations of the N (pip) lone pair, with 
respect to the Cm buckyball structure, significant differences 
in intermolecular C—N distances (cf. 2.896 A and 1.606 A for 
C-N and DB, respectively) and A £ I N T R values (see Table 2) of 
—5.2 and —17.2 kcal mol - 1 , respectively. By comparison, the 
interaction energies for the stacked configurations of the 
complex Qo—benzene are in the range of —5.49 to —4.13 kcal 
mor 1 . 1 1 9 1 

The values of the interaction energies in DB deserve 
a detailed discussion, based also on the comparison with non­
covalent complexes and C20—pip. In particular, the negative 
value of the intrinsic interaction energy (AEmTR = —17.2 kcal 
mol - 1) is compensated by an almost identical value of the 

Table 2: The intrinsic interaction energies ( A E I N T R , in kcal mol ') and 
total interaction energies (AE, in kcal mol - 1 ) of C6 0---pip complexes. 

C-N LP-R6 LP-R5 NH-C CH-C DB 

A£INTR j M p 2 j -7.1 -6 .9 -7 .2 -6.3 -6.8 -14.0 
A E I N T R (DFT) -5 .2 -5 .0 -5 .0 -4.5 -4.1 -17.2 
A E (DFT) -5.1 -5 .0 -5 .0 -4.5 -4.1 + 0.2 

deformation energy, leading to slightly repulsive interactions 
of +0.2 kcal mol - 1 . The large deformation energy (cf Ta­
ble S3) is explained by a distortion of C 6 0 in DB, compared to 
the regular buckyball structure of the other non-covalent 
C6o'"pip complexes (see Figure 1), with negligible deforma­
tion energies not larger than 0.05 kcalmol - 1 (Table 2). 

The existence of the N ^ C dative bond in the C6 0-pip 
system was also verified using MP2 (see Table 2). The 
interaction energy in DB with the N ^ C dative bond is 
slightly larger at the DFT level, in agreement with the 
previous observation on the C20—pip. The MP2 method, 
however, predicts A £ I N T R in non-covalent complexes to 
increase by about 2 kcalmol - 1 , which is consistent with the 
well-known overestimation of the dispersion energy at the 
MP2 level. 

Although the N ^ C dative bond was predicted in Qo—pip 
complex, the large deformation energy casts doubt on its 
existence. However, the above-discussed stability is based on 
the gas-phase calculations, and only one pip molecule is 
considered. The description of Qo—pip interactions in pip 
solvent requires calculations of models with more solvent 
molecules and will proceed in two directions: analyses of the 
C 6 0 complex with pip2 and with pip droplet containing up to 21 
pip molecules. 

The complexes of C 6 0 with pip2 investigated in this study 
include binding via a dative bond (T-1, Figure 1) and non-
covalent N—C bonds (T-2, Figure 1). Both, total and intrinsic 
interaction energies (see also Table 3) are calculated with 
respect to pip2, in which pip molecules are labeled as inner 
and outer pip. 

In the case of the T-1 complex, pip subunits bound to Qo 
via the N ^ C dative bond (inner pip), with the bond length of 
1.562 A (cf. 1.606 A in DB), and the N H - C hydrogen bond 
(outer pip), with the bond length of 2.519 A Figure 1 (cf. 
2.557 A in NH-C; Supporting Information, Figure SI). It 
should be noted that the H-bond between the pip subunits in 
C60—pip2 significantly shortens (by 0.39 A) , compared to the 
H-bond in pip2. The intrinsic interaction energy is analyzed in 
terms of partial energies of the inner and outer pip subunits in 
Table 3. Binding of the former is increased by about 
3 kcalmol - 1 and decreased by 1 kcalmol - 1 in the case of the 
outer pip, respectively. The difference between their sum and 
the value of the total intrinsic interaction energy (13 kcal 
mol - 1 , cf. the 2 E p a r t and A £ I N T R values in Table 3) demon­
strates the significant cooperative effect on the binding of the 
two pip subunits. Despite the large value of the deformation 
energy of 24 kcalmol - 1 , the whole complex is stable with the 

Table 3 
mol - 1 ) 

: Total and partial intrinsic interaction ener£ 
for C 6 0—pip 2 complex. 

;ies ( A E I N T R , kcal 

System Fpart AEINTR 

T-1 
T-2 

A£INTR 

(inner p ip) w 

-20.36 
-4.48 

A£INTR 

(outer pip) [ b l 

-3.67 
-3.89 

-24.03 
-8.76 

-36.95 ( 
-9.63 ( -

-13.02) [ c l 

9.26)w 

[a] calculated as the difference between A E I N T R energy of C 6 0— pip 2 and 
A E I N T R of Cm-outer pip. [b] Calculated as the difference between A E I N T R 

energy of C 6 0—pip 2 and A E I N T R of C60--inner pip. [c] The total interaction 
energies (AE in kcalmol - 1 ) are given in parentheses. 
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total interaction energy of —13 kcalmol - 1 , unlike the slightly 
unstable D B 1:1 complex. The larger stability of the T-l can 
be explained by a charge transfer cascade in the sequence 
outer pip —> inner pip —• C 6 0 , which results in a larger charge 
separation, compared to DB. Consequently, the electron 
density at N involved in the N ^ C dative bond increases and 
the bond strengthens. The increased charge transfer is 
reflected in the changes in the NBO populations (Supporting 
Information, Table S4) of the o*(N-H) antibonding orbital, 
calculated as 0.017 in an isolated pip molecule, 0.030 in H -
bonded pip dimer, 0.026 in DB and 0.101 in T- l , respectively. 
The difference between the populations of the two former 
corresponds with the formation of the N(lone pair)—o*(N-H) 
H-bonded pip2 complex ( A £ I N T R = -6.20 kcalmol - 1 , Table 1). 
The large population of the corresponding o*(N-H) in T-
1 evidences a significant charge transfer to C 6 0 accompanying 
the formation of the strong the N ^ C dative bond ( A £ I N T R = 
-20.36 kcalmol 1 , Table 3). 

In T-2, the inner pip interacts with Cm via the C—N tetrel 
bond (relevant to C-N structure) and the outer pip bounds via 
the C - H - C ( Q o ) H-bond. The N - H - N H-bond within the 
pip2 subunit shortens by about 0.08 A , compared to the pip2 

dimer. The strength of the C60—inner pip interactions is 
comparable (within the range of 0.6 kcalmol - 1) to the 
corresponding C—N interaction in the C-N complex (Fig­
ure 1), although the bond distance is significantly, by 0.29 A , 
smaller in C-N. Unlike for T- l , comparable values of 2 E p a r t 

and A £ I N T R indicate almost additive contributions of inner 
and outer pip subsystems to the overall stabilities of T-2; the 
cooperative effects do not account for more than 10% of the 
total A £ I N T R . Further, the deformation energy is significantly 
smaller. 

The above-discussed results on T-structures show impor­
tant differences in the potential energy surface (PES) 
characters of C60—pip2 and C60—pip. In particular, the slightly 
unstable DB complex stabilizes upon the extension with an 
additional H-bonded pip in T- l , which, in contrast to DB, 
becomes more stable than the non-covalent T-2, and corre­
sponds to the global minimum on the C 6 0-pip 2 PES. These 
changes indicate enhanced electron-acceptor properties of 
C 6 0 in the presence of other pip molecules, along with 
a preferential formation of dative bond when C 6 0 dissolves 
in pip. The hydrogen bond enhanced strength of the dative 
bond can be thus regarded as a subclass of noncovalent 
cooperativity.'43'441 The existence of several minima of C 6 0 

complexes, such as those found in C60—pip on PES along 

single-coordinate (C—N), has been reported previously on 
other complexes of C 6 0 . [ 4 5 1 

The calculations on the carbon allotropes with six-
membered rings only do not confirm the existence of 
dative/covalent bond. In this case, only the non-covalent 
complexes are formed (see discussion on FTIR spectra, 
Supporting Information). 

C60—pip2i- The solubility of C 6 0 in pip (modelled with 21 
pip molecules) was investigated using the PBE0-D3/6-31G* 
approach. The performance of the less flexible basis set was 
verified by comparing the interaction energies in smaller 
complexes with C 2 0 and C 6 0 (Supporting Information, Ta­
ble S5). Figure 2a displays the optimized structure of 
C 6 0—pip 2i and the intrinsic interaction energy showing one 
pip interacting via the N ^ C dative bond and the remaining 
pip molecules via non-covalent interactions. The intrinsic 
interaction energies of C60—pip2o with one molecule of pip2 (cf 
T-l complex) being removed, interacting either non-cova-
lently (Figure 2 c) or via the dative bond (Figure 2 b), are 
shown to illustrate their mutual effects on the complex 
stability. The sum of the intrinsic interaction energies of the 
former complex (Figure 2 c) and dative C60—pip complex 
(Figure 2d) is —116.3 kcalmol - 1 , which is by 26 kcalmol - 1 less 
than the interaction energy calculated for the full C6 0—pip2 1 

complex (—142.4 kcalmol - 1), demonstrating a significant syn­
ergy effect of the non-covalent interaction and the N ^ C 
dative bond. In particular, the formation of the dative bond 
increases the electron density of C 6 0 , leading to stronger N— 
H—C and C—H—C hydrogen bonds. Similarly, the sum of the 
intrinsic interaction energy in Figure 2b (—123.4 kcalmol - 1) 
and energies of two missing H-bonds (ca. 12 kcalmol - 1) is 
lower than A £ I N T R of the C 6 0—pip 2i (Figure 2 a) by about 
7 kcalmol - 1 . This difference can be related to the above-
discussed enhancement of the interaction strength of the 
dative bond in the hydrogen bonded pip2. 

More details on the dissolution mechanism were obtained 
with calculations displayed in Figure 3. Different initial 
structures with one, two and three pip molecules attached 
with N ^ C dative bond to Cm and the H-bond to the 
neighboring pip molecule, respectively, were optimized using 
the PBE/6-31G* approach (for justification of the PBE-D3 
approach see the results of thermodynamics terms in the 
Supporting Information, Table S5). The calculations show 
that the most stable arrangement is with two N ^ C dative 
bonds, followed by the complex with one and three N ^ C 
dative bonds, less stable by 11.2 and 22.1 kcalmol - 1 , respec­
tively. It should be noted that the last structure resulted from 

Figure* PBE0-D3/6-31C(d) interaction energies of the complexes C 6 0 - ( C 5 H n n N ) 2 1 (a), C 6 0 - ( C 5 H n n N ) 2 0 (b) with dative bond, Qo- fCsHnN^o (c) 
without dative bond and C 6 0 —Csh^N (d). The geometries of C 6 0 —(CsH^N^o and C 6 0 —CsH^N are extracted from the PBE0-D3/6-31 C(d) optimized 
geometries of C 6 0 - ( C 5 H n n N ) 2 n . 
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Figure^. PBE-D3/6-31G* optimized geometry of C 6 0—pip 2 1 complex. 
Structure a) contains one dative bond, structure b) two and structure 
d) three dative bonds. Optimization of starting structure c) having six 
dative bonds led to structure d) with three dative bonds. Numbers in 
red correspond to relative energies in kcalmoT 1 . 

the optimization of the complex with six dative bonds (see 
Figures 3 c,d), which corresponds to the previously stated 
expectation of the limited ability of Cm to form dative bonds 
with pip. 

The free energy calculations (see the Supporting Infor­
mation for details) support the thermodynamic stability of the 
of C 6o"-pip 2 also at temperature 298 K. 

The dative bond was confirmed also using M D simula­
tions of C 6 0 --(pip)2i performed at 300 K for 0.1 ns. Results are 
shown in the Supporting Information, section 2. 

The FTIR spectra of Q o and its mixture with pip before 
and after the evaporation of some excess amount of unbound 
pip molecules (labeled Q o - P l and Q0 -P2, respectively) are 
shown in Figure 4. The spectrum of the pip alone shows the 
collective band at 1000-1200 cm 1 due to the O N bond and 
skeletal -C-N-C stretches146'471 (Figure 4 a), which is in good 
agreement with the calculated value of 1242 cm1 (intensity 
17 kmmol 1 ) . The bands of the C-N stretch of pip also 
dominate the spectrum obtained after the mixing and grind­
ing of pip with C 6 0 (Figure 4a, spectrum Q o - P l ) . After 
evaporation of excess pip, new bands at 872 cm" 1 and 
988 cm 1 appear in the spectrum (Figure 4 a, spectrum C 6 0 -
P2), assigned in calculations (Supporting Information, Ta­
ble S2c and Figure S4) to symmetric (866 cm"1, 383 kmmol 1 ) 
and asymmetric (994 cm"1, 46 kmmor 1 ) stretches of dative 
N ^ C bond in C 6 0-pip 2 complex. 

The spectra in the frequency region higher than 3000 cm 1 

reflect the changes of N - H stretching vibrations of pip. The 
calculated N - H stretching frequency of the pip (Supporting 
Information, Table S2a) is 3514 cnr 1 with a negligible inten­
sity of 1 km moP 1. Upon the pip2 and pip3 formation, these 
bonds are either involved in hydrogen bonding (NH-bond) or 
remain non-bonded (NH-free). The corresponding band of 
the former is red-shifted to 3401 cm"1, with intensity of 275 
kmmor 1 , in the case of a single H-bond pip2 and to 3306 and 
3340 cm 1 (intensities of 434 and 461 kmmor 1 ) owing to 
a combined more curved later structure bands of the two 
hydrogen bonds in pip3 (Supporting Information, Table S2). 
Both, the red-shift and the increased intensity manifest the 
well-known effect of the hydrogen bond formation. The 
frequencies and intensities of the NH-free bonds do not 
change. Based on these calculations, the band at 3280 cm 1 

visible in the spectra of pip and Q o - P l (Figure 4 b) can be 
assigned to the N - H stretch of the NH-bonds in the pip 
solvent. In the C 6 0 -P2 spectrum, the intensity of the band at 
3280 cm 1 decreases and, at the same time, a new band at 
3444 cm 1 appears (Figure 4 b). The calculations predict 
a strongly shifted (by 300 cnr 1 ) and high-intensity peak 
(2705 cm - 1 , 1534 kmmor 1 ) in the C60--pip2 complex for the 
NH-bond, which is, however, hidden within the C—H vibra-

eoc 900 IOOO 1100 1200 1300 1400 1500 i$oo 2400 2eoo 2800 3000 3200 3400 seoo 
W a v e n u m b e r s (cm'*) W a v e r u m b e r s (cm"') 

Figure 4. FTIR spectra of C 6 0 and its complex with pip (Pip) before evaporation (C60-P1) and after evaporation of some excess amount of unbound 
pip (C60-P2) at two spectral windows for the observation of (a) the C-N stretching and N-H bending vibrations, and (b) the N-H stretching 
vibrations. 
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tional stretching bands (see Figure 4 b). Inspection of the 
calculated vibrational frequencies and intensities of the NH-
free bonds in pip, C^—pip and Cm—pip2 reveal both a red-shift 
and an intensity increase. Based on this and the geometry 
parameters obtained from the T-l optimization (the distance 
between H (outer pip) and C(C 6 0) is 2.5 A , Figure 1), the 
discussed band at 3444 cm"1 in C 6 0-P2 can be linked to the N -
H stretch of the outer pip interacting with C 6 0 via van der 
Waals interactions. It should be noted that the C-H vibrations 
of the pip observed in the frequency region of 2700-3000 cm - 1 

are retained without changes (Figure 4 b). 
The changes observed in the spectral region of 1500-

1600 cm - 1 , relevant to the N-H bending modes, provide 
additional information about the character of C 6 0 interaction 
with pip. The characterization of the peaks due to the N H -
free bending in pip2 and pip3 is similar to that of pip monomer, 
that is, the frequency of 1520 cm - 1 and a low intensity of 
about 7 kmmol" 1 (Supporting Information, Table S2b). The 
formation of hydrogen bonds within the pip cluster (pip2, 
pip3) results in the blue-shift of the bands by about 70 cm"1, 
keeping a negligible intensity (Supporting Information, 
Table S2). In the case of the interaction with C 6 0 , the blue-
shift is smaller (ca. 40 cm"1) but the intensity is increased to 43 
kmmol" 1 (Supporting Information, Table S2). These calcu­
lations provide the bases for the interpretations of the band at 
1540 cm"1, observed solely in the C 6 0-P2 spectrum, to the 
bending mode of the NH-bond of the inner pip in which the N 
atom interacts with the electron acceptor (from formation of 
a dative bond or non-covalent interactions (see below)). 
Therefore, this new band excludes the possibility of the 
complexation via the addition of secondary amines to FL, 
accompanied by oxidation,'25 2 7 2 8 1 since the corresponding 
hydrogen atom is released upon this reaction. 

The FTIR spectra of the mixture of pip with graphene 
(Gr) and single wall nanotubes (NT) are illustrated in the 
Supporting Information, Figures S5 and S6, respectively, in 
the same spectral regions as discussed for the complex with 
C 6 0 . The bands of the starting graphene material at 1272 and 
1575 cm"1 (Supporting Information, Figure S5a, Gr) are 
attributed to two different vibrational modes of conjugated 
aromatic rings in the graphene sheet with defects. Concerning 
the spectral signs linked to the complex formation between 
C 6 0 and pip: 1) the band at about 3500 cm"1 (assigned to 
3444 cm"1 in C 6 0-P2, see above for its interpretation), and 
2) the band at about 1550 cm"1 (assigned to 1540 cm"1 in C 6 0 -
P2, see above for its interpretation) become prominent in the 
spectra of the mixture of pip with Gr or NT. This observation 
is confirmed by computational modelling of the interactions 
of pip2 with circumcoronene, representing Gr surface, and 
a NT fragment (Supporting Information, Figure S6). In both 
cases, the optimization results in a structural arrangement 
similar to that of T-2. 

Importantly, the bands at 872 and 998 cm"1, due to the 
stretching modes of the N—>C dative bond, are missing in 
both spectra, demonstrating the inefficiency of these allo-
tropes to form a dative bond with pip. 

NMR Spectroscopy 

Figure 5 displays the ' H - N M R and " C - N M R spectra of 
pure C 6 0 , pure pip, and their mixtures in deuterated 1,2-
dichlorobenzene. In the aliphatic (pip) region of the proton 
N M R spectrum of the C6 0-pip mixture, the broad signal at 
about 3.4 ppm and narrow signal at about 1.9 ppm correspond 
to hydrogens in alpha- (H2) and beta-(H3) positions with 
respect to nitrogen, respectively. The signal due to hydrogens 
in gamma- position (H4) in the complex is overlapped by the 
very intense peak of free pip. Its chemical shift can be 
obtained from two-dimensional proton-carbon correlation 
experiment (Supporting Information, Figures S8-S14). The 
lack of the signal due to the N H proton can result either from 
its overlap with other signals and/or its severe broadening. 
The chemical shifts of the C—H hydrogens are higher in 
complexes than in free pip, with the differences 0.53 ppm 
(H2), 0.29 ppm (H3) and 0.07 ppm (H4), respectively, in­
dicating their smaller shielding in the complex and thus 
a decrease of electron density upon complexation. The largest 

3) Piperidine H2 

c) C60 

2,5 2.0 
IK (pPfn> 

d) Piperidirte 

e | C6Ü + Piper idine 

f)C60 

4 o 

impurities 

Figures. P a r t o f ' H NMR (top) and , 3 C (bottom) spectra of 1,2-
dichlorobenzene-d4 (550 \iL) solutions ofa.d) pip (20pL), b,e) mixture 
of C 6 0 (14.7 mg) and pip (20 \iL) and c,f) C 6 0 (14.7 mg). The black 
dashed arrows highlight the signals of the C 6 0-pip complex. Full spectra 
(including the aromatic region) and spectra with variable amounts of 
pip are shown in the Supporting Information. 
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difference in chemical shift observed for H2 indicates a direct 
involvement of pip N-atom in the complex formation. 

Similar to H - N M R spectra, two new signals appear in the 
aliphatic part of C-NMR spectra of pip and Qo mixture, 
demonstrating the complex formation. Comparison of the 
differences of chemical shifts of pip C-atoms shows the most 
pronounced shift for C2 (4.1 ppm), in agreement with 
corresponding differences observed in H - N M R spectra. The 
signal corresponding to C3 in the complex is overlapped by 
that of free pip. Furthermore, new signals appear also in the 
C 6 0 region at 140-150 ppm (Supporting Information, Fig­
ure S10). Importantly, no signals are observed in the region of 
70-80 ppm, characteristic for addition (that is, covalent bond 
formation) of secondary amines to C 6 0 . [ 2 5 1 

The spectral characterization, that is, the shape and 
intensity of signals, provides further characterization of the 
complex behavior. The broader signals due to H2 in the C 6 0 -
pip complex as compared to free pip can be explained by 
multiple complex formation (multiple complex structures) 
and their dynamic behavior, that is, Cm—(pip)„<-^C60—(pip)„. 
i + pip equilibria. The multiple signals observed in the spectra 
obtained with variable pip concentration (Supporting Infor­
mation, Figure S10) confirm the presence of multiple complex 
structures, that is, complexes with one or more pip molecules. 
The dynamic behavior of the Qo-pip complex can be deduced 
from variable temperature N M R experiments (Supporting 
Information, Figure S14). Narrowing of the broad signal and 
intensity decrease observed at elevated temperatures indicate 
that the signals correspond to metastable species which satisfy 
the above equilibrium between the complex and its compo­
nents. 

The intensity of the signals of the C6 0-pip complex are 
significantly lower than those of the free components. 
Considering Cm and pip concentrations, the integration of 
the signals in proton N M R spectra can be used to determine 
the complex concentration and to estimate the complexation 
free energy. The estimated value of A G value at 25 °C is 
—0.1 kcalmor 1 , which is in excellent agreement with the 
calculated value for C60---pip2 (Supporting Information, Ta­
ble S5). 

Preconditions for the Formation of a N^C Dative Bond: 
Structural Aspects 

Unusual reactivity of carbon allotropes is related to their 
different structural and electronic properties. Our results 
concerning the formation of the N ^ C dative bond between 
pip and C 2 0 or Qo, constructed either exclusively from the 
five-member rings or from both five- and six-membered rings, 
confirm this explanation. The observed character of the 
binding of pip to carbon nanotubes, which contain solely six-
member rings, raises the question whether the out-of-
planarity deviation is the only prerequisite to alter the 
aromaticity. More detailed analyses of the curvature effect 
were made by calculations performed on carbon allotropes 
with six-member rings modelling nanotubes with different 
diameters, 7 and 15 A (Supporting Information, Figure S7), 
which corresponded to those of C 6 0 and experimentally used 

NT, respectively. The data displayed in the Supporting 
Information show an absence of dative complexes with pip 
and confirm our experimental and computational observa­
tions of the structural requirement, that is, the presence of 
five-member rings to form such complexes. 

To provide an explanation for the different behavior of 
allotropes with and without five-member rings, the calcula­
tions were performed for the C3oH2(,---pip2 complex, in which 
the C 3 oH 2 0 fragment represents the half of the C 6 0 buckyball 
(Figure 6 a). The C 3 0 H 2 0 is the largest C60-fragment, which can 
possibly vary the degree of cage curvature in its equilibrium 
structure. Both, full and partial optimizations of the complex 
were performed. The full optimization of the complex 
resulted in a non-covalent complex (Figure 6 b, C30(opt)) 
characterized by a small A £ I N T R value of —7.56 kcalmor 1 

(Table 4) and relatively large C-N distance of 3.28 A . During 
the optimization procedure, the C 3 0 H 2 0 fragment slightly 
opens and the curvature of the bowl becomes smaller. In the 
partial optimization, the C 3 0 H 2 0 structure was cut from T-
1 and kept frozen (Figure 6 c). The resulting A £ I N T R of 
-18.78 kcalmol"1 (Table 4) and C - N bond distances of 
1.58 A indicate formation of the complex (labeled as Q 0(Qo)) 
with one N ^ C dative bond. The E A values of isolated 
C30(opt) and C 3 0(Qo) fragments (Table 4) significantly differ 
with the more positive E A value for the more curved later 
structure. These values correlate well with aromaticity 
parameters derived from the harmonic oscillator model of 
aromaticity (HOMA). ' 4 8 ' Using this approximation, the 
H O M A index fits into the interval H O M A = 0 for the 
Kekule structure of benzene and H O M A = 1 for aromatic 
benzene. The values of 0.89 and 0.93 for the 5- and 6-member 
ring of C30(opt) show its more aromatic character compared 
to C 3 0(Qo) with the values of 0.69 and 0.85, respectively. 
Importantly, the drop of the aromaticity index is significantly 
larger in the case of the five-member ring (by 0.2) between 
C30(opt) and C 3 0 (C 6 0 ) compared to the lowering by 0.08 for 
the six-member ring. This result indicates more pronounced 
structure effects on the aromaticity in the former and provides 

-7.56 -IB. 78 

Figure 6. PBE0-D3/def2-TZVPP optimized geometries of C 3 0 H 2 0 with 
selected hydrogen bond lengths between pips (light blue) in A, and 
AE I N T R(green) and A E (red) in kcalmor 1 . 

Table4: The interaction energies ( A E I N T R , kcalmol '), electron affinity 
(EA, in eV) and H O M A values of C 3 0H 2o— pip 2 complexes. 

Structures AEINTR EA H O M A 

5-membered ring 6-membered ring 

C 3o(°pt) -7.56 + 0.21 0.887 0.926 

Go(Qo) -18.78 + 0.45 0.693 0.846 
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explanation for surprisingly different reactivity of non-planar 
carbon allotropes, carbon nanotubes, constructed from six-
member rings only. 

Conclusion 

The results of computational modelling and experimental 
IR and N M R studies of the complexes of a secondary amine, 
pip, and various carbon allotropes have been performed to 
provide insight into the unusual behavior of FLs with respect 
to other carbon allotropes. It has been shown that the positive 
electron affinity resulting from non-planarity of carbon 
framework is responsible for the formation of the covalent/ 
dative bond between pip and FL, in particular C 6 0 . Analyses 
of the aromaticity of carbon allotropes revealed that not only 
their non-planarity but also the structural motives present in 
the carbon framework determine the character of the electron 
affinity, along with their ability to form the covalent/dative 
bond. This observation is demonstrated on a different bond­
ing character of pip to C 2 0 and C 6 0 FLs, containing five-
member rings, compared to that of pip to single wall carbon 
nanotubes that were constructed solely from six-member 
rings. The present observations provide information about the 
reactivity-structure relations of carbon allotropes potentially 
useful for their simple and selective covalent functionaliza-
tion applicable to a broad portfolio of nanotechnologies. 
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The combined experimental-computational study has been performed to investigate the complexes formed 

between C70 carbon allotrope and piperidine. The results of FT-IR, H-NMR, and C - N M R measurements, 

together with the calculations based on the DFT approach and molecular dynamics simulations, prove the 

existence of dative/covalent bonding in C 7 0 - • -piperidine complexes. The dative bond forms not only at the 

region of five- and six-membered rings, observed previously with C 6 o. but also at the region formed of six-

membered rings. The structure, i.e., nonplanarity, explains the observed dative bond formation. New findings 

on the character of interaction of secondary amines with C70 bring new aspects for the rational design of 

modified fullerenes and their applications in electrocatalysis, spintronics, and energy storage. 

1. Introduction 
Fullerene, ball-shaped compounds composed of five- and six-
membered rings, their functionalized derivatives, and supra-
molecular assemblies are nowadays widely investigated systems 
for their promising applications in medicine and material 
chemistry (see the most recent reviews in ref. 1-6). Compared 
to the most abundant C6 0, the chemistry of C 7 0 is less known, 
although its adducts' performance, e.g., in the solar cells, 
sometimes appears superior to their C60-analogues.7 Despite 
their similar physical and chemical properties8"11 structural 
differences between C 6 0 and C 7 0 have resulted in frequently 
observed diverse reactivity (see ref. 12 and discussion below). 
Unlike the spherically symmetric C 6 0 possessing Ih symmetry 
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with all carbon atoms equivalent, C 7 0 has a less symmetrical 
structure of D5h with five different types of carbon atoms13 (see 
Scheme 1). A vast number of studies on the addition reactions 
with C7 0, including the addition of secondary amines, under 
various conditions, have been reported,1 4 2 5 showing signifi­
cant regioselectivity owing to differences in reactivity of the 
polar and equatorial regions of the C 7 0 structure. 

High reactivity towards addition reactions stems from a dis­
tortion of the 7i-conjugation from planarity, decreasing p-orbital 
contributions involved to the 71-bonds and increasing s-orbital 
contribution to sp2 carbon atoms, respectively; hence, there is a 
significant decrease of aromaticity character of these spherical 
carbon allotropes and enhanced capability to accept electrons.26 

Besides the widely studied addition reaction mechanism, as 
demonstrated for C 7 0 in the above references, electron-accepting 
properties of fullerenes proved to facilitate also binding of 
nucleophilic agents, such as the secondary amine, piperidine 
[pip], by the N->C dative/covalent bond (further abbreviated as 
N->C bond). As shown in ref. 27, dative bond (DB) complexes can 
coexist with non-covalent complexes of piperidine and cage-
shaped carbon allotropes. Computational studies on pip com­
plexes with C20, formed exclusively by five-member rings, and with 
C60, with five- and six-member rings, demonstrated the stronger 
binding character of the former complexes. The failure to form 
the N->C bond in non-planar carbon allotropes formed exclu­
sively by six-member rings, such as carbon nanotubes with 
different diameters, led to the conclusion that the presence of 
five-membered rings is of crucial importance in binding. 
Such prediction was based on a larger aromaticity decrease in 
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Scheme 1 Illustration of five unequal sites of C 7 0 differentiated by colors. 
The sites considered for piperidine binding are indicated by blue (A-sites), 
red (B-sites), and green (C-sites), respectively. 

five-member rings, which tend to localize double bonds, thus 
preventing 71-electrons from conjugation.28'29 

To further explore the structural requirements to form the N->C 
bond in cage-shaped carbon allotropes, the next most abundant 
C7 0 was considered in the present study employing a combination 
of IR and NMR spectroscopies and computational modeling, 
including interaction and binding free energy calculations and 
molecular dynamics simulations of C70- • (pip)« complexes. The 
calculations consider three carbon-sites (Scheme 1): (i) sites A and B 
located at five- and six-member rings and differing by their 
localization within C 7 0 and (ii) site C located within the structure 
fragments formed solely by six-member rings. The former two sites 
are similar to the carbon site of Cm. To rationalize differences in 
N->C bond strengths, the local electrophilicity index calculations, 
using Fukui functions30'31 were performed. These functions provide 
atom-specific information on the propensity to undergo electro-
philic or nucleophilic attack.32 Recently, Fukui indices were used 
extensively, e.g., for a successful rationalization of favorable and 
competing reactive sites in fullerenes.33-35 

The present results show different stabilities of C70- • (pip)i,2 
complexes depending on the type of carbon site involved in the 
reaction. A stronger dative bond is formed at A- and B-sites, i.e., 
located at five- and six-member rings, while binding to C-site 
formed solely by six-member rings is weaker. The significant 
out-of-plane nonplanarity explained the unexpected formation 
of the dative bond in the latter region. When the entropy is 
considered, only the former sites' complexes remain stable up 
to 300 K. Existence of the N->C bond is confirmed by IR and 
NMR measurements. The presented results confirm the regios-
electivity observed for the addition mechanism and provide 
useful information on structure-specific functionalization. 

2. Methods 
2.1. Calculations 

Calculations were performed using the dispersion-corrected-
DFT method, employing the PBE0-D336'37 functional with 
Becke-Johnson damping (BJ)38 and def2-TZVPP39 basis set, 

PCCP 

whose reliability has been verified in our previous paper.27 

All interactions are described in terms of interaction and 
binding free energies at 298 K; zero-point energies were 
included. The free energy calculations, performed at the 
PBE0-D3/def2-TZVRP level, were calculated using the Gaussian 0940 

program package. The solvent effects were described via the 
COSMO solvation model,41 with the dielectric constant value of 
5.9. The nucleus-independent chemical shift (NICS) calcula­
tions were carried out at wB97XD/def2-TZVP42'43 level, using the 
PBE0-D3 optimized geometries with gauge-invariant atomic 
orbitals (GIAO).44'45 The reliability of this method for the chemical 
shifts' calculations in C 7 0 was investigated previously.46 

The systems' stability is defined by two terms, the intrinsic 
(A£ I N T R ) and total {AE) interaction energies. A £ I N T R is defined 
as a difference between energy of the optimized complex and 
the sum of subsystem energies calculated at the complex 
geometries. AE includes the deformation energies (A£ d e f) 
obtained as a difference of the subsystem energies calculated 
at the complex's optimized geometry and the equilibrium 
geometries of isolated subsystems. 

The MP2 calculations of A l? I N T R have been performed using 
the Psi447 code. 

To obtain a more realistic description of C 7 0 solvation, the 
molecular dynamics (MD) simulations were performed. These 
simulations use the AM1-D semiempirical approach since the 
previously used DFT method is prohibitive due to the system's 
size. We have shown that in terms of stabilization energies and 
the minimum characterization on C50- • (pip)n complexes, this 
approach gives the best agreement with respect to the bench­
mark calculations among other semiempirical methods.27 

The MD simulations have been performed with the AMI 
method implemented in Mopac 201648 using the Cuby4 
framework49 with added D3 5 0 dispersion. The heating of sys­
tems was realized from 0 to 300 K by 3000 steps. MD 0.1 ns 
simulations were carried out at 300 K using the Berendsen 
thermostat.51 Domain-based Local Pair Natural Orbital-
CCSDfT) (DLPNO-CCSD(T))52'53 the single-point calculations 
were performed for the DFT optimized geometries using def2-
SVP basis set. An energy decomposition scheme for the total 
interaction energy within the DLPNO framework, known as 
local energy decomposition (LED),54 was used for detailed 
analyses of the interaction energies. 

2.2. IR spectroscopy 

A paste of C 7 0 (4 mg) and ca. 20 ul of piperidine was mixed in a 
mortar. It was then ground with a pestle for 5 minutes and 
placed with a pipette on the ZnSe crystal of the FTTR instru­
ment. The spectra were collected immediately (C50-P1 sample) 
and after a few minutes (C60-P2 sample) to let pip molecules 
evaporate until the IR signal was enriched with the vibrations 
from the C6 0-pip complex. 

FTTR spectra were recorded on an iS5 FTIR spectrometer 
[Thermo Nicolet) using the Smart Orbit ZnSe ATR accessory. 
The pastes or liquid piperidine were placed on the ZnSe crystal, 
and the spectra were acquired by summing 32 scans with 
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nitrogen gas flow through the accessory. Background spectra 
were collected under identical conditions. 

2.3. NMR spectroscopy 
Solution-state NMR spectra were recorded on Bruker Avance 
600 ^H at 600 MHz, 1 3C at 151 MHz) spectrometer in deuter-
ated 1,2-dichlorobenzene. The spectra were referenced to the 
residual solvent signal (the highest-chemical-shift signals 
at 7.40 ppm for *H and 132.60 ppm for 13C). All chemicals 
were purchased from Sigma-Aldrich and were used without 
further purification. Fullerene C 7 0 (11 mg) was dissolved in 
l,2-dichlorobenzene-d4 (550 uL) with sonication and vigorous 
mixing. After the proton and carbon spectra acquisition, piper-
idine (35 uL) was added, and the proton and carbon spectra of 
the mixture were measured. 

3. Results and discussion 
3.1. Interaction energies 

C70- • pip. Fig. 1 displays the structures of C70- • pip com­
plexes formed at A, B, and C sites of C 7 0 optimized using the 

e] 

Fig. 1 The minima of C 7 0 - • pip: (a) DB and (b) vdW complexes at site A, 
(c) DB and (d) vdW complex at site B, and (e) vdW complexes at site C 
calculated at the PBE0-D3BJ/def2-TZVPP level. The C 7 0 - p i p distances 
are given in Ä (gas phase: dark blue, solvent phase: red). 

Paper 

Table 1 Total DFT interaction energies {AE), deformation energies 
(A£ D e f ) , and intrinsic interaction energies ( A £ I N T R ) calculated at the 
PBE0-D3 and MP2 levels using the def2-TZVPP basis set for DFT and 
cc-pVQZ for MP2. In brackets are dispersion parts of A E I N T R calculated 
from Grimmes DFT-D3 correction. All values are in kcal m o l - 1 

PBE0-D3 

Site AE A £ i n t r AEDE{ A £ I N T R ( M P 2 ) 

C 7 0 - • pip 
vdW complexes A -5.3 -5.3(- -4.9) 0.0 -7.4 

B -5 .2 -5.3(- -4.9) 0.1 -7.3 
C -5.5 -5.5(- -4.9) 0.0 -7.8 

DB complexes A -2 .6 -20.1(--7.8) 17.5 -18.3 
B +1.0 -15.3(--7.9) 16.3 -12.1 

C 7 0 - • -(pip)2 

vdW complexes B -8.8 -10.2(--9.7) 1.4 -13.9 
C -8.8 -9.9(- -9.7) 1.1 -14.3 

DB complexes A -16.0 -40.1(--11.6) 24.0 -40.1 
B -12.2 -35.6(--12.1) 23.4 -34.2 
C -4.4 -29.7(--13.0) 25.4 -31.0 

PBE0-D3/def2-TZVPP approach. The optimization procedure 
located two types of minima, formed by the interaction between 
C(C70) and N(pip): the vdW complexes which interact via C- • N 
tetrel bond55 with the bond lengths of 2.9-3.1 A and the DB 
complexes interacting via N->C bond with bond lengths of 
about 1.6 A. The calculations show that the vdW complex type 
can exist on all (A, B, and C) sites with very similar stabilities of 
5.2-5.5 kcal mol - 1 . In all cases, almost identical values of AE 
and A i? I N T R show negligible deformation energies, less than 
0.1 kcal mol - 1 (see also Table 1 for the deformation energies). 
The results obtained for DB structures provide a less uniform 
picture. The optimization procedures found the stable minima 
at A and B sites, located at the intersection of five- and six-
member rings. Such a complex does not form at the all-benzoid 
C site. Both A i? I N T R values and N->C bond distances indicate 
stronger interaction at the A site. Although the A l? I N T R values 
of localized DB structures are significantly larger than 
their vdW counterparts, large deformation energies make them 
only weakly bound (site A, —2.6 kcal mol - 1) or unstable (site B, 
+1.0 kcal mol - 1). 

C 7 0 - • (pip)2- Binding of (pip)2 provides a different picture of 
both DB and vdW complexes' stabilities. Fig. 2 and Table 1 
display their structures and interaction energies. The inter­
action energies are calculated with respect to (pip)2 in which 
the inner and outer pips bind via N->C bond to C 7 0 and NH 
[inner)- • N (outer) motif, respectively. Contrary to the binding 
of pip monomer, the vdW complexes formed at B and C sites 
only; all attempts to localize vdW minimum at the A site 
resulted in DB structures. For vdW complexes, the calculated 
Ai? I N T R and AE values are almost identical, and the values of 
their deformation energies almost negligible. Interaction ener­
gies and C-N distances reveal stronger interaction in C 7 0 

complexes with pip dimers than their corresponding monomer 
counterparts. Unlike C70- • pip, stable DB complexes with (pip)2 

formed at all carbon sites of C7 0. As in monomer, the A l? I N T R 

values are significantly larger, by 20-25 kcal mol - 1 , for DB. 
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d) e) 
Fig. 2 The minima of C 7 0 - • (p ip t the DB complexes at the A-site (a) and 
B-site (b); the vdW complex at B-site (c), the DB complex at C-site (d), and 
the vdW complex at the C-site (e). The structures are optimized at the 
PBE0-D3BJ/def2-TZVPP level. The distances are given in A (gas phase: 
blue, solvent phase: red). 

Besides, C-N distances in C70- • • (pip)2 and N-H distances 
within (pip)2 shorten by 1.0-1.4 A and by 0.3 A, respectively, 
reflecting the strengthening of both interactions in the com­
plexes. Substantially larger stabilities of DB in C70' • (pip)2 than 
that of C70- • pip, as well as shorter N-C bond lengths (see Fig. 1 
and 2 and Table 1) suggest the stabilization due to cascade 
outer pip -> inner pip -> C 7 0 charge-transfer, which results in 
strengthening of N -> C dative bond. The natural bond orbital 
(NBO) analysis reveals a substantial charge transfer (0.67 e) 
from the pip dimer to C7 0. A similar effect, i.e., the hydrogen 

PCCP 

bond strengthening of the dative bond, was observed in our 
previous studies on the C60- • (pip)« complexes27 and can be 
viewed as a subclass of non-covalent cooperativity.56'57 

The changes in the molecular electrostatic potential of C 7 0 

and pip complexes (see Fig. SI, ESIf) demonstrate different 
characters of the interactions. ESP of isolated C 7 0 forms small, 
slightly positively charged islands located on top of the five-
and six-membered rings. Upon the complexation with a single 
pip, the electron density transfers from pip to C 7 0 resulting in 
significantly negative ESP values on the C 7 0 region opposite to 
the pip binding site. These changes are further pronounced in 
the DB complex with pip dimer. 

An electron-dense C 7 0 can strengthen the host-guest 
complex stability when the ellipsoidal guest C 7 0 forms a 
Saturn-shaped complex with a macrocyclic host molecule.58 

As the CH- • -7i interactions play an important role in these 
host-guest complex types, the DB complex of C 7 0 should be a 
better guest molecule than isolated C7 0. 

From an electrochemical perspective, an efficient charge 
transfer process requires substantial differences in the redox 
properties, in particular, redox potentials (estimated using 
adiabatic electron affinities (AEA)),59 of the isolated C 7 0 and 
DB complex. The calculated AEA of the C 7 0 and C70- • pip are 
2.62 eV and 2.18 eV, respectively, showing decreasing in the 
electron-accepting ability upon complexation with pip. 

The deformation energies of about 25 kcal moP 1 for all sites 
significantly affect DB overall stability, reordering DB and vdW 
relative stabilities at the C site. 

The observed energy balance between the vdW and DB 
complexes of C70- • -pip and C70- • -(pip)2 for different sites reveal 
different potentials for formation, i.e., the increasing probabil­
ity of DB complex formation in the C -> B -> A sequence and 
the opposite trend for vdW complex formation. This phenom­
enon is discussed in paragraph 3.6. 

Calculated DFT-D3 corrections (Table 1) demonstrate the 
role of dispersion interactions in complex stabilities, showing 
their significant contributions in both binding types. In parti­
cular, the dispersion energy dominates the interaction 
energies in the vdW complexes and contributes to the total 
interaction energies of the DB complexes by 30-50%, respec­
tively. We have performed local energy decomposition (LED] 
analysis at the DLPNO-CCSD(T)60'61 level (Table SI, ESIf). 
Stabilizing electrostatic as well as destabilizing exchange-
repulsion energies have a small contribution to the stabili­
zation energy. The DLPNO-CCSD(T) intrinsic energy is in 
reasonable agreement with that calculated at the DFT level. 
Table 1 also lists the results of A l? I N T R calculations obtained at 
the MP2/cc-pVQZ level, showing agreement with PBE0-D3/def2-
TZVPP results in the complexes' relative stabilities. The A £ I N T R 

values do not differ by more than 10% for the majority of 
structures. Significant overstabilization at the MP2 level for 
vdW, which accounts for 40-45%, demonstrates the well-known 
overestimation of the dispersion interactions in the MP2 
method. Nevertheless, the present results and benchmarking 
results with the highly accurate CCSD(T) method performed 
on smaller fullerenes27 justify the reliability of the DFT-based 
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Table 2 Thermodynamic characteristics (in kcal mol , T - 298 K) for the formation of C 7 0 ' 
def2-TZVPP level. The solvent phase results are given in parenthesis 

•pip and C/o- • pip2 complexes calculated at PBE0-D3BJ/ 

Site AE AG AH -TAS 

C 7 0 - • pip 
vdW complexes 

DB complexes 

A 
B 
C 
A 
B 

-5.3 (-
-5.2 (-
-5.5 (-
-2.6 (-

1.0 (-

3.9) 
4.0) 
4.2) 
9.6) 
5.7) 

4.6 (5.5) 
4.2 (5.5) 
3.5 (5.0) 

13.0 (6.3) 
16.3 (10.1) 

-4.0 (-
-3.9 (-
-4.2 (-
-0.3 (-

3.2 (-

2.6) 
2.7) 
2.9) 
7.0) 
3.2) 

8.6 (8.1) 
8.1 (8.2) 
7.7 (7.8) 

13.3 (13.4) 
13.2 (13.3) 

C7o- • -(pip)2 

vdW complexes 

DB complexes 

B 
C 
A 
B 
C 

-8 .8 (-
-8 .8 (-

-16.0 (-
-12.2 (-
-4 .4 (-

6.0) 
7.1) 
19.6) 
15.8) 
5.7) 

4.2 (5.5) 
0.9 (3.2) 
1.8 (-1.8) 
5.6 (1.6) 

12.9 (11.7) 

-8 .1 ( 
-7 .5 ( 

-13.7 ( 
-10.0 ( 
-2 .4 ( 

-5.4) 
-5.7) 
-17.3) 
-13.6) 
-3.7) 

12.3 (10.8) 
8.4 (8.9) 

15.5 (15.5) 
15.6 (15.2) 
15.3 (15.4) 

approach in this case and its use for further studies on 
C70- • (pip)« complexes. 

We quantify the local aromaticities of 5- and 6-membered 
rings of the C70- • pip and C70- • (pip)2 DB complexes by 
NICS(0)zz indexes calculated at the ring centroids62 and com­
pare them with those of the isolated C 7 0 (Fig. S2 and Table S2, 
ESIf). The aromaticity of the 5-membered rings in the polar 
region increases upon complex formation with pip. The 
NICS(0)zz values of the 5-membered rings in the equatorial 
region in DB complexes significantly change and become 
antiaromatic. 

3.2. Binding free energies 

Further insight to the C70- • pip and C70- • (pip)2 complex for­
mation is provided by the calculations of the free energy (AG) at 
298 K, performed at the PBE0-D3/def2-TZVPP level (Table 2). 
Insertion of entropy effects results in positive AG values, which, 
however, does not rule out the existence of the complex in pip 
solvent. The solvent pip molecules can stabilize the complex via 
dative and non-covalent bonds. In the continuum solvent 
model, the C70- • (pip)2 complex at A-site has a negative AG 
value of —1.8 kcal moP 1 (Table 2). Thus, C70- • (pip)2 complex 
with (pip)2 attached to the A-site via dative bond is the most 
likely to be formed and detectable in the experiment. 

3.3. MD simulations 

To provide a more realistic model picture of the complex 
formation in the piperidine solvent, the MD simulations in 
the piperidine droplet (26 solvent molecules) were performed. 
The systems' size prohibits using the DFT approach even with 
the limited 6-31G* basis set. 

Table 3 compares results on the relative stabilities of 
C70- • (pip)i,2 complexes obtained with the PBE0-D3/def2-
TZVPP and MP2/cc-pVQZ and AM1-D methods. The AM1-D 
approach reproduces the AE and A l? I N T R values of vdW com­
plexes with an excellent agreement. Although the interaction 
energies of C70- • (pip)i,2 are overestimated at this level, AM1-D 
still predicts larger stabilities of C70- • (pip)2, with the com-
plexation at C-site being the least probable. 

Two minima, with one or two pip molecules interacting via 
N->C bond (SI and S2, Fig. 3) with A-sites of C7 0, were found. 
Note that the dative bond is formed at A-sites even if the 
optimization procedure started from the structure with N->C 
bond at C-site. The SI structure, with one N->C bond, is by 
10 kcal mol - 1 less stable than the S2 system. 

The molecular dynamics simulations starting from the SI 
and S2 structures and running for 100 000 MD steps (i.e., total 
simulation time 100 ps) at 298 K confirmed the existence of one 
and two N->C bonds complex. During the molecular dynamics 
run, three (SI structure) and four (S2 structure) pip molecules 
escape from the surrounding shell. 

3.4. FT-IR spectra 

Fig. 4 shows the FTTR spectra of C 7 0 and its mixture with 
piperidine solvent after the evaporation of some excess amount 
of unbound piperidine molecules (labeled C70-P1 and C70-P2, 
respectively). For the sake of comparison, the FT-IR spectra of 
C 6 0 with the piperidine solvent (C60-P2 discussed previously 
(ref. 27)) are also included.27 In addition to the collective band 
at 1000-1200 c m - 1 previously assigned to the C-N bond and 
skeletal -C-N-C stretchings63'64 due to unbound piperidine 
molecules, a new band appears at 983 cm - 1 . A similar situation 
was also observed in the C60-P2 spectrum (see also ref. 27). 

Table 3 Comparison of the total interaction energies (AE, kcal m o l - 1 ) and 
intrinsic interaction energies ( A E I N T R ) calculated at the PBE0-D3, MP2, and 
AM1-D methods 

AE AE AE1™ A E 1 N T R A E M T R 

Site (DFT) (AM1-D) (DFT) (MP2) (AM1-D) 

C 7 0 - • pip 
vdW complexes A -5.3 -6 .5 -5.3 -7 .4 -6 .5 

B -5 .2 -6 .7 -5 .3 -7 .3 -6 .7 
C -5 .5 -7 .1 -5 .5 -7 .8 -7 .1 

DB complexes A -2 .6 -9 .8 -20.1 -18.3 -31.1 
B +1.0 -9 .8 -15.3 -12.1 -32.0 

C 7 0 - • -(pip)2 

vdW complexes B -8 .8 -11.3 -10.2 -13.9 -12.3 
C -8 .8 -11.2 -9 .9 -14.3 -12.4 

DB complexes A -16.0 -18.7 -40.1 -40.1 -42.3 
B -12.2 -19.0 -35.6 -34.2 -47.4 
C -4 .4 -6 .1 -29.7 -31.0 -34.6 
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Fig. 3 The mixture of C 7 0 with 26 piperidine molecules with one (SI) and 
two (S2) dative bonds formed in the minima structures (left) obtained in the 
optimization at the AM1-D level. The structures on the right side are after 
0.1 ns MD AM1-D simulation. 

The calculations (see Table S3 and Fig. S3, ESIf) interpret this 
band as a result of the asymmetric stretch (938 crrT1, intensity 
73 km moP1) of the newly formed N->C bond in C70-(pip)2 

complex. Calculated symmetric stretch located at 880 c m - 1 

is also present in the C70-P2 spectrum, similar to the C60-P2 
spectrum. 

PCCP 

The N-H bending vibrations are expected in the spectral 
region of 1500 and 1650 cm - 1 . The spectrum of unbound 
piperidine is consistent with these bands' negligible intensities 
calculated for (pip)2,3 complexes in the previous study.27 Com­
pared to the C50-P2 spectrum, with one clear band at 1540 cmT1 

due to the N-H bending mode of the inner piperidine (with the 
N atom is involved in bond with C 6 0

2 7), two bands at 1540 and 
1630 crrT1 appear in the spectra of C70-P2. Assignment of these 
bands relies on the (pip)2 bound calculations at three different 
structural motifs (A, J3, and C), giving the N-H bending vibra­
tions frequencies at 1565, 1568, and 1535 crrT1 at A-, B-, and 
C-sites, respectively. Besides, few low-intensity peaks of N-H 
bending vibrations appeared in the region of 1613-1624 c m 1 

(Table S3, ESIf). 
The spectral region of 2700-3000 crrT1 and higher than 

3000 c m - 1 correspond to C-H and N-H stretching vibrations, 
respectively. (Fig. 4b). The former bands are retained without 
changes, while an intensity depletion of the later bands upon 
pip evaporation indicates a decreased number of hydrogen 
bonds formed within piperidine molecules. 

3.5. NMR spectroscopy 
Fig. 5 displays the 1 H NMR spectrum of the mixture of C 7 0 and 
pip in 1,2-dichlorobenzene. The spectra of pure C 7 0 and piper­
idine, and the mixture of C 6 0 with pip in the same solvent 
are shown for comparison. In agreement with the previously 
studied C50- • pip system (Fig. 5 and ref. 27), the character 
of the spectrum at the chemical shift of about 3.5 ppm 
also changes in the C70- • pip mixture, however, in a more 
complex manner. Based on the previous study on C60- • pip in 
1,2-dichlorobenzene,27 the observed changes are interpreted by 
forming the N->C bond. A larger number of the new signals 
and lower intensities (Fig. 5) most likely result from the lower 
symmetry of C 7 0 compared to C60, hence a presence of multiple 
complexes. However, the observed experimental results cannot 

700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 
Wavenumbers (cm') 

2100 2600 2800 3000 3200 3400 
Wavenumbers (cm'1) 

3600 

Fig. 4 FT-IR spectra of C 7 0 and its complex with piperidine before evaporation (C 7 0 -P1) and after evaporation of some excess amount of unbound 
piperidine molecules (C 7 0 -P2) at two spectral windows for the observation of (a) the C - N stretching and N - H bending vibrations, and (b) the N - H 
stretching vibrations. The spectra of pure piperidine and its complexes with C 6 0 (C 6 0 -P2) are given for comparison. 2 7 
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provide a conclusive answer to whether the different signals result 
from binding of the inner pip to various sites or from a different 
orientation of the outer pip to C7 0. The calculated 1H-NMR spectra 
show the larger chemical shifts of C-H hydrogens at alpha-(H2) 
positions compared to those in the isolated pip. This observation 
correlates well with the experimental 1H-NMR spectra (Fig. 5). In 
fact, the equatorial hydrogens in the inner pip show the largest 
chemical shifts indicating a direct involvement of pip N in the 
complex compared to the outer pip (Table S4, ESIf). 

The low concentration of the complexes does not allow for 
fast measurement of carbon NMR spectra. However, the pro­
ton-carbon correlation experiment (HSQC, Fig. S4, ESIt) shows 
that the new proton signals are attached to piperidine carbon 
atoms with similar chemical shifts as those in the previously 
studied C60-piperidine complex.27 

Unfortunately, during 1-2 days required to obtained a C-NMR 
spectrum with a good signal-to-noise ratio (Fig. S5, ESIf), new 
signals overlapping with the original signals, observed immedi­
ately after dissolution, appear in proton spectra (see Fig. S6, ESIf). 
These new signals probably correspond to the structures resulting 
after the addition of piperidine to C70. 1 3C spectrum of the 
sample after standing (Fig. S5, ESIf) exhibits signals in the region 
70-80 ppm, which are typical for the products of addition (i.e., 
covalent bond formation) of secondary amines to C6 0.6 5 

3.6. Explanation of different strengths of the N->C dative 
bond at various structural motifs of C 7 0 

The above calculations on the interaction energies in C70- • pip 
complexes forming N->C bond together with previously 
reported results on the character of pip complexes with C2 0, 
C6 0, and CNT structures27 call for further discussion on 

structural prerequisites of carbon allotropes to form the dative 
bond with electron-donating systems, and the secondary 
amines, in particular. The symmetry of C 7 0 with binding 
carbon-sites of different characters, i.e., five different types 
according to their location within the C 7 0 structure, offers a 
sound system for such analysis. Regardless of the thermody­
namic (instability of the dative bond complexes, stable 
C70- • (pip)2 minima with N->C bond exist at all three carbon-
sites (A, B, and C) of C7 0, characterized by A l? I N T R and AE values 
in the range of —29 to —40 kcal mol - 1 and —4 to —16 kcal mol - 1 , 
respectively, i.e., with a similar stabilities as C60-• (pip)2 

DB complexes with A £ I N T R of -36 kcal moP 1 and AE of 
—13 kcal mol - 1 . The failure of CNT to form these complexes 
led to the conclusion that the out-of-plane planarity is an 
essential but insufficient requirement to form dative bonds 
with carbon allotropes due to the still significant aromatic 
character of the six-membered ring. The presence of the five-
membered ring explained the formation of dative bonds due to 
their larger aromaticity decrease upon deviation from planarity.27 

Our results on C70- • -(pip^ reveal the large stability of DB 
complexes formed at sites that contain five- and six-member 
rings (sites A and B). The complex formed on the A-site, located 
close to apexes of the rugby ball with larger out-of-plane 
deviation, is more stable (see Fig. 6 and Scheme 1) than that 
formed on the B-site, located close to the central part of the 
ball. The existence of the dative bond at the C-site containing 
only the six-member rings is surprising and contradicts the 
previously proposed prerequisite to forming the dative bond. 
Fig. 7 explains the observed DB formation at the C-site based 
solely on structural arguments. Comparison of the geometries 
of the pyrene motif cut from CNT, C7 0, and isolated pyrene 
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Fig. 6 Curvature comparison of Isolated-pentagon-rule motif (blue), 
A motif from C 7 0 (green), and B motif from C 7 0 (red) from three different 
views. 

Fig. 7 Comparison of planar pyrene (blue) and pyrene motifs cut from 
carbon nanotube (red) and C-site of C 7 0 (green) viewed from different 
angles. 

shows the trends in structure distortions of the former two 
systems. While the pyrene motif significantly declines from the 
plane in one direction in CNT, it deviates from the plane in 
both directions in the C 7 0 fragment. 

The stability and chemical reactivity of non-planar n-
conjugated systems are described based on the 71-orbital axis 
vector (POAV) analysis.66-68 For this purpose, the systematic 
calculations of pyramidalization angles of the carbon atoms at 
the A, B, and C-sites in C 7 0 are performed, giving the values of 
11.9°, 11.5°, and 8.6°, respectively. The values for planar ben­
zene and C 6 0 are 0° and 11.6°, respectively.66 This analysis 
indicates a larger reactivity of the A-site in C70 than CNT (m,ri), 
with m = 6-10, n = 0, and CNT (m,m) with m = 5-8. This result 
further supports the DB complex formation.68 

Calculations of Fukui indices {ft, see Table S5, ESIf) also 
reveal different potentials of carbon sites for N->C formation. 
Larger values of fk obtained for the A and B sites are in line 
with their larger interaction energies in DB complexes com­
pared to the smaller stability and small ft value calculated for 
the C-site and the inability to form this complex in CNT with 
the negative value offk

+. 
Thus, the above analyses conclude that the N->C bond 

between fullerenes and pip can form at any structural motif 
providing sufficient out-of-plane deviations. 

4. Conclusions 
The present studies on the complexes of the secondary 
amine piperidine and C 7 0 performed using computational 
modeling and experimental IR and NMR spectroscopy prove 
the dative/covalent complex's existence, previously observed for 
other ball-shaped carbon allotropes, and provide additional 
insight into its structural selectivity. Larger out-of-plane 

PCCP 

deviations occurred in both directions of the pyrene fragment 
explain the dative bond formation at the region with six-
membered rings, not observed previously with CNT. The calcu­
lations reveal stronger bonding on carbon sites which partici­
pate in both, five- and six-member rings compared to carbon 
site located in the region consisting solely of six-member rings. 
The calculated free energies suggest that only the complexes 
formed with carbon sites on the poles of the rugby-ball struc­
ture are thermodynamically stable. This study provides pre­
viously unknown information on the interaction of C 7 0 with 
secondary amines, which may be exploited to design fullerene 
derivatives with application in spintronics, (electro)catalysis, 
and energy storage. 
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The stability of covalent dative bond significantly 
increases with increasing solvent polarity 
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It is generally expected that a solvent has only marginal effect on the stability of a covalent 
bond. In this work, we present a combined computational and experimental study showing a 
surprising stabilization of the covalent/dative bond in M e 3 N B H 3 complex with increasing 
solvent polarity. The results show that for a given complex, its stability correlates with the 
strength of the bond. Notably, the trends in calculated changes of binding (free) energies, 
observed with increasing solvent polarity, match the differences in the solvation energies 
(AE S 0 'V) of the complex and isolated fragments. Furthermore, the studies performed on the 
set of the dative complexes, with different atoms involved in the bond, show a linear cor­
relation between the changes of binding free energies and AE S 0 ' V . The observed data indicate 
that the ionic part of the combined ionic-covalent character of the bond is responsible for the 
stabilizing effects of solvents. 
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t is well known that the binding character between the two 
fragments A and D determines the stability of the (A-D) 
complex: the covalent bond (CB) complexes, realized by 

electron-sharing mechanisms, are generally more stable than the 
weaker non-covalent (NC) complexes. The dative bond (DB) 
complexes, also known as the donor-acceptor, coordinate-cova-
lent, semi-polar, charge-transfer complexes, are bound by the 
specific type of a CB in which two electrons shared within the 
bond are provided by one fragment (donor, D) to the other 
(acceptor, A). A solvent further modifies the complex strength. 
While the stabilities of the former CB complex usually do not 
change significandy, the NC complexes are often considerably 
destabilized in the solvent. 

The following equations can rationalize the effect of the 
solvent: 

£stab = E(A — D) — [E(A) + E(D)] (1) 

Es°^ = E(A - D) s o l v - [E(A) s o l v + E(D)solv] (2) 

which describe the binding (stability) energies of the complex in 
the gas phase and solvent, respectively. The relative values of 
stabilization energies of isolated fragments A and D with respect 
to the complex (A-D) decide whether the solvent stabilizes/ 
destabilizes the complex due to the different polarity. These 
values directly correlate with a particular complex's solvation 
energy (E s o l v) in various solvents. For example, the stabilization of 
the ion-pair complexes gradually decreases with increasing sol­
vent polarity1, as the solvation of bare ions is larger than that of 
the neutral complex. Similar destabilization is observed in 
hydrogen-bonded and other NC complexes2. Intuitively, a larger 
solvation of the complex would require a significant charge 
redistribution in the complex as opposed to a smaller solvation of 
the isolated fragments; however, this was not observed in the 
majority of the NC complexes. A specific character of the DBs 
(see below) raises the question of the effect of the solvent on the 
stability of DB complexes. 

The discussion on the DB goes back to Lewis's concept of base 
and acid3 as species that share two electrons of the base to form a 
DB. This was followed by the work of Pauling4, who described the 
DB as a "double bond" with one ionic and one covalent com­
ponent. Further work by Haaland5 proposed a distinction 
between the dative and CB complex with respect to its dissocia­
tion. In the case of the DB complex, the bond breaks hetero-
lytically, yielding neutral, diamagnetic species, while the 
homolytic bond cleavage prevails in the case of the CB complex. 
Haaland discussed the nature of the DB for complexes which 
include main group metals. Further development, primarily done 
by Frenlcing, shows that the DB occurs much more frequendy 
than initially thought in the main-group compounds, and it is a 
common feature of the s/p block atoms 6 - 1 4. Relevant discussions 
on the nature and concept of the DB continue to appear in the 
literature15'16. 

The character of the DB, which combines the covalent and 
ionic character, is described by the wavefunction17'18, 

native {D+ ~ A-) = «Y c o v a l e n t (D — A) + W i o n i c (D+, A-) (3) 

Since a charge transfer from the electron donor to the electron 
acceptor provides a measure of the ionic character, it will be used 
in further discussion. Electron transfer dynamics in the DB 
complexes have been observed experimentally employing spec­
troscopic studies with femtosecond resolution18. The character of 
DB complexes and their stabilities have been addressed in several 
computational studies 1 7 , 1 9" 2 2. 

The unusual behavior of DBs upon the surrounding changes of 
the environment is reflected by the sensibility of the bond dis­
tances when comparing the gas and solid states2 3 - 2 5. They 

sometimes differ by more than 1 A, which contradicts the "nor­
mal" CB where the corresponding change is insignificant19. To 
our knowledge, the solvent effects on DB complex stability and 
the strength of the bond have not yet been discussed. However, 
their understanding, including the DB characterization in various 
solvents, is of great importance, and has led to growing interest in 
this type of bond. As discussed in a recent review (see ref. 6 and 
references therein), the concept of a DB has been addressed in 
connection to new classes of compounds. 

The complex stabilization energy (correlated with the A-D 
bond dissociation energy (De)) and the strength of the A-D 
bond can characterize the stability of the complex. However, as 
discussed below, these properties do not always direcdy 
correlate9'13'26. 

The bond strength evaluation is not a trivial task, as it is not 
experimentally observable for polyatomic molecules. Thus, it can 
be obtained only via the evaluation of other quantities. It has been 
shown in several cases9,27 that neither the bond dissociation 
energy (De), the vibrationally corrected zero-point energy (D0), 
nor the activation energy of the bond-breaking process to frag­
ments A and D (£ a c t ) reflect their bond strength/energy. This is 
due to possible modifications of the electronic states of the 
fragments in the (A-D) and separated A and D states. The widely 
accepted assumption that stronger bonds are shorter than weaker 
ones is not generally correct. 

Moreover, due to the derealization of the normal coordinates, 
traditionally used vibrational analyses do not provide direct 
information on the stretching force constants and fundamental 
frequency of a particular bond, and consequendy, its strength9,27. 
To overcome this problem, Konkoli, Larsson and Cremer 2 8 - 3 1 

transformed the delocalized normal modes into new vibrational 
modes ("adiabatic internal modes"). Alternatively, one can rely 
on the so-called HBI approach32, which is based on introducing a 
non-rigid reference configuration of the molecular atoms which 
essentially follows the respected vibrational motion. This 
approach accounts exacdy for anharmonicity of the motion and 
also allows to account easily for the most important kinematic 
interaction terms. 

The combined ionic-covalent character of the DB indicates that 
the solvent might significandy affect the strength and stability of 
the DB complexes. Recendy, we investigated the DB complexes 
between electron acceptors (C6o, C2o, C 7 0 , cyclo[n] carbons, gra-
phene, and single-wall nanotubes) and electron donors (piper-
idine, piperidine dimer, phosphines) using the tools of 
computational chemistry and several experimental techniques to 
characterize the DBs in terms of the charge transfer and stabili­
zation energy 3 3 - 3 8. The studies are also performed in a solvent, 
providing surprising findings on the solvent effects that motivated 
a thorough survey of this phenomenon. 

The current paper reports on a combined vibrational 
Raman and NMR spectroscopic and computational investigation 
of the solvent effect on the complex stability and bond strength in 
the Me 3 NBH 3 complex, a modification of a prototype covalent 
dative N H 3 - B H 3 complex. The vibrational spectra provide 
information on the character of DBs in terms of vibration fre­
quencies related to DB force constants. In the NMR experiment, 
the indirect spin-spin coupling (/-coupling) is mediated by 
involved electrons. It is thus related to chemical bonding 
(in contrast to direct coupling, which is a through-space 
interaction)39 and is used to discuss the changes in B - N dis­
tances. However, the magnitude of the /-coupling cannot be 
direcdy correlated to the bond strength. The solvent's effect is 
further investigated through computational studies for complexes 
between larger electron acceptors (C 1 8 , C 6 0 and its derivatives, 
and C 7 0 ) and electron donors piperidine (pip) and tris(l-pyrro-
lidinyl)phosphine (P(pyrr)3). 
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Fig. 1 The calculated and observed structural and spectroscopic data of Me3NBH3. a The optimized geometry of M e 3 N B H 3 . The B-N distances (r) 
are given in the gas phase (e = 1) and various solvents, cyclohexane (e = 2.0), carbon disulfide (e = 2.6), chloroform (e = 4.8), o-dichlorobenzene 
(e = 9.9), and water (e = 78.0); b the Raman spectra of M e 3 N B H 3 measured in D 2 0 ; c the relevant part of the Raman spectra ranging 450-1050 c m - 1 in 
various solvents. The PBEO-D3/def2-QZVP calculated harmonic (in blue color) and anharmonic (in red color) frequencies are shown (C: gray, N: blue, 
H: white, B: pink). 

Results and discussion 
M e 3 N B H 3 . Figure la displays the structure of Me 3 NBH 3 with 
the optimized B - N distance obtained in the gas phase (e= 1.0) 
and in various solvents, including cyclohexane (e = 2.0), carbon 
disulfide (e = 2.6), chloroform (e = 4.8), o-dichlorobenzene 
(e = 9.9), and water (e= 78.0). Similar to findings discussed by 
Buhl et al . 4 0 and Jonas et al. 1 9 , the distance gradually shortens 
upon increasing solvent polarity. Notice that MD simulations in 
explicit solvents CHC1 3 and CS 2 (see the SI) fully confirmed 
this finding. 

As stated in ref. 4 0 , the changes in the geometry in the solvent 
influence the chemical shift observed in the NMR spectra. 
However, it is difficult to distinguish these geometry-related 
chemical-shift changes from those caused by the magnetic 
shielding of the solvent molecules. Therefore, we rely on indirect 
NMR coupling rather than chemical shift. Supplementary Figure 1 
displays the NMR spectrum of Me 3 NBH 3 obtained in CD 3 CN; 
the values of indirect one-bond B - N and B - H couplings in 
various solvents with dielectric constants ranging from 2 to 78 are 
presented in Supplementary Table 1. The information obtained 
from the B - H couplings is only indirectiy connected to the 
observed DB. However, the almost linear correlation between the 
measured /(N-B) and /(B-H) values (Supplementary Fig. 1) 
justifies using both data for further discussion. Table 1 displays 
the values of experimental and calculated spin-spin couplings 

related to the B - N bond in selected solvents. The calculations 
underestimate the observed values, with the error in the range of 
0.6-0.9 Hz, with the exception of a more significant error of 
2.4 Hz in water. Despite these differences, both sets of results 
show increased spin-spin coupling with increasing solvent 
polarity. Further calculations show that the Fermi contact 
couplings are the main contributors to the total spin-spin 
couplings, with the same dependence on the solvent polarity 
(Table 1). Both the total spin-spin couplings and Fermi contact 
parts linearly correlate with the calculated bond distances 
obtained in the various solvents (Supplementary Fig. 2). 

Figure lb shows the representative Raman spectrum of 
Me 3 NBH 3 measured in D 2 0 with the two most intensive peaks 
at 698 and 866 c m - 1 , mainly due to B - N and C - N stretching 
vibrations. The relevant part of the Raman spectra in the range 
450-1050 c m - 1 of Me 3 NBH 3 in cyclohexane, benzene, chloro­
form, and water and their assignments are given in Fig. lc, 
Table 2 and Supplementary Table 2. The potential energy 
distribution calculations assign the lower frequency peaks mainly 
to the N-B stretching (65-69%), while the higher frequency peaks 
have small contributions (12-18%) and are primarily due to the 
C - N stretching vibrations (67-75%). The calculations of vibra­
tional spectra within the harmonic approximation overestimate 
the frequencies more significandy for high-frequency peaks 
(by 22-34 cm - 1 ) ; however, they are more consistent than 
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Table 1 The experimental B - N indirect coupling ( 1 J ( B - N ) E X P ) , calculated B - N distance (RB-N)> B - N indirect coupling ( 1 J ( B - N ) C A | C , 
deviation from the experiment in parenthesis) and Fermi contact coupling ( 1 J F C ( B - N ) C A K ) of Me 3 NBH 3 . 

Solvent e 1 J ( B - N ) E X P Hz 1 J ( B - N ) C A | C Hz ' J F C Í B - N ) , ^ HZ R B -N A 
Cyclohexane 2.0 5.3 4.4 (0.9) 4.13 1.623 
Benzene 2.3 6.2 4.6 (0.6) 4.31 1.622 
Acetone 20.5 6.8 5.9 (0.9) 5.69 1.610 
Acetonitrile 35.7 7.1 6.0 (1.1) 5.77 1.609 
Water 78.0 8.5 6.1 (2.4) 5.85 1.608 

The values are calculated at the PBE0/def2-QZVP level. 

Table 2 Observed fundamental frequencies ( f 0 b S ) i harmonic frequencies ( j-harm)/ anharmonic ( f a „ h a r m ) i and scaled anharmonic 
(^anharm) vibrational frequencies calculated using the H B J approach with rigid-bender reduced masses (/<ss) and scaled masses 
(/<ss/1.0465), respectively (frequencies given in cm - 1, the scaling factor 1.0465 chosen to reproduce the experimental B - N 
fundamental frequency pertaining to water). 

Solvent "obs PED i-ha, ânharni (Av) (A^) 
Gas phase 
Cyclohexane 
Benzene 
Chloroform 
Water 

1.0 
2.0 
2.3 
4.8 

78.0 

658 
673 
679 
698 

69 (18) 
69 (19) 
67 (22) 
65 (26) 

670 
684 (26) 
687 (14) 
696 (17) 
706 (8) 

656 
677 (19) 
681 (8) 
696 (17) 
714 (16) 

642 
663 (5) 
666 (-7) 
681 (2) 
698 

0.12854 
0.12843 
0.12840 
0.12827 
0.12817 

The deviation from the experiment (Av) and assignment of B-N stretching with the potential energy distributions, PED% (C-N stretching in parenthesis) of the normal vibrational modes of Me3NBH3 in 
various solvents. The values are calculated at the PBE0-D3/def2-QZVP level 

Fig. 2 The correlation between the observed and calculated properties of Me3NBH3 and the solvent polarity expressed by the dielectric constant e. 
a The observed and calculated an/harmonic frequencies versus e; b the calculated A(AG), A ( A E i n t e r ) , A(A£ i n t r i n ) , A £ 5 o l v versus e; and c the force constant 
and vibration frequency of B-N stretching mode versus e. The values are calculated at the PBEO-D3/def2-QZVP level. 

low-frequency peaks, with errors in the range of 8-26 c m - 1 . Note 
that the effect of anharmonicity is the largest for H 2 0 . In 
addition, we observed a similar decline of calculated harmonic 
frequencies from the experiment, as found in the case of /(B-N) 
values. The dependence of the observed and the calculated 
harmonic and anharmonic frequencies on the solvent polarity is 
illustrated in Fig. 2, showing a gradual blue-shift with increasing 
solvent polarity with the largest changes in the region up to 
£ = 4.8. Both the anharmonic and harmonic calculated frequen­
cies thus provide reliable values in terms of the solvation trends 
and can be used for further discussion. 

Table 3 summarizes the results of the calculated complex 
stabilities of Me 3 NBH 3 in various solvents. Following 
the discussion on the characterization of the bond strength (see 
"Introduction"), we characterized the complex in terms of the 
interaction energy (A£ i n t e r ) , Gibbs free energy (AG) calculated at 
T=298K, and intrinsic energy (A£ i n t r i n ) , which neglects 
deformation energies of the isolated monomers. The results show 
considerable stability of the complex even in the gas phase 
(A£ i n t e r and AG of —41.8 and —24.9 kcal/mol, respectively). The 

solvent further stabilizes the complex with respect to its polarity 
as presented for observed and calculated vibrational frequencies. 
The differences are most significant for the lower polarity solvents 
and become smaller once the solvent polarity reaches £~ 10. 
Table 3 also shows the values of A£ s o l v , i.e., the differences 
between the solvation energies of complexes and isolated 
monomers. Following the discussion in the Introduction, this 
term is expected to provide specific information on the solvent 
polarity effect on the complex stability. Figure 2 illustrates that an 
exact match exists between the changes in the binding free 
energies (A(AG)), intrinsic interaction energies (A(A£ i n t r i n)) and 
changes in solvation energies, (A£ s o l v ) . Thus, the latter can be 
used as a reliable indicator of the solvent effects on the dative-
bond complex stability. Increasing A £ s o l v values can be 
rationalized by the inspection of the wavefunction, which 
is a linear combination of ĉovaknt a n d ^ionk (E<1- 3)- With the 
increasing solvent polarity, the corresponding energy term of 
the covalent contribution changes only negligibly, while that 
of the ionic contributions significandy stabilizes. The values of the 
relative charge transfer (Q r ei, Table 3) and their almost linear 
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Table 3 The interaction energies (AE i n t e r , kcal/mol), thermodynamics characteristics (AG, kcal/mol), differences in the solvation 
energies (A£ s o l v , kcal/mol), intrinsic energies (A£ i n t r i n , kcal/mol), force constants (fcc, mDyne/A), and the relative charge 
transfer (Qrei) of Me3NBH3 in various solvents. 

Solvent E AE i n t e r AE i n t r i n AG AT"1* fc< Q r ei a 

Gas phase 1.0 -41.8 -57.6 -24 .9 0.0 0.941 0.0 
Cyclohexane 2.0 -43.7 -60.1 -26 .8 2.0 0.968 0.019 
Chloroform 4.8 -45 .6 -62.7 -28.7 3.9 0.987 0.032 
O-dichlorobenzene 9.9 -46 .6 -63 .9 -29.7 4.9 0.996 0.038 
Water 78.0 -47.5 -65 .2 -30 .7 5.9 1.006 0.043 

The values are calculated at the PBE0-D3/def2-QZVP level. 
3The values relate to Q in the gas phase (Q = 0.347) 

correlation with A £ s o l v (Supplementary Fig. 3) nicely illustrate the 
solvent's effect on the ionic part of the bond. 

According to the previous discussion, the stability of the 
complex in general does not reflect the strength of the bond 
connecting two fragments. Therefore, it is interesting to 
investigate whether complex stability and strength of the 
connecting bond correlate for this specific case. Importandy for 
this discussion, small changes in the Wiberg bond indexes within 
the whole range of e, with the values of 0.58-0.62, indicate that 
the bond character does not change in investigated solvents. This 
provides arguments to discuss the correlation of the stability of 
DB complexes and the relevant bond strengths in terms (A(AG), 
A(A£ i n t e r)) or A £ s o l v with changes in the intrinsic energies 
(ACAii^trin)) and force constant of the low-frequency vibrations, 
also listed in Table 3. Arguments for the validity of the use of 
(ACAi^tnn)) values are based on the assumption that the low-
frequency vibrations are mainly due to the B - N stretching with 
an almost constant contribution (65-67%, Table 2) to the normal 
mode motion. Figure 2 illustrates the dependences of all these 
characteristics and vibration frequency on the solvent polarity, 
showing almost exact matches in their trends. This observation 
allows us to conclude that there is a direct correlation between 
changes in the strength of the DB and the complex stability due to 
the solvation for a given DB complex. Notably, both values 
correlate with the A £ s o l v value, making it a reliable indicator of 
changes in complex stabilities with changes in solvent polarities. 

Table 4 The thermodynamic characteristics calculated in the 
gas phase (AG g a s , kcal/mol), o-dichlorobenzene (AG„.D C B, 
kcal/mol), their differences A(AG), kcal/mol), and 
differences in the solvation energies (A£ s o l v , kcal/mol) of 
selected dative bond complexes. 

N 

A G g a s AG„.D CB A(AG) AEsolv 

-> B 
H3B-NH3 -19.5 -27.5 8.0 8.4 
H 3 B - N M e 3 -24 .9 -29.7 4.8 4.9 
F3B-NH3 - 9 . 0 -19.1 10.1 11.3 
F 3 B - N M e 3 -13.6 -19.0 5.4 6.0 

C 6 o -P iP2 4.3 0.9 3.4 4.2 
C70-P IP2 1.8 -2 .2 4.0 4.4 
C 1 8...pip 

R 
-1.6 -15.3 13.7 15.5 

—* D 
H 3 B - P M e 3 

-31.8 -36.1 4.3 4.5 

C 6 0 . . .P(pyrr) 3 -0 .7 -5 .2 4.5 6.1 
C6oFi8-P(pyrr)3 

-6.1 -10.1 4.0 5.5 
C 6 0 (CN) 4 . . .P(pyrr)3 - 6 . 0 -9 .3 3.3 4.7 
C 6 0 (CN) 1 8 . . .P(pyrr ) 3 -16.3 -16.5 0.2 0.7 

The N -> B and P -> B complexes are calculated at the PBE0-D3/def2-QZVP, whereas C18 
complex is computed at the 0)B97XD/def2-TZVPP level. The other complexes are calculated at 
the PBE0-D3BJ/def2-TZVPP level. 

Other DB complexes. Table 4 displays the values of AG calcu­
lated in the gas phase and o-dichlorobenzene (e=9.9), A(AG) 
and A £ s o l v values for various DB complexes (see Supplementary 
Fig. 4). They were selected to include different types of the DB 
bond, i.e., N -> B, N -> C, P -> B, and P -> C bonds. The com­
plexes represent a relatively large variation of their structures, 
including smaller systems, such as the prototype DB complex 
H3B-NH3, and large systems, e.g., C 6o(CN) 1 8...P(pyrr) 3. The 
investigated complexes represent a large variety in terms of the 
polarity of their fragments. We thus considered non-polar elec­
tron donors C 6 0 as well as their highly polar modifications 
C 6 0 (CN) 4 , C 6 0 ( C N ) l g and C 6 0 F 1 8 . Regarding their stabilities 
based on Gibbs's free energies, the selection covered unstable 
complexes, e.g., C 6 0 . . .pip2, with AGgas = 4.3kcal/mol up to 
complexes with higher stabilities, e.g., H 3 B-PMe 3 with A G g a s = 
—31.8 kcal/mol. In all cases, the solvent stabilized the complex. 
The values of A £ s o l v provided a very similar picture. The func-
tionalization of the electron donor (NH 3) with the electron-
donating C H 3 group leads to a larger complex stabilization in 
both gas phase and o-DCB. This effect is more pronounced in the 
gas phase. The functionalization of the electron acceptor (BH3) 
with electron-withdrawing F atoms destabilizes the complex in 
both environments. The observed linear relation between A(AG) 
and A £ s o l v of a particular bond type (N -> B, N -> C, P -> C, see 

Supplementary Fig. 5) indicates that for a given DB, the values of 
A £ s o l v follow almost the same trends as A(AG), and thus can 
serve as a direct indicator of the solvent effect on the DB 
complexes. 

In summary, it is generally assumed that the complexes 
decrease their stability in the solvent compared to the gas phase. 
These changes are small in the complexes bound via "normal" 
CBs, while that can be significant in NC complexes. The 
specificity of the DB, which combines covalent and ionic 
characters, connected with a substantial charge transfer character, 
opens the question of the solvent polarity of DB complexes. Our 
calculations in different solvent media show their surprising 
effects on the DB character: 

• All complexes increased their stability in solvent compared 
to the gas phase. Moreover, for the same bond types 
(N -> C, N -> B, P -> B, and P —> C), increasing stabilities 
correlate linearly with the differences in solvation energies 
of the complexes and isolated fragments. 

• The combined experimental and computational studies 
performed for Me 3 NBH 3 show that increasing polarity of 
the solvent correlates not only with the larger complex 
stability, evaluated using interaction energies and Gibb's 
free energies, but also with a stronger DB, evaluated 
through intrinsic energies, vibrational frequencies, and 
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force constant. Furthermore, the relative values of the 
charge transfer correlate with an increasing ionic character 
of the complex in polar solvents connected to a smaller 
N-B separation, which stabilizes the energy corresponding 
to the ionic part of the bond. 

Methods 
Calculations. The structures of the DB complexes were optimized at the DFT-D 
level, employing the PBE0-D3 functional41,42, using the def2-QZVP basis set43 for 
H3NBH3, Me3NBH3, H3NBF3) Me3NBF3 and Me3PBH3 and def2-TZVPP basis set 
for other systems, respectively. The reliability of the DFT-D approach was justified 
by a comparison of binding energies calculated at the CCSD(T)/cc-pVTZ level for 
H3NBH3 and Me3NBH3. All CCSD(T) results of interaction energies were cor­
rected for the basis set superposition error. Gibbs's free energies were calculated at 
the temperature T = 298 K. 

The CCSD(T)/cc-pVTZ and DFT-D binding energies of NH3BH3 equal 33.0 
and 35.3 kcal/mol, respectively, both in good agreement with the previously 
reported benchmark value of 31.6 kcal/mol calculated with the CCSD(F12)(T)/CBS 
approach16. The Tl diagnostic value of 0.008 indicates that the complex is 
predominantly single reference in nature. 

The methyl substitution of nitrogen substantially increases its donor ability, 
increasing binding energy Me3NBH3. The binding energy is 41.9 kcal/mol and 
41.8 kcal/mol at the CCSD(T)/cc-pVTZ and DFT-D/QZVP, respectively, justifying 
the use of the latter approach. Note also that the present DFT-D approximation 
was shown to provide reasonably accurate binding energies and geometries for 
DAT20 dataset containing 20 DB complexes16. 

The total interaction energies are calculated from the fully optimized structures 
of complex and fully optimized isolated monomers using the following equation: 

A F = F , — F* — F* (£\ "-"̂ lnter -̂ complex monomerl monomer2 vV 
The intrinsic interaction energy ( A E i n t r i n ) , calculated as a difference between 

energy of the optimized complex and the sum of the energies of subsystems with 
geometries taken from the optimized complex geometry. 

AEintrin ^complex ^monomerl m̂onomer2 w) 

The solvent effects were included using the continuous model44, in which the specific 
solvent is characterized by its dielectric constant £. The calculations were performed in 
the gas phase (e = 1.0) and various solvents, cyclohexane (e = 2.0), benzene (e = 23), 
carbon disulfide (e = 2.6), chloroform (e = 4.8), 1,2-dichlorobenzene (e = 9.9), and 
water (e = 78.0). The solvation energy (£solv) of the system in a particular solvent is 
calculated as a difference between the energy of the optimized system in that solvent and 
the energy of the same geometry in the gas phase. Molecular dynamics studies with the 
discrete solvent model were performed for selected systems to check for the reliability of 
the continuous solvent model. In particular, the MD simulations were performed for 
Me3NBH3 in vacuo and embedded in a cluster of 49 molecules of chloroform and 49 
molecules of carbon disulfide. 

The bond properties (Wiberg bond indices and charge transfer) were evaluated 
using the NBO analyses45. Although the partial charges used for the charge transfer 
description are not well denned, and their values depend on the method, they can 
be used to obtain relative values in different solvents. 

Vibrational frequencies. The sought vibrational energies associated with the B-N 
stretching motion are obtained by solving the Schrodinger equation for the fol­
lowing vibrational HBJ Hamiltonian32, 

H«m=-^«/J +\{J#»)J. + } + V(s), (6) 

where Js = — ftss(s) is the B-N stretching component of the tensor that is the 
inverse of the 4x4 generalized molecular inertia tensor, \i is the determinant of 
the matrix [fiap] (a, f$ = x, y, z, s; x, y, z being the Cartesian atomic coordinates in 
the molecular-fixed-axis system), and V(s) is the B-N energy minimum path 
potential. As seen in Supplementary Fig. 6, all the atomic coordinates of Me3NBH3 

used in this study as a model system exhibit fairly linear dependence on the 
stretching distortion; for further discussion see SI material. 

Nuclear magnetic resonance (NMR) spectroscopy. NMR is a universal analy­
tical method that provides atomic-level insights into molecular structure. Indirect 
spin-spin coupling (/-coupling) is one of the most important NMR parameters. It 
is tightly related to chemical bonding because it is mediated by electrons (in 
contrast to direct coupling due to a through-space interaction)39. We prepared a 
1 5 N labeled trimethylamine-borane complex and measured indirect one-bond B-N 
and B-H couplings in various solvents with dielectric constants ranging from 2 to 
78 (Supplementary Table 1). Supplementary Figure 1 displays an example spec­
trum measured in acetonitrile. The B-N coupling values clearly increase with the 
increasing polarity of the solvent, while the B-H couplings have the opposite trend. 

Raman spectroscopy. We used Raman spectra to monitor the DB force constants 
of the model compound, as reflected in the vibrational frequencies. The same 
solutions of the trimethylamine-borane complex as for NMR were measured on a 
spectrometer or a microscope, using the 532 nm laser excitation. Some signals were 
too weak or masked by fluorescence. However, in most cases, vibrational bands 
originated to a great extent in the B-N stretching (within -700-1500 cm-1) could 
be extracted; the spectra are exemplified in Supplementary Figs. 7-11. The B-N 
stretching band frequencies exhibited significant solvent dependence; for example, 
the strongest 866 cm - 1 vibration in D20 moved down to 848 cm - 1 in cyclohexane. 

Data availability 
All data resulting from the experimental and computational studies of this work are 
included within this Article and the Supplementary Information. 
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ABSTRACT: A combined computational and experimental study reveals the 
character of the C 6 0 complexes with piperidine formed under different reaction 
conditions. The IR and NMR experiments detect the dative bond complex, which 
according to NMR, is stable in the oxygen-free environment and transforms to 
the adduct complex in the presence of 0 2 . Computational studies on the 
character of reaction channels rationalize the experimental observations. They 
show that the piperidine dimer rather than a single piperidine molecule is 
required for the complex formation. The calculations reveal significant differences 
in the dative bond and adduct complexes' character, suggesting a considerable 
versatility in their electronic properties modulated by the environment. This 
capability offers new application potential in several fields, such as in energy 
storage devices. Addition products 

1. INTRODUCTION 
The amino-functionalization of carbon nanomaterials un­
doubtedly represents one of the most popular modifications 
providing promising systems with applications in several 
fields. The uses of amino-fullerenes in biorelated disci­
plines,2 - 9 optoelectronics,10-13 and catalysis1 4 - 1 6 have already 
been reported, although there are still many to be uncovered. 

The unique structure of fullerenes gives these carbon 
allotropes the capability to modify their electronic properties 
widely. This flexibility, among others, makes fullerenes 
promising candidates for, e.g., battery applications (for review, 
see ref f 7). In this context, the properties of functionalized C 6 0 , 
such as tuning of their redox potentials, directly related to the 
electron affinity, and others, have been the subjects of several 
studies18 2 0 for their potential use as electrode materials in 
batteries.17 As an example, the fullerene's functionalization can 
change its overall charge, ranging from negative carboxyl-C60 to 
neutral ester-C60 and positive piperazine-C60.21 

The addition of amines to C 6 0 fullerene was first reported 
nearly three decades ago.2 2 , 2 3 The resulting products were 
identified as tetraaminofullerene epoxides with a f,4-addition 
pattern. 2 4 - 2 6 The observed reaction yield turned out to be very 
low; however, it increased upon the UV irradiation.2 , 2 8 Lately, 
penta-amino hydroxyl and hexa-amino adducts have also been 
synthesized in dark conditions.29 

It is now generally assumed that the addition starts with the 
formation of a long-lived contact ion pair (IP; [ C 6 0 * -

NHR 2* +]) resulting from the single-electron transfer (SET) 

from amine to C 6 0 . The SET has been experimentally 
identified using the near-infrared (NIR) spectroscopy for 
some tertiary amines-to-fullerene additions" " and secondary 
amines-to-fullerene additions in polar solvents.33 The SET 
process in the amines-to-fullerene addition has also been 
detected in the reaction of amines and C 6 0 / C 7 0 fullerenes 
performed under UV irradiation (photoinduced electron 

c \ 34,35 transfer]. 
Detailed studies on the mechanism of the addition reaction 

of piperidine and other secondary aliphatic amines with C 6 0 

have shown a substantial increase of the reaction yield of the 
addition reaction in the polar dimethyl sulfoxide (DMSO)/ 
chlorobenzene solvent mixture," highlighting a crucial role of 
DMSO to form an IP and subsequent adduct (1,4-
tetraaminofullerene epoxide) upon contact with air. Notably, 
the C 6 0 * - characteristic NIR bands (994 and f 077 nm) have 
not been observed for other mixtures than those containing 
DMSO. 

The above-observed experimental findings, particularly the 
role of DMSO together with the lack or a lower extent of IP 
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Scheme 1. Schematic Diagram Illustrating the Formation of the Addition Products from C 6 0 with Piperidine 

pip 

TS2 a 

vdW a DB a Pdt,,,, a 

Scheme 2. Schematic Diagram Illustrating the Formation of the Addition Products from C 6 0 with Piperidine Dimer 

N H-N 

formation,33 leave the question of the addition mechanism in 
less polar or nonpolar solvents still open. 

We have recently reported on the formation of covalent/ 
dative bonds between C 6 0 and piperidine in the less polar 
solvents, proved by the NMR and IR spectroscopy performed 
in o-dichlorobenzene and pure piperidine, respectively, in 
which the nitrogen lone pair of piperidine donates two 
electrons to electron acceptor C ^ . 3 6 Using the computational 
studies, we have shown that this reaction requires hydrogen-
bonded piperidine dimer binding, promoting the charge 
transfer cascade in the sequence outer pip -* inner pip -» 
C 6 0 . The existence of the dative complex has been confirmed 
by IR and NMR experiments. The dative bond (DB) forms 
practically immediately after putting the reactants together. 

The unique properties of fullerene-based materials make it 
attractive to search for other possible differences in electronic 
properties due to differences in their bonding characters, such 
as in their DB and adduct complexes. For this reason, we 
extend our studies to more detailed calculations of the reaction 
of C 6 0 with piperidine with calculations of the relevant reaction 
channels of C60---pip and C60---(pip)2 complex formations 
under an oxygen-free atmosphere (Schemes 1 and 2, 
respectively) and in the presence of oxygen (Scheme 3 and 
4, respectively). The reaction path in Scheme 3 follows that 
suggested in refs 29 and 33. Contrary to our previous papers 
dealing exclusively with the DB formation, we also consider the 
consecutive addition reaction to form 1,4-substituted full­
erenes. Previous DFT studies 3 7 - 3 9 show that the addition of 
amines most likely proceeds across the (6,6) bonds of C 6 0 

rather than the (5,6) bonds (Figure Si). Our study considers 
both possible adducts formed from the DB complex. The 
electronic properties, in particular, charge distribution and 
electron affinities, for both types of complexes are discussed. 
The calculations are combined with IR and NMR experiments, 
run in dark and light and with or without air, allowing the 
discussion of complex stabilities under different conditions. 
The experiments are performed in solvents significantly less 

polar than DMSO (cf. D e(DMSO) = 46.7 and D e(CS 2) = 2.6 
used in the IR experiment and De(o-dichloro-benzene) = 9.9 
used in the NMR experiment). 

2. RESULTS AND DISCUSSION 
2.1. Calculations. 2.7.7. C60-pip and C60-(pip)2- Figures 

1 and S2 show the potential energy surface (PES) of forming 
the C60—pip complex in the absence of oxygen (Scheme l) and 
the most important geometry parameters of the PES's critical 
points. During the reaction course in the gas phase, piperidine 
binds to C 6 0 via a tetrel bond, leading to the van der Waals 
(vdW) complex (vdW_a), stabilized by 6.7 kcal/mol. The N— 
H bond of piperidine changes only negligibly. The reaction 
then proceeds via transition state TSl_a to the DB_a complex. 
In the former, the piperidine N—H bond remains unchanged, 
and the C—N bond between C 6 0 and piperidine shortens by 
about 0.9 A. The reaction barrier is tiny, and the transition 
states are stable with respect to their isolated subsystems by 1.7 
kcal/mol, which makes the DB_a complex easily accessible. 
The optimization procedure reveals only small changes in the 
complex, particularly, shortening of the C—N bond by about 
0.2 A and a slight deformation of the C 6 0 buckyball structure 
due to a partial sp3 hybridization of the carbon atom involved 
in the dative bond. The stabilization energies of vdW_a and 
DB_a reveal the former's larger thermodynamic stability, 
which indicates that the existence of the DB_a complex is 
unlikely. This picture changes when the solvent is involved in 
the calculations. Although the calculations localized the vdW_a 
complex on the PES, this will not form in the solvent, and the 
reaction will follow directiy to the DB_a complex. Most 
importantly, the DB_a complex's stabilization is significantly 
larger than in the gas phase (by about 7 kcal/mol), which 
results during the N —> C dative bond formation in the 
presence of the piperidine solvent. 

Starting at the DB_a complex, the reaction profiles are very 
similar in the gas phase and solvent and are discussed 
simultaneously. On the basis of the previous experimental and 
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Scheme 3. Schematic Diagram Illustrating the Formation of the Addition Products from C 6 0 with Piperidine in the Presence of 
o 2 

computational findings/ two adducts, Pdt(5 6)_a and TS2(66)_a, were considered. In both cases, the hydrogen of 
Pdt(66)_a, and their relevant transitions states, TS2(56j_a and piperidine binds to the C 6 0 skeleton. Simultaneously, the 
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Scheme 4. Schematic Diagram Illustrating the Formation of the Addition Products from C 6 0 with Piperidine Dimer in the 
Presence of 0 2 

2C 

I to 

•10 

33.5 33.6 

-5 6 
vdW a 

Figure 1. Electronic energy diagram for forming the addition product 
from C 6 0 with piperidine in the gas phase (blue color) and pip solvent 
(red color). 
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Figure 2. Electronic energy diagram for forming the addition product 
from C 6 0 with piperidine dimer in the gas phase (blue color) and pip 
solvent (red color). 

covalent N—H piperidine bond of about 1.02 A changes to a 
noncovalent hydrogen bond of 2.3—2.4 A. The values of 
stabilization and activation energies in both the gas and solvent 
exclude the existence of the complexes with (5,6) binding 
mode. Pdt(66)_a corresponds to the most thermodynamically 
stable structure on the PESs. However, the transition barrier of 

Pdt (6.6). a reaction about 20 kcal/mol calculated for DB_a -
excludes the existence of the latter. 

The extension of the system to C60—(pip)2 (Scheme 2) 
leads to significant modifications in the reaction profile (see 
Figure 2). The vdW complex (vdW_b) forms only in the gas 
phase. Its stability is larger, about 12 kcal/mol, compared to 
C60—pip (7 kcal/mol). Figure S3 shows the most relevant 
geometry parameters, i.e., the C—N distance between the 
piperidine directly bound to C 6 0 (inner pip) and the hydrogen 
bond between the inner and the second (outer pip) molecules. 
From the vdW_b complex, the system reaches the DB_b 
complex via the TSl_b transition state with a negligible 
activation barrier of 0.1 kcal/mol. 

The calculations performed in the solvent localized neither 
vdW_b nor TSl_b structures; instead, the optimization led 

directly to the DB_b complex. This result can be explained by 
a different charge distribution in pip2 in the gas and solvent 
phase (Figure S4). The molecular electrostatic potential 
(MESP) isosurface exhibits a more negative ESP at the N 
atom in pip2 in the solvent medium (—46.8 and —52.7 kcal/ 
mol in the gas and solvent phase, respectively). The DB_b 
complex possesses one dative bond between C 6 0 and pip 
dimer, instead of the DB_b' complex having two direct bonds 
(Figure S5). The former complex is stabilized by (i) the N -» 
C dative bond with the bond length of about 1.57 A and (ii) 
the inner p\p---outer pip hydrogen bond of about 1.75 A, 
leading to the overall stabilization energies of 17.3 and 20.9 
kcal/mol in the gas phase and solvent, respectively. The latter 
value is in good agreement with the result (18.0 kcal/mol) 
obtained with a more accurate SCS-MP2 method. Due to 
similar energy reasons as in the case of C60---pip, only the 
reaction channel leading to Pdt(66j_b is discussed next. In this 
product, the inner p\p---outer pip hydrogen bond breaks, and 
the hydrogen atom of the former binds to C 6 0 and forms a new 
hydrogen bond, of about 2.2 A, with the outer pip. The 
Pdt(66)_b complex stability is 16.6 and 14.8 kcal/mol in the gas 
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phase and solvent, respectively. The SCS-MP2 stabilization 
energy in the solvent of 13.0 kcal/mol agrees with the latter 
DFT-D value. Although this complex stability is only about 2 
kcal/mol larger than for C60---pip, its formation is much more 
likely since the activation reaction for the DB_b -» Pdt(66j_b 
reaction is energetically feasible; i.e., the TS2(66)_b transition 
state is stable by 2.3 kcal/mol (the gas phase) and 5.4 kcal/mol 
(the solvent) with respect to the reactants. However, their 
relative stabilities indicate that the former is thermodynami-
cally favored. Indeed, the equilibrium between them shifts 
toward the DB_b complex (K = 0.00003, AG is approximated 
by AE), thus disfavoring Pdt(66j_b formation. 

2.1.2. C60-pip and C60-(pip)2 in the Presence of 02. 
Scheme 3 displays the whole reaction scenario leading to three 
possible reaction products, Pdtl, Pdt2, and Pdt3, starting with 
a single pip, referred to in the literature (see refs 29 and 33); 
Scheme 4 illustrates the modifications caused by the 
interaction with (pip)2- In the reaction path calculations of 
both C60"-pip (see Figure 3 for PES and Figure S6 for the 

"SI c 
6.ET TS4_c 5 7 

Figure 3. Electronic energy diagram for forming the addition product 
from C 6 0 with pip in the presence of 0 2 in the gas phase (blue color) 
and pip solvent (red color). 

structures) and C60---(pip)2 (see Figure 4 for PES and Figure 
S7 for the structures), the DB complexes (DB_a and DB_b) 
are considered the starting points for subsequent reactions 
with 0 2 . Starting from the C60---pip DB_a complex, 0 2 binds 
via an O—H—N hydrogen bond to piperidine, forming the 
complexl_c, stabilized by 6.4 and 12.5 kcal/mol in the gas 
phase and solvent, respectively. At this point, the hydrogen 
atom from pip transfers to 3 0 2 and forms hydroperoxyl radical, 
which interacts with the nitrogen of piperidine via an N—H 
hydrogen bond of about 1.6 A (complex2_c). This reaction 
proceeds on the triplet potential energy surface. The transition 
barrier (transition state TS3_c) for this reaction is 6.9 and 3.5 
kcal/mol in the gas phase and solvent, respectively, and the 
complex2_c is slightly unstable, by 1.6 and 0.4 kcal/mol in the 
gas phase and solvent, respectively. The spin density plots of 
complex2_c and complex3_c show the distribution of spin in 
C 6 0 and the hydroperoxyl radical (Figure S8). The role of C 6 0 

in the H transfer is apparent from the energy barriers 
calculated in the absence of C 6 0 and presence of 0 2 (Figures 
S9—S12). The corresponding transition barriers for pip 
(Figures 3 and S10) and pip dimer (Figures 4 and S12) 
become smaller in the presence of C 6 0 . The binding of 3 0 2 to 

Figure 4. Electronic energy diagram for the formation of the addition 
product from C 6 0 with piperidine dimer in the presence of 0 2 in the 
gas phase (blue color) and pip solvent (red color). 

the DB_b complex of C60---(pip)2 provides a different energy 
profile. The 0 2 molecule binds with the same motif as in the 
previous case to outer piperidine, resulting in the complexl_d 
with significantly larger stability (19.3 and 23.7 kcal/mol in the 
gas phase and solvent, respectively) than upon binding of a 
single pip. Similar to the reaction scheme found for C6 0"-pip, 
the (NH) hydrogen atom transfers to 3 0 2 and forms 
complex3_c in which the hydroperoxyl radical binds to the 
N atom of outer piperidine. An enhanced electrophilicity of the 
N atom in outer piperidine in the presence of 0 2 explains this 
observation. The calculated local Fukui function value at the N 
atom of pip2 is 0.01 and increases to 0.013 in the pip2—02 

complex (complexl_f). It assists the (NH) hydrogen transfer 
from inner to outer piperidine. 

This reaction proceeds via the transition state TS3_d. Both 
structures, complex3_c and TS3_d, are stable, by 7.8 and 4.5 
kcal/mol in the gas phase and by about 9.4 and 9.3 kcal/mol in 
the solvent, respectively, with respect to the isolated substrates. 

From complex2_c, the formation of l,4-diamino-C60 (Pdtl) 
requires additional pip in Scheme 3, while it binds the outer pip 
to C 6 0 (complex3_c) in Scheme 4. The additional/outer 
piperidine molecule reacts with C 6 0 through SN2" pathway to 
form complex4_c. The reaction path prefers the 1,4-addition 
over the 1,2-addition of two pip to the hexagon systems, 
avoiding the steric hindrance in the complex. The hydro­
peroxyl radical abstracts the hydrogen in complex4_c through 
a transition state, TS4_c, to form diamionofullerene with 
hydrogen peroxide (PdtT--H 20 2). The stabilization of the 
PdtT--H 20 2 excludes the possibility of releasing the hydro­
peroxyl radical over hydrogen peroxide (Figures 3 and 4). The 
formation of l,4-diamino-C60 epoxide (Pdt2) considers the 
same modifications. The highly electrophilic fulvene, Pdtl, 
goes through an epoxidation reaction with hydrogen peroxide. 
Pdt3 is formed from Pdt2 with additional pip. The direct attack 
of pip opens the epoxide ring forming a triamino hydroxyl 
product. In all these cases, the gas phase and the solvent 
calculation results are very similar, giving largely stabilized 
adduct products. 

2.2. FT-IR Spectra. Figure 5 displays the IR spectra of the 
mixture of C 6 0 with piperidine obtained immediately after the 
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Figure 5. FT-IR spectra of the C6 0—piperidine adduct after mixing in carbon disulfide (CS 2 ) for 1 day and after drying some of the solvent and 
possibly unbound piperidine molecules ( C 6 0 p ip/ Id) . Spectra show the regions of (a) the C — N stretching and N — H bending and wagging 
vibrations and (b) the N — H stretching vibrations. The spectra of pure C 6 0 , piperidine, CSj , and the coordination complex of C 6 0 with piperidine 
(C 6 0 -P2 , from ref 36) are given for comparison. 
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Figure 6. 1 3 C N M R spectra of the l,2-dichlorobenzene-<i4 solutions of a mixture of C 6 0 with piperidine. The samples were kept in the dark and 
under (a) ambient and (b) nitrogen atmospheres. 

reaction starts to avoid a long exposure to air (taken from ref 
36, spectrum C 6 0-P2 in Figure 5) and with a one-day delay 
(spectrum C60—pip/Id in Figure 5). The latter lacks both the 
bands previously (ref 36) assigned to bending (Figure Sa) and 
stretching (Figure 5b) N—H vibrations. The loss of hydrogen 
from piperidine's N—H group is also visible from the dramatic 
intensity depletion of the N—H wagging vibration of 
piperidine at ca. 855 cm - 1 (Figure 5a). Furthermore, a new 
band appears slightiy below 3000 cm - 1 (Figure 5b), attributed 
to the new C—H bond on the fullerene's carbon. The strong 
covalent C—N between C 6 0 and piperidine also emerged with 
significant intensity (indicated in Figure 5a) at ca. 1220 cm - 1 . 
The above-described differences between the C 6 0-P2 and C60— 
pip/Id spectra strongly indicate the formation of the addition 
product. The IR spectra displayed in Figure 5a indicate the 
existence of Pdt2 and Pdt3 adduct products. In particular, the 
band at 1125 cm - 1 (Figure 5a) fits well within the typical C—O 
bond vibrations of tertiary alcohols, as in Pdt3; the bands i n 
the region of 1230—1280 cm - 1 correspond to medium-strong 
C—O stretching vibrations of oxirane groups42 formed in Pdt2. 

2.3. NMR Spectroscopy. 2.3.7. C NMR. Figures 6 and S13 
display the C NMR spectra obtained in the nitrogen and 
oxygen atmospheres in dark conditions; the spectra in the light 
conditions are shown in Figure S14. The spectra acquired 

shortly after the sample preparation show, apart from the signal 
of the starting C 6 0 at 143 ppm and of the piperidine signals, a 
low-intense signal at 52 ppm. This signal was previously 
assigned to the C H 2 groups of piperidine in the dative bond 
with C 6 0 . 3 6 

In the nitrogen atmosphere, in both light and dark, the C 6 0 

signal at 143 ppm persists, and no new signals appear during 
the time course of the experiment, i.e., 21 days, showing its 
stability in the oxygen-free environment. On the contrary, the 
signal at 143 ppm completely disappears within 21 days, and 
new signals appear in the aromatic 140—155 ppm region in the 
spectra collected in the ambient atmosphere. Besides, new 
signals appear in the aliphatic regions at 70—82 ppm and close 
to 50 ppm. The latter corresponds to the piperidine fragments 
present in the reaction products. The isolated signal close to 82 
ppm corresponds to an sp3 carbon attached to an OH group, 
i.e., a product with a structure similar to Pdt3 (Figure S13). 
The signals in the region of 70—75 ppm correspond to 
fullerene sp3 carbon atoms attached to piperidine nitrogen 
(found in all products of the reaction) and to sp3 carbon 
atoms, which are involved in a three-membered oxirane ring 
(similarly as in Pdt2). 

In general, all the chemical shifts' ranges of the newly 
appeared signals in the experiment performed in the ambient 
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Figure 7. ' H N M R spectra of the l,2-dichlorobenzene-<i4 solutions of a mixture of C 6 0 with piperidine. The samples were kept in the dark and 
under (a) an ambient atmosphere or (b) a nitrogen atmosphere. 

Table 1. Interaction Energies (in kcal/mol) of C 6 0 with pip and (pip)2 

adduct formation 
vdW TS1 DB 

TS2 Pdt 
C<so-pip -5.6 -3.8 -9.3 +20.0 -12.9 

CI TS3 C2 Pdtl Pdt2 Pdt3 
C^-pip + 0 2 -5.6 -3.8 -9.3 -12.5 3.5 0.4 -22.3 -69.3 -101.0 

TS2 Pdt 
C«0-(pip)2 -20.9 -5.4 -14.8 

CI TS3 C2 Pdtl Pdt2 Pdt3 
COT-(pip)2 + 0 2 

-20.9 -23.7 -9.3 -9.4 -15.7 -62.7 -94.4 

atmosphere are close to those observed for piperidine addition 
to C 6 0 . 

2.3.2. H NMR. The H NMR spectra (Figure 7) acquired 
immediately after the sample preparation in nitrogen and 
ambient atmospheres show a broad low-intense signal at 3.35 
ppm. This signal was previously assigned to the C H 2 groups of 
piperidine in the dative bond with C 6 0

3 and proved the DB 
complex formation at the beginning of the reaction in both 
atmospheres. After 2f days, this signal changes only slightly in 
intensity in the nitrogen. Simultaneously, new signals with very 
low intensity appear in the regions of 3.5 and 5.5 ppm, 
indicating that some reaction occurs. The new signals are likely 
to originate from the interference of the f,2-dichlorobenzene 
solvent, which might react either with traces of water or with 
piperidine. The possible product of these reactions is HC1, the 
presence of which (even traces) shifts the piperidine N H 
signals to higher chemical shifts. 

The spectra of the samples kept in the ambient atmosphere 
give a more complex character, showing new signals at 3.2—4.2 
ppm, which overlap with the original DB signal at 3.35 ppm. 
These new signals are assigned to the products of the addition 
reaction with the covalent bonds between C 6 0 and piperidine. 
The NMR spectra of the samples kept in the light conditions 
are almost identical with those of the samples kept in the dark 
(see Figure S15). 

2.4. Comparison of the Computational and Exper­
imental Results. Table f collects the results of the reaction 
profile calculations given in Figures f—4. Only the results 
performed in pip solvent are presented. Since the previous 
studies on the 5,6 and 6,6 fullerene adducts' relative energies 
(refs 37—39) and our results predict larger stabilities of the 
latter in all calculations, only these are used for the discussion, 
fn our previous studies, we have predicted that the DB 

complex requires the hydrogen-bonded pip dimer to bind to 
C 6 0 . This has been rationalized by the AG gas phase values of 
C6 0--pip (AG = f2.9 kcal/mol and AE = —2.5 kcal/mol; see 
Figure f and ref 36) and of C 6 0--(pip) 2 (AG = —0.2 kcal/mol 
and AE = —17.3 kcal/mol; see Figure 2 and ref 36). The 
current results on the adduct formation support this 
prediction, giving lower energy barriers to the DB -» adduct 
reaction in all investigated cases. Unlike in calculations 
performed for reactions in the presence of oxygen, the relative 
stabilities of DB and adduct Pdt complexes of C60---(pip)2, 
obtained for calculations without 0 2 , predict the former to 
prevail in the reaction system. The larger stability of DB also 
follows from the Gibbs free energy calculations performed in 
the solvent environment, giving the AG values of —2.5 and 
—O.f kcal/mol for the DB and Pdt, respectively. The calculated 
AG values of -43.2 kcal/mol (Pdt2) and -59.3 kcal/mol 
(Pdt3) also support the existence of stable adducts referred to 
in the literature.29,33 

The results of FT-IR and NMR spectral measurements 
provide evidence of the dative bond formed at the very 
beginning of the complexation. Notably, the NMR spectra 
prove this complex's stability in the oxygen-free environment 
within the time course of several weeks. This observation 
agrees with computational predictions on the larger stability 
and, thus, a higher probability of the DB rather than the adduct 
complex existence. 

Both FT-IR and NMR spectra further show that, with some 
time delay (f day according to FT-IR results), the molecular 
oxygen shifts the reaction toward the addition reaction, 
previously investigated by several experimental groups (see 
the fntroduction). New IR bands due to the C—H stretching 
modes slightly below 3000 cm - 1 demonstrate the adduct 
formation. Note that the observed vibrational frequencies 
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nicely agree with the calculated C—H stretching frequencies of 
2908 cm - . The adduct's formation in the air atmosphere is 
also confirmed by the intensive C—N stretching frequency 
observed at 1210 cm - 1 , which is not detected in the DB 
complex. 

Table 2 shows the results of the electronic properties of the 
C 6 0"-(pip) 2 complexes considered in the calculations. Notably, 

Table 2. Properties of C60""(pip)2 Complexes 

electron affinity" charge transfer̂ ' 
gas phase gas phase pip solvent 

vdW 2.014 -0.160 
DB 1.575 -0.633 -0.683 
Pdt(6,6) -0.253 -0.263 
Pdtl 2.121 0.203 0.218 
Pdt2 0.661 0.724 
Pdt3 0.559 0.550 

"In eV. ^Obtained from the N B O analyses. 

although C 6 0*~ has not been identified in low-polar solvents in 
the previous studies (see the Introduction), our results of the 
natural-bond-orbital (NBO) analyses show relatively large 
electron transfer from pip to Cg0 in the DB complex The 
charge transfer in adduct complexes is strikingly different, 
ranging from small pip -» C 6 0 electron transfer in Pdt(6,6) to 
the small transfer in the opposed direction in Pdtl, increasing 
significantly in Pdt2 and Pdt3, respectively. These differences 
are reflected in the ESP maps displayed in Figure S16. 
Importantly, for the redox potential characterizations, also, the 
values of electron affinities of the DB complex and adducts 
differ significantly. A comparison of the electron affinity (EA) 
of the vdW complex and pristine C 6 0 (2.169 eV) gives almost 
an unchanged EA value of Pdtl, while that of DB decreases 
more significantly. These results indicate an extensive 
capability of functionalized C 6 0 to provide systems with 
different characteristics by modifying only the surrounding 
environment. 

3. CONCLUSION 
The computational and experimental IR and NMR studies of 
the C 6 0 complexes with the secondary amine piperidine have 
been performed to investigate their character under different 
reaction conditions. The studies conducted both in the 
oxygen-free environment and in the presence of 0 2 reveal a 
different nature of the resulting products. The experimental 
studies prove that the dative bond complex forms at the 
beginning of the reaction course in all cases and remains stable 
in the oxygen-free atmosphere. On the basis of the kinetic and 
thermodynamic criteria obtained from the calculations, both 
dative bond and adduct formations proceed with pip2 rather 
than a single pip. The probability of DB and adduct existence 
differs for oxygen-free and oxygen atmospheres: in the former, 
the DB complex is more likely, while the calculations in the 
latter predict, in agreement with the previous and current 
experiments, the existence of the adduct products. The 
differences in the calculated electronic properties reflect a 
considerable versatility of C 6 0 , and possibly other fullerenes, to 
modify their properties even by different conditions upon 
binding the same functional group. These observations reveal 
new opportunities for selective and straightforward covalent 

functionalization applicable to attractive fields, such as in 
energy storage (e.g., Li-ion batteries). 

• ASSOCIATED CONTENT 
O Supporting Information 
The Supporting Information is available free of charge at 
https://pubs.acs.org/doi/10.1021/jacs.lc01542. 

DFT results, computational details, and IR and NMR 
spectroscopy (PDF) 

• AUTHOR INFORMATION 
Corresponding Authors 

Pavel Hobza — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic; IT innovations, VSB-Technical University 
of Ostrava, 70800 Ostrava-Poruba, Czech Republic; 

orcid.org/0000-0001-5292-6719; Email: pavel.hobza(S) 
uochb.cas.cz 

Dana Nachtigallová — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic; IT innovations, VSB-Technical University 
of Ostrava, 70800 Ostrava-Poruba, Czech Republic; 
©orcid.org/0000-0002-9588-8625; 
Email: dana.nachtigallova(S>uochb.cas.cz 

Authors 
Rabindranath Lo — Institute of Organic Chemistry and 

Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic; Regional Centre of Advanced Technologies 
and Materials, Czech Advanced Technology and Research 
Institute, Palacký University Olomouc, 77900 Olomouc, 
Czech Republic; ©orcid.org/0000-0002-4436-3618 

Debashree Manna — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic 

Maximilian Lamanec — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic; Department of Physical Chemistry, Palacký 
University Olomouc, 77146 Olomouc, Czech Republic; 
IT innovations, VSB-Technical University of Ostrava, 70800 
Ostrava-Poruba, Czech Republic 

Weizhou Wang — College of Chemistry and Chemical 
Engineering and Henan Key Laboratory of Function-Oriented 
Porous Materials, Luoyang Normal University, Luoyang 
471934, China; orcid.org/0000-0002-4309-9077 

Aristides Bakandritsos — Regional Centre of Advanced 
Technologies and Materials, Czech Advanced Technology and 
Research Institute, Palacký University Olomouc, 77900 
Olomouc, Czech Republic; Nanotechnology Centre, Centre of 
Energy and Environmental Technologies, VSB-Technical 
University of Ostrava, 70800 Ostrava-Poruba, Czech 
Republic; orcid.org/0000-0003-4411-9348 

Martin Dračínský — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic 

Radek Zbořil — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 16000 Prague, 
Czech Republic; Regional Centre of Advanced Technologies 
and Materials, Czech Advanced Technology and Research 
Institute, Palacký University Olomouc, 77900 Olomouc, 
Czech Republic; Nanotechnology Centre, Centre of Energy 
and Environmental Technologies, VSB-Technical University 

10937 https://doi.org/10.1021/jacs.lc01542 J. Am. Chem. Soc. 2021, 143, 10930-10939 

http://pubs.acs.org/JACS
https://pubs.acs.org/doi/10.1021/jacs.lc01542
http://orcid.org/0000-0001-5292-6719
http://uochb.cas.cz
http://�orcid.org/0000-0002-9588-8625
http://uochb.cas.cz
http://�orcid.org/0000-0002-4436-3618
http://orcid.org/0000-0002-4309-9077
http://orcid.org/0000-0003-441
https://doi.org/10.1021/jacs.lc01542


Journal of the American Chemical Society pubs.acs.org/JACS Article 

of Ostrava, 70800 Ostrava-Poruba, Czech Republic; 
© orcid.org/0000-0002-3147-2196 

Complete contact information is available at: 
https://pubs.acs.org/10.1021 /jacs. 1 cO 1542 

Author Contributions 
"R.L. , D.M., and M.L. contributed equally and are co-first 
authors. 
Notes 
The authors declare no competing financial interest. 

• ACKNOWLEDGMENTS 
This work was supported by the Czech Science Foundation, 
the project 19-27454X (P.H., D.N., R.Z.) and the project 20-
01472S (M.D.); by Palacký University, the Internal grant 
association, the project IGA_PrF_2021_031 (M.L.); by the 
ERDF/ESF project "Nano4Future" (No. CZ.02.1.01/0.0/0.0/ 
16_019/0000754) (R.L., A.B.). W.W. gratefully acknowledges 
the National Science Foundation of China (21773104) for 
funding. We thank Tomáš Stekly for contributing to the 
sample preparation and the collection of IR spectra. 

• REFERENCES 
(1) Garrido, M . ; Gualandi, L. ; D i Noja, S.; Filippini, G.; Bosi, S.; 

Prato, M . Synthesis and Applications of Amino-Functionalized 
Carbon Nano-materials. Chem. Commun. 2020, 56 (84), 12698— 
12716. 
(2) Maeda-Mamiya, R.; Noir i , E.; Isobe, H . ; Nakanishi, W.; 

Okamoto, K. ; Do i , K. ; Sugaya, T.; Izumi, T.; Homma, T.; 
Nakamura, E. In Vivo Gene Delivery by Cationic Tetraamino 
Fullerene. Proc. Natl. Acad. Sci. U. S. A 2010, 107 (12), 5339-5344. 

(3) Nakamura, E.; Isobe, H . In Vitro and in Vivo Gene Delivery with 
Tailor-Designed Aminofullerenes. Chem. Rec. 2010, 10 (5), 260—270. 

(4) Pantarotto, D. ; Bianco, A. ; Pellarini, F.; Tossi, A. ; Giangaspero, 
A ; Zelezetsky, I.; Briand, J. P.; Prato, M . Solid-Phase Synthesis of 
Fullerene-Peptides. /. Am. Chem. Soc. 2002, 124 (42), 12543-12549. 

(5) Bosi, S.; Feruglio, L. ; Da Ros, T.; Spalluto, G.; Gregoretti, B.; 
Terdoslavich, M . ; Decorti, G.; Passamonti, S.; Moro, S.; Prato, M . 
Hemolytic Effects of Water-Soluble Fullerene Derivatives. /. Med. 
Chem. 2004, 47 (27), 6711-6715. 
(6) Friedman, S. H . ; DeCamp, D . L. ; Kenyon, G. L. ; Sijbesma, R. P.; 

Srdanov, G.; Wudl, F. Inhibition of the HIV-1 Protease by Fullerene 
Derivatives: Model Building Studies and Experimental Verification. /. 
Am. Chem. Soc. 1993, JJ5 (15), 6506-6509. 

(7) Pastorin, G.; Marchesan, S.; Hoebeke, J.; Da Ros, T.; Ehret-
Sabatier, L. ; Briand, J. P.; Prato, M . ; Bianco, A . Design and Activity of 
Cationic Fullerene Derivatives as Inhibitors of Acetylcholinesterase. 
Org. Biomol. Chem. 2006, 4 (13), 2556-2562. 
(8) Nakamura, E.; Isobe, H . ; Tomita, N ; Sawamura, M . ; Jinno, S.; 

Okayama, H . Functionalized Fullerene as an Artificial Vector for 
Transfection. Angew. Chem., Int. Ed. 2000, 39 (23), 4254-4257. 

(9) Klumpp, C ; Lacerda, L. ; Chaloin, O.; Da Ros, T.; Kostarelos, K.; 
Prato, M . ; Bianco, A . Multifunctionalised Cationic Fullerene Adducts 
for Gene Transfer: Design, Synthesis and D N A Complexation. Chem. 
Commun. 2007, No . 36, 3762-3764. 
(10) Jariwala, D.; Sangwan, V . K.; Lauhon, L . J.; Marks, T. J.; 

Hersam, M . C. Carbon Nanomaterials for Electronics, Optoelec­
tronics, Photovoltaics, and Sensing. Chem. Soc. Rev. 2013, 42 (7), 
2824-2860. 

(11) Collavini, S.; Delgado, J . L . Fullerenes: The Stars of 
Photovoltaics. Sustainable Energy and Fuels. 2018, 2, 2480—2493. 

(12) Fernandez, G ; Sanchez, L . ; Veldman, D. ; Wienk, M . M . ; 
Atienza, C ; Guldi, D . M . ; Janssen, R. A . J.; Martin, N . Tetrafullerene 
Conjugates for All-Organic Photovoltaics. /. Org. Chem. 2008, 73 (8), 
3189-3196. 

(13) Mateo-Alonso, A. ; Ehli, C ; Rahman, G. M . A. ; Guldi, D . M . ; 
Fioravanti, G.; Marcaccio, M . ; Paolucci, F.; Prato, M . Tuning Electron 
Transfer through Translational Motion in Molecular Shuttles. Angew. 
Chem., Int. Ed. 2007, 46 (19), 3521-3525. 

(14) Campisciano, V . ; Gruttadauria, M . ; Giacalone, F. Modified 
Nanocarbons for Catalysis. ChemCatChem 2019, i i ( l ) , 90—133. 

(15) López-Andarias, J.; Frontera, A . ; Matile, S. Anion-H" Catalysis on 
Fullerenes. /. Am. Chem. Soc. 2017, J39 (38), 13296-13299. 

(16) Rosso, C ; Emma, M . G.; Martinelli, A. ; Lombardo, M . ; 
Quintavalla, A. ; Trombini, C ; Syrgiannis, Z.; Prato, M . A Recyclable 
Chiral 2-(Triphenylmethyl) Pyrrolidine Organocatalyst Anchored to 
[60] Fullerene. Adv. Synth. Catal. 2019, 36J (12), 2936-2944. 
(17) Jiang, Z.; Zhao, Y. ; Lu , X. ; Xie, J. Fullerenes for Rechargeable 

Battery Applications: Recent Developments and Future Perspectives. 
/. Energy Chem. 2021, 55, 70-79. 

(18) Sood, P.; Kim, K C ; Jang, S. S. Electrochemical and Electronic 
Properties of Nitrogen Doped Fullerene and Its Derivatives for 
Lithium-Ion Battery Applications. / . Energy Chem. 2018, 27 (2), 528— 
534. 

(19) Teprovich, J. A. ; Weeks, J . A . ; Ward, P. A. ; Tinkey, S. C ; 
Huang, C ; Zhou, J.; Zidan, R.; Jena, P. Hydrogenated C 6 0 as High-
Capacity Stable Anode Materials for L i Ion Batteries. ACS Appl. 
Energy Mater. 2019, 2 (9), 6453-6460. 

(20) Jiang, Z.; Zeng, Z.; Yang, C ; Han, Z.; Hu, W.; Lu , J.; Xie, J. 
Nitrofullerene, a C 6 0-Based Bifunctional Additive with Smoothing and 
Protecting Effects for Stable Lithium Metal Anode. Nano Lett. 2019, 
19 (12), 8780-8786. 

(21) Shan, C ; Yen, H . J.; Wu, K ; Lin , Q.; Zhou, M . ; Guo, X. ; Wu, 
D.; Zhang, H . ; Wu, G.; Wang, H . L . Functionalized Fullerenes for 
Highly Efficient Lithium Ion Storage: Structure-Property-Perform­
ance Correlation with Energy Implications. Nano Energy 2017, 40, 
327-335. 

(22) Hirsch, A. ; L i , Q.; Wudl, F. Globe-trotting Hydrogens on the 
Surface of the Fullerene Compound C 6 0 H 6 ( N ( C H 2 C H 2 ) 2 O ) 6 . Angew. 
Chem., Int. Ed. Engl. 1991, 30 (10), 1309-1310. 

(23) Wudl, F.; Hirsch, A. ; Khemani, K. C ; Suzuki, T.; Allemand, P.-
M . ; Koch, A ; Eckert, H . ; Srdanov, G.; Webb, H . M . Survey of 
Chemical Reactivity of C 6 0 , Electrophile and Dieno—Polarophile Par 
Excellence. In Fullerenes; American Chemical Society, 1992; pp 161— 
175. 
(24) Schick, G.; Kampe, K. D.; Hirsch, A . Reaction of [60]Fullerene 

with Morpholine and Piperidine: Preferred 1,4-Additions and 
Fullerene Dimer Formation. /. Chem. Soc, Chem. Commun. 1995, 
No. 19, 2023-2024. 

(25) Hirsch, A . Addition Reactions of Buckminsterfúllerene (C60). 
Synthesis 1995, J 995, 895-913. 

(26) Kampe, K - D . ; Egger, N ; Vogel, M . Diamino and Tetraamino 
Derivatives of Buckminsterfúllerene C 6 0 . Angew. Chem., Int. Ed. Engl. 
1993, 32 (8), 1174-1176. 
(27) Isobe, H . ; Ohbayashi, A ; Sawamura, M . ; Nakamura, E. A Cage 

with Fullerene End Caps. /. Am. Chem. Soc. 2000, 122, 2669-2670. 
(28) Isobe, H . ; Tomita, N ; Nakamura, E. One-Step Multiple 

Addition of Amine to [60]Fullerene. Synthesis of Tetra(Amino)-
Fullerene Epoxide under Photochemical Aerobic Conditions. Org. 
Lett. 2000, 2 (23), 3663-3665. 

(29) L i , Y. ; Gan, L . Selective Addition of Secondary Amines to C 6 0 : 
Formation of Pentaand Hexaamino[60]Fullerenes. /. Org. Chem. 
2014, 79 (18), 8912-8916. 

(30) Skiebe, A ; Hirsch, A ; Klos, H ; Gotschy, B. [ D B U ] C 6 0 . Spin 
Pairing in a Fullerene Salt. Chem. Phys. Lett. 1994, 220 (1-2) , 138-
140. 
(31) Klos, H . ; Rystau, I.; Schütz, W.; Gotschy, B.; Skiebe, A ; Hirsch, 

A. Doping of C 6 0 with Tertiary Amines: T D A E , D B U , D B N . A 
Comparative Study. Chem. Phys. Lett. 1994, 224 (3-4) , 333-337. 

(32) Fujitsuka, M . ; Luo, C ; Ito, O. Electron-Transfer Reactions 
between Fullerenes ( C 6 0 and C 7 0 ) and Tetrakis(Dimethylamino)-
Ethylene in the Ground and Excited States./. Phys. Chem. B 1999, i03 
(3), 445-449. 

10938 https://doi.org/10.1021/jacs.lc01542 J. Am. Chem. Soc. 2021, 143, 10930-10939 

http://pubs.acs.org/JACS
http://orcid.org/0000-0002-3147-2196
https://pubs.acs.org/
https://doi.org/10.1021/jacs.lc01542


Journal of the American Chemical Society pubs.acs.org/JACS Article 

(33) Isobe, H . ; Tanaka, T.; Nakanishi, W.; Lemiegre, L. ; Nakamura, 
E. Regioselective Oxygenative Tetraamination of [60] Fullerene. 
Fullerene-Mediated Reduction of Molecular Oxygen by Amine via 
Ground State Single Electron Transfer in Dimethyl Sulfoxide. / . Org 
Chem. 2005, 70 (12), 4826-4832. 
(34) Sun, Y.-P.; Ma , B.; Bunker, C. E. Photoinduced Intramolecular 

n—it* Electron Transfer in Aminofullerene Derivatives. / . Phys. Chem. 
A 1998, 102 (39), 7580-7590. 

(35) Wang, N . X . Photochemical Addition Reactions of [60]-
Fullerene with 1,2-Ethylenediamine and Piperazine. Tetrahedron 
2002, 58 (12), 2377-2380. 

(36) Lamanec, M . ; Lo, R.; Nachtigallova, D. ; Bakandritsos, A.; 
Mohammadi, E.; Dracinsky, M . ; Zbofil, R ; Hobza, P.; Wang, W. The 
Existence of a N—>C Dative Bond in the C 6 0—Piperidine Complex. 
Angew. Chem., Int. Ed. 2021, 60, 1942-1950. 

(37) Basiuk, E. V. ; Basiuk, V . A. ; Shabel'nikov, V . P.; Golovatyi, V . 
G.; Ocotlan Flores, J.; Saniger, J . M . Reaction of Silica-Supported 
Fullerene C 6 0 with Nonylamine Vapor. Carbon 2003, 41 (12), 2339— 
2346. 

(38) Ramirez-Calera, I. J.; Meza-Laguna, V . ; Gromovoy, T. Y.; 
Chavez-Uribe, M . I.; Basiuk, V . A . ; Basiuk, E. V . Solvent-Free 
Functionalization of Fullerene C 6 0 and Pristine Multi-Walled Carbon 
Nanotubes with Aromatic Amines. Appl. Surf. Sci. 2015, 328, 45—62. 

(39) Thong, N . M . ; Vo , Q. V. ; Le Huyen, T.; Van Bay, M . ; Dung, N . 
N . ; Thu Thao, P. T.; Nam, P. C. Functionalization and Antioxidant 
Activity of Polyaniline-Fullerene Hybrid Nanomaterials: A Theoreti­
cal Investigation. RSC Adv. 2020, 10 (25), 14595-14605. 

(40) The Handbook of Infrared and Raman Characteristic Frequencies 
of Organic Molecules; Elsevier Inc., 1991; https://www.sciencedirect. 
com/book/9780124511606/the-handbook-of-infrared-and-raman-
characteristic-frequencies-of-organic-molecules (accessed Jan 14, 
2021). 

(41) Socrates, G . Infrared and Raman Characteristic Group 
Frequencies: Tables and Charts, 3rd ed.; John Wiley & Sons Ltd.: 
Chichester, England, 2001; p 94. 

(42) Socrates, G . Infrared and Raman Characteristic Group 
Frequencies: Tables and Charts, 3rd ed.; John Wiley & Sons Ltd.: 
Chichester, England, 2001; p 102. 

10939 https://doi.org/10.1021/jacs.lc01542 J. Am. Chem. Soc. 2021, 143, 10930-10939 

http://pubs.acs.org/JACS
https://www.sciencedirect
https://doi.org/10.1021/jacs.lc01542


J A C S 
J O U R N A L OF T H E A M E R I C A N C H E M I C A L S O C I E T Y 

• © 0 
pubs.acs.org/JACS 

Hydrogen Bonding with Hydridic Hydrogen-Experimental Low-
Temperature IR and Computational Study: Is a Revised Definition of 
Hydrogen Bonding Appropriate? 
Svatopluk Civ i s ,* ' M a x i m i l i a n Lamanec , - 1 V l a d i m i r Spirko, J i r i Kubista, Matej Spet'ko, 
and Pavel H o b z a * 

Cite This: J. Am. Chem. Soc. 2023, 145, 8550-8559 Read Online 

A C C E S S lihl Metrics & More Article Recommendations Q Supporting Information 

ABSTRACT: Spectroscopic characteristics of Me 3Si—H--Y complexes (Y = 1CF3, BrCN, and HCN) 
containing a hydridic hydrogen were determined experimentally by low-temperature IR experiments 
based on the direct spectral measurement of supersonically expanded intermediates on a cold substrate 
or by the technique of argon-matrix isolation as well as computationally at harmonic and one-
dimensional anharmonic levels. The computations were based on DFT-D, MP2, MP2-F12, and 
CCSD(T)-F12 levels using various extended AO basis sets. The formation of all complexes related to 
the redshift of the Si—H stretching frequency upon complex formation was accompanied by an increase 
in its intensity. Similar results were obtained for another 10 electron acceptors of different types, 
positive a-, n-, and p-holes and cations. The formation of HBe—H--Y complexes, studied only computationally and again containing 
a hydridic hydrogen, was characterized by the blueshift of the Be—H stretching frequency upon complexation accompanied by an 
increase in its intensity. The spectral shifts and stabilization energies obtained for all presently studied hydridic H-bonded complexes 
were comparable to those in protonic H-bonded complexes, which has prompted us to propose a modification of the existing fUPAC 
definition of H-bonding that covers, besides the classical protonic form, the non-classical hydridic and dihydrogen forms. 

Wle.Si-H-l-CF. 

1. INTRODUCTION 

Most of the elements in the periodic table have lower 
electronegativity than hydrogen (2.2), and only a few of them 
(C, N , O, F, S, CI, Se, Br, and l) have it higher. Covalent bonds of 
hydrogen with the more electronegative atom X are charac­
terized by the polarization of the X—H bond and the formation 
of a partial positive charge on hydrogen (protonic hydrogen). 
The molecule thus acts as a Lewis acid, and when it interacts 
with the electron donor Y (Lewis base), a hydrogen bond (H-
bond) X—H--Y is formed.1 H-bonds are among the strongest 
types of non-covalent interactions and are the most common. 
The specificity of H-bonding is related to its easily detectable 
spectroscopic manifestation, which originates in different 
masses of H and X atoms. The formation of the X—H--Y H-
bond, accompanied by a charge transfer from the Lewis base to 
the Lewis acid, results in a significant change of the X—H 
covalent bond. NBO orbital analysis2 has revealed a charge 
transfer from the lone pair of Y to the X—H <7* antibonding 
orbital. The increase in electron density in the e>* antibonding 
orbital weakens the X—H covalent bond and lowers the X—H 
stretching frequency (redshift).3 Our theoretical work at the end 
of the last century4 showed that the formation of the hydrogen 
bond could also be accompanied by a blueshift of the X—H 
stretching frequency. When our predictions were proven 
experimentally/ it was obvious that there was a new type of 
H-bonding, for which we suggested a new name—blueshifting 
H-bonding. Extensive discussion in the computational and 
spectroscopic community led to the proposal of a new definition 

covering both types of H-bonding. The new fUPAC definition 
of the X—H--Y hydrogen bond thus includes both the 
weakening and strengthening of the X—H covalent bond, 
leading to red- and blueshifts of the X—H stretching frequency. 
Nevertheless, the characterization of atom X (X is defined as 
more electronegative than hydrogen) remained the same. As 
shown above, however, most of the elements in the periodic 
table are less electronegative (more electropositive). In these 
complexes, the interaction scheme is the same, namely, X— H - -
Y, but the hydrogen carries a negative charge (hydridic 
hydrogen) and the molecule acts as a Lewis base, whereas the 
Y atom carries a positive charge and the molecule acts as a Lewis 
acid. Both interaction types can be schematically represented as 
protonic, X-Hs+-Ys-, and hydridic, X - H a " - Y a + . ft should be 
emphasized that a very important feature of hydrogen bonding 
that makes its detection easy, namely, the position of light 
hydrogen between two much heavier atoms, is retained. This 
leads to an important question: does the second scheme 
correspond to H-bonding or is it another interaction type with a 
different definition and name? Many complexes containing 
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Figure 1. Geometries of the complexes investigated optimized at the M P 2 / c c - p w C V T Z level (cc-pwCVTZ-PP for Br and I): Si — beige, C — black, H 
— white, I —violet, F — light blue, Br — burgundy, N — dark blue, P — orange, CI — green, S — yellow, O — red, K — silver, and B — rose. Dark blue is used 
for the total interaction energy (in kcal/mol) at the M P 2 / c c - p w C V T Z level for each complex, and red is used for the shift of the Si—H stretching 
frequency (in c m - 1 ) . The complexes with the experiment are marked with asterisks. 

Lewis bases including Si—H, Ge—H, Be—H, Mg—H, Zn—H, Li— 
H, and Cu—H hydridic bonds and different Lewis acids have 
been studied computationally in the laboratory ofJablonski, who 
has recommended using the name charge-inverted H - b o n d 7 1 5 

(CIHB). The experimental detection of these non-classical H-
bonds is, however, missing; their very existence is thus based on 
solving the Schrodinger equation only within the rigid rotor-
harmonic oscillator—ideal gas approximation. The only 
exception is one class of CIHB, so-called dihydrogen bonding, 
where hydridic hydrogen interacts with protonic hydrogen. The 
structures of several dihydrogen-bonded complexes have been 
determined by X-ray and neutron diffraction studies; forsomeof 
them, theoretical calculations have revealed spectral shifts upon 
dihydrogen-bond formation.16 Finally, clusters of phenol and 
aniline with borane—amines having the B—H---H—X dihydro­
gen bond have been studied in supersonic jets using electronic 
and vibrational spectroscopy.17 

Noncovalent interactions have been studied using many 
different experimental approaches, starting from classical 
solution-phase studies involving spectroscopic and thermody­
namic measurements. More recently, important, complemen­
tary information to that obtained in solutions has been provided 
by studies in the gas phase, particularly the supersonic beam 
studies of Flygare, Klemperer, and others. 1 8 - 2 1 The binding 
energy of weakly bound complexes is usually much smaller than 
room-temperature thermal energy. For this reason, the low 
temperature of a gas-phase supersonic jet, a rare-gas solid matrix, 

or a liquid helium droplet is the typical temperature in which 
noncovalent complexes are studied in the laboratory. 

Besides the direct high-resolution gas-phase techniques, there 
are also other very powerful low-temperature methods. The 
possibility of storing spectroscopically detectable concentrations 
of reaction intermediates in a solid or rare-gas matrix was first 
recognized by Whittle, Dows, and Pimentel.22 These matrix 
materials are often chemically inert and are optically transparent 
from the far-infrared range well into the vacuum—ultraviolet 
region. The early experiments demonstrated that at 20 K, which 
is a temperature conveniently obtained using liquid hydrogen, 
solid nitrogen and argon are rigid enough to eliminate molecular 
diffusion and effectively inhibit subsequent chemical reactions. 
At the cryogenic temperatures required for studying rare-gas 
solids, molecules reside in their ground electronic and 
vibrational states. Since diffusion is inhibited, reaction 
intermediates do not undergo further reaction, and sufficient 
concentrations of many of them have been obtained for studies 
of their electronic and infrared spectra. 

The aim of the present paper is to study the X'—H—Y' 
complexes (X' is more electropositive than hydrogen, X'—H acts 
as a Lewis base) containing Si—H and Be—H hydridic bonds and 
various hydridic—hydrogen acceptor Ys (Lewis acids) having a 
positive a-, n-, and n-hole or a positive atom (e.g., hydrogen). 
Spectroscopic characteristics of the Me3Si—H—Y' (Y' = ICF 3, 
BrCN and HCN) complexes obtained not only at the harmonic 
but also at the more reliable anharmonic level have been verified 
by low-temperature IR experiments. Notice that the present 
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Figure 2. Solid-state and Ar-matrix spectra of the Me 3 Si—H--- ICF 3 complex. 

experiments are the first ones to confirm unambiguously the 
formation of the CIHB. Finally, an attempt has been made to 
find a new definition of H-bonding that would cover both 
protonic (red- as well as blueshifting) and hydridic (CIHB) 
schemes. 

2. INSTRUMENTATION AND SPECTRAL 
MEASUREMENT 

In our low-temperature experiments, two different approaches 
have been applied (for more details, see the Si). 

The first of them (A) is the technique of the direct spectral 
measurement of a supersonically expanded mixture of reaction 
intermediates on a cold substrate (solid-phase complex, SPC) 
and the second (B) is the technique of noble-gas matrix isolation 
(Ml). 

(A) The procedure of low-temperature experiments has 
already been described elsewhere.2 ' 2 4 The gas mixtures are 
usually deposited onto a cooled KBr substrate of the cryostat at a 
temperature of 4—20 K. The relative concentrations of the 
products have been monitored using the integrated absorption 
intensities of selected infrared bands. The intermediates forming 
part of the low-temperature complex have been supersonically 
expanded into a high vacuum (10~6 Torr) on a cold substrate (of 
18 K, which is the minimum attainable temperature) inside a 
Leybold cryostat chamber. The spectra were obtained using a 
Bruker Vertex spectrometer with KBr optics, a HgCdTe 
detector, and a KBr beam splitter. The broad spectral region 
was cut by optical interference filters with transparency in the 
range of 700—5000 cm - 1 . The KBr entry window of the 
spectrometer was used. The unapodized spectral resolution was 
0.06 cm - 1 . Between 30 and 100 scans, depending on the sample, 

were used to obtain a reasonable signal-to-noise ratio. The 
observed wavenumbers were calibrated using C02-absorption 
rotation—vibration lines. 

(B) Matrix isolation is a well-known technique frequently 
used for the measurement of unstable species such as ions, 
radicals, and low-temperature-existing molecular complexes in a 
cold matrix of noble gas (Ng). Like in the procedure A, a mixture 
of reaction intermediates mixed together with argon gas (molar 
ratio 1:1000) was expanded through a pulse nozzle onto the cold 
(18 K) KBr substrate, and the spectra were recorded using the 
Bruker Vertex spectrometer. 

3. SYSTEM CONSIDERED 

Me3Si—H and HBe—H systems containing a hydridic hydrogen 
and different electron acceptors (ICF3, BrCN, HCN, K + , 
C 6 (CN) 6 , C 6 H 3 (CN) 3 , BF 3, P(CN) 3 , PC13, S(CN) 2, N 0 2 F , 
C0 2 F, and ICN) forming CIHBs have been considered. Lewis 
bases contain a positive a-, n-, and p-hole or a positive hydrogen. 
The latter complexes are also known as complexes with a 
dihydrogen bond. All complexes considered are depicted in 
Figure 1. 

In this paper, we use both techniques A and B. It is well known 
that the method of matrix isolation gives narrow lines, rare-gas 
atoms isolate the molecules from mutual interaction, and 
subsequent chemical reactions are effectively inhibited. On the 
contrary, the A arrangement provides the possibility to study the 
basic energy characteristic of the molecular complexes, such as 
thermodynamic stability, on the board temperature scale. 
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Figure 3. Solid-state and Ar-matrix spectra of the Me 3 Si—H-- -BrCN complex. 

4. METHODS 
4.1. Geometry Optimization and Thermodynamic Proper­

ties. Geometries of all subsystems and complexes were optimized at the 
RI -MP2/cc -pwCVTZ~ ; ' level. For heavy halogens (Br, I), basis sets with 
pseudopotentials ( c c - p w C V T Z - P P 2 6 ) were used. Thermodynamic 
properties as well as harmonic vibration frequencies, determined 
using the rigid rotor—harmonic oscillator—ideal gas approximation, 
were evaluated at the same theoretical level. Geometry optimization 
and harmonic vibrational analysis on selected complexes ( ICF 3 , BrCn, 
and H C N complexes with M e 3 S i H ) were also performed using the 
more reliable explicitly correlated RI-MP2-F12" ' method in cc-pVTZ-
F12 basis sets (cc-pVTZ-PP-F12 for Br and I). AH calculations were 
performed with M O L P R O 2022. - The potential energy surfaces for 
the anharmonic calculations of Si—H frequencies were obtained on the 
M P 2 / c c - p V T Z level (cc-pwCVTZ-PP for Br and I) using the Cuby4 3 1 

framework and the T U R B O M O L E 7.5 3 2 program. 
4.2. Single-Point Energy Calculations. C C S D ( T ) - F 1 2 3 3 en­

ergies were determined with cc-pVTZ-F12 (cc-pVTZ-PP-F12 for Br 
and I) basis sets implemented in the M O L P R O 2022 package on 
geometries obtained from the MP2—F12 method. A l l interaction 
energies were systematically corrected using the Boys and Bernardi 
counterpoise technique." 4 Energy decomposition analysis was 
performed using the S A P T 2 + 3 3 5 / a u g - c c - p w C V T Z (aug-cc-
p w C V T Z - P P for Br and I) method implemented in the PSI4 package. 3 6 

4.3. NBO Analysis. N B O analysis was performed at the a>B97X-D/ 
cc -pwCVTZ level (cc-pwCVTZ-PP for Br and I) using the N B O 2 

program implemented in Gaussian 16. 3 7 

4.4. One-Dimensional Harmonic and Anharmonic Vibra­
tional Analysis. Like in our previous publications, 3 8 , 3 9 the evaluation 
of the sought vibrational Si—H stretching frequencies relies on the deep 
adiabatic separability of the Si—H mode (s) from the rest of the 
vibrational degrees of freedom of the probed compounds and on the use 
of a H B J non-rigid reference configuration of the atomic nuclei that 
essentially follows the Si—H mot ion. 4 0 The vibrational energies can 

then be obtained by solving the Schrodinger equation for the following 
Hamiltonian: 

H s = ^-HJS + \(JM + V^S) + V(s) 

where ]s = — ih(d/ds), [iss is the Si—H stretching component of the 
tensor that is the inverse of the 4 X 4 generalized molecular inertia 
tensor, /i is the determinant of the matrix \jiaJ\ {afi = x, y, z, s), with x, 
y, and z being the Cartesian atomic coordinates in the molecule-fixed 
axis system, V?seuio(s) is a mass-dependent kinematic pseudopotential, 
and V(s) is the Si—H minimum-energy-path stretching potential. 

Obviously, mainly for the practical impossibility to account reliably 
for the aggregation effects of the molecular environments used, the 
adopted "isolated-molecule" theory may seem inadequate. Never­
theless, if one assumes a purely linear dependence of the atomic 
coordinates of the probed compounds (deposited on cold substrates or 
trapped in rare-gas matrices) on the stretching Si—H distortion, the 
stretching-reduced mass /iss becomes constant and can thus be used as a 
single scaling parameter. Interestingly, as illustrated in Figure SI , the 
assumption of "linearity" seems to hold at least for the minimum-
energy-path relaxation effects in isolated molecules (note that the x and 
y coordinates exhibit even much lower relaxation dependence than their 
z-counterparts). As shown in Figure S2, the "complete" scaling factors 
corresponding to the observed spectral shifts A f obtained using the 
argon matrix-isolation technique acquire rather coinciding values, thus 
explicitly justifying the use of the "linearity" assumption for the 
rationalization of the Ar-matrix-isolation data. The anharmonic 
calculation thus appears to be a useful complement to the standard 
normal coordinate analysis. 

5. RESULTS AND DISCUSSION 
5.1. Experiment. All complexes were studied in a solid phase 

on a cold (18 K) KBr substrate and simultaneously in the Ar 
matrix. 
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Figure 4. Solid-state and Ar-matrix spectra of the M e 3 S i — H - - - H C N complex. 

5.1.1. Me3Si-H-ICF3 Complex. Panel (A) of Figure 2 depicts 
the spectrum of trimethylsilane (black) on a cold (18 K) KBr 
substrate together with the spectrum of the trimethylsilane-CF3I 
1:1 molecular complex (2068.8 cm - 1 ) at 18 K. The obtained 
redshift of the Si—H bond was estimated to be about 47.1 cm - 1 . 
Panel (B) shows the Ar-matrix spectrum of pure trimethylsilane 
(black) and the spectrum of the Me3Si—H---CF3I complex at 18 
K (red). The measured Si—H bond shift inside the argon matrix 
was 27.7 cm - 1 . 

5.1.2. Me3Si-H—BrCN Complex. Panel (A) in Figure 3 
shows the spectrum of trimethylsilane (black) on a cold (18 K) 
KBr substrate together with the absorption spectrum of BrCN at 
18 K (green) and the Me3Si—H---BrCN—silane 1:1 molecular 
mixture at 18 K. If we accept the formation of the Me3Si— 
BrCN molecular complex (the broad peak around 2078 cm - 1), 
the obtained redshift of the Si—H bond gives the value of 36.9 
cm - 1 (see Figure 3A). Panel (B) shows the Ar-matrix spectrum 
of pure trimethylsilane (black) and the spectrum of the Ar— 
M e 3 S i - H - B r C N mixture (2000,1) at 18 K (red) and the 
argon-matrix spectrum of BrCN (green). From the argon-matrix 
spectra (Figure 3B), we attributed the broad peak around 2080 
cm - 1 to the molecular Me3Si—H---BrCN complex, with the 
resulting redshift of the H-Br bond being 28.6 cm - 1 . 

5.7.3. Me3Si-H-HCN Complex. Panel (A) in Figure 4 
depicts the spectrum of trimethylsilane (black) on a cold (18 K) 
KBr substrate together with the H C N molecular absorption 
band at 18 K (green) and the Me 3 Si-H---HCN 1:1 molecular 
complex (2100.5 cm - 1 ) at 18 K. The obtained redshift of the Si— 
H bond was estimated to be about 14.4 cm - 1 . Panel (B) shows 
the Ar-matrix spectrum of pure trimethylsilane (black) and the 
spectrum of the Me3Si—H---HCN complex at 18 K. The 

measured Si—H bond shift inside the argon matrix was 19.7 
cm - 1 . 

5.2. Calculations. 5.2.1. Subsystems. Electrostatic poten­
tials including the V s m a x and V s m i n values for the optimized 
structures of selected Lewis bases and acids (for which 
experimental measurements have been performed) are 
visualized in Figure 5. The most basic hydridic hydrogen (i.e., 

-^^S.O -12.3 

(CHJjSiH SeH1 

-^^32.2 +43.3 +54.4 

ICf, BrCN HCN 

-32.0 54.4 
Figure 5. M E P calculated at the roB97X-D/def2-QZVPP level for the 
monomers studied. The ESP scale is in kcal/mol. The Vsm!a on the 
hydrogen atom from the M e 3 S i H molecule is depicted in red. The V s m i l l 

in the center of the rr-hole or on top of the hydrogen atom is in blue. 

the strongest electron donor) has been found in BeH 2, followed 
by Me3Si—H, while the strongest electron acceptor has been 
detected in H C N . 

5.2.2. Complexes. The intramolecular X ' - H ( X ' - H ) and 
intermolecular H...Y' distances for Me3Si—H---Y' complexes are 
shown in Table 1, whereas these characteristics for BeH 2 

complexes are summarized in Table SI. In comparison with 
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Table 1. Intermolecular Distances and Changes in 
Intramolecular Bond Lengths (in A) of Selected Bonds in 
Me 3SiH-Y' Complexes (Y' = ICF3, BrCN, HCN) Calculated 
at the MP2-F12/cc-pVTZ-F12 Levelb 

A r ( S i -
H) Ar(S i -C) 

A r ( l -
c ) H - I / v d W " 

ICF 3 0.007 -0.003/-0.001/-0.001 0.002 2.874/-0.573 
A r ( S i -

H) Ar(S i -C) 
Ar (Br -

c ) H - B r / v d W 

BrCN 0.008 -0.003/-0.002/-0.002 o.oos 2.70S/-0.S8S 
Ar(Si -H) Ar(Si -C) A r ( H - C ) H - H / v d W " 

H C N o.oos -0.003/-0.003/0 0 2.729/+0.320 

"The difference between the intermolecular distance and the sum of 
the v d W radii. b A l l values are in A. 

the sum of the vdW radii, the intermolecular distances in 
complexes with ICF 3 and BrCN are significantly shorter (by 
0.573 and 0.585 A); in the complex with HCN, it is longer. Table 
1 further shows that all intramolecular Si—H distances are 
systematically elongated upon complex formation. Notice that 
the elongation of the Si—H bond is smaller than that of the X—H 
bonds in the X—H- • -Y H-bonded systems. As expected, the Si—C 
bonds are contracted, but the respective changes are smaller. 
Finally, upon complex formation, the I—C and Br—C intra­
molecular distances are elongated, whereas the H—C distance is 
not changed. Qualitatively similar results have also been 
obtained for HBeH---Y' complexes. 

5.2.3. Energies. Table 2 contains calculated energy character­
istics forMe3Si—H---Y' complexes, specifically MP2, MP2—F12, 

Table 2. Energy Characteristics of the Me3SiH—Y' 
Complexes (Y' = ICF3, BrCN, HCN) B 

Y ' A£MP2 /A£MP2-F12 /A£CCSD(T)-F12 A gMP2 ( jg R ) / AGMP2-F12( jg R ) 

ICF3 -2.43/-3.27/-2.70 -1.8S/-2.42 
BrCN -2.60/-3.02/-2.76 -2.07/-2.77 
H C N -2.41/-2.S9/-2.24 -1.79/-1.97 

"The total interaction energy calculated at the M P 2 / c c - p w C V T Z 
level ( A £ M P 2 ) and at the MP2-F12 /cc -pVTZ-F12 level ( A £ M P 2 - m ) , 
intrinsic interaction energy with counterpoise correction at the 
C C S D ( T ) - F 1 2 / c c - p V T Z - F 1 2 level on the MP2-F12/cc -pVTZ-F12 
geometries ( A £ C C S D ( T > F 1 2 ) and Gibbs free energy at M P 2 / c c -
p w C V T Z ( A G M P 2 ) and MP2-F12 /cc -pVTZ-F12 ( A G M P 2 " F 1 2 ) levels. 
AH values are in kcal/mol. 

and CCSD(T)-F12 interaction energies and binding free 
energies at 18 K based on the MP2 and MP2—F12 character­
istics. Corresponding results obtained for BeH 2 complexes are 
collected in Table S2. 

The MP2 stabilization energies of all CIHB complexes are 
comparable, whereas the more reliable MP2—F12 and mainly 
CCSD(T)—F12 energies of the first two complexes are similar 
and are higher than that of the third (dihydrogen-bonded) one. 
Further, all MP2-F12 and CCSD(T)-F12 stabilization 
energies lie between 2.6 and 3.3 kcal/mol and between 2.2 
and 2.8 kcal/mol, respectively, and are thus well comparable to 
those of classical H-bonded complexes. These findings contra­
dict the results from the previous subchapter (Subsystems), 
showing that the strongest electron acceptor is HCN, followed 
by BrCN and ICF 3 . Therefore, the complex with H C N was 
expected to be the strongest. The fact that the opposite is true, 
i.e., this complex is the weakest, is caused by dispersion energy. 
The SAPT2 + 3 3 S dispersion and total interaction energies for 

the complexes of Me3Si—H with CF 3 L BrCN, and H C N amount 
to -4.35, -3.79, and -3.05 kcal/mol and - 3.34, -3.20, -2.50 
kcal/mol, respectively. Clearly, the smallest dispersion energy 
for the last complex is responsible for its smallest stabilization 
energy. Notice that the SAPT2 + 3 interaction energies for all 
three complexes agree surprisingly well with the MP2—F12 
ones. The negative binding free energies calculated for all the 
complexes indicate their formation at 18 K. The MP2 and 
CCSD(T) interaction energies of BeH 2 complexes are system­
atically smaller, with the largest values found for the HBeH---
BrCN complex. The binding free energies of all complexes are 
smaller than those of Me3Si—H, but they are still negative, which 
ensures their formation at 18 K. 

Table 3 shows the difference in the orbital occupancies (of 
monomers and complexes) of occupied and unoccupied Si—H 

Table 3. Orbital—Occupation Difference between Monomers 
and in Me3SiH'"Y' Complexes Using NBO Analysis 
Calculated at the ft>B97X-D/aug-cc-pwCVTZ Level on MP2-
F12/cc-pVTZ-F12 Geometries 

Y' 0/0* S i - H al'a* I - C SLP I 

ICF3 -0.010/0.004 -0.003/0.005 -o.oos 
Y' a/a* S i - H a/a* B r - C S L P B r 

BrCN -0.010/0.004 -0.001/0.009 -0.002 
Y ' a/a* S i - H a/a* H - C LP N 

H C N -0.001/0.002 -0.001/0 -0.001 

e>-orbitals (the corresponding values for the BeH 2 complexes are 
included in Table S3). Changes in orbital occupancies are 
related to changes in bond lengths; the biggest changes have 
been found for the Si—H bond. A decrease in the occupancy of 
the Si—H cr-orbitals and its increase in the case of the o"*-orbitals, 
found for all three complexes, lead to a weakening of the Si—H 
bond, which is manifested by the elongation of the Si—H bond 
(cf. Table l ) . Very similar results were obtained for the I—C, 
Br -C , and H - C bonds in the ICF3, BrCN, and H C N electron 
acceptors, respectively. In these cases, the elongation of the 
respective bonds was smaller and, in the case of H C N even, 
equal to zero. 

Other occupancy changes and the respective bond-length 
changes are less pronounced and are not discussed below. 

5.2.4. Vibration Frequencies. Table 4 presents the 
experimental and calculated shifts of Si—H stretching 
frequencies upon complex formation. First, both experimental 
techniques predict larger shifts for the first two complexes; the 
same trend appears in all calculated shifts. Second, the calculated 
MP2—F12 harmonic shifts are systematically larger than the 

Table 4. IR Shift (\p in cm - 1) and Change of Intensity ( A l in 
km/mol) of the Si—H Band upon the Formation of Me3SiH"' 
Y' Complexes 

Y Au" AIb 

ICF3 -47/ -28/ / -31(-52) / -38(-49") +136 
BrCN - 3 7 / - 2 9 / / - 3 6 ( - S S ) / - 4 l ( - S 0 ) +138 
H C N -14 / -20 / / -20( -35) / -25( -29) +37 

"Experimental — cold substrate/experimental — Ar-matrix//calcu-
lated anharmonic scaled (calculated anharmonic unsealed)/calculated 
harmonic at the M P 2 / c c - p w C V T Z level (calculated harmonic at the 
MP2-F12/cc-pVTZ-F12 level). ^Calculated harmonic at the M P 2 / c c -
p w C V T Z level. ^Geometry minimum with one negative frequency. 
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Figure 6. Correlation between the total interaction energy ( A E ) and the shift of the Si—H stretching frequency ( A f ) for selected complexes of M e 3 S i H 
with various electron acceptors. A l l values are calculated at the M P 2 / c c - p w C V T Z level. The blue correlation includes all electron acceptors; in the 
orange one, the electron acceptors exhibiting u-holes ( I C N , B r C N , and I C F 3 ) have been omitted. 

MP2 harmonic ones and are similar to the anharmonic unsealed 
ones. Finally, the agreement between the experimental and 
calculated frequencies is very good, which supports the 
reliability and suitability of all calculated techniques. In 
summary, the agreement between the experimental and 
calculated frequency shifts is satisfactory and all Si—H 
frequencies are redshifted upon complex formation. As 
expected, the magnitude of the redshifts correlates with the 
complex stability. Finally, the intensities of the Si—H stretch in 
all three complexes have increased upon complex formation. 
Notice here that the experimental technique adopted has not 
made it possible to detect intensity changes. 

In the case of Be—H, the lower-energy symmetric stretching 
vibrations are forbidden; thus, only the antisymmetric 
vibrations, which are higher in energy, are discussed. As 
observed for the above-discussed Si—H frequencies, the 
intensities of the Be—H stretching frequencies (see Table S4 
for the calculated harmonic Be—H stretching frequencies and 
their intensities) upon complexes formation also significantly 
increase. Frequency shifts, on the other hand, provide a different 
picture, with a blueshift in HBeH "BrCN, redshift in H B e H " 
H C N , and only negligible shift in HBeH—ICF3. 

5.2.5. Characterization and Classification of the Com­
plexes Studied. The classification of M e 3 S i - H - Y ' (Y' = ICF 3, 
BrCN, HCN) complexes, studied both experimentally and 
computationally, is not unique. The first two complexes can be 
viewed either as CIHB or as halogen-bonded (XB) ones. Their 
classification is not easy because both forms are involved—the 
stabilization of the complex comes from Si—H • Y ' CIHB as well 
as from the H 5 - —> I (Br) cr-hole halogen bond. The dominant 
role of the former contribution is supported by the following 
evidence: 

(i) The CIHB is accompanied by a charge transfer (CT) 
from Y' to Me3Si—H, whereas the CT accompanying the 
XB is reversed, i.e., from Me3Si—H to Y'. Because of the 

partial compensation of both contributions, the total CT 
between the subsystems should be small, which is fully 
supported by the calculated value (0.007 and 0.003 
electrons transferred from Me3SiH to BrCN and ICF 3, 
respectively). This is further verified by the NBO E2 
charge-transfer energies (Me3Si—H -> Y' and Y' -* 
Me3Si—H), which are almost equal for both complexes. 
Table 3 shows that electron density in these two 
complexes is transferred predominantly to the a- and a* 
Si—H orbitals, which leads to the weakening and 
elongation of this bond, accompanied by a redshift of 
the Si—H stretching frequency. In the reverse case, the 
electron density in the X—C a- and a* orbitals of ICF 3 and 
BrCN also decreases and increases, resulting again in the 
weakening and elongation of the bond accompanied by a 
redshift of the respective stretching frequencies. The 
redshifts of X—C stretching frequencies are smaller than 
that in that in the previous case (Si—H) due to the 
presence of two heavy atoms (l,C and Br,C). Shifts of the 
Si—H bond stretching vibration frequencies are thus the 
most visible presentation of the complex formation. 

(ii) The strength of the XB in Me3Si—H—Y' (Y' = ICF 3, 
BrCN) complexes can only be estimated indirectly. The 
stabilization energy of the XB complexes with identical 
electron acceptors and a different electron donor, namely, 
H 3N---BrCN and H 3N--TCF 3 , where stabilization comes 
exclusively from the halogen bond, is considerably higher 
(6.0 and 5.4 kcal/mol, respectively) than that of parent 
complexes with Me3Si—H (cf. Table 2). This finding 
corroborates the fact that XB in Me 3 Si -H- • Y ' (Y' = ICF 3, 
BrCN) compl exes is only weak. 

(iii) The most conclusive evidence comes from the correlation 
between the stabilization energy and shift of the Si—H 
stretching frequency upon Me 3Si—H--Y' complex for­
mation. Thirteen different electron acceptors have been 
considered here: first, those having pronounced a- (ICF3, 
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BrCN, ICN, P(CN) 3 , PC13, S(CN) 2 )) and n- (CH 3 (CN) 3 , 
C(CN) 6 , COF 2 , N 0 2 F ) holes, allowing the formation of 
the XB; next, an electron acceptor with a p-hole (BF 3); 
and, finally, electron acceptors with a positive charge (K +, 
HCN). The respective structures, stabilization energies, 
and shifts of the Si—H stretching frequencies are shown in 
Figure 1. The formation of CIHB is systematically 
manifested by the redshift of the Si—H stretching 
frequency. As expected, this shift is proportional to the 
stabilization energy of the complex (cf. Figure 6). The 
figure depicts two correlation lines: the blue one shows 
correlation for all electron acceptors, while in the case of 
the orange one, the electron acceptors exhibiting cr-holes 
(ICF3, BrCN, and ICN) have been omitted. Evidently, 
both correlations are very similar, which indicates that the 
nature of stabilization in the last three complexes is not 
significantly different from those complexes where XB 
character is absent. 

Finally, the third complex for which experimental results exist, 
Me3Si—H...HCN, can be characterized as the CIHB or the 
dihydrogen one. In this case, the classification is easier because 
we can directly compare shifts of Si—H and C—H vibration 
stretching frequencies in both H-bonds as both possess 
hydrogen. Upon complex formation, the computed Si—H 
stretching frequency is redshifted (by 25 cm - 1), whereas the 
C—H stretching frequency is blueshifted. The blueshift is, 
however, considerably smaller (7 cm - 1 ). This means that the 
CIHB character of the complex is dominant over the 
dihydrogen-bonded one, which is further supported by 
correlation between the stabilization energy and vibration shifts, 
discussed in previous the paragraph (Me3Si—H---HCN is very 
close to the ideal correlation line). 

We can thus conclude that in all three complexes studied 
experimentally as well as computationally, the CIHB form is 
dominant over the XB and dihydrogen forms. This is reflected in 
the moderate redshift of Si—H stretching frequency, which is the 
largest among the stretching frequencies. These shifts are well 
comparable to redshifts in complexes with protonic H-bonds. 

6. CONCLUSIONS AND REVISED DEFINITION OF 
H-BONDING 

The complexation of Me 3Si—H and HBe—H molecules 
(containing a hydridic hydrogen) with different electron 
acceptors is accompanied by red- and blueshifts of the Si—H 
and Be—H stretching frequencies, which are comparable with 
those in protonic H-bonded complexes. Both the red- or 
blueshifts were accompanied by an increase in intensity (the 
experiment did not make it possible to detect the intensity 
changes during complex formation), comparable to intensity 
changes of protonic H-bonded complexes. 

An important question arises as to what to call these 
interactions with hydridic—hydrogen participation. Jablonski, 
who studied these interactions intensely, introduced a new name 
for them, namely, charge-inverted H-bonding. In our opinion, 
this name does not capture the nature of the interaction, and 
"hydridic H-bonding" seems more appropriate. The wide use of 
this term is, however, connected with another problem. If we 
characterize the type of hydrogen bond by the charge on the 
participating hydrogen, we should consistently use "protonic H-
bond" instead of "H-bond". The undesirable inflation of new 
names in this case can easily be avoided by changing the current 
IUPAC definition of hydrogen bonding. The current IUPAC 

definition requires "X (from X—H) to be more electronegative 
than H." We prefer this avenue because the relevant change in 
the definition (mainly concerning the relative electronegativities 
of X and H) is only marginal and, besides hydridic and protonic 
H-bonding, it will also cover the dihydrogen bond. Below, we 
present the very first draft of this modification including a part of 
the original IUPAC definition, with the proposed corrections in 
italics and with the part of the definition to be removed 
underscored. The revised version covers three different 
interaction schemes where hydrogen plays a dominant role: 
X - H ^ - Y 5 - (protonic H-bond), X ' - H ' 5 - - - Y " 5 + (hydridic H-
bond), and X ' - H a _ - H ' a + - Z (dihydrogen bond). We realize 
that any change of existing definition is difficult and cannot be 
rushed and requires an extended, broad, and in-depth discussion 
within the scientific community. Despite that, the benefit is 
obvious: the simplification and clarification of the nomenclature 
of one of the most important type of non-covalent interactions. 

Our proposed definition of the hydrogen bond is as follows: 
The hydrogen bond is an attractive interaction between a 
hydrogen atom from a molecule or a molecular fragment X—H 
in which X is more or less electronegative than H and an atom or 
a group of atoms in the same or a different molecule in which 
there is evidence of bond formation. A typical hydrogen bond 
maybe depicted as X—H---Y—Z, where the three dots denote the 
bond. 

Depending on the electronegativity of X, the hydrogen carries a 
positive charge (protonic hydrogen) and thus acts as the hydrogen-
bond donor (Lewis acid) or a negative charge (hydridic hydrogen) 
and thus acts as the hydrogen-bond acceptor (Lewis base). The atom 
Y in the molecule in the former case may be an electron-rich region 
such as, but not limited to, a lone electron pair of Y or a n-bonded 
pair ofY-Z, while in the second case, it may be an electron-deficient 
region such as a-, n-, or n-hole or a positively-charged atom including 
hydrogen or an ion or a fragment of a molecule. X—H represents 
the hydrogen bond donor. The accep-tor may be an atom or an 
anion Y, or a fragment or a mole-cule Y—Z, where Y is bonded to 
Z. In some cases, X and Y are the same. In more specific cases, X 
and Y are the same and X—H and Y—H distances are the same as 
well leading to symmetric hydrogen bonds. In any event, the 
acceptor is an electron rich region such as, but not lim-ited to, a 
lone pair of Y or ;r-bonded pair of Y—Z. 

The other parts of the original IUPAC definition remain 
unchanged. 

• ASSOCIATED CONTENT 
O Supporting Information 
The Supporting Information is available free of charge at 
https://pubs.acs.org/doi/10.1021/jacs.3c00802. 

BeH 2 complexes, figures, and MP2-optimized geometries 
(PDF) 

• AUTHOR INFORMATION 
Corresponding Authors 

Svatopluk Civiš — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 160 00 Prague, 
Czech Republic; J. Heyrovský Institute of Physical Chemistry, 
Czech Academy of Sciences, 18200 Prague 8, Czech Republic; 
0 orcid.org/0000-0001-6215-0256; 
Email: svatopluk.civis@ijh-inst.cas.cz 

Pavel Hobza — Institute of Organic Chemistry and Biochemistry, 
Czech Academy of Sciences, 160 00 Prague, Czech Republic; 

8 5 5 7 https://doi.org/10.1021 /jacs.3c00802 J. Am. Chem. Soc. 2023, 145, 8550-8559 

http://pubs.acs.org/JACS
https://pubs.acs.org/doi/10.1021/jacs.3c00802
http://orcid.org/0000-0001-6215-0256
mailto:svatopluk.civis@ijh-inst.cas.cz
https://doi.org/10.1021


Journal of the American Chemical Society pubs.acs.org/JACS Article 

IT4Innovations, VSB — Technical University of Ostrava, 708 
00 Ostrava-Poruba, Czech Republic; orcid.org/0000-
0001-5292-6719; Email: pavel.hobza@iuochb.cas.cz 

Authors 
Maximilian Lamanec — Institute of Organic Chemistry and 

Biochemistry, Czech Academy of Sciences, 160 00 Prague, 
Czech Republic; IT4Innovations, VSB — Technical University 
of Ostrava, 708 00 Ostrava-Poruba, Czech Republic; 
Department of Physical Chemistry, Palacký University 
Olomouc, 771 46 Olomouc, Czech Republic; orcid.org/ 
0000-0002-7304-2207 

Vladimir Spirko — Institute of Organic Chemistry and 
Biochemistry, Czech Academy of Sciences, 160 00 Prague, 
Czech Republic 

Jiří Kubista — /. Heyrovský Institute of Physical Chemistry, 
Czech Academy of Sciences, 18200 Prague 8, Czech Republic 

Matej Spet'ko — IT4Innovations, VSB — Technical University 
of Ostrava, 708 00 Ostrava-Poruba, Czech Republic; 
0 orcid.org/0000-0002-5486-0503 

Complete contact information is available at: 
https://pubs.acs.org/10.1021/jacs.3c00802 

Author Contributions 
S.C. and M.L. contributed equally to this work as co-first 

authors. 
Notes 
The authors declare no competing financial interest. 

• ACKNOWLEDGMENTS 

This work was supported by the ERDF/ESF "Centre of 
Advanced Applied Sciences" (no. CZ.02.1.01/0.0/0.0/ 
16_019/0000778) (S.C); by Palacký University through the 
Internal Grant Association, project IGA_PrF_2023_018 
(M.L.); by the Ministry of Education, Youth, and Sports from 
the Large Infrastructures for Research, Experimental Develop­
ment and Innovations project "e-Infrastructure CZ-
LM2018140" (M.S.); and by the Czech Science Foundation, 
project 19-27454X (P.H.). 

• REFERENCES 
(1) Kollman, P. A . ; Allen, L . C . The Theory of Hydrogen Bond. Chem. 

Rev. 1972, 72, 283-303. 
(2) Reed, A E.; Weinhold, F . ; Curtiss, L . A ; Pochatko, D . J. Natural 

Bond Orbital Analysis of Molecular Interactions: Theoretical Studies of 
Binary Complexes of H F , H 2 0 , N H j , N 2 , Ov F 2 , C O , and C 0 2 with H F , 
H 2 0 , and N H 3 . / . Chem. Phys. 1998, 84, 5687. 

(3) Grabowski, S. J . What Is the Covalency of Hydrogen Bonding? 
Chem. Rev. 2011, 111,2597-2625. 

(4) Hobza, P.; Havlas, Z . Blue-Shifting Hydrogen Bonds. Chem. Rev. 
2000,100,4253-4264. 

(5) Hobza, P.; Spirko, V . ; Havlas, Z.; Buchhold, K ; Reimann, B.; 
Barth, H . D. ; Brutschy, B. Anti-Hydrogen Bond between Chloroform 
and Fluorobenzene. Chem. Phys. Lett. 1999, 299, 180-186. 

(6) Arunan, E.; et al. Defining the Hydrogen Bond: A n Account 
( I U P A C Technical Report). PureAppl. Chem. 2011, 83, 1619-1636. 

(7) Jablonski, M . Binding of X — H to the Lone-Pair Vacancy: Charge-
Inverted Hydrogen Bond. Chem. Phys. Lett. 2009, 477, 374-376. 

(8) Jablonski. Full vs. Constrain Geometry Optimization in the Open-
Closed Method in Estimating the Energy of Intramolecular Charge-
Inverted Hydrogen Bonds. Chem. Phys. 2010, 376, 76—83. 

(9) Jablonski, M . Intramolecular Charge-Inverted Hydrogen Bond. / . 
Mol. Struct. THEOCHEM 2010, 948, 21-24 . 

(10) Jablonski, M . ; Sokalski, W . A . Physical Nature of Interactions in 
Charge-Inverted Hydrogen Bonds. Chem. Phys. Lett. 2012, 552, 156— 
161. 

(11) Jablonski, M . Theoretical Insight into the Nature of the 
Intermolecular Charge-Inverted Hydrogen Bond. Comput. Theor. 
Chem. 2012, 998, 39 -45 . 

(12) Jablonski. Charge-Inverted Hydrogen Bond vs. Other Inter­
actions Possessing a Hydridic Hydrogen Atom. Chem. Phys. 2014, 433, 
76-84 . 

(13) Jablonski, M . Comparative Study of Geometric and Q T A I M -
Based Differences between X - H " Y Intramolecular Charge-Inverted 
Hydrogen Bonds, M l - ( H - X ) Agostic Bonds and M 2 - ( H 2 - X H ) a 
Interactions ( X = Si, Ge). Comput. Theor. Chem. 2016, 1096, 54—65. 

(14) Jablonski, M . Strength of S i - H ' B Charge-Inverted Hydrogen 
Bonds in l-Silacyclopent-2-Enes and l-Silacyclohex-2-Enes. Struct. 
Chem. 2017, 28, 1697-1706. 

(15) Jablonski, M . Ten Years of Charge-Inverted Hydrogen Bonds. 
Sfrucf. Chem. 2020, 31, 61 -80 . 

(16) Crabtree, R H ; Siegbahn, P. E. M . ; Eisenstein, O.; Rheingold, A . 
L.; Koetzle, T. F. A New Intermolecular Interaction: Unconventional 
Hydrogen Bonds with Element-Hydride Bonds as Proton Acceptor. 
Ace. Chem. Res. 1996, 29, 348-354. 

(17) Guillot, B. A Reappraisal of What We Have Learnt during Three 
Decades of Computer Simulations on Water. / . Mol Liq. 2002, 101, 
219-260. 

(18) Shea, J . A ; Flygare, W . H . The Rotational Spectrum and 
Molecular Structure of the Ethylene—HF Complex /. Chem. Phys. 
1998, 76, 4857. 

(19) Novick, S. E.; Davies, P. B . ; Dyke, T. R ; Klemperer, W . Polarity 
of van Der Waals Molecules. / . Am. Chem. Soc. 1973, 95, 8547-8550. 

(20) Bondybey, V . E.; Smith, A M . ; Agreiter, J . New Developments in 
Matrix Isolation Spectroscopy. Chem. Rev. 1996, 96, 2113—2134. 

(21) Potapov, A . Weakly Bound Molecular Complexes in the 
Laboratory and in the Interstellar Medium: A Lost Interest? Mol 
Astrophys. 2017, 6, 16-21 . 

(22) Whittle, E.; Dows, D . A ; Pimentel, G . C . Matrix Isolation 
Method for the Experimental Study of Unstable Species. / Chem Phys 
1954, 22, 1943. 

(23) Jacox, M . E . The Spectroscopy of Molecular Reaction 
Intermediates Trapped in the Solid Rare Gases. Chem. Soc. Rev. 
2002, 31, 108-115. 

(24) Klemperer, W.; Vaida, V . Molecular Complexes in Close and Far 
Away. Proc. Natl. Acad. Sei. U. S. A. 2006, 103, 10584-10588. 

(25) Peterson, K . A ; Dunning, T. H . Accurate Correlation Consistent 
Basis Sets for Molecular Core—Valence Correlation Effects: The 
Second Row Atoms A — A r , and the First Row Atoms B—Ne Revisited. 
/. Chem. Phys. 2002, 117, 10548. 

(26) Peterson, K . A . ; Yousaf, K . E . Molecular Core-Valence 
Correlation Effects Involving the Post-d Elements Ga—Rn: Bench­
marks and New Pseudopotential-Based Correlation Consistent Basis 
Sets. / Chem Phys 2010, 133, N o . 174116. 

(27) Werner, H . J.; Adler, T. B . ; Manby, F. R. General Orbital 
Invariant MP2-F12 Theory. / Chem Phys 2007, 126, No . 164102. 

(28) Peterson, K . A ; Adler, T. B . ; Werner, H . J . Systematically 
Convergent Basis Sets for Explicitly Correlated Wavefunctions: The 
Atoms H , He, B - N e , and AI—Ar. / Chem Phys 2008,128, No . 084102. 

(29) Werner, H . J.; Knowles, P. J.; Knizia, G ; Manby, F. R ; Schütz, M . 
Molpro: A General-Purpose Quantum Chemistry Program Package. 
Wiley Interdiscip Rev Comput Mol Sei 2012, 2, 242—253. 

(30) Werner, H . J.; Knowles, P. J.; Manby, F. R ; Black, J . A ; Dol l , K . ;  

Heßelmann, A ; Kats, D . ; Köhn, A ; Korona, T.; Kreplin, D . A ; M a , Q j 
Miller, T. F.; Mitrushchenkov, A ; Peterson, K . A ; Polyak, I.; Rauhut, 
G ; Sibaev, M . The Molpro Quantum Chemistry Package. /. Chem. Phys. 
2020, 152, No . 144107. 

(31) Řezáč, J . Cuby: A n Integrative Framework for Computational 
Chemistry./. Comput. Chem. 2016, 37, 1230-1237. 

(32) TURBOMOLE V7.S 2020, a development of University oj 
Karlsruhe and Forschungszentrum Karlsruhe GmbH, 1989—2007, 

8558 https://doi.Org/10.1021 /jacs.3c00802 J. Am. Chem. Soc. 2023, 145, 8550-8559 

http://pubs.acs.org/JACS
http://orcid.org/0000-
mailto:pavel.hobza@iuochb.cas.cz
http://orcid.org/
http://orcid.org/0000-0002-5486-0503
https://pubs.acs.org/10.1021/jacs.3c00802
https://doi.Org/1


Journal of the American Chemical Society pubs.acs.org/JACS Article 

T U R B O M O L E G m b H , since 2007; available from http://www. 
turbomole.com. 

(33) Adler, T. B.; Knizia, G. ; Werner, H . J . A Simple and Efficient 
C C S D ( T ) - F 1 2 Approximation. /. Chem. Phys. 2007, 127, No . 221106. 

(34) Boys, S. F.; Bernardi, F. The Calculation of Small Molecular 
Interactions by the Differences of Separate Total Energies. Some 
Procedures with Reduced Errors. Mol. Phys. 1970, 19, 553-566. 

(35) Jeziorski, B.; Moszynski, R.; Szalewicz, K . Perturbation Theory 
Approach to Intermolecular Potential Energy Surfaces of van Der Waals 
Complexes. Chem. Rev. 1994, 94, 1887-1930. 

(36) Parrish, R. M . ; Burns, L . A ; Smith, D . G . A ; Simmonett, A C ; 
DePrince, A E.; Hohenstein, E . G.; Bozkaya, U . ; Sokolov, A Y. ; di 
Remigio, R.; Richard, R. M . ; Gonthier, J . F.; James, A . M . ; 
McAlexander, H . R.; Kumar, A ; Saitow, M . ; Wang, X . ; Pritchard, B. 
P.; Verma, P.; Schaefer, H . F.; Patkowski, K ; King, R. A. ; Valeev, E . F.; 
Evangelista, F. A . ; Turney, J . M . ; Crawford, T. D. ; Sherrill, C . D . Psi4 
1.1: A n Open-Source Electronic Structure Program Emphasizing 
Automation, Advanced Libraries, and Interoperability. / . Chem. Theory 
Comput. 2017, 13, 3185-3197. 

(37) Frisch, M . J.; Trucks, G. W.; Schlegel, H . B.; Scuseria, G . E.; 
Robb, M . A ; Cheeseman, J . R.; Scalmani, G. ; Barone, V . ; Petersson, G. 
A ; Nakatsuji, H . ; L i , X . ; Caricato, M . ; Mařeních, A . V . ; Bloino, J.; 
Janesko, B. G.; Gomperts, R.; Mennucci, B.; Hratchian, H . P.; Ortiz, J. 
V. ; Izmaylov, A . F.; Sonnenberg, J . L. ; Williams; Ding, F.; Lipparini, F.; 
Egidi, F.; Goings, J.; Peng, B.; Petrone, A ; Henderson, T.; Ranasinghe, 
D. ; Zakrzewski, V . G.; Gao, J.; Rega, N . ; Zheng, G.; Liang, W.; Hada, 
M . ; Ehara, M . ; Toyota, K ; Fukuda, R ; Hasegawa, J.; Ishida, M . ; 
Nakajima, T.; Honda, Y ; Kitao, O.; Nakai, H . ; Vreven, T.; Throssell, 
K ; Montgomery, Jr., J. A . ; Peralta, J. E.; Ogliaro, F.; Bearpark, M . J.; 
HeydJ . J . ; Brothers, E . N . ; Kudin, K . N . ; Staroverov, V . N . ; Keith, T. A ; 
Kobayashi, R.; Normand, J.; Raghavachari, K ; Rendell, A . P.; Burant, J. 
C ; Iyengar, S. S.; Tomasi, J.; Cossi, M . ; Mil lam, J . M . ; Klene, M . ; 
Adamo, C ; Cammi, R ; Ochterski, J . W.; Martin, R L. ; Morokuma, K ; 
Farkas, O.; Foresman, J . B.; Fox, D . J . Gl 6_C01. 2016, p Gaussian 16, 
Revision C.01, Gaussian, Inc., Wallin. 

(38) Mallada, B.; Gallardo, A. ; Lamanec, M . ; de la Torre, B.; Spirko, 
V. ; Hobza, P.; Jelinek, P. Real-Space Imaging of Anisotropic Charge of 
rr-Hole by Means of Kelvin Probe Force Microscopy. Science 2021, 374, 
863-867. 

(39) Lo , R ; Manna, D. ; Lamanec, M . ; Dračínský, M . ; Bouř, P.; W u , T.; 
Bastien, G.; Kaleta, J.; Miriyala, V . M . ; Spirko, V . ; Mašinová, A ; 
Nachtigallová, D. ; Hobza, P. The Stability of Covalent Dative Bond 
Significantly Increases with Increasing Solvent Polarity. Nat. Commun. 
2022, 13, 1-7. 

(40) Hougen, J . T.; Bunker, P. R ; Johns, J . W . C. The Vibration-
Rotation Problem in Triatomic Molecules Allowing for a Large-
Amplitude Bending Vibration. /. Mol. Spectrosc. 1970, 34, 136-172. 

(41) Van Der Batsanov, S. S. Waals Radii of Elements. Inorg. Mater. 
2001, 37, 871-885. 

C D R e c o m m e n d e d b y A C S 

Directional Ionic Bonds 
Illia Hutskalov, Ilija Coric, et at. 
APRIL 07, 2023 

JOURNAL OF THE AMERICAN CHEMICAL SOCIETY READ I2f 

Formation of Isolable Dearomatized [4 + 2] Cycloadducts 
from Benzenes, Naphthalenes, and JV-Heterocycles Using 1,2-
Dihydro-l,2,4,5-tetrazine-3,6-diones as Arenophiles under... 
Kazuki Ikeda, Shigeki Matsunaga, et at. 
APRIL 13,2023 

JOURNAL OF THE AMERICAN CHEMICAL SOCIETY READ E? 

Quantum Tunneling in Peroxide O-O Bond Breaking 
Reaction 

Yangyu Zhou, Mingfei Zhou, et at. 
APRIL 18,2023 

JOURNAL OF THE AMERICAN CHEMICAL SOCIETY READ ß 

Water Complex of Imidogen 
Xiaolong Li, Xiaoqing Zeng, et at. 
JANUARY 12, 2023 

JOURNAL OF THE AMERICAN CHEMICAL SOCIETY READ 

Get More Suggestions > 

8559 https://doi.Org/10.1021 /jacs.3c00802 J. Am. Chem. Soc. 2023, 145, 8550-8559 

http://pubs.acs.org/JACS
http://www
http://turbomole.com
https://doi.Org/1


R E S E A R C H 

SPECTROSCOPY 

Real-space imaging of anisotropic charge of <r-hole 
by means of Kelvin probe force microscopy 
B. Mallada1A3t, A. Gallardo24t, M. Lamanec35t, B. de la Torre12, V. Spirko56, 
P. Hobza57*, P. Jelinek12* 

An anisotropic charge distribution on individual atoms, such as o-holes, may strongly affect the material 
and structural properties of systems. However, the spatial resolution of such anisotropic charge 
distributions on an atom represents a long-standing experimental challenge. In particular, the existence 
of the o-hole on halogen atoms has been demonstrated only indirectly through the determination of 
the crystal structures of organic molecules containing halogens or with theoretical calculations, 
consequently calling for its direct experimental visualization. We show that Kelvin probe force 
microscopy with a properly f unctionalized probe can image the anisotropic charge of the o-hole and the 
quadrupolar charge of a carbon monoxide molecule. This opens a new way to characterize biological 
and chemical systems in which anisotropic atomic charges play a decisive role. 

T he observation of molecular structures 
with the unusual atomic arrangement of 
possessing two adjacent halogens or a 
pair of halogen atoms and electron do­
nor motifs (oxygen, nitrogen, sulfur,...), 

found in different crystals in the second half 
of the 20th century (1-4), represented a long­
standing puzzle in supramolecular chemistry. 
Both halogens and electron donors are electro­
negative elements that carry a negative charge. 
Thus, close contacts of these atoms should the­
oretically cause highly repulsive electrostatic 
interaction. Counterintuitively, such atoms are 
frequently found to form intermolecular bonds, 
called latter halogen bonds, that stabilize the 
molecular crystal structure. An elegant solu­
tion offered by Auffinger et al. (5), Clark et al. 
(6), and Politzer et al. (7, 8) showed that the 
formation of a covalent bond between certain 
halogen atoms (chlorine, bromine, and iodine) 
and a more electronegative atom (such as car­
bon) gives rise to a so-called o-hole that has an 
anisotropic charge distribution on the halogen 
atom. Thus, a physical observable correspond­
ing electrostatic potential around the halogen 
atom is not uniform (as considered within all 
empirical force fields) but exhibits an elec­
tropositive distal to covalently bound carbon 
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crown surrounded by an electronegative belt 
(Fig. 1A). 

Consequently, halogen bonding is attributed 
to attractive electrostatic interaction between 
a halogen's electropositive o-hole and an elec­
tronegative belt of the other halogen or an 
electronegative atom with negative charge. 
The International Union of Pure and Applied 
Chemistry (IUPAC) definition of a halogen 
bond (9) states that a halogen bond "occurs 
when there is evidence of a net attractive in­
teraction between an electrophilic region as­
sociated with a halogen atom in a molecular 
entity and a nucleophilic region in another, 
or the same, molecular entity." Stability of 
the o-hole bonding is comparable with that 
of hydrogen-bonded complexes, and attrac­
tion in both types of noncovalent complexes 
was originally assigned to electrostatic inter­
action. Although this scenario is basically 
true for H-bonded complexes, in the case of 
halogen-bonded systems, the importance of 
dispersion interaction (10) was highlighted. 
The importance of the dispersion interaction 
is not surprising because close contact takes 
place between two heavy atoms with high po-
larizability in halogen-bonded complexes. 

The concept of halogen bonding was later 
generalized to a o-hole bonding concept. In 
particular, the halogen (group 17), chalcogen 
(group 16), pnicogen (group 15), tetrel (group 14), 
and aerogen bonding (group 18) were established 
according to the name of the electronegative 
atom bearing the positive a-hole. The exis­
tence of a o-hole in atoms of the mentioned 
groups of elements has a common origin in 
the unequal occupation of valence orbitals. 

The a-hole bonding plays a key role in supra-
molecular chemistry (11), including the engi­
neering of molecular crystals or in biological 
macromolecular systems (5). Despite its rele­
vance and intensive research devoted to o-hole 
bonding, the existence of the o-hole itself was 
confirmed only indirectly with quantum calcu­

lations (5-8) or crystal structures of complexes 
containing o-hole donors and electron accep­
tors (11-15). However, a direct visualization of 
this entity allowing for the resolution of its 
peculiar shape has thus far been missing. 

The cause of the o-hole is the anisotropic 
distribution of the atomic charge on a halogen 
atom The imaging of anisotropic atomic charge 
represents an unfulfilled challenge for exper­
imental techniques, including scanning probe o 
microscopy (SPM), electron microscopy, and g 
diffraction methods. Thus, we sought a tech- o 
nique in which the imaging mechanism relies % 

P. 

on the electrostatic force to facilitate the visu- tf 
alization of the anisotropic charge distribution § 
on a halogen atom with a sub-angstrom spatial & 
resolution. We show that real-space visualiza- K 
tion of the o-hole can be achieved through | 
Kelvin probe force microscopy (KPFM) under z 
ultrahigh vacuum (UHV) conditions (16,17) s. 
with unprecedented spatial resolution. ° 

KPFM belongs to a family of SPM techniques £ 
that routinely provide real-space atomic reso- ™ 
lution of surfaces. In the KPFM technique, £ 
the variation of the frequency shift Af of an g. 
oscillating probe on applied bias voltage V § 
with the quadratic form Af ~ V2 is recorded 8, 
(18). The vertex of the Kelvin parabola AfcV) 9 
determines the difference between work tunc- | 
Hons of tip and sample, also called the contact ^ 
potential difference F C P D . Moreover, the spa- % 
Hal variation of the contact potential difference | • 
ICPD across the surface allows the mapping ° 
of local variation of surface dipole on the sam- § 
pie (ILCPD) (17). Recent developments of the a 
KPFM technique operating in UHV conditions 8 
made it possible to reach true atomic resolution | 
on surfaces (19, 20) to image intramolecular a 
charge distribution (21), to control single-electron 
charge states (22), to resolve bond polarity (23), o 
or to discriminate charge (24). g 

The atomic contrast in KPFM images orig- s, 
inates from a microscopic electrostatic force S 
between static (p 0 ) and polarized charge den- | 
sities (8p) located on frontier atoms from the ^ 
tip apex and sample when an external bias is J 
applied (17). There are two dominant compo- a 
nents of this force: the interaction between 8 
the polarized charge on the apex 8p 4, which § 
is linearly proportional to the applied bias 2 
voltage (V), and the static charge on sample g. 
p°. The second term consists of the electro- £ 
static interaction between the polarized charge g 
on the sample 8p s and the static charge on tip £ 
p°. Consequently, these two components cause 
local variation of the contact potential difference 
ILCPD (a detailed description of the mechanism 
is provided in the supplementary materials), 
thus providing atomic-scale contrast. 

Results 
Consequently, KPFM appears to be the tool of 
choice for imaging anisotropic charge dis­
tribution within a single atom, such as the 
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Fig. 1. Schematic view of 
the KPFM measurements 
to image a a-hole. (A and 
B) Models of 4BrPhM and 
4FPhM molecules, including 
corresponding electrostatic 
potential map on outermost 
Br/F atom. They reveal the 
presence of the o-hole on a 
Br atom, and there is an 
isotropic negative charge on 
the F atom. (C) Schematic 
view of the acquisition 
method of the KPFM mea­
surement with a functional­
ized Xe-tip on a 2D grid. 
(D) Corresponding Af(V) 
parabolas acquired in the 
central part (blue) of the 2D grid and on the periphery (red). Vertical dashed lines indicate the value of Î LCPD for the given &f(V) parabola, which forms the 2D KPFM 
image. (E) 3D representation of the KPFM images (1/LCPD maps) acquired with an Xe-tip over bromide and fluoride atoms of 4BrPhM and 4FPhM molecules. Blue 
indicates low values of VLCPD. and red indicates high values of VLCPD-

a-hole. To test this hypothesis, we deliberate­
ly chose tetrakis(4-bromophenyl) methane 
(4BrPhM) and tetrakis(4-fluorophenyl) meth­
ane (4FPhM) compounds (Fig. 1, A and B).The 
skeleton arrangement of these compounds 
facilitates a tripodal configuration once de­
posited onto a surface with a single bromine-
fluor atom oriented outward from the surface 
(fig. SI). This arrangement facilitated direct 
inspection of the a-hole on a halogen atom 
by the front-most atom of a scanning probe, 
(Fig. 1C). Deposition of the molecules in low 
coverage (less than 1 monolayer) on the Ag(lll) 
surface held at room temperature under UHV 
conditions led to the formation of well-ordered, 
self-assembled molecular arrangements in 
a rectangular formation (Fig. 2, A and B). 
Bromine atoms of the 4BrPhM molecule have 
a substantial positive o-hole (Fig. 1A), and 
fluorine atoms possess an isotropic negative 
charge (Fig. IB). This enabled us to perform 
comparative measurements on similar systems 
with and without the presence of the o-hole. 

Shown in Fig. 2, C and D, is a substantial con­
trast between two-dimensional (2D) constant-
height KPFM maps acquired over Br and F 
front-most atoms of the molecular compounds 
with an Xe-decorated tip. In the case of the 
4FPhM molecule, we observed a monotonous 
elliptical increase of the F L C P D signal over the 
fluorine atom. In comparison, the KPFM im­
age over the 4BrPhM molecule featured a no­
table ring-like shape. The 2D KPFM maps were 
recorded in the attractive tip-sample inter­
action regime near the minimum of the Af-z 
curve (fig. S2) to avoid undesired topographic 
cross-talk (fig. S3 and supplementary text) or 
the effect of lateral bending of the functional­
ized probe due to repulsive forces (25) that 
could cause image distortions. Evolution of 
the contrast of the KPFM image of the o-hole 
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Fig. 2. KPFM imaging of 4BrPhM and 4FPhM molecules with an Xe-tip. (A and B) STM images of a 
molecular self-assembled submonolayer of 4BrPhM and 4FPhM molecules on an Ag(lll) surface. (Insets) 
AFM images acquired on a single molecule with a Xe tip at the minima of the frequency shift. (C and 
D) Experimental KPFM images obtained with a functionalized Xe tip over bromide and fluoride atoms of single 
4BrPhM and 4FPhM molecules. (E and F) Calculated KPFM images with a functionalized Xe tip of single 
4BrPhM and 4FPhM molecules. Blue indicates low values of VLCPD and red indicates high values of VLCPD)-

on the front-most Br atom with the tip-sample 
distance is shown in fig. S4. 

Discussion 
To confirm the origin of the anisotropic con­
trast observed experimentally on the Br atom, 
we carried out KPFM simulations using sta­
tic p 0 and polarized 8p charges of Br and F-
terminated molecules and Xe-tip models 
obtained from density functional theory (DFT) 
calculations (fig. S5). Simulated KPFM images 
that are perfectly matched to the experimental 

maps are shown in Fig. 2, E and F. Our theo­
retical model allowed us to decompose the two 
leading contributions: the electrostatic interac­
tion of the polarized charge on tip 8p 4 with the 
static charge on the molecule and the coun­
terpart term of the electrostatic interaction 
between the polarized charge on molecule 
8p s with the p° static charge of the tip (fig. 
S5). We found that the anisotropic contrast 
obtained on the Br-terminated molecule can 
be rationalized from a variation of the mi­
croscopic electrostatic interaction between 

Mallada et at, Science 374, 863-867 (2021) 12 November 2021 2 of 5 



R E S E A R C H | R E S E A R C H A R T I C L E 

atomic-scale charges of tip and sample. On 
the periphery of the Br atom, the positive 
shift of FCPD is given by the electrostatic in­
teraction of the spherical polarized charge, 
8pj of the Xe-tip apex, with the belt of nega­
tive charge surrounding the positive a-hole. 
By contrast, in the central part, the electro­
static interaction with the positive crown of 
the a-hole turned the F L C P D value with re­
spect to that on the peripheral region. In the 
case of the 4FPhM molecule, both terms pro­
vided a trivial contrast with a positive shift 
of the VLCPD over the atom. The term corre­
sponding to the static charge p° on the mol­
ecule revealed an elliptical shape originating 
from neighbor positively charged hydrogen 
atoms in the underlying phenyl group of the 
4FPhM molecule. Therefore, the shape of 
the feature presented in the KPFM image 
provided additional information about the 
internal arrangement of the molecule on the 
surface. 

We deliberately used a single Xe atom to 
functionalize the tip apex instead of the more 
commonly used carbon monoxide (CO). As 
discussed above, the Xe tip allowed us to op­
timize the imaging conditions of the a-hole 
because static charge density p 0 on the apex 
of the CO-tip had a strong quadrupolar char­
acter (Fig. 3A), and the charge on the Xe tip 
was highly spherical (fig. S5). This choice elimi­
nated spurious spatial variation of the ILCPD 
signal, which did not belong directly to the 
a-hole. In particular, a component of the micro­
scopic electrostatic interaction between static 
charge p° of the tip and polarized charge on 
sample 8ps needs to be abolished. In the case 
of the Xe-tip, the spatial variation of the local 
VCPD was dominated by the component that 
includes the interaction of a spherically polar­
ized charge on the Xe atom 8pt with the ani­
sotropic electrostatic field of the a-hole. This 
enabled a direct mapping of the spatial charge 
distribution of the a-hole by means of the KPFM 
technique. 

Thus, it is instructive to look at the KPFM 
images acquired with the CO tip on the 4FPhM 
molecule as well. Despite the frontier fluorine 
atom of the 4FPhM molecule having an iso­
tropic charge distribution, the experimental 
KPFM image (Fig. 3B) features a nontrivial 
ringlike shape with lower values of the ILCTD 
signal on the center of the fluorine atom. Our 
KPFM simulation using a CO-tip (Fig. 3C) co­
incided qualitatively with the experimental 
counterpart. From a detailed analysis of the 
electrostatic components (fig. S6), we found 
that the contrast arose from the interaction 
of the spherical polarized charge 8ps on a flu­
orine atom with the static quadrupole charge 
on a CO tip, composed of a negative crown of 
density on an oxygen atom surrounded by a 
positive charge belt (Fig. 3A). Thus, the KPFM 
features resolved on the 4FPhM molecule re­

flected the quadrupolar charge distribution 
of the CO tip. Thus, from the spatial variation 
of the PLCPD signal, we could determine the 
sign of the quadrupole of the CO molecule on 
the tip. The shift of ILCPD toward lower values in 
the central part of the KPFM image was caused 
by the negative charge crown of the quadru­
pole charge localized at oxygen (Fig. 3A). The 
enhanced ILCPD value on the periphery reflects 
the positively charged belt of the quadrupole 
charge of the CO molecule. This reverse shift of 
ILCPD with respect to the previous case of the 
a-hole was caused by our inspection of the ani­
sotropic charge on the tip instead of the sample. 
A detailed explanation of the origin and sign 
of PLCPD shift is available in the supplemen­
tary materials. 

Alternatively, some works reported sub­
atomic features in noncontact atomic force 
microscopy (nc-AFM) (26) images with CO 
functionalized tips (27). However, the origin of 
such contrast and their interpretation of the 
physical meaning are under debate (28, 29). 
Additionally, nc-AFM has demonstrated un­
precedented chemical resolution of single 
molecules (30) or their charge distribution (31). 
Thus, we were intrigued by the possibility of 
imaging the a-hole by means of nc-AFM with 
functionalized tips (27). 

A series of high-resolution nc-AFM images 
acquired at a wide range of tip-sample dis­
tances are shown in fig. S7 with a CO tip and 
Xe tip, respectively. At the onset of the atomic 
contrast in nc-AFM mode, the tip-sample in­
teraction was dominated by an attractive dis­
persion. The resulting AFM contrast for both 
4FPhM and 4BrPhM molecules had a similar 
spherical character that lacks any subatomic 
feature. Also, in close tip-sample distances, 
the AFM contrast remained similar for both 
molecular compounds, featuring a bright spot 
in the center caused by the Pauli repulsion. 
Thus, we found that the AFM images did not 

reveal any signature of the a-hole in the whole 
range of tip-sample distances covering both an 
attractive and repulsive interaction regime. 

To understand in detail this experimental 
observation, we performed theoretical analy­
sis of the nc-AFM images with a CO tip using the 
probe particle SPM model (25). Shown in figs. 
S8 and S9 are lateral cross sections of different 
force components of the interaction energy 
acting between the CO tip and the outermost 
F and Br atoms of the 4FPhM and 4BrPhM 
molecules, respectively. The calculated AFM 
images showed similar atomic contrast, ruling 
out the possibility to image the a-hole with a 
CO tip. From the analysis, we inferred that the 
AFM contrast was dominated by dispersive 
and Pauli interaction, both of which have a 
highly spherical character. On the other hand, 
the electrostatic interaction possesses an ani­
sotropic character caused by the presence of 
both a a-hole on the Br atom and a quadru­
polar charge distribution on the apex of the 
CO-tip (Fig. 3A). Nevertheless, the magnitude 
of the electrostatic interaction was about one 
order smaller than the competing dispersion 
and Pauli interactions, which made the a-hole 
hard to image in the AFM technique. From this 
analysis, we could conclude that the resolution 
of anisotropic atomic charges requires a tech­
nique such as KPFM, whose contrast mechanism 
is mastered by the electrostatic interaction 
that maps the charge distribution on the fore­
front atoms. 

Next, we investigated the influence of the 
a-hole on the noncovalent intermolecular in­
teraction energies. The nc-AFM technique 
provided the distinctive possibility to ex­
plore interaction energies between individ­
ual atoms and molecules placed on the tip 
apex and sample by means of site-specific force 
spectroscopies (32-35). Apart from a quanti­
tative evaluation of the interaction energies 
between well-defined entities, the nc-AFM 
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Fig. 3. KPFM imaging of a 4FPHM molecule with a CO tip. (A) Schematic view of a CO tip above a 
4FPhM molecule with a superimposed calculated differential charge density of the CO tip, revealing (top) a 
quadrupole charge of a CO-tip model and (bottom) calculated electrostatic potential of 4FPhM molecule 
showing an isotropic negative charge on the frontier fluorine atom in 4FPhM. (B) Experimental KPFM image 
acquired over the frontier fluorine atom with a CO tip. (C) Simulated KPFM image of a 4FPhM molecule with a 
CO tip. Blue indicates low values of VLCPD. and red indicates high values of VLCPD)-
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Fig. 4. Comparison of experimental and theoretical interaction energies of four complexes. Experimental 
(solid curves) and calculated (dots, obtained with DFT/coB97X-V) energy curves versus tip-sample distance 
between 4FPhM and 4BrPhM molecules and Xe and CO tips. (Inset) The correlation between experimental 
and theoretical values [coefficient of determination (f?2) = 0.98] of the energy minima for all complexes. 
Bars indicate an estimated experimental error of the energy minima calculated as the difference between a 
polynomial fit and the experimental energy (fig. S12). 

technique also gave an invaluable opportu­
nity to benchmark the accuracy of different 
theoretical methods to describe these weak 
noncovalent interactions (34-36). 

Tip functionalization offered an opportunity 
to explore distinct scenarios of the interaction 
mechanisms with molecular complexes. The 
Xe tip has a positive net charge and large po-
larizability, but the CO tip possesses a quad-
rupolar charge (O and C carry negative and 
positive net charge, respectively) and a rela­
tively small polarizability. Their interaction 
energies are shown in Fig. 4, with the 4FPhM 
and 4BrPhM molecules as a function of the 
tip-sample distance. Small values of the max­
imum energies of 0.2 to 0.83 kcal/mol revealed 
a noncovalent bonding mechanism. In gen­
eral, the complexes with an Xe-tip are more 
stable than the complexes with a CO tip, which 
may be rationalized by a larger dispersion in­
teraction caused by an Xe tip. We observed 
that the Xe-4BrPhM complex was less stable 
than the Xe-4FPhM complex (by 0.67 and 
0.83 kcal/mol, respectively) despite the larger 
polarizability of Br that determines the mag­
nitude of the polarization interaction. This ef­
fect was caused by the presence of the repulsive 
electrostatic interaction between the positive 
a-hole on a Br atom and the positively charged 
Xe tip, which partially cancelled the attract­
ive dispersive interaction in the Xe-4BrPhM 
complex. On the other hand, the dispersive 
and electrostatic forces are both attractive in 
the case of the Xe-4FPhM complex, resulting 

in a larger total interaction energy. This ob­
servation not only supported the presence of 
the positive o-hole on the Br atom, it also ex­
plained the origin of a peculiar intermolecular 
orientation of halogen-bonded molecular sys­
tems (12-15). 

Recently, a vigorous effort has been devoted 
to the development of computational methods 
based on DFT with dispersion correction that 
are able to reliably describe intermolecular in­
teractions in noncovalent complexes (37). But 
their transferability is still limited owing to 
adopted approximations, and thus, careful 
benchmarking is desired. From this perspec­
tive, the above-described complexes represent 
interesting noncovalent systems for bench­
marks with a complex interplay between the 
dispersion and the electrostatic interaction. 
The maximum interaction energies measured 
were below 1 kcal/mol, which used to be con­
sidered as the limit of chemical accuracy, fur­
ther strengthening the benchmark. 

Accurate interaction energies for different 
types of noncovalent complexes could be ob­
tained from a nonempirical coupled-cluster 
method covering triple-excitations [CCSD(T)]. 
Unfortunately, its large computational demands 
made it impossible to apply this method to a 
system of the size of the molecules we inves­
tigated in the present work. 

To circumvent this problem, we performed 
the CCSD(T) calculations on smaller refer­
ence model systems consisting of F- and Br-
benzene, exhibiting similar characteristics as 

4BrPhM and 4FPhM molecules (supplemen­
tary materials). We compared the calculated 
CCSD(T) interaction energies to interaction 
energies obtained with several popular DFT 
functionals (table S3). We found that the range-
separated coB97X-V functional (38) that im­
plicitly covers dispersion energy provided good 
agreement with the benchmarked dataset 
(table S3). Because this functional was also 
shown to provide the best results among other o 
popular DFT functionals for various types of i 
systems with noncovalent interactions (38), o 
we selected this functional for further USe. ca 

To check its transferability to our larger B> 
molecular systems, we calculated the interac- § 
tion energies between 4FPhM and 4BrPhM & 
molecules and Xe- and CO-tip models. Excel- K 
lent agreement between the coB97X-V inter- | 
action energies and the experimental data ? 
results is shown in Fig. 4. The calculated en- o. 
ergy minima for all complexes fit the mea- g 
sured values perfectly within the experimental S 
error (Fig. 4, inset). The PBEO functional (39) ™ 
with the D3 correction (40) reproduced the g-
CCSD(T) results on small-model systems as well a. 
(table S3 and fig. S10). However, its transfer- § 
ability on the large systems was no longer as 8, 
good as the range-separated coB97X-V func- 9 
tional (fig. Sll). | 

The coB97X-V functional describes well the ^ 
interaction trend for all considered systems g" 
(Fig. 4, inset), with the caveat that it system- | 
atically slightly overestimates the interaction <3 
energy by -0.1 kcal/mol. The perfect agree- § 
ment between theoretical and experimental g 
values could not be expected because calcu- 8 
lations were limited to free-standing 4FPhM | 
and 4BrPhM molecules interacting with Xe- a 
and CO-tip model, and in the experiment, ^ 
4FPhM and 4BrPhM molecules were adsorbed ^ 
at Ag(lll) surface. The results confirmed good | 
transferability of the coB97X-V functional toward s, 
larger systems. Moreover, the good agreement U 
between calculated and experimental datasets | 
obtained for all four complexes also gave ^ 
confidence in the multiscale benchmark tech- ^ 
nique that uses small-model complexes with S' 
the Xe-tip model. Therefore, this approach g 
makes it possible to accurately describe sys- § 
terns whose size does not allow for the direct 2 
application of the accurate coupled-cluster g. 
technique (or a similar technique), or when £ 
other direct experimental measurements are g 
currently not feasible. £ 

Conclusions 
We report the possibility of achieving the spa­
tial resolution of anisotropic atomic charge 
with the KPFM technique, which not only 
provided direct evidence of the existence of 
a-holes but is expected to substantially extend 
the possibility to characterize charge distribu­
tion in complex molecular systems and on sur­
faces. We anticipate that this technique could 
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be further extended to provide invaluable 
information about the local inhomogeneous 
polarizability of individual atoms on surfaces 
or within molecules with unprecedented spa­
tial resolution in chemical and biologically 
relevant systems. 
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Submolecular charge distribution significantly affects the physical-chemical 
properties of molecules and their mutual interaction. One example is the 
presence of a n-electron-deficient cavity in halogen-substituted polyaromatic 
hydrocarbon compounds, the so-called n-holes, the existence of which was 
predicted theoretically, but the direct experimental observation is still miss­
ing. Here we present the resolution of the n-hole on a single molecule using the 
Kelvin probe force microscopy, which supports the theoretical prediction of 
its existence. In addition, experimental measurements supported by theore­
tical calculations show the importance of n-holes in the process of adsorption 
of molecules on solid-state surfaces. This study expands our understanding of 
the n-hole systems and, at the same time, opens up possibilities for studying 
the influence of submolecular charge distribution on the chemical properties 
of molecules and their mutual interaction. 

Non-covalent interactions are crucial in many chemical and biological 
processes, such as supramolecular assembling, ion recognition, and 
protein stability. The nature of non-covalent intermolecular bonds is 
determined, among others, by dispersion and electrostatic forces. 
While the dispersion force is always attractive and directionless, the 
electrostatic component can be attractive or repulsive and is highly 
directional. The nature of the electrostatic interaction is intimately 
linked to the internal charge distribution within the molecule. There­
fore, precise knowledge of the charge distribution in molecules is a 
fundamental requirement for comprehending non-covalent 
interactions1. 

For instance, in the most prevalent category of molecular species, 
polycyclic aromatic hydrocarbons (PAHs), the larger electronegativity 
of carbon compared to the peripheral hydrogen results in an accu­
mulation of electron density in the delocalized/conjugated rt-bonds on 
the carbon skeleton. This electron-rich delocalized/conjugated rt-bond 
system, which is evenly distributed above and below the molecular 
plane, generates a negative quadrupole moment for the PAH 

molecules, see Fig. 1. However, substituting peripheral hydrogens with 
other substituents that are more electronegative than carbon, such as 
fluorine or chlorine, reverses the electron population of the rt-bond 
system to make it electron-deficient2, see Fig. 1. Consequently, the 
quadrupole moment of such a molecule becomes positive3. The pre­
sence of a TT-electron-deficient cavity in the central part of the mole­
cule is called a n-hole4,5. 

The Ti-hole concept can be vividly illustrated by comparing the 
electron distribution of benzene, C 6 H 6 , and hexafluorobenzene, C 6 F 6 . 
In benzene, electrons are localized within the aromatic carbon skele­
ton, as depicted in the electrostatic potential map shown in Fig. 1. 
Conversely, in hexafluorobenzene, the higher electronegativity of 
fluorine results in electron withdrawal from carbon atoms towards 
halogens, leading to a depletion of electron density in the central TT-
system on the carbon atoms. The origin of the distinct localization of 
the electron density in both systems is closely associated with the 
different characteristics of occupied molecular orbitals. Namely, in the 
case of C 6 F 6 , the occupied orbitals are delocalized over both carbon 
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8+ 

Fig. 11 Schematic description of the concept of n-hole. The spatial distribution of the electrostatic potential map (coloured surface from red (negative charge) to 
the highest occupied molecular orbitals (HOMO) (grey-shaded volumes) of ben- blue (positive charge)), 
zene (C6H6) on the left and hexafluorobenzene (C6F6) on the right overlapped with 

and fluorine atoms. In contrast, in the case o f C 6 H 6 molecule , they are 
predominantly local ized on carbon atoms only, as seen in the grey 
surfaces in Fig. 1. 

As discussed above, the presence o f a positively charged rc-hole 
significantly affects non-covalent intermolecular interactions. For 
example, intermolecular stacking interactions 6 , which play an essential 
role in the stabilization o f the helical structure o f D N A bases, can be 
strongly affected by the presence o f a rc-hole. The decisive role o f the 
electrostatic interaction on the stacked structure can be well docu­
mented for the simplest stacked aromatic systems, dimers o f benzene 
C 6 H 6 and/or hexafluorobenzene, C 6 F 6 . In the case o f homodimers , 
their stabilization is entirely caused by dispersion interaction, as the 
electrostatic quadrupole-quadrupole interaction is repulsive. How­
ever, in the case o f heterodimers, the situation changes due to the 
attractive electrostatic quadrupole-quadrupole interaction, which 
allows a close approach o f the aromatic rings resulting in significant 
dispersion interaction and, consequently, resulting in substantial sta­
bil izat ion o f the heterodimers 3 . 

It is evident that the presence o f rc-hole may strongly affect the 
physicochemical properties o f molecular systems. So far, the concept 
of rc-hole has been developed exclusively on a theoretical basis using 
quantum calculations. Experimentally, the existence o f rc-hole has only 
been proven indirectly based on measured data, the interpretation o f 
which can only explain the presence o f rc-hole 7 However, a direct 
experimental observation that would clearly prove the existence o f the 
rc-hole has been lacking so far. 

O f all the experimental techniques, scanning probe microscopy 
(SPM) emerges as the most appropriate tool for the direct visualization 
of rc-holes in molecular systems. In recent years, the development o f 
S P M with a functionalized p r o b e 8 9 has enabled the unprecedented 
spatial resolution not only o f the chemica l 8 and sp in 1 0 structure o f 
molecules o n the surfaces but also o f the anisotropic a tomic charge on 
individual atoms, the so-called o -hole 1 1. In this article, we will show that 
the Kelvin probe force microscopy (KPFM) method, which enabled us 
to resolve the o-hole for the first t ime, is an ideal imaging tool for the 
real space observation o f the rc-hole system as well . 

Results and discussion 
Experimental results 
Here, we experimentally visualize the rc-hole in 9,10-Dichloroocta-
fluoroanthracene C i 4 F 8 C I 2 (FCI-An) molecule and, at the same time, its 
absence in anthracene C i 4 H 1 0 (An). As discussed above, the presence 
of different substituents rules the charge transfer between TT-orbitals 
of the carbon skeleton and the substituents. Supplementary Fig. 1 
displays selected occupied orbitals o f A n and FCI-An, whose compar­
ison reveals their different shapes. Similarly, as in the case o f C 6 H 6 and 
C 6 F 6 , the molecular orbitals in A n are localized only at the carbon 
skeleton, while these in FCI-An are also extended at all halogen 

substituents. In the latter case, this gives rise to the presence o f rc-hole 
localized on the carbon skeleton. The presence o f rc-hole cou ld also be 
seen in electron density difference maps 1 2 , see Supplementary Fig. 2. 

Here we investigated heterogeneous molecular self-assemblies 
consist ing o f FCI-An and A n molecules. Figure 2a displays the mole­
cular self-assembly grown by simultaneous sublimation o f the two 
compounds on an atomically clean A u (111) surface kept at room 
temperature in an ultrahigh vacuum. Scanning probe microscopy 
images, acquired at a base temperature o f 4.8 K, reveal large-scale 
ordered molecular islands composed o f both molecular species 
alternating in a periodic fashion (Fig. 2a, b). 

To determine the detailed arrangement o f the molecular species 
in the assembly, we use noncontact a tomic force microscopy (nc-AFM) 
with a functionalized carbon monoxide (CO) t ip. The high-resolution 
n c - A F M images acquired at a constant height mode in Fig. 2b clearly 
distinguish two different molecular species. To gain insight into the 
self-assembly structure, we carried out total energy density functional 
theory (DFT) calculations as well as A F M imaging o f the supramole-
cular structure on the A u (111) surface. The perfect agreement between 
experimental and theoretical n c - A F M images al lowed us to unam­
biguously resolve the chemical structure o f both An and FCI-An 
molecules, as well as their arrangement. The supramolecular assembly 
comprises a rhombic per iodic structure with one A n and two FCI-An 
molecules in the unit cel l , as shown in Fig. 2b,c. The arrangement is 
dictated by attractive intermolecular electrostatic interactions 
between negatively charged fluorine atoms, o-hole on chlorine, and 
positively charged hydrogen atoms (Fig. 2d). This scenario is sup­
ported by the fact that the mere deposi t ion o f A n o n the surface does 
not result in the formation o f self-organized molecular structures, as 
shown in Supplementary Fig. 3. 

Notably, the high-resolution A F M images show, apart f rom the 
difference in the apparent size o f the molecular species, a relatively 
similar contrast o f the carbon skeleton for both types o f molecules. In 
addit ion, A F M images show that FCI-An molecules are systematically 
imaged brighter than A n molecules due to a topographic effect, as we 
will discuss below. Thus, the A F M images apparently do not provide 
any direct experimental evidence o f rc-hole. 

Therefore, we employed Kelvin Probe Force Microscopy , which 
records the spatial variation o f the local contact potential difference 
( tCPD) across the surface 1 3 . At short tip-sample distances, the magni­
tude o f the t C P D is affected by a short-range electrostatic interaction 
between the t ip apex and surfaces, enabling us to map the charge 
distr ibution (See Fig. 3a, d) with a tomic reso lu t ion 1 1 1 4 . The K P F M 
technique was employed to investigate the charge distr ibution at the 
atomic and molecular levels. This technique is useful for the detection 
of single electron charge states o f individual a toms 1 5 and molecule 1 6 , 
mapping charge distr ibution within molecules 1 7 , resolving molecular 
dipolar moments 1 8 , and visualizing the anisotropic charge 
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Fig. 2 | Overview and description of the system, a STM (VBiaS = 500 mV, 
'tunnel = 10 pA) topography overview of the ordered self-assembly structure of An 
and FCI-An molecules on Au(lll). b Constant height nc-AFM with CO-tip of the unit 
cell of the self-assembly (white solid line, a = 1.85 ± 0.02 nm, if = 122 ± 0.6°). c Probe 

Fig. 3 | Simulated and experimental charge distributions of FCI-An and An. 
a, d Electrostatic potential maps of free-standing FCI-An and An molecules. 
b, e Experimental LCPD maps of FCI-An and An acquired with the same CO-tip in 
constant height mode, c, f Probe Particle simulated LCPD maps of FCI-An and An. 
Source data are provided as a Source Data file. 

distributions in single atoms 1 1 . In previous work, it was demonstrated 
that the sensitivity o f the K P F M method cou ld be substantially 
e n h a n c e d 1 1 1 7 1 9 , 2 0 using functionalized probes. Moreover , it was 
demonstrated that the K P F M technique cou ld capture contrast inver­
sion for fluorinated and hydrogenated benzene rings within the same 
molecules 2 1 . These results indicate the possibili ty o f resolving n-hole 
by the K P F M technique. 

Figures 3b and 3e depict constant height K P F M maps conducted 
with the same CO-terminated t ip o f individual A n and FCI-An mole­
cules, respectively. These maps reveal a str iking difference in the L C P D 
contrast between the two molecular species. Specifically, the L C P D 
signal over An/FCI-An molecule is shifted to a higher/lower value, 
indicat ing a decrease/increase in the local work function. The anthra­
cene molecule possesses a uniform positive L C P D signal, representing 
a negative charge distr ibut ion. At the same time, the fluorinated 
counterpart exhibits a bow-tie shape o f negative L C P D , indicating a 
positive charge distr ibut ion. Large K P F M images (Supplementary 
Fig. 4) o f molecules adsorbed at various sites demonstrate the same 
trend, suggesting that the observed effects are not attributable to 
spatial variations in the L C P D o f the substrate. 

In terms o f K P F M measurements, it is important to note that the 
obtained contrast is highly dependent on the tip-sample distance, as 
illustrated in Supplementary Fig . 5. Specifically when the tip-sample 

Particle simulated nc-AFM image, d Model of the self-assembly of An and FCI-An 
(top) and the electrostatic potential map of the optimized supramolecular struc­
ture (bottom). Source data are provided as a Source Data file. 

distance is far, the K P F M images do not exhibit intramolecular fea­
tures. As the tip-sample distance decreases, submolecular contrast 
becomes increasingly pronounced. Nonetheless, t ip relaxations can 
noticeably influence the K P F M signal at shorter tip-sample distances 
and generate measurement artifacts. In contrast to n c - A F M imaging, 
where tip-relaxations improve the submolecular resolution, in K P F M 
measurement, such relaxations cause a noticeable deviation in the 
LCPD signal f rom its parabolic shape 2 2 . Therefore, we opt for a tip-
sample height close to the A / minima o n both molecules, which 
ensures the absence o f t ip relaxation and enhances the contrast. This 
choice is further supported by the absence o f submolecular resolution 
in A / " images (A/* corresponds to the A/(V) max imum, that is. A / at 
compensated L C P D , see Methods) for either A n or FCI-An, as shown in 
Supplementary Fig. 5 and 6. 

To rationalize the experimental K P F M images, we performed 
K P F M simulations using the op t imized supramolecular structures 
obtained from DFT calculations using P P - A F M code 1 1 , 2 3 . The simulated 
K P F M images shown in Fig. 3c,f match very well with the experimental 
evidence. In particular, they also reproduce submolecular variation o f 
the LCPD signal with the characteristic bow-tie pattern presented in 
the central part o f FCI-An molecule. This internal variation o f the L C P D 
signal also nicely matches the distr ibution o f the electrostatic potential 
calculated for a free-standing FCI-An molecule, shown in Fig. 3a. This 
effect is associated with the heterogeneous charge distr ibution o f the 
n-hole due to the different electronegativity o f fluorine and chlorine 
modula t ing the charge transfer f rom the n-system locally. 

It should be noted that K P F M measurements on the atomic scale 
are only qualitative and themselves cannot say anything about the sign 
of the charge o n the substrate. To prove that the observed variation o f 
LCPD contrast in the central part o f the FCI-An molecule corresponds 
to the presence o f the positive charge associated with n-hole, we take 
advantage o f the presence o f a positively charged o-hole on CI, see 
Fig. 2d . The o-hole can be partially visualized when the probe is suffi­
ciently close to the substrate, see Supplementary Fig. 7. Importantly, 
both the central region o f the molecule and o-hole show very similar 
LCPD vales -110 mV. This direct compar ison enables us to confirm the 
presence o f a positively charged region associated with n-hole. 
Optionally, the presence o f a positive charge in the central part o f the 
FCI-An molecule is also indirectly supported by the g o o d agreement 
between the range o f L C P D values in the experimental and simulated 
patterns shown in Fig. 3b, c. 

The influence of n -hole in the adsorption height 
We already ment ioned that the presence o f a n-hole can substantially 
change the stacking interaction. Thus, we analysed how the presence 
of n-hole affects the adsorption o f the molecules o n a metallic sub­
strate. A series o f constant height A F M images, shown in Supplemen­
tary Fig. 8, reveal that submolecular contrast first emerges on FCI-An 
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Fig. 4 | Charge transfer and n-hole effect on the adsorption height. 
a Experimental adsorption heights estimated with A/-z spectroscopies in the 
middle hexagon of the molecules (inset) FCI-An (blue line) and An (red line) respect 
to Au(lll) substrate (black-line), see Supplementary Fig. 9. b, c Calculated induced 
electron density of FCI-An (top, blue line) on Au(lll) and An (bottom, red line) as a 
function of the distance between the surface and the molecule. Source data are 
provided as a Source Data file. 

molecules independently o f their adsorpt ion site. This observation 
suggests different adsorption heights o f the FCI-An and A n molecules 
on the A u ( l l l ) surface. To analyse in more detail the different 
adsorption heights o f the molecules, we carried out specific-site force-
distance spectroscopy. Figure 4a displays A f -z spectroscopy acquired 
with the same CO-t ip above the central benzene unit o f both A n and 
FCI-An molecules. The difference between the minima o f two Af-z 
curves o f 30 p m can be directly related to the difference in the 
adsorption height o f the molecu le 2 4 . Moreover , we also acquired A f -z 
spectroscopy over the bare A u ( l l l ) surface, which enables us to 
determine the relative height o f the molecules above the A u ( l l l ) sur­
face, to be 330 and 360 p m for An and FCI-An, respectively. These 
values match reasonably well with the adsorpt ion height obtained 
from the total energy DFT calculations o f molecular assembly on 
A u ( l l l ) surface (325 and 344 p m , respectively). 

One may argue that the greater adsorpt ion height o f FCI-An 
molecule is caused by the presence o f chlorine atoms in FCI-An. A 
larger a tomic radius o f chlorine atoms (1.75 A (CI) and 1.47 A (F)) may 
enhance Pauli repulsion pushing the molecule out o f the A u ( l l l ) sur­
face. However, the total energy DFT simulation o f the fully fluorinated 
molecule provides a remarkably similar adsorption height o f 343 p m 
over the A u ( l l l ) surface, see Supplementary Table 1 Thus, the presence 
of chlorine atoms does not influence the adsorption height. Next, we 
looked at the character o f bonding interaction between the molecules 
and metallic substrate. Accord ing to DFT calculations, both molecules 
are physiosorbed with negligible hybridizat ion o f molecular orbitals 
(see Supplementary Figs. 10 and S l l ) , and the interaction is dominated 
by dispersion interaction, see Supplementary Table 2. Figure 4b, c 
represents the calculated induced electron density between A n and 
FCI-An molecules and the A u (111) surfaces. We observe that there is 
more significant induced electron density in the interface between A n 
molecule and metallic substrate compared to FCI -An/Au( l l l ) interface. 
The induced charge density is a consequence o f attractive electrostatic 
interaction between the molecule and the surface. In the case o f A n 
molecule , the H O M O orbital is found close to the Fermi level o f metal, 
which facilitates the charge induct ion upon the adsorption (Supple­
mentary Fig. 10). However, in the case o f the FCI-An molecule , the 
presence o f rc-hole increases the ionizat ion potential and consequently 

suppresses the charge density induct ion at the molecule/metal 
interface. 

To get more detailed insight into the adsorption energy, we per­
form the symmetry-adapted perturbation treatment (SAPTO), which 
provides the interaction energy decompos i t ion scheme 2 5 . The SAPTO 
analysis was performed on a cluster model , which gives very similar 
results to the slab mode l . It is also worth not ing that DFT and SAPTO 
calculations give very similar results o f adsorpt ion energies o f mole­
cules on A u ( l l l ) , see Supplementary Table 2. Supplementary Table 3 
presents the SAPTO energy decomposi t ion for all three molecules. It is 
evident that in all cases, the attractive interaction dominates the dis­
persion energy compared to the electrostatic and induct ion terms. 
Importantly, the induct ion energy describing stabilization energy due 
to electrostatic interaction between permanent charge multipoles and 
the induced charge is larger for An than for FCI-An molecule. This trend 
fully agrees with the above-mentioned findings on the relative mag­
nitude o f induced electron densities in A n and FCI-An predicted by the 
DFT slab calculat ion, see Fig. 4b,c. 

Here, we presented the experimental imaging o f n-hole in mole­
cular systems by its real space imaging o n a single molecule by means 
of Kelvin probe force microscopy. We showed that the presence o f ře­
hole also influences the electrostatic interaction between the molecule 
and a metallic surface and, consequently, the adsorpt ion height o f the 
molecule. Namely, the n-hole increases the ionizat ion potential o f the 
molecule, which inhibits the induct ion o f the charge density at the 
molecule/metal interface. This results in weakened induced electro­
static interactions and, consequently, in larger adsorpt ion height o f 
the molecule. This study shows the potential o f scanning microscopy 
for s tudying the internal charge distr ibution in molecules, which fun­
damentally affects their physical and chemical properties. 

Methods 
Experimental methods 
The experiments were conducted at a temperature o f 4.2 K using a 
commercia l S T M / n c - A F M microscope (Createc G m b H ) . Pt/lr tips, 
sharpened by focused ion beam (FIB), were uti l ized and were further 
cleaned and shaped by gentle indentation (-1 nm) in the bare metallic 
substrate. S T M topography was acquired in constant current mode 
with the bias voltage applied to the sample. In n c - A F M imaging, a qPlus 
sensor (resonant frequency ~ 3 0 kHz; stiffness ~ 1800 N/m) was oper­
ated in frequency modula t ion mode with an oscil lation ampli tude o f 
2 0 0 pm. Both n c - A F M and K P F M images were captured in constant 
height mode. The A u ( l l l ) substrate was prepared by repeated cycles o f 
Ar+ sputtering (1 keV) and subsequent annealing at - 8 0 0 K. The S T M / 
n c - A F M / K P F M images were processed using W S x M software 2 6 . 

Molecular deposition 
9,10-Dichlorooctafluoroanthracene (FCI-An) and anthracene (An) 
molecules were sublimated with two Knudsen cells simultaneously in 
U H V condi t ions at RT on the sample o f A u (111) for 15 s. 

KPFM characterization and analysis 
LCPD maps were obtained by fitting a parabolic expression to fre­
quency shift vs bias spectroscopies (Af[V, x, y)) col lected at all the 
points o f a 64 x 8 0 pixels rectangular gr id o f size 3 n m x 5 nm. The data 
was col lected at constant height using the same C O functionalized tip 
for both anthracene and chlorinated molecules. Each data point was 
acquired in approximately 3 s, with each parabola containing 6 0 0 
points. Fol lowing the acquisi t ion, we fitted the data with a parabolic 
expression o f the form Af(V) = ax(V-LCPD)2 + Af* . The L C P D value, 
which corresponds to the bias at which the parabola has a maximum, 
and the A / * parameter, which is the max imum frequency shift value, 
were extracted from the fitted parabolas and plot ted separately in the 
(x, y) grids to generate maps. The data d i d not exhibit any significant 
distort ion or deviation from expected parabolic behaviour within the 
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bias range o f ( -150,400) mV for either molecule or tip. The acquisi t ion 
height was chosen to be in the attractive regime to maximize the 
electrostatic contr ibut ion for both molecules. 

Theoretical methods 
The o p t i m i z e d geometr ies o f free-standing molecules , indiv idual 
molecules adsorbed o n the A u ( l l l ) surface, and the supramolecular 
assembly, bo th free s tanding and on-surface, were calculated using 
DFT-based methods implemented in the FHI-AIMS (Fritz Haber 
Institute Ab- in i t io Materials Simulat ion) c o d e 2 7 . Local a tom-centred 
basis sets consis ted o f the "light" default basis sets (the vers ion from 
2010) for individual species as d is t r ibuted wi th FHI-AIMS. The P B E 2 8 

version o f the G G A was e m p l o y e d for the exchange-correlat ion 
funct ion. The surface Br i l lou in zone was represented by only one 
k-point (r). This l ightweight setup - "light" basis, PBE funct ional , no 
k-grid - was needed to cope with the relatively large supercells in 
calculat ions that invo lved the A u ( l l l ) surface. For individual free­
s tanding molecules , calculat ions wi th the hybr id P B E O 2 9 ' 3 0 functional 
and the "tight" basis have also been carr ied out wi thout substantial 
changes in either the geometry or charge d is t r ibut ion . The A u ( l l l ) 
slab consis ted o f 4 a tomic layers. The size o f the surface supercel l 
in tended to represent isolated molecules o n the surface corre­
sponded to the 6 x 6-unit ce l l o f the unreconst ructed A u ( l l l ) surface. 
In the case o f the supramolecular structure, we first o p t i m i z e d the 
size o f the supercel l wi thout the A u surface. Then , we cons t ruc ted a 
V39 x V39 surface cel l o f A u ( l l l ) and deformed it somewhat (stret­
ched by 1.20 % in one main crystal lographic d i rec t ion , compressed by 
1.06% in the other, and reduced the angle between the two di rect ions 
f rom 6 0 ° to 56.3°) so as to exactly match 2 op t ima l unit cells o f the 
supramolecular structure. Dur ing geometry op t imiza t ion , the free­
s tanding molecules were forced to remain planar while for molecules 
on the surface, all a toms in the system except the b o t t o m layer A u 
atoms were a l lowed to relax. Van der Waals cor rec t ion o f in teratomic 
forces based o n the Tkatchenko-Scheffler me thod wi th Hirshfeld 
pa r t i t ion ing 3 1 was app l ied to the molecular structures on the surface, 
exc lud ing direct A u - A u interact ion. The geometr ies were cons idered 
fully o p t i m i z e d when all forces except those cor respond ing to a 
constraint were under 2 meV/A. 

The A F M and K P F M images have been s imula ted us ing the 
Probe Part icle (PP) m o d e l 2 3 adapted to a CO- te rmina ted t ip . The 
elastic def lect ion o f the C O molecu le has been m o d e l l e d us ing the 
lateral (a long the surface) sp r ing constant o f 0.25 N / m . DFT-
calcula ted e lec t ron densit ies o f the sample surface have been 
used in the PP m o d e l to evaluate the Pauli r e p u l s i o n 3 2 . Fur thermore , 
DFT-calcula ted maps o f electrostat ic potent ia l and electr ical 
po la r izab i l i ty (der ived f rom the difference o f e lec t ron densi t ies in 
the external field o f 0.1 e V / A and wi thout the external field, 
respect ively) have been e m p l o y e d to generate the s imula ted K P F M 
maps 1 1 whi le a s suming the d z

2 - l i k e charge quadrupo le o f - 0 . 2 e / A2 

for the C O t ip t e rmina t ion . The long-range con t r i bu t i on o f the L C P D 
signal was adop t ed f rom the exper imenta l / lf(V) taken in the far tip-
sample dis tance. 

The molecular orbitals, as well as the electrostatic potential maps 
of isolated A n and FCI-An were calculated for M P 2 / c c - p V T Z 3 3 opti­
mized geometries. The cluster calculations used for SAPTO analysis 
consisted o f a single molecule A n and FCI-An and surface represented 
by one layer made o f 38 g o l d atoms with (111) orientation. Both studied 
molecules were op t imized on the g o l d layer using P B E O 2 9 functional 
with Grimme's D 3 3 4 dispersion correct ion using the Becke-Johnoson 
damping 3 5 and def2-TZVPP 3 6 basis set. The molecule was fully relaxed 
while the atoms o f the go ld layer were fixed. Al l these calculations were 
carried out by O R C A quantum chemistry program package 3 7 . SAPTO 
calculations were made on the cluster models by PSI4 3 8 program in cc-
p V D Z (cc -pwCVDZ-PP 3 9 for Au) basis set. 

Data availability 
Source data are provided with this paper. The data suppor t ing this 
study's findings are also available f rom the authors on request and in 
the repository https://doi.org/10.6084/m9.figshare.23660622. Source 
data are provided with this paper. 
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Abstract 

This thesis explores advanced computational chemistry 
methods to investigate chemical bonding and molecular inter­
actions. It uses computational approaches like DFT, MP2, CC-
SD(T), alongside other methods of computational chemistry, to 
analyze electronic structures and various properties of molecu­
lar systems. The study further examines covalent dative bonds 
in p-group elements, elucidating their formation, unexpected 
behavior upon solvation, and significant role in addition reac­
tions of secondary amines with fullerenes. Subsequently, it 
focuses on the behavior of molecules with hydridic hydrogen, 
highlighting their unique interactions when hydrogen acts as 
an electron donor and interacts with electrophiles. Finally, the 
thesis combines advanced computational chemistry methods 
with atomic force microscopy and for the first time demon­
strates the anisotropic charge distribution on the surface of 
a covalently bonded halogen (a-hole) and in the center of an 
aromatic ring with electronwithdrawing substituents (ii-hole), 
showing excellent correlation between computational models 
and experimental observations. 

Keywords: dative covalent bond, non-covalent interactions, 
hydridic hydrogen, a-hole, Ti-hole, Q M calculations 



Abstrakt 

Táto dizertačná práca používa pokročilé metódy výpočtovej 
chémie na skúmanie chemických väzieb a molekulových in­
terakcií. Pomocou výpočtových metód ako DFT, MP2, CCSD(T) 
a ďalších metód výpočtovej chémie, analyzuje elektronové štruk­
túry a rôzne vlastnosti molekulových systémov. Dizertačná 
práca odhaľuje tvorbu datívnej väzby v prvkoch p-skupiny, jej 
neočakávané správanie pri solvatácii a významnú úlohu v adič­
ných reakciách sekundárnych amínov s fulerénmi. Následne 
sa zameriava na molekuly obsahujúce hydridický vodík, zdô-
razňujúc ich jedinečné interakcie, keď vodík pôsobí ako donor 
elektrónov a interaguje s elektrofilmi. Nakoniec práca spája 
pokročilé metódy výpočtovej chémie s mikroskopiou atomár-
nych síl a po prvýkrát ukazuje nerovnomerné rozloženie náboja 
na povrchu kovalentne viazaného halogénu (a-dieru) a v strede 
aromatického kruhu s elektrofilnými substituentmi (jt-dieru), 
ukazujúc vynikajúcu koreláciu medzi výpočtovými modelmi a 
experimentálnymi pozorovaniami. 

Kľúčové slová: datívna väzba, nekovalentné interakcie, hy­
dridický vodík, a-diera, Ti-diera, kvantovomechanické výpočty 
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Chapter 1 

Introduction 

Significant advances in computer technology have powered 
the remarkable rise of computational chemistry in recent years. 
This field has become indispensable across various domains 
of chemistry, including drug discovery, materials science, and 
catalysis, providing insights that are often infeasible through 
experimental methods alone. By allowing the exploration of 
molecular interactions, reaction mechanisms, and potential en­
ergy surfaces in silico, computational chemistry not only ac­
celerates the research and development cycle but also offers 
a deeper understanding of fundamental chemical principles. 
Strategies for solving the Schrodinger equation range in preci­
sion, providing insights into the subtleties of chemical bonding. 



2 D A T I V E B O N D 

The spectrum extends from the foundational Hartree-Fock (HF) 
method to the computationally intensive Full Configuration 
Interaction (FCI), which encompasses all electron correlations. 
Positioned between these is the Coupled Cluster (CC) approach, 
which is often heralded as the 'gold standard' of quantum chem­
istry in its form with variational treatment of single and double 
excitations and perturbative triples (CCSD(T)). Alternatively, 
to these wavefunction-based methods, Density Functional The­
ory (DFT) offers a different perspective by treating the Schro-
dinger equation as a functional of electron density. Through a 
multitude of functionals, DFT can address a wide array of both 
general and specific chemical problems. 

This thesis focuses on chemical bonding from a computa­
tional chemistry perspective. Dative covalent bond, hydridic 
hydrogen bond and interactions with anisotropic charge distri­
bution on the surface of molecule a-hole and Ti-hole. 

1.1 Dative Bond 

A dative covalent bond, also known as a donor-acceptor bond, 
represents a unique bonding interaction in which two atoms 
share an electron pair, with both electrons originating from the 
same atom. In this configuration, the electron donor—the atom 
providing the electron pair—is typically a Lewis base, while the 
electron acceptor is a Lewis acid 1. This mode of bonding is dis-
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tinct from a covalent bond, where each atom contributes one 
electron to the shared pair. Upon dissociation, a dative bond 
cleaves heterolytically, allowing the donor atom to retain the 
electron pair 2 ' 3. The corresponding wavefunction foe dative 
covalent bond can be written as: 

^dative(£>+ -A-) = a ^ c o v a l e n t ( D - A ) + ^ i o n i c ( D + , A - ) (1.1) 

Here, the covalent and ionic structures are distinct for the donor 
(D)-acceptor (A) complex, and the coefficients a and b depend 
on the ability of D to donate an electron (ionization potential) 
and A to accept the electron (electron affinity)4. 

1.2 Hydrogen Bond a Charge 
Inverted Hydrogen Bond 

The hydrogen bond, which is widely recognized as one of the 
strongest and most prevalent noncovalent interactions, plays a 
crucial role in numerous chemical processes. It is characterized 
by the formation of an X - H - Y - Z bond, where X represents a 
more electronegative atom than hydrogen (H), and Y can be an 
atom, anion, fragment of a molecule, or a Ti-electron system. X -
H is a proton donor and Y-Z is a proton acceptor5. 

The presence of a hydrogen bond can be easily detected 
through various spectroscopic techniques. This detection is 
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facilitated by the fact that the atom X is always heavier than 
hydrogen. When a hydrogen bond is formed, there is a transfer 
of electron from the electron donor Y to the a* antibonding 
orbital of the X - H bond 6" 8. 

The charge-inverted hydrogen bond (CIHB) is a distinctive 
non-covalent interaction wherein a hydrogen atom is linked to 
a less electronegative atom, conferring upon it a partial negat­
ive charge. This peculiar arrangement permits the hydrogen to 
form bonds with electrophiles9. Notably, CIHBs exhibit bond 
elongation and vibrational red-shifting, characteristic of stand­
ard hydrogen bonds but arising from a reverse charge trans­
fer direction, specifically C T X H ~~*Py> a s opposed to the conven­
tional C T X H *~Py Furthermore, dimers such as H 3 X - H • • • Y H 3 

display non-linear structures and interaction energies that are 
consistent with moderately strong hydrogen bonds, despite 
their charge-inverted nature10. 

1.3 a-hole and Ti-hole bonding 

The halogens were conventionally considered as uniformly neg­
ative. Research leaders mainly by Peter Politzer showed, that 
covalently bonded halogens can exhibits a positively char-ged 
region atop the halogen atom, diametrically opposed to the co-
valent bond 1 1" 1 5 . The presence of a positively charged region 
on covalently bonded halogens can be rationalized through the 
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example of the bromobenzene molecule. Bromine's valence 
shell electron configuration is 4s2 3d 1 0 4p x

2 4p y

2 4p z

1 . Hybridiz­
ation of the halogen atoms has negligible influence since the 
s-orbital is energetically much lower than the p-orbitals16. The 
p x and p y orbitals are both doubly occupied, forming a neg­
atively charged belt around the bromine atom. On the other 
hand, one electron from the p z orbital participates in a cova-
lent bond, resulting in a positive "cap" located opposite to the 
covalent bond. 

The 7i-hole refers to a region of positive electrostatic po­
tential that emerges above and below the plane of a Tt-system, 
like an aromatic ring or a conjugated system. This arises from 
an asymmetric distribution of electronic charge, especially pro­
nounced in molecules with electronegative substituents. The Tt-
hole is characterized by a relative electron deficiency due to 
electron withdrawal from the Tt-system. In hexafluorobenzene, 
electrons are also distributed around the fluorine atoms, lead­
ing to the formation of a positive 'hole' in the center of the con­
jugated system. 

The 7i-hole refers to a region of positive electrostatic po­
tential that emerges above and below the plane of a Tt-system, 
like an aromatic ring or a conjugated system. This arises from 
an asymmetric distribution of electronic charge, especially pro­
nounced in molecules with electronegative substituents. The 
Tc-hole is characterized by a relative electron deficiency due to 
electron withdrawal from the Tt-system. In hexafluorobenzene, 
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electrons are also distributed around the fluorine atoms, lead­
ing to the formation of a positive 'hole' in the center of the 
conjugated system 1 7 ' 1 8. 

1.4 Computational Model ing 
Non-Covalent Interactions 

The analysis of non-covalent interactions requires more soph­
isticated computational methods than those typically neces­
sary for covalent bonds due to their subtler energy scales. Par­
ticularly for hydrogen-bonded systems where dispersion forces 
are significant, a nuanced approach to correlation energy is 
essential. Advanced quantum mechanical techniques that ac­
curately quantify energy contributions on 1 kcal/mol are thus 
vital 1 9 . Interaction Energy (AE) is a fundamental metric for 
assessing the magnitude of these bonds, disassembling a com­
plex (AB) into its individual components (A and B)20. There 
are two principal metrics for evaluating AE: Total interaction 
energy (AET), which includes deformation energy, defined as 
follows: 

AET(AB) = E(AB) - E(Aopt) - E(Bopt) (1.2) 

In this equation, E(AB) denotes the total energy of the com­
plex, while E(Aopt) and E(Bopt) indicate the energies of the 
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independently optimized fragments. The Intrinsic interaction 
energy, conversely, is determined by: 

where E ( A B ) represents the total energy of the complex, 
with E ( A ) and E ( B ) reflecting the energies of the separate frag­
ments in complex geometry. 

In computational chemistry, the finite basis set introduces 
an error known as the basis set superposition error (BSSE), 
which stems from the imbalanced treatment of fragments ver­
sus the entire complex. In dimer calculations, each monomer 
utilizes basis set functions from both monomers, but in mono­
mer calculations, the counterpart's basis set functions are ab­
sent. This leads to an artificially stabilized complex compared 
to its dissociated state. The counterpoise correction (CP) tech­
nique, introduced by Boys and Bernardi 2 1, corrects for this dis­
crepancy: 

In this correction, E ( A ) and E ( B ) refer to the energies 
of the fragments calculated within the basis set of the complex, 
addressing the BSSE to yield more reliable interaction energies. 

L\E\AB) = E(AB) - E(A) - E(B) (1.3) 

AEJjpiAB) = E(AB) - E ( A A B ) - E ( B A B ) (1.4) 



8 I N T E R A C T I O N E N E R G Y 

1.4.1 Vibrational Analysis 

In computational chemistry, the Rigid Rotor Harmonic Oscil­
lator (RRHO) model is a Q M approximation used to describe 
the rotational and vibrational motions of molecules. In this 
model, the 'rigid rotor' component assumes that the molecule 
rotates without any deformation, akin to a rigid body, while 
the 'harmonic oscillator' portion posits that the atoms within 
the molecule vibrate about their equilibrium positions in a har­
monic fashion, where the forces restoring the atoms to their 
original positions are proportional to their displacements. This 
harmonic potential leads to quantized energy levels that are 
equidistant, a characteristic of an ideal harmonic oscillator. The 
calculation of vibrational frequencies within this model invol­
ves determining the force constants from the molecular geo­
metry, which are then used to solve the Schrodinger equation 
for vibrational motion. This yields energy levels and corres­
ponding vibrational frequencies that are integral to understand­
ing molecular spectroscopy. However, the RRHO model sim­
plifies the potential energy surface to a quadratic form, which 
only approximates the true behavior of molecular vibrations 
at low energies or small displacements from equilibrium posi­
tions 2 2. 

Specifically, the RRHO model's depiction of X - H vibrations 
often proves inadequate due to inherent anharmonic behavior. 
These bonds exhibit pronounced anharmonicity as the energy 
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levels increase, deviating significantly from the idealized equi­
distant spacing. Such anharmonicity arises because the po­
tential energy well of the X - H bond is not perfectly parabolic, 
becoming steeper as the atoms move closer and shallower at 
longer distances. This leads to a breakdown in the RRHO ap­
proximation for high-energy vibrational states or when atoms 
experience large displacements from equilibrium. As a result, 
more sophisticated models that incorporate anharmonic cor­
rections are required to accurately predict the vibrational spec­
tra of molecules, particularly for the description of high-energy 
vibrational modes and overtones23. 

The Introduction provides an overview of computational 
chemistry, underscoring its extensive applications across vari­
ous research domains. It emphasizes the significance of basic 
research within this field and introduces the specific research 
area addressed in the thesis. Additionally, it offers a brief pre­
view of each chapter, outlining their core focus and contribu­
tions to the overarching theme of the dissertation. 

Chapter 2 offers an overview of various types of chemical 
bonds, ranging from the strongest covalent bond through the 
covalent dative bond to various non-covalent interactions like 
hydrogen bond, charge-inverted hydrogen bond, and bonds as­
sociated with a-holes and TI-holes. The chapter aims to provide 
a clear understanding of these bonds' roles and significance in 
molecular structures and interactions. 

Chapter 3 offers an overview of computational chemistry 
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methods, introducing the Schrodinger equation and the Born-
Oppenheimer approximation. It details the Hartree-Fock (HF) 
method, laying the foundation for advanced post-Hartree-Fock 
techniques like Moller-Plesset perturbation theory and the Cou­
pled Cluster method. It briefly introduces Density Functional 
Theory and various types of functionals used. Additionally, 
the chapter outlines essential tools for analyzing non-covalent 
interactions, including interaction energy and vibrational ana­
lysis via the Rigid Rotor Harmonic Oscillator approximation, 
providing a comprehensive guide to the theoretical framework 
underlying computational chemistry. 

In Chapter 4, a novel type of dative bond involving a ni­
trogen donor and a carbon acceptor is explored. This chapter 
presents the formation of N—»C dative bonds between piperid-
ine and fullerenes, highlighting carbon's unique role as an elec­
tron pair acceptor. It examines various bonding types between 
single piperidine and C 6 0 , noting that the dative bond com­
plex is least stable initially but becomes the most stable upon 
adding a second piperidine due to cascade charge transfer. The 
chapter also discusses the unusual strengthening of dative 
bonds upon solvation, contrasting with other bonds, and con­
cludes by considering the dative bond complex in piperidine's 
addition reaction to C 6 0 fullerene as an intermediate. 

Chapter 5 challenges conventional hydrogen bonding con­
cept by introducing hydridic hydrogen bonds, where hydrogen 
is attached to less electronegative elements, gaining a negative 
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partial charge. Unlike traditional hydrogen bonds, hydridic hy­
drogen acts as an electron donor, enabling interactions with 
electrophiles. This chapter investigates Me 3 SiH interactions 
with the a-holes of ICF 3 and BrCN. 

Chapter 6 summarizes coordination of compoutational 
chemistry and Kelvin Probe Force Microscopy to visualize an­
isotropic charge distributions directly, bringing theoretical pre­
dictions to direct observation. Through the visualization of 
a-holes and Ti-holes, this chapter effectively demonstrates the 
alignment of computational predictions with experimental find­
ings, highlighting the symbiotic relationship between theoret­
ical insights and empirical validation. 

Conclusion compiles all the key findings of this thesis, en­
capsulating the novel insights and contributions to the field of 
chemistry. It provides a concise recapitulation of the research 
outcomes and discusses potential directions for future invest­
igations based on the results presented. 



Chapter 2 

Conclusion 

This thesis presents my research between 2019 and 2024, sum­
marizing findings from publications 24, 25, 26, 27, 28, 29, and 
30. 

In Chapter 4, we introduced a novel type of dative bond 
wherein nitrogen acts as the donor and carbon as the acceptor. 
Due to their distinctive geometry, fullerenes can function as 
electron pair acceptors, thus forming dative bonds. We demon­
strated that piperidine can interact with C 6 0 to form various 
structures stabilized by van der Waals forces, tetrel bond, and 
dative bond. In a 1:1 ratio, the dative bond product exhibits 
lesser stability. However, the introduction of a second piperid­
ine molecule significantly stabilizes the dative bond complex 
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due to a cascade of charge transfers from the outer piperidine 
through the dative bonded piperidine to the C 6 0 fullerene. This 
theoretical prediction was corroborated by IR spectroscopy. 
While C 6 0 , with its In symmetry, has equivalent carbon atoms, 
the transition to the larger C 7 0 , which exhibits D5h symmetry, 
introduces diverse structural motifs. Designated as sites A, B, 
and C in descending order of curvature, the analysis reveals the 
most stable dative bond occurs between the piperidine dimer 
and carbon at site A, with decreasing stability at sites B and 
C. A comparison of the curvatures of C 6 0 , C 7 0 , and analogous 
motifs from other molecules with the respective interaction en­
ergies for piperidine dative bonded to these sites indicates that 
significant curvature is essential for the formation of a dative 
bond with the carbon framework. 

Typically, both covalent and non-covalent interactions ex­
hibit bond weakening upon solvation. However, dative bonds 
display a distinctive behavior where their strength increases 
with solvent polarity. Our computational studies predicted sta­
bilization in various complexes featuring N—»B, N—»C, P—»B, 
and P—»C dative bonds. Particularly, the dative bond complex 
M e 3 N - B H 3 was studied in more detail, revealing a decrease in 
the N-B distance and an increase of stabilization energy across 
solvents of varying polarities (s=1.0, 2.0, 2.3, 4.8, 9.9, and 78.0). 
These computational predictions were validated experiment­
ally using Raman spectroscopy to analyze the M e 3 N - B H 3 com­
plex in cyclohexane, benzene, chloroform, and water. The B-



14 C O N C L U S I O N 

N stretching frequency exhibited a consistent blue shift in line 
with our theoretical predictions. 

Hydrogen bonded to an element less electronegative than 
itself exhibits behavior distinct from that in a conventional hy­
drogen bond, acting as a nucleophile. This unique interaction 
has led to various terminologies such as charge-inverted hy­
drogen bond or agostic bond. Our research, detailed in Chap­
ter 5, demonstrates that hydridic hydrogen bonds exhibit sim­
ilarities with conventional hydrogen bonds in terms of interac­
tion energies and shifts in the X - H stretching frequency. Spe­
cifically, complexes of Me 3 SiH with ICF 3 and BrCN were found 
to exhibit interaction energies and shifts in the X - H stretch­
ing frequency analogous to those observed in conventional 
hydrogen bonds. Infrared spectroscopy in an argon matrix 
confirmed the formation of complexes involving hydridic hy­
drogen. Given these findings, the term "hydridic hydrogen 
bond" was suggested, proposing that conventional hydrogen 
bonds might be better termed as "protonic hydrogen bonds." 
To resolve this nomenclature ambiguity, we proposed a revised 
definition of hydrogen bonds in ref. 27 covering both types of 
interactions. 

Chapter 6 summarizes visualization of a- and Tt-hole. Ad­
vances in microscopy of atomic forces and the specific func-
tionalization of a silver tip with a xenon atom and a CO mo­
lecule have enabled subatomic resolution, crucial for visualiz­
ing a-hole and, subsequently, TI-holes. A n advantage of the 
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nc-AFM technique is its ability to measure interaction energy 
directly. For a simplified model, we calculated the potential 
energy curve and benchmarked various DFT functionals. The 
coB97X-V functional demonstrated the best correlation with 
the CCSD(T) reference, enabling us to accurately reproduce 
the interaction energy minima for four systems. The separa­
tion between these minima was less than 1 kcal/mol, aligning 
with the threshold for chemical accuracy. Notably, two dis­
tinct minima were observed in the nc-AFM analysis for the 
4FPhM system using a xenon-functionalized silver tip, identi­
fied as contact Xe-F and Xe-H interactions, attributed to tilt­
ing of 4FPhM molecule on the surface. This exemplifies how 
computational chemistry not only corroborates experimental 
results but also provides insights when experimental data are 
ambiguous. 

In conclusion, the research shared in this thesis makes a 
notable impact on the field of computational chemistry, espe­
cially concerning molecular interactions and chemical bond­
ing. The author's work, recognized in esteemed scientific pub­
lications, underscores the relevance and caliber of the research 
undertaken. The proposed future directions offer a clear guide 
for forthcoming studies, promising continued progress and in­
novative discoveries in understanding and applying computa­
tional chemistry methods to explore molecular systems and 
interactions. 
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