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Abstract

In this thesis it is explored the application of the high-resolution imaging capabilities of

scanning probe microscopy (SPM) techniques to investigate and understand the details of

on-surface synthesis of molecular structures on surfaces and the real-space visualization of

charge distributions at the atomic scale. The first part focuses on the on-surface synthesis

of porphyrin-based polymers, the introduction of defects into anthracene-based polymeric

wires, and the synthesis of single molecules containing non-benzenoid regions with 4-8

membered rings. Through a combination of experimental studies and theoretical simula-

tions, we elucidate the mechanisms and dynamics underlying these processes with atomic

precision. In the second part, it is introduced the characterization and visualization in

the real-space of charge distributions in single atoms. By employing SPM techniques and

tailored functionalized tips, it is directly visualized the unique charge distribution of single

B and N substitutional dopants in graphene, the observation of the anisotropic charge

distribution know as σ-hole in a single bromine atom and finally the characterization of

the anisotropic charge distribution know as π-hole in an halogenated anthracene-based

polyaromatic hydrocarbon.

Keywords: SPM, STM, nc-AFM, KPFM, on-surface synthesis, anisotropic charge dis-

tribution, non-covalent interactions, σ-hole, π-hole.
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I live not in myself, but I become

Portions of that around me; and to me

High mountains are a feeling.

Childe Harold’s Pilgrimage III, 72

Lord Byron
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Introduction

Basic science plays a crucial role in driving breakthroughs and establishing the necessary

knowledge for future applications with effects on society. Through the accumulation of

knowledge, various fields are influenced, leading to the emergence of new applications that

can shape our world for years, if not decades, to come. This relationship between scien-

tific discovery and development forms a continuous feedback loop, where even the simplest

observations and hypotheses on atomic-scale phenomena can pave the way for groundbreak-

ing techniques and tools. One notable example is the family of scanning probe microscopy

techniques, which enable atomically precise imaging and manipulation of individual atoms

and molecules. In this thesis, I present a comprehensive exploration of systems character-

ized at the atomic scale, employing scanning probe microscopy techniques. From the study

of long polymeric wires spanning hundreds of nanometers to the resolution of features at

the single-atom level, these investigations contribute to our understanding of matter at its

most fundamental level.

The Chapter 1 and Chapter 2 introduce the foundations of the experimental scanning

probe microscopy (SPM) techniques used through this work, with a special focus on scan-

ning microscopy (STMM), frequency modulated atomic force microscopy (FM-AFM), and

Kelvin probe force microscopy (KPFM). The results presented in this thesis are organized

in Chapters 3 and 4, encompassing a selection of six published results in the fields of

xi



on-surface synthesis and charge distribution imaging with submolecular resolution. The

Chapter 3 is divided into three sections, each corresponding to published results in the field

of on-surface synthesis. In Section 3.1, strain-driven chemical reactions on a metallic sur-

face are introduced to obtain non-benzenoid compounds with up to eight-membered rings.

The starting precursor is a chiral helical molecule under internal stress due to the geometri-

cal constraints imposed by the surface. This strain in the molecule drives the kinetics of the

possible reaction courses and enables the formation of thermodynamically not favourable

species on the surface. In the Section 3.2 is presented the on-surface synthesis of an iron

porphyrin-based coordination polymer using an Ullman-like mechanism. In the first step

of the synthesis, the polymer is linked by phenyl groups that keep each linker tilted and

out-of-plane. In the second annealing step, the monomers cyclohydrogenate into a planar

polymer. In each of these steps, the magnetic anisotropy of the monomers is modified by

the intramolecular rearrangements of the linkers. These changes in the morphology and

the magnetic properties are studied by means of AFM and scanning tunneling spectroscopy

(STS). The Section 3.3 of Chapter 3, opens the study of the incorporation of defects into

anthracene-based polymers. These defects, consisting mostly of cyclohydrogenations into

five and six-membered rings between the monomers, dramatically change the molecules’

local magnetic properties. In particular, it is compared the case of a 6-5 defect and a 6-6-

5 defect and how the incorporation of 6-6-5 introduces one single net spin into the monomer.

In Chapter 4 is discussed the visualization of charge distributions in single molecules

and atoms by means of Kelvin probe force microscopy. In the Section 4.1, it is commented

the real space imaging of the charges of a single boron and nitrogen atoms in substitutional

positions in graphene, displays approximately the same amount of charge with opposite

signs. This charge is characterized spatially in both the plane (i.e. graphene lattice) and

out of the plane (out of the graphene lattice). In the Section 4.2 the addressed topic

xii



is the visualization of the charge distribution of a σ-hole in a brominated tetraphenyl

molecule. This phenomenon, predicted to appear in systems containing halogen atoms,

is experimentally characterized with subatomic resolution using KPFM with different tip

functionalizations and complemented with a theoretical framework that provides the sim-

ulation of experimental images. Finally, in Section 4.3 is introduced the measurement of

the spatial charge distribution of a π-hole, a positive anisotropic charge distribution within

halogenated polyaromatic hydrocarbons measured in a single molecule of Dichlorooctaflu-

oroanthracene.
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We cannot make any factual statement about a given natural object (or physical system)

without ’getting in touch’ with it. This ’touch’ is a real physical interaction. Even if it

consists only in our ’looking at the object’ the latter must be hit by light-rays and reflect

them into the eye, or into some instrument of observation.

— Mind and Matter, Chapter 3 "The Principle of Objectivation"

Erwin Schrodinger
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Chapter 1

Scanning Probe Microscopy

1.1 Scanning Tunneling Microscopy

Scanning Tunneling Microscopy (STM) was first discovered in the early 1980s by Gerd

Binnig and Heinrich Rohrer (Nobel Prize,1986) at IBM Zurich Research Laboratory in

Switzerland[1]. The physical principle behind STM is the quantum tunnelling of electrons,

which is a quantum mechanical effect that occurs when electrons have a non-zero probability

of passing through a potential barrier that could not pass through. For the STM, the

potential barrier is the vacuum between the metallic tip and the sample surface. The

experimental realization of this principle is done by applying a bias voltage V to the

sample and bringing the tip close to the surface. In this regime, electrons can tunnel

through the vacuum and generate a detectable current in the order of the I ≈1 nA (10−9

A) from the sample to the tip.

The tunnelling current exhibits an exponential behaviour as a function of the tip-sample

distance, with the current rapidly decreasing as the tip is moved further away from the

surface. This exponential behaviour is due to the exponential decay of the wavefunction

Ψ of the tunnelling electrons, which determines the probability of finding the electrons on

1



the other side of the potential barrier. The solution of the Schrodinger equation inside of

the region defined by the barrier (see Fig. 1.1) yields a solution of the form:

Ψ(z) = Ψ(0)e−kz (1.1)

Where Ψ(0) is a constant depending on the boundary conditions and the decay constant k

depending on the effective work function Φ inside the barrier:

k =

√
2mΦ

h̄2
(1.2)

The atomic resolution of the STM is ultimately achieved thanks to this exponential char-

acter of the wavefunction Ψ of the electrons inside the barrier, as the majority of the

current of electrons will flow just through the closest atoms of the tip and sample and

decay fast elsewhere. This provides STM with a great lateral and vertical resolution, as

objects changing in height by 100 pm will change the tunnelling current by an order of

magnitude.

Finally, the exponential behaviour of the tunnelling current provides a highly sensitive

probe of the local density of states on the surface. By utilizing a feedback mechanism to

maintain a constant tunnelling current while conducting a raster scan in the XY plane, the

position of the tip can be adjusted in real-time to reflect changes in the local density of

states.

1.1.1 The tunneling current

As it has been show before, the wave function of the tunneling of electrons through a

potential barrier depends exponentially with the spatial size of the barrier. This behavior

can be summarized in the definition of a transmission coefficient T that will account the

2



Figure 1.1: Energy level diagram of the tip-sample system with a representation of
the evolution of the wavefunction of an electron (black line) across the barrier. In the
experimental setup used in this work, a bias voltage VBias is applied to the sample, while
the tip is grounded. The following sign convention is used: VBias > 0 explores the empty
states of the sample, with electrons flowing from the tip to the sample, while VBias < 0
probes the occupied states of the sample, where electrons tunnel from the sample to the
tip.
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probability of finding the electron in the beginning (z = 0) or in the end of the tunneling

barrier (z = d).

T =
ψ(d)2

ψ(0)2
∝ e−2kd (1.3)

The first attempt to formulate a general expression for the tunnelling current emerged in the

decades spanning from 1950 to 1960, pioneered by Bardeen in the study of superconductors

[2] and early transistors [3]. Based on his works, Tersoff and Hamman[4, 5] derived an

approximation to the tunnelling current (see Eq. (1.4)) directly proportional to the density

of states ρ of the tip and sample,

I =
4πe

h̄

∫ eVBias

0
ρtip(ϵ− eVBias)ρsample(ϵ)|T (ϵ, V, d)|2dϵ (1.4)

Here, |T (ϵ, V, d)| represents the transmission factor of the current from the tip states to

the sample states, d denotes the tip-sample distance, VBias stands for the bias voltage, and

ϵ represents the energy relative to the Fermi level of the sample.

At absolute zero temperature, the electronic states situated beneath the Fermi levels of

both the tip and the sample are filled and in the abscense of a bias voltage their levels are

aligned if the tip and sample are close enough. However, by applying a bias voltage (V )

between the tip and the sample, it is possible to induce a displacement of their respective

Fermi levels relative to each other (∆EF = V ). As a result, electrons from the occupied

states in the tip have the ability to tunnel through the vacuum to the unoccupied states

in the sample, or vice versa, depending on the polarity of the bias (see Fig. 1.1). This

important feature, show in Eq. (1.4) and Fig. 1.1, illustrates one of the most fundamental

experimental features of the STM, that is, the relationship between the tunnelling current

and the the density of states and therefore and the measurement of the electronic properties

of the sample.

In this basic description of the tunnelling current, two assumptions are commonly
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made. First, the electrons contributing the most to the current (i.e., those with higher

transmission T ) are those with energies ϵ closer to eVBias. Secondly, for small values of

the applied bias voltage V , the density of states of the tip ρsample(ϵ) and T (ϵ) can be

approximated as constant. Consequently, by differentiating Equation 1.4 it is possible to

obtain an expresion that related current and density of states:

∣∣∣∣ dIdV
∣∣∣∣
eV Bias

≈ 4πe2

h̄
ρtip(0)ρsample(eVBias)|T (eVBias, V, d)| (1.5)

That can be simplified as,
dI

dV
≈ ρsample(eV ) (1.6)

Therefore, as indicated by Equation 1.6, the measured current in scanning STM provides a

signal that is proportional to the local density of states (LDOS). This characteristic enables

the sensitivity of STM to various quantities dependent on state occupation and energy

levels. For instance, the technique can be employed to investigate magnetic properties by

measuring the occupation of additional electrons, which modifies the available states in

molecules [6]. STM is also capable of imaging in real space molecular orbitals (i.e. HOMO,

LUMO), probing electron-phonon interaction in inelastic processes, detecting the presence

of topological states, determining the bandgap of materials, and much more [7].

The experimental realization of measuring a signal proportional to the LDOS typically

involves numerical derivation of the STM current. However, to achieve a less noisy and

more accurate measurement, a lock-in setup is commonly employed. In this setup, a small

AC voltage called the modulation voltage Vmod, with a frequency of fmod, is added to the

bias voltage V applied to the sample. This modulation voltage causes the current to vary

in response to the temporal changes in the bias voltage. The signal obtained from the

lock-in technique is proportional to the derivative of the tunnelling current [7].

5



1.1.2 The STM feedback loop

The conventional design of an STM incorporates a piezoelectric scanner element, typically

a piezoelectric tube made of lead zirconate titanate (PZT). This piezoelectric tube consists

of four metallic surface electrodes that control the movement in the ±X and ±Y directions,

while an additional electrode along the Z axis regulates the extension and retraction of

the tip. By applying a voltage to one of the external electrodes, the tip can be precisely

moved in incremental steps along the desired direction, enabling accurate and controlled

positioning of the tip relative to the sample

STM can operate in two main modes: constant current and constant height. In the con-

stant current mode, a feedback loop continuously monitors the tunneling current measured

at the tip and compares it with a pre-defined current setpoint (Fig. 1.2). The difference

between the experimental current and the setpoint is the error signal e(t). This signal is

used as the controlling element of the feedback loop in the Digital Signal Processor (DSP).

Inside the DSP, a Proportional-Integral controller takes e(t) as an input and calculates

the integral and derivative terms that will produce an output signal ∆z. also known as

topography Then, ∆ z is converted from a digital signal into an analog signal in the digital-

analog converter (DAC). However, the output of the DAC is a signal in the order of ± 10 V,

not sufficient to drive the piezoelectric tube in the typical range of distances needed for the

control of the STM. Therefore, after the DAC stage ∆z is used as input of a High-Voltage

Amplifier and typically multiplied by an order of magnitude (e.g. ± 100-300 V). Finally,

the ∆z signal is applied to the Z electrode of the piezoelectric tube to precisely move it by

the required distance, thereby reaching the setpoint of the current and closing the feedback

loop. This operational mode is commonly referred to as topography mode, as it tracks the

variations in the position of the piezo in the Z direction while the tip scans the XY plane.

It is important to note that the topography channel does not provide an accurate represen-

tation of the actual height or shape of arbitrary objects (e.g., single molecules, molecular

6
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Figure 1.2: Scheme of the feedback loop diagram for the STM signal.

assemblies, etc.). This is because the tunnelling current, which the topography image is

based on, is proportional to the local density of states (LDOS) of both the tip and the

probed object. Therefore, the resulting topography image heavily depends on the applied

bias voltage.

In constant height mode, the feedback loop remains open, and the measured signal

is the tunnelling current while scanning in the XY plane. The resulting image captures

topographic information, where variations in the tunnelling current correspond to smaller

or larger topographic features on the surface. In this mode of operation, scanning at

higher speeds is possible as the bandwidth for the current signal is determined by one of

the preamplifiers, rather than being limited by the signal processing in the DSP and DAC

stages.However, it is important to note that operating in constant height mode carries a

risk to the sample’s integrity, as the lack of a feedback mechanism increases the potential

for collision with the sample.
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1.2 Non-contact atomic force microscopy

The STM showed early since its creation[8] (1982) the limitations of depending on conduc-

tive tips and samples. In materials as insulators (e.g. KBr, NaCl,...), the required bias to

access the empty/filled states is typically higher than the work function in metals. The

STM imaging on some metallic surfaces also suggested the action of forces between the tip

and the sample observed as distortions in the apparent STM atomic corrugation[9].

The measurement of the interactions between tip and sample is the object of atomic

force microscopy (AFM)[10]. The tip is attached to a cantilever that can be modeled as

a simple harmonic oscillator with a resonance frequency f0, stiffness or spring constant k,

and quality factor Q. When the tip interacts with the sample, the resulting changes in the

amplitude A and frequency f of the cantilever oscillation are recorded as an experimental

signal proportional to the interaction between tip and sample.

The work presented in this thesis is measured in an AFM mode called non-contact

AFM (nc-AFM). In this mode of operation, the tip is vibrated with an external actuator

and approached to a surface without reaching contact, that is, to a distance where no

permanent deformations of tip and sample happen [11]. The tip and surface are separated

by a small distance typically ranging from a few angstroms to one nanometer where the

probe is sensitive to the short-range interactions (electrostatics, Pauli repulsion, magnetic,

chemical bonding) and the long-range interactions (van der Waals). In this regime of

distances, a feedback loop tracks the variation of the amplitude A or the frequency f of

the oscillation with respect to a defined setpoint due to the interactions between the tip and

the sample. There are two modes for the control and monitoring of the signals, amplitude

modulation (AM) and frequency modulation (FM).

The amplitude-modulation (AM-AFM) mode corresponds with an oscillator vibrating

the tip with a fixed amplitude Adrive and frequency fdrive. The attractive/repulsive interac-

8



tions between tip and sample produce changes in the resonant frequency f0 of the cantilever

with a subsequent decrease/increase of the amplitude of oscillation that is recorded as the

experimental signal. However, this mode of operation has some limitations when measur-

ing at the atomic scale. In UHV environments, the mechanical properties of the cantilever

are altered, increasing the quality factor Q of the cantilever due to the absence of air[12].

A higher Q factor indicates a system with lower damping, which means it can sustain

oscillations for a longer time and has a narrower bandwidth. Conversely, a lower Q factor

indicates a system with higher damping, which means it loses energy more quickly and

has a broader bandwidth. Although the signal-to-noise ratio of the measured amplitude in-

creases with Q, it also reduces the available bandwidth of operation[12]. For the AM-AFM

mode, the characteristic time of change in amplitude is,

τ ≈ 2Q

f0
(1.7)

A consequence of this relation is that the recovery time for the amplitude using stiff sensors

in UHV as the qPlus sensor in AM-AFM mode (Q = 20.000, f = 30 kHz) is roughly in the

order of 1 Hz, making it too slow for the typical acquisition times (1 s/line).

The second case of operation is called frequency modulation (FM-AFM). This mode of

operation was introduced in 1991 by Albrecht et al.[12] to reduce the noise and increase the

sensitivity concerning the early AM operation of AFM[10, 13]. As introduced previously,

in UHV conditions the mechanical properties of the cantilevers change with a tendency to

become stiffer and have higher Q factors (i.e. fewer energy losses per cycle of oscillation)

making AM-AFM too slow for operating in UHV. Using thermodynamic considerations[11],

it was soon observed that the minimal thermal noise of the deflection in terms of the

frequency obeys the expression,

δf ∝
√

T

kf0Q
(1.8)

9



with T the temperature of the system, k the spring constant of the cantilever, and Q. From

this expression, it can be observed that using sensors with great stiffness and high-quality

factors reduces greatly the deflection noise and therefore increases the accessible resolution

to the AFM.

In frequency modulation, the cantilever is constantly driven to its natural frequency f0

while keeping the amplitude A constant and the phase of the signal as ϕ = π/2 (i.e. resonant

condition of a driven harmonic oscillator). The changes of the frequency (see Fig. 1.3) with

respect to the natural resonance due to the presence of forces is the frequency shift or ∆f .

The presence of non-conservative forces changes also the amplitude of the oscillation and

the energy needed to drive again the sensor to a constant amplitude will be the excitation

or dissipation channel. Experimentally, the amplitude, phase, dissipation, and frequency

shift contain all the information on the interaction of the tip with the sample, and in

particular, it is possible to deduce a relationship between the frequency of oscillation and

the averaged forces present between the tip and sample in a full oscillation,

∆f = f − f0 −
f0
k0A2

〈
Fts(t)A cos(2πf0t)

〉
(1.9)

where the averaged force in a cycle of oscillation Fts can be defined in terms of an effective

spring constant kts = ∂Fts/∂z acting between the tip and sample when a small amplitude

approximation is applied to Eq. (1.9),

∆f = − f0
2k0

∂Fts

∂z
(1.10)

While the aforementioned expression holds true for small amplitudes, in practice, the

deconvolution of the force from the experimental ∆f with arbitrary amplitudes requires

integrating numerically 1.10, either with the approach developed in the group of Giessibl,

also known as matrix method [14] or the Sader-Jarvis method[15].
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FM-AFM signals are controlled and manipulated using two feedback loops, one for

frequency and the other for amplitude. The first step in the feedback system (see Fig. 1.4)

is to drive the cantilever to its resonance frequency using an externally driven piezoelectric

actuator. The piezoelectric element causes the cantilever to oscillate with a given amplitude

A and natural frequency f0. As the cantilever approaches the sample, forces between the

tip and surface cause deflection from its original position, frequency, and amplitude. In

this thesis, qPlus sensors are used, where deflection of the sensor creates charges in the

piezoelectric body of the sensor. Electrodes on the qPlus body collect these charges Fig. 1.4,

which are then routed to a trans-impedance circuit that converts the oscillating current of

the deflection into an AC voltage. This analog signal is transformed into a digital signal

in an A/D converter and routed into a phase-locked loop (PLL).

The first stage of the PLL is the lock-in, where the incoming experimental deflection

voltage is demodulated using a controlled oscillating signal to extract information about

the forces contained in the phase and amplitude. Two signals are obtained from this stage,

one proportional to the phase and the other proportional to the amplitude. The phase

signal is compared with a predefined phase setpoint in a PI loop controller. The output of

this operation is a digital signal that will drive a controlled oscillator (NCO) with a phase

difference of ϕ = π
2
. The amplitude signal is compared to a predefined setpoint in a separate

PI controller, producing a signal known as excitation. The excitation is proportional to

the energy dissipated by the sensor in the presence of dissipative events such as bond

creation-destruction, friction, charge/discharging events, etc. In the last stage, the loop is

completed, and the phase and amplitude signals are converted into analogue signals and

subsequently mixed into a voltage used to drive the mechanical oscillator.

12



1.3 Kelvin Probe Force Microscopy

In this section is introduced a variation of nc-AFM, more sensitive to the electrostatic char-

acter of the molecules and surfaces, called Kelvin Probe Force Microscopy. This technique

was used frequently during my doctoral studies and constitutes the core for understanding

Chapter 4.

1.3.1 Introduction

In 1898, Kelvin performed a simple experiment involving a capacitor made of two par-

allel plates made of zinc and copper [16]. When the plates were electrically connected

(see Fig. 1.5-a), the gold leaves of the connected electroscope would deflect, indicating an

accumulation of charge. This scenario corresponds to the zinc plate becoming positively

charged with respect to the copper plate, with electrons flowing from the metal with the

higher Fermi level (zinc) to the one with the lower Fermi level (copper) through the elec-

trical connection until a thermodynamic equilibrium is reached. The built-in electrostatic

potential between the plates was then equal to the difference between the work functions

of both metallic plates. By adjusting the distance between the plates (and therefore the ca-

pacitance), or by applying an external electric field, it was possible to measure the amount

of charge required to establish the potential difference between the plates, also known as

the contact potential difference (CPD).

This principle for quantification of the charges can be also applied in an AFM setup in

UHV [17–19]. The AFM can be modeled as one plate of a capacitor (see Fig. 1.5), while

the other parallel plate consists of the sample, which can include surfaces, heteroatoms,

single molecules, and polymers, each with different work functions, separated by a distance

of z. When both materials are electrically connected, the flow of electrons from the plate

with the higher Fermi level to the plate with the lower Fermi level creates a surface charge
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Figure 1.5: The capacitor model of KPFM.

redistribution in both materials with opposite signs. The electrostatic field built between

the charged plates has a potential energy that is equal to,

Uelectrostatic =
1

2
C(z)(Φtip − Φsample)

2 =
1

2
C(z)∆Φ2 (1.11)

Where the capacitance of the parallel plates, denoted by C(z), is dependent on the work

functions of the tip and sample, Φtip and Φsample. To determine the contact potential

difference (∆Φ), an external electrical field is applied in an nc-AFM setup by varying the

bias voltage between the tip and sample. The frequency shift ∆f is measured as a function

of bias voltage, with ∆f being proportional to the forces between the tip and sample. By

analyzing the parabolic behavior of ∆f as a function of voltage, it is possible to identify

the voltage that corresponds to the nullification of the electrostatic interaction, which is

known as the contact potential difference voltage (VCPD).

∆f =
1

2

∂C(z)

∂z
(V − VCPD)

2 (1.12)
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In the regime of far distances, VCPD depends only on the z distance and the difference in

work functions of tip and sample, providing only a global picture of the electrostatics of

the system.

Figure 1.6: The long and short-range contributions to the LCPD signal. The addition
of a lineal term with the applied bias rationalizes the shift of the parabolas towards more
positive/negative V if the probed charge is negative/positive.

However, as commented in Section 1.2 and Section 1.1, the atomic resolution is only

achieved in regimes of relatively close distances (below 1 nm) where local variations of

height/electronic properties can be resolved laterally. The local variations of VCPD in

this close-distance regime are known as local contact potential differences (LCPD). The

complete picture of the KPFM signal in the atomic scales and its ability to map the

electrostatics forces has been described elsewhere[20] and further details on the description,

implementation, and application can be found in the thesis of Aurelio Gallardo [21]. Some

of the main results can be then summarized as follows:

1. The KPFM signal can be modeled as the composition of a large-range FLR
KPFM (V, z)

and a short-range component F SR
KPFM (V, r⃗),

FKPFM = FLR
KPFM (V, z) + F SR

KPFM (V, r⃗)
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2. FLR
KPFM (V, z) produces the parabolic behavior described in Eq. (1.12).

3. F SR
KPFM (V, r⃗) follows Coulomb’s law and depends on the intrinsic net charges of tip

and sample and the induced dipoles by the bias voltage.

4. The effect of F SR
KPFM (V, r⃗) on FLR

KPFM (V, z) is a lineal shift of the KPFM parabola.

This shift is responsible for the resolution between positive and negative regions of

the sample and is equal to the VLCPD (see Fig. 1.6).

5. Positive/negative charges in the sample have a lower/higher VLCPD.

6. The experimental images are a composition of an image originating from the charges

of the tip and an image originating in the charges of the sample.

7. Maximizing the polarizability of the tip (i.e. using different functionalizations) in-

creases the contribution of the charges of the sample in the experimental image.
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Figure 1.7: The experimental acquisition of KPFM data begins by defining an experiment
grid in the XY plane (sample plane) or XZ plane (out-of-plane). The grid consists of N
x M points. Using a user-defined command sequence, the AFM tip is moved to each
defined point and acquires a ∆f(VBias) spectroscopy with P bias voltage points. All the
spectroscopies are then read, ordered, analyzed, and fitted to a parabolic model using a
Python script. The parameters obtained from the fit are represented as pixel values in a
grid of size N x M.

1.3.2 Experimental KPFM

The experimental measurement of the local contact potential difference (LCPD) of single

molecules and atoms in this thesis, was carried out using the method described in Figure

1.7. In Kelvin probe force microscopy (KPFM), the primary measurement is the bias spec-

troscopy recording the change in (∆f) as a function of the bias voltage (V ). By sweeping

the electrostatic potential V from small to large values, one can observe the nullification

of electrostatic forces between the sample and the tip, resulting in the appearance of min-

ima or maxima in ∆f . As mentioned earlier, the external V value that minimizes the

electrostatic forces corresponds to the LCPD of the system.
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Figure 1.8: a Diagram of the region where the KPFM signal is most sensitive to the
influence of the electrostatics. b Experimental example of force spectroscopies performed
with a CO-tip on anthracene and a 9,10- Dichlorooctafluoroanthracene anthracene (see
4.3). The LCPD maps were performed for tip-sample distances (dotted lines) compatible
with an enhancement of the electrostatic contribution.

The experimental process can be described as follows. After imaging the system of

interest (e.g., a molecule) with STM or AFM, the z-feedback loop is disabled and the tip is

kept at a constant height. At this point, the tip is manually approached or retracted until

a suitable distance is achieved, which allows for the observation of non-distorted parabolas.

If the tip is too close, the functionalized apex may bend due to the overlap of wavefunctions

of the sample and tip. Conversely, if the tip is too far away, the measured value is not a

local contact potential difference (LCPD), but rather a contact potential difference (CPD)

without local resolution of the electrostatics. Typically, the appropriate distance range

corresponds to 100-300 pm between the minima of the tip-sample interaction and the

onset of purely van der Waals distances dominated regime, as depicted in Fig. 1.8. At

this distance scale, the dominant interactions are the non-local dispersive forces and local

electrostatics. To probe the LCPD locally, the next step is to define a grid, as shown in

Fig. 1.7. Typically, a user-defined grid of points is used in the area of interest, which can

be in the same plane as the surface (XY plane) or perpendicular to it (XZ plane). If the
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former is the case, the software Nanonis offers a file structure called .3ds that can store the

bias spectroscopies obtained at each point in XY as a binary file. These spectroscopies can

record multiple channels, including frequency shift, bias, current, phase, amplitude, and

excitation.

To perform the KPFM probing in the XZ or Z direction in the second case, we rely on

custom Labview commands that provide direct access to the signals of the microscopy. To

facilitate this type of measurement, I created a Python script that generates a sequence of

commands based on user inputs: the desired number of pixels in the KPFM grid (N, M ),

and the width X and height Z of the grid. This script generates a .txt file that enables

the tip to move a distance of X/N for N steps, perform bias spectroscopy measurements,

and store the data in a .dat file. The tip then moves another distance of X/N and repeats

the measurement process until it reaches a total distance of X. Next, the tip is retracted

for a distance of Z/M and the process is repeated in the X direction until all N, M points

of the grid are measured

The experimental data is then processed with a Python script that reads and stores the

information of each point of the grid in arrays of size N x M x P (see Fig. 1.7). Additional

operations can also be applied at this stage, such as applying Gaussian filters to each curve,

resizing the arrays, or creating maps of each stored channel. The next step involves fitting

each of the N x M parabolas of ∆f(VBias) using the least squares method and the following

model:

∆f(VBias) = a(VBias − LCPD)2 + c (1.13)

where the bias voltage that minimizes ∆f(VBias) is referred to as the LCPD. The param-

eter a is associated with the macroscopic properties of the capacitor (refer to Equation

1.12), while c collects the experimental offset of ∆f(VBias) and corresponds to the value

∆f(LCPD) that minimizes the electrostatic forces. As shown in Figure 1.7, each param-
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eter is stored as a pixel value in an N x M grid and visualized as images, also known as

maps

Considering the quality assessment of the KPFM maps and its impact on experimental

design holds significant importance as KPFM mapping is a time-expensive process, where

each kelvin parabola requires 3-5 seconds of acquisition time and a pixel map with a

resolution of 64×64 can take up to 5 hours of acquisition time. Increasing the number

of pixels or the acquisition time can improve the quality of the parabolas, however, the

refilling process of LHe and LN2 that occurs every three days involves retracting the STM

tip from the sample for a distance of 100 nm. The subsequent approach and repositioning

of the tip on the same object (e.g. a molecule), introduces an effect called creep (i.e. the

inertia of moving the z-piezo back and forth) and "drift" (random tip movement due to

thermalization of the system), which constrain the available time where the tip will be

accurately placed on the grid.
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a AFM LCPD LCPD + Spike removal

b AFM LCPD

Figure 1.9: a Poor quality spectroscopies (i.e. noisy or absent parabolic behavior ) are
represented in this LCPD map of 9,10- Dichlorooctafluoroanthracene with a CO-tip (see
4.3) as spikes in the signal due to a poor fit. Depending on their number, it is possible
to substitute them manually with an average value of the neighbors, deleting the pixel,
applying a threshold condition for the array, or applying Gaussian filters. The solution
is not specific and might involve optimizing the PLL to change the tip. b The change
of the tip-sample distance due to creep is visualized in AFM and in the LCPD map of a
mixed island of anthracene and 9,10- Dichlorooctafluoroanthracene (see Section 4.3). The
effect can be observed mostly in AFM as a change of the resolution, from high resolution
(bottom) to loss of submolecular resolution (top). The solution for compensating the creep
often requires the stabilization of the tip’s position for 12 and 24 hours.

Low-quality parabolas can appear as transients or spikes in the LCPD maps (Fig. 1.9-

a) and changes in contrast (Fig. 1.9-b) may signal a loss of the functionalized tip’s apex

or "creep," which can be visualized directly on AFM or LCPD maps. However, the most

significant contributions to LCPD resolution usually come from the tip functionalization

and the tip-sample distance. In the case of tip functionalization, the polarizability of the

molecule or atom at the tip’s apex can dramatically enhance the measured electrostatics

(e.g., Xe atoms) or obscure the electrostatics of the system due to the complex quadrupolar

character of the tip (e.g., CO tips). In the case of tip-sample distance, as previously

discussed (see Fig. 1.10), this distance plays a crucial role in parabola quality. Parabola
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quality can be assessed by calculating the average root mean square error (RMSE) of the

fit residuals, which is a good estimator of the standard deviation σ of the LCPD values and

provides an indication of the goodness of the fit (see Fig. 1.10). At very close distances,

the tip’s apex not only experiences electrostatic interactions but also Pauli repulsion from

overlapping atoms, which can distort the parabolas. Therefore, the usual high-resolution

AFM operating distances are not optimal for KPFM measurements, as RMSE maps begin

to show artifacts that track the shape of the molecule due to parabola distortion.
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Figure 1.10: The resolution of f * with a CO tip of a single 9,10- Dichlorooctafluoroan-
thracene molecule increases with smaller tip-sample distances (a) while the LCPD maps
develop a clear contrast in further distances (b) where the RMSE is minimal and does
not introduce artifacts in the parabolas. Each image was acquired with distance steps of
∆z ≈ 30 pm.
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Chapter 2

Experimental setup and methods

2.1 UHV chamber and low-temperature STM/AFM

The field of surface science has always been closely tied to the interactions between surfaces

and adsorbates. Adsorbates significantly alter the chemical and physical properties of sur-

faces, including intrinsic characteristics like catalytic activity, selective molecular binding,

and electrical conductivity [22]. As mentioned in the previous section (Section 1.1), SPM

techniques such as STM and nc-AFM are highly sensitive to local properties at length

scales of 1 Å and can be greatly impacted by the presence of adsorbates in the form of

gases, including nitrogen, carbon monoxide, and water vapor, that interact with the sur-

face molecules or atoms. To obtain optimal results in STM or nc-AFM experiments, the

sample must be free of contaminants for a period that exceeds the duration of the vi-

sualization or manipulation process (typically ranging from milliseconds to hours). This

requirement, along with the use of cryogenic temperatures, implies the use of ultra-high

vacuum conditions in the chamber with a typical base pressure of 10−10 mbar.

The SPM system used in this thesis is a custom-built Createc STM/nc-AFM machine

operating in UHV at 4.4 K. It comprises three chambers: the load-lock, preparation, and
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STM chambers. The load lock serves as a storage area for samples, which are transferred

from atmospheric conditions to high vacuum conditions. This chamber is pumped by a

turbomolecular pump and a scroll pump to maintain vacuum conditions of 10−8 mbar

and is separated from the preparation chamber by a gate valve. The next two chambers,

preparation, and SPM are pumped by getter pumps and titanium sublimation pumps

to reach a base pressure of 10−11 mbar. The preparation chamber is equipped with a

manipulator for cleaning samples, growing 2D materials, depositing molecules, inducing

thermal chemical reactions, transferring samples to the SPM chamber, and monitoring

sensors. It features multiple flanges for attaching external evaporators, such as Knudsen

cells for molecules and metalloids, chemical vapor deposition devices, and electrospray

ionization sources for non-thermal deposition of delicate, large molecules from a liquid

solution outside the UHV chamber.

The SPM chamber is attached to a bath cryostat containing two concentric cylinders

of LN2 and LHe and houses the SPM block at cryogenic temperatures. The cryostats

contain a volume of 14 L of LN2 and 5.5 L of LHe with a refilling cycle of 72 hours. The

SPM block contains the SPM head, suspended by springs and surrounded by concentric

radiation shields at LN2 and LHe temperatures. The SPM head includes the sample holder,

accessible through a shutter door, the scanning probe (e.g. qPlus sensor), the scanning

piezoelectric tube, the piezoelectric stack for coarse approach, and the table of pins for

extracting the STM/AFM signals from UHV to the external electronics.

2.2 Sample and tip preparations

Sample preparation

In the past section, it has been introduced the UHV requirements for keeping surfaces clean.

However, the most common state for a sample introduced into UHV conditions from the
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Figure 2.1: STM topography (3mV, 30 nA) of an Au(111) clean surface. The herringbone
(zoom-in) is atomically resolved and the presence of kinks and defects on the surface can
be visualized.

air is to be covered by gas (e.g. H2O) and solid (e.g. dust, grease,...) adsorbates. In this

thesis, the used samples are mostly noble metals such as Au(111) and Ag(111). These types

of samples have a standard cleaning procedure for the preparation of clean, well-defined

surfaces, divided into two stages: removal of material and reconstruction of the surface.

The first stage is known as sputtering and it involves the bombardment of the surface

with ionized atoms of noble gases (e.g. Argon, Neon, Xenon,...). During this process, the

preparation chamber is filled with argon gas using a leak valve. Once the argon pressure

in the chamber reaches P ≈ 10−5 the sample is aligned with the sputter gun that is then

activated with an electric potential of 1 kV to ionize the gas for 15 minutes. During this

process, several tens to hundreds of nanometers of material are removed from the surface

by the collisions of the ions with the surface. The impact of ions with the sample generates

currents of I ≈ 10µA that can be monitored with a multimeter plugged into the electrical

feedthrough pins connecting the sample with the outside. After this stage, the sample is

clean but the destructive nature of the ion bombardment creates a non-flat landscape on

the atomic scale with a typical corrugation of several dozens of nanometers. The second
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stage of preparation involves providing thermal energy to the sample to favor the mobility

of the metallic atoms in the sample. Heating the sample with temperatures of around

half of its melting point (e.g. for gold around 450 ◦C), provides enough kinetic energy for

the metallic atoms to move and promote the creation of a new flat, homogeneous surface.

Experimentally this is realized using a resistive heating element in contact with the sample.

This resistive element is heated up by connecting it to a power supply in a ramp of two

values: a flash heating of 3 minutes with (30V, 1A) and then a second stage of 7 minutes

with (20V, 0.4A). During this process, the temperature of the sample is monitored in

parallel with an optical IR pyrometer.

In general, once the sample is cooled down to room temperature it can be transferred

to the microscope or used in further preparations. The most common preparation in this

thesis is the sublimation of molecules onto metallic surfaces. To achieve this, a Knudsen

or effusion cell is commonly used. In this cell, the molecule in powder form is stored and

heated until it undergoes sublimation under UHV conditions. The usually low partial

pressure of the molecules creates an atmosphere in UHV that promotes the adsorption of

molecules to the metallic sample. Once adsorbed, the system can be characterized with

SPM techniques (e.g. for example the visualization of the σ-hole in Section 4.2) or induce

further chemical reactions using heat and the catalytic properties of the metallic surface

(more details in Chapter 3)

Tip preparation and high resolution nc-AFM

The atomic resolution of surfaces[25, 26] was achieved relatively soon with respect to the

creation of the STM (1983) and AFM (1995) [1, 8, 10] with metallic or silicon tips. These

tips are relatively stiff and reactive, and in the typical range of distances of the STM, their

interaction with molecules is strong enough to move or make the molecule jump to the

tip upon approach. The submolecular resolution (see Section 1.2) was only achieved with
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Figure 2.2: The use of functionalized tips provides submolecular resolution in nc-AFM
and in STM. In this example is shown the molecule Moth[23] measured with a CO-tip in
constant height mode (VBias= 3 mV ). The full characterization of the properties of the
molecule can be achieved by comparing the signals of current, nc-AFM, and the simulated
images with the PP[24].

the controlled functionalization of the STM tip’s apex with an inert single CO molecule

in 2009 [27]. Since then, several mechanisms for functionalizing tips (such as bias voltage

ramps, close STM scanning, controlled manual tip approach) with different atoms (N2O[28],

Xe[29], etc.) have been reported, enabling submolecular high-resolution imaging (see 2.2).

The origin of the high resolution in STM and AFM can be understood in terms of a simple

picture where the probe (the inert atom) and the sample (the molecule) are close enough

that their electrons start to experience Pauli repulsion, causing lateral bending of the probe

apex. The lateral bending of the probe near a bond, where the electronic density is highly

localized, emerges from sensing a saddle point in the energy landscape of the surface and

molecule. This saddle point produces a sudden change in the experimental ∆f signal that

is observed in the recorded image as a sharp feature that can be correlated with the covalent

bonds of the molecular backbone [30]. This behaviour can be captured in simulations, in

particular in the probe particle (PP) model developed in 2014 by Hapala et al. [24] in

our group, capable of producing simulated AFM and STM images and recently extended

to simulate KPFM images[20]. In this thesis, all the simulated AFM, STM and KPFM

images are simulated with the PP framework extensively explained elsewhere[24, 30–32].

All experimental data presented in this thesis were acquired with metallic, CO and
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Xe functionalized tips. For achieving metallic tips, the common routine is the repeated

indentation of the tip on a metallic substrate at depths ranging from 500 pm to several

nanometers and applying bias voltage pulses corresponding to the work function energy

scale of metals, typically around 5 eV. The tip preparation is decided upon analysis of the

initial state of the tip in the STM topography images, dI/dV spectroscopies, or the fre-

quency shift value of the oscillation control of the AFM. For example, an asymmetric apex

introduces asymmetries in otherwise rounded objects, such as CO molecules, a multiple

apex termination creates ’ghost’ copies in the images, non-conductive tips exhibit unstable

tunneling currents and are unable to measure the surface state in metals.

Figure 2.3: Controlled tip functionalizations with single CO (a-b) molecules and Xenon
atoms (c-d) on Ag(111). Topography STM images (10mV, 10 pA).

The first step for the tip functionalization is the adsorption of the desired atoms or

gases onto the surface. This is commonly achieved by admitting a typical pressure of
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2 · 10−8 mbar into the UHV chamber and opening the shutter of the STM head for around

8-10 seconds. The functionalization with a CO molecule is described in Fig. 2.3a-b. In the

first step, the tip is positioned over one single CO molecule, and the STM feedback loop is

opened with a reference setpoint of (20mV, 20 pA). Next, the tip is manually approached

to the surface until a sudden drop in tunneling current is detected. After picking the CO

molecule, the STM feedback is closed again and the sample is re-scanned for observing

the characteristic contrast inversion of CO molecules observed using a CO-functionalized

tip. [33]. Another alternative method for detecting the presence of CO adsorbed on the

tip apex is by observing the frustrated rotational and translational modes in the second

derivative of tunneling spectroscopy. [34, 35]. The functionalization with Xe is similar

to the previous case, with the difference that Xe needs to be deposited with the getter

pumps turned off to prevent gas ionization, using only turbomolecular pumps, and also

that organizes in hexagonal lattices on Ag(111), while the adsorption of CO is usually

a random event without preferential sites. The functionalization process is similar, but

the Xe tip requires usually a higher bias voltage of 10-50 mV upon approaching the tip

300-400 pm to detect a drop in the tunneling current. To confirm tip functionalization,

the resolution in topography imaging should be improved, allowing for easy observation

of Xe islands forming a hexagonal lattice of atoms. Additionally, a change in the absolute

position of the piezoelectric tube, typically extended by approximately 150 pm, can provide

further confirmation.
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Chapter 3

On-surface synthesis of molecular

nanostructures

On-surface synthesis has recently emerged as a promising bottom-up approach for creat-

ing complex and atomically precise molecular nanostructures. Unlike traditional solution-

based methods, OSS involves chemical reactions on a solid surface, offering several ad-

vantages over conventional wet chemistry. A heterogeneous catalytic medium (i.e., metal

surface and the vacuum) introduces a novel chemical environment with geometrical bound-

aries and molecule-surface interactions. Geometrical constrictions in this environment

favour highly desired properties, such as the direct self-assembly of molecules guided by

surface chemistry and the interaction between molecules. As a result, ordered and regular

structures can form thanks to the geometrical confinement to a 2D surface and the role

of molecule-surface interactions. Together, these effects can modify the energy barriers

of reaction pathways that would otherwise be highly inefficient or impossible to achieve

using solution-based chemistry. Moreover, surface confinement enables the use of highly

surface-specific characterization techniques, such as SPM. These techniques allow for di-

rect observation and characterization of single products at various stages of the chemical
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reactions, enabling the tracking of reaction mechanisms at the atomic level.

The field of on-surface synthesis has made significant advances in achieving precise con-

trol over the composition of materials at the atomic scale. For instance, the synthesis of

conjugated organic polymers and graphene nanoribbons has successfully produced struc-

tures with lengths on the order of several hundreds of nanometers, confined to specific

directions defined by the surface without the formation of byproducts or limitations of

solubility. Various systems have been explored, including the synthesis of macrocycles[36–

38], triangulenes[39–42], the biphenylene carbon allotrope[43], the design of narrow band

gap polymers[44, 45] , the realization of Clar’s goblet[46] or the recent observations of

topological end states of graphene nanoribbons by induced STM fluorescence[47].

Figure 3.1: Schematic representing the general properties of on-surface synthesis.
Adapted with permission from [48] . Copyright 2020 Springer Nature.

In on-surface synthesis (OSS), various reaction mechanisms are commonly used, such

as the Ullmann coupling mechanism. This mechanism involves the formation of a C-C

bond mediated by the rupture of the carbon-halogen bond forming radicals in the presence

of a metal catalyst, typically copper, gold, or silver. Although Ullmann coupling is the

most widely used mechanism for polymer synthesis and is utilized in two of the results
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presented in this chapter [49, 50], other mechanisms are also available, including the Glaser

coupling, Diels-Alder reactions, and ring annulations by cyclohydrogenations. The latter

mechanism involves the loss of one or two hydrogen atoms and the subsequent cyclization

of the radicalized groups into new rings. This mechanism plays a crucial role in the

rearrangement of molecular backbones in polymers [49, 50] and in driving a 3D strained

helical product into a planar object with several non-benzenoid regions [51].

In addition to these mechanisms, the internal rearrangement of individual functional

groups or monomers within single molecules and polymers also significantly influences the

chemistry of OSS. The complex interplay of molecular vibrations, strain in the molecular

scaffold, and geometrical boundaries induced by the surface create an ideal environment

for highly specific and efficient reactions to occur. Therefore, on-surface synthesis is a

powerful method that exploits the reactivity of surfaces to control the location, orientation,

and bonding configuration of synthesized products.

In this chapter, I present an overview of three selected results in the field of OSS that

demonstrate the formation of well-defined structures with tunable properties due to the

reactivity and geometrical constraints imposed by the surface. The first result focuses

on the utilization of a strained helical compound and the interplay of this strain with

the surface to synthesize a polycyclic aromatic hydrocarbon (PAH) compound with non-

benzenoid regions, including 4-5-6-7-8 membered rings. The second result shows how the

selection of a porphyrin precursor containing a coordinated Fe atom and its subsequent

reaction on the surface. This reaction leads to the formation of conjugated polymers

with tailored magnetic properties, which depend on the degree of planarization of the

polymer. Lastly, I present a study of a unique case of defects in anthracene polymers

incorporating magnetic behaviour, which is part of a larger project where highly aromatic

polymers, connected by ethynylene bridges, were synthesized from anthracene, pentacene,

and bisanthene monomers.
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3.1 Strain-driven synthesis of non-benzenoid compounds

from helical precursors

3.1.1 Introduction

The stability of a chemical compound is often determined by the relative positions of

functional groups on the molecular scaffold. Steric hindrance repulsion between different

parts of the molecule may arise from the presence of different orbital hybridizations or

chemical species. This repulsion effect leads to an intrinsic strain in the molecular scaffold.

The imposition of extra geometrical constraints on the spatial configuration of bonds and

atoms is one way to regulate this strain. Employing well-defined surfaces is another way

to influence how the molecule configures in space. When molecules adsorb on surfaces, a

molecular rearrangement can occur due to the appearance of attractive dispersive forces

that act on the molecular scaffold to accommodate the new spatial boundaries. The rear-

rangement of the molecular scaffold can have dramatic consequences, such as locking the

chirality of a molecule upon adsorption [52, 53] or determining its possible conversion into

other products [54, 55].

The role of strain in the stability of the molecular scaffold provides novel chemical

routes for synthesizing products with unusual electronic properties, such as molecules with

non-benzenoid regions. These regions can dramatically alter the optical and electronic

properties of the molecules, as illustrated by the well-known examples of naphthalene,

which is a white powder, and azulene, which exhibits a deep blue colour. Other properties

determined by the presence of non-benzenoid regions include symmetry breaking between

bonding and antibonding orbital energies, net localized charges, ambipolar character, tai-

lored local/global aromaticity, and the introduction of intrinsic magnetic properties without

the participation of metallic atoms. However, the wet chemistry synthesis of compounds
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Figure 3.2: Sequence of topography STM images of the precursor deposited on Au(111)
and the subsequent reactions at different temperatures (Imaging parameters VBias= 100
mV, 10 pA). The production of planar products is maximized at around 600K.

containing non-benzenoid regions is often impeded by the high reactivity of these molecules

and the solvent’s impact on the non-benzenoid moieties. Therefore, alternative approaches

such as OSS are needed to overcome these challenges. This section introduces a case study

of a helical, strained molecule that undergoes a skeletal rearrangement upon thermal ac-

tivation on an Au(111) surface in UHV, resulting in the production of planar products

containing non-benzenoid regions. The starting material is a member of the [7]helical inde-

nofluorene family, known as the precursor, which was synthesized by Prof. Martin Kotora’s

group (details of the synthesis can be found in [51]). The precursor was sublimated in UHV

by heating it up to 450K inside a Knudsen cell and exposing a clean sample of Au(111) to

the sublimated molecule. After adsorption, the molecule was characterized (see Fig. 3.2)

using STM and nc-AFM at 4.2K. The thermal activation of the precursor was achieved

by heating the sample up to 625K, which maximizes the production of single planar prod-

ucts. High-resolution nc-AFM was used to identify all products on the surface, including

non-planar or ill-defined molecules that were also characterized (Fig. 3.3) to assess the

production of the dominant planar objects. However, these molecules were not explored

in detail as they exhibit broken parts or require fusion with fragments to rationalize their
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production.

Figure 3.3: Constant height nc-AFM (top row) and current (bottom row) images with
CO-tip of a selection of oligomers with broken or 3D features.

The planar structures, which are defined as objects in which all carbon atoms in the

backbone are coplanar, were distinguished from other structures in the STM topography

images by the absence of bright spots. The chemical structures of these planar objects

were determined using high-resolution constant height nc-AFM with a CO-functionalized

tip. The family of planar products can be categorized into five molecules, labelled P1 to

P5, with a statistical relative incidence of P1:P2:P3:P4:P5 of 32:25:22:15:6.

Figure 3.4: The collection of planar objects on the Au(111) surface. In the left panel,
an STM topography image (VBias= 100 mV, 10 pA). In the right panel, the experimental
constant height nc-AFM with CO-tip (top row), simulated PP nc-AFM (middle row) and
structural models (bottom row).
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Figure 3.5: The sequence of rotations, dehydrogenations and annulations leading to All-
in (top row). In the bottom row, snapshots of the MD calculations corresponding to each
stage.

Out of the products studied, P1 (also known as All-in) is particularly relevant to this

discussion due to its non-benzenoid 4-5-6-7-8 membered rings. P1 can be directly compared

with its symmetric counterpart, P4. The third product, Moth, involves an intriguing

mechanism that requires the concerted motion of two gold adatoms on the surface to cleave

different carbon bonds, but is out of the scope of this section[23].

According to our DFT calculations, the symmetric product P4 should be 2.2 eV more

thermodynamically stable than the all-in product. However, this does not align with the

proportions of each product found on the surface, where All-in makes up 32% of the

population while P4 only comprises 15%. This discrepancy suggests that the reaction may

be kinetically driven rather than thermodynamically driven. To better understand the

chemical pathway from the precursor to All-in , we used molecular dynamics simulations

with hybrid QM/MM methods[56]. These simulations allow us to track the temporal

evolution of relevant spatial coordinates, such as the position of a methyl group, which

can serve as reaction coordinates and provide insight into the chemical pathway. The

higher yield of the All-in product compared to the symmetric case can be attributed

to the minimization of free energy, which is dependent on the traveling distances of the

methyl group that is furthest away from the helical part. The planarization of this methyl
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Figure 3.6: Experimental STS measurements and experimental and calcualted STS maps
visualizing the HOMO-LUMO of All-in (top row). Experimental bond-length analysis
(shorter bonds/double bonds, longer bonds/single bonds), calculated electrostatic potential
surface, aromaticity in terms of Clar’s sextets and the anisotropic current-induced density,
with clock-wise direction (globally aromatic).

into a hexagonal ring increases the dispersive forces and determines subsequent steps in the

chemical pathway (Fig. 3.5). The other free methyl undergoes annulation into a heptagonal

ring to form the All-in product with a shorter traveling distance compared to closing

into a hexagonal ring in the perpendicular direction, which results in the symmetric case.

By tracking the temporal variation of the spatial coordinates with molecular dynamics

simulations, we can rationalize the differences in the population of the products on the

surface.

The All-in product underwent a complete experimental and theoretical characteriza-

tion, including an examination of its electronic properties and aromaticity, as illustrated in
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Fig. 3.6. The STS measurements and maps revealed a molecular band-gap of 0.7 eV, with

a pronounced closed-shell character and electron localization in the azulene moiety (i.e.,

the 5-7 rings), as evidenced by the LUMO experimental map. However, the charge local-

ization in the azulene moiety interacted with the CO-tip quadrupole, leading to apparent

bond length distortions in nc-AFM and hindering the full characterization of each bond’s

single or double character. To ascertain the global aromaticity of All-in, we employed a

combination of theoretical techniques (NICS, HOMA, IMS, ACID DMRG calculations[57])

and experimental bond lengths. The results showed that All-in’s global aromaticity stems

from a strong main aromatic ACID current involving all the π-electrons while avoiding

antiaromatic regions such as the 8-membered ring.

3.1.2 Author’s contribution to the published work

In this work, I prepared and conducted the surface reactions, performed the experimental

acquisition of STM and nc-AFM, the statistical and bond length analysis, discussed both

experimental and simulated findings, began drafting the manuscript, prepared the figures,

and participated in the discussions with my collaborators.
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ABSTRACT: The synthesis of polycyclic aromatic hydrocarbons
containing various non-benzenoid rings remains a big challenge
facing contemporary organic chemistry despite a considerable
effort made over the last decades. Herein, we present a novel route,
employing on-surface chemistry, to synthesize nonalternant
polycyclic aromatic hydrocarbons containing up to four distinct
kinds of non-benzenoid rings. We show that the surface-induced
mechanical constraints imposed on strained helical reactants play a
decisive role leading to the formation of products, energetically
unfavorable in solution, with a peculiar ring current stabilizing the
aromatic character of the π-conjugated system. Determination of
the chemical and electronic structures of the most frequent product
reveals its closed-shell character and low band gap. The present study renders a new route for the synthesis of novel nonalternant
polycyclic aromatic hydrocarbons or other hydrocarbons driven by internal stress imposed by the surface not available by traditional
approaches of organic chemistry in solution.

■ INTRODUCTION

The aim of organic chemistry is to search for novel reaction
mechanisms and molecular compounds featuring interesting
structural and material properties. Polycyclic aromatic hydro-
carbons (PAHs) represent probably the most abundant and
nowadays frequently studied organic molecule family. They
have enormous industrial and environmental implications to
everyday life, and, at the same time, they are assumed to play
an essential role in the origin of Life.1 PAHs are composed of
multiple carbon rings containing carbon and hydrogen atoms.
The sp2-hybridization of C atoms and, consequently, a partial
delocalization of π-electrons are responsible for the (anti)-
aromatic character of the rings. PAHs contain mostly benzene
(aromatic) rings. However, other non-benzenoid rings, such as
four-, five-, seven-, eight-, or even higher-membered rings, can
be present in PAH structures, causing an internal charge
transfer, giving rise to exciting material properties for opto- and
nanoelectronics.2−4 However, these properties are commensu-
rate with their nontrivial electronic character, such as broken
aromaticity or the introduction of a radical character, both
limiting their stability and making their syntheses difficult. As a
result, only a very limited number of PAHs containing multiple
non-benzenoid rings have been synthesized using traditional
organic chemistry.5,6

Recently introduced on-surface chemistry provides an
interesting alternative for the syntheses of new chemical

compounds inaccessible by traditional organic chemistry
methods.7,8 At the same time, it allows sample characterization
of reaction products and detailed tracking of the reaction
pathway by surface science techniques such as scanning probe
microscopy.52 For example, unique and structurally diverse
nanographene molecules have been synthesized on metal
surfaces. Interestingly, these systems contain nonhexagonal
regions composed of five- and seven-membered rings forming,
for example, the azulene regions, rather than homogeneous
hexagonal nanographene structures. Similarly, the on-surface
syntheses have allowed producing curved nanographenes with
regularly fused heptagons and pentagons,9 helical nano-
graphenes with azulene units,10 non-benzenoid nanogra-
phenes,11 or polyazulene nanoribbons.12 Although such
rearrangements have also been occasionally observed in
solution chemistry during the Scholl reaction,13,14 the
requirement for a strongly acidic catalyst ultimately makes it
unintended.
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The stability of molecules is often determined by a strain in
their molecular framework caused by steric repulsions, usually
being the primary cause of their molecular structure rearrange-
ments (and other desirable or undesirable processes) to a
variety of products. However, such rearrangements are often
difficult to induce. The adsorption of the strained molecules on
metal surfaces can make such processes much easier and
induce hitherto otherwise unlikely reaction pathways.15,16 The
feasibility of such processes results, no doubt, from multiple
overlaps between the orbitals of the adsorbed molecule and the
metal surface.7,8 For instance, one of such well-documented
processes in nanographene molecules is the Stone−Wales
rearrangement.17,18

One of the potentially exciting pathways for the preparation
of nanographene molecules that possess nonhexagonal regions
is the surface transformation of compounds having rigid and
strained 3D architectures. In this respect, helicenes and other
types of helical molecules represent attractive candidates for
studying strain-induced reactions on metal surfaces with their
eventual planarization being the ultimate target. The
planarization is usually accompanied by bond reorganizations
(skeletal rearrangements) in their molecular scaffold to
accommodate the final planar molecular arrangement optimiz-
ing dispersive interaction with the underlying substrate. Thus,
the interaction between the molecule’s framework and the
metal surface often induces otherwise tricky or even not
accessible processes to occur either in solution or in the gas
phase. The conversion of a [7]helicene to a planar coranulene
derivative on a Ag(111) surface19 or the transformation of
helical compounds with azuleno moieties to planar species
with fulvaleno segments on a Cu(001) surface20 demonstrates
such surface-induced reactions. Although several reports on the
deposition of helical compounds on metal surfaces have been

published,21−23 their further transformations have not been
studied yet in detail and, thus, the above-mentioned
studies16,19 represent unique reports on the planarization of
helical compounds in this potentially attractive but hitherto
unexplored area.

■ RESULTS AND DISCUSSION

Atomic-Scale Characterization of on-Surface Reac-
tion Products. Recently we have developed a new approach
to synthesize a series of structurally rigid [7]helical
indenofluorenes (7-IFs),24 systems with curved architecture,
which are potentially attractive substrates for different
structural modifications, e.g., strain-induced rearrangement,
cyclodehydrogenation, and planarization. For this purpose, we
have synthesized an indenofluorene-based system (see Figure
1A and SI) and explored the possibilities of its transformation
via cyclodehydrogenation to form unusual planar aromatic
species.
We deposited the precursor via thermal sublimation at 450

K from a Knudsen cell onto a Au(111) surface held at room
temperature under UHV (ultra-high-vacuum) conditions. The
freshly prepared sample was inspected by cryogenic STM/nc-
AFM (scanning tunneling microscopy/noncontact atomic
force microscopy) at 4.2 K. Figure S1 displays a representative
set of STM images showing the evaluation of molecules on the
surface upon gradual annealing ranging from 425 to 625 K. At
425 K, the precursors remain stable and arrange in two-
dimensional islands with no apparent long-range order.
Subsequent thermal annealing of the molecule-decorated Au
surface to T ≈ 525 K for 30 min gives rise to the thermally
induced chemical transformation of the precursor into
significantly different molecular products.

Figure 1. On-surface synthesis of non-benzenoid molecules including four−eight-membered rings. (A) Chemical structure of the precursor
molecule, which deposited on the Au(111) surface under UHV conditions, undergoes chemical transformation upon thermal annealing at >525 K.
(B) Representative constant-current STM image of the sample after annealing up to 575 K shows the presence of various planar and nonplanar
molecular products. (C) High-resolution AFM images acquired with a CO-tip of five planar products found on the surface after annealing. (D)
Simulated nc-AFM images with a CO-tip for five planar products using an optimized molecular structure obtained from total energy DFT
calculations. (E) Chemical structure of the products.
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Figure 1B shows a characteristic STM image of the surface
after the annealing procedure at T ≈ 575 K, revealing the
precursor’s chemical transformation, including its planariza-
tion. Planar structures of the products are unambiguously
distinguishable in STM images by lack of bright spots in their
images. Here, planar refers to those molecules in which all
carbon atoms in the backbone are coplanar, as depicted by nc-
AFM images. Four observed planar objects detected in the
STM image are labeled 1, 2, 3, and 4. Their chemical structures
were determined using high-resolution nc-AFM measurements
with a CO-functionalized tip.25,26 Figure 1C shows constant-
height nc-AFM images of all the planar products P1, P2, P3,
P4, and P5 observed after annealing the sample at T ≥ 525 K.
Total energy density functional theory (DFT) simulations27 of
possible products formed on the Au(111) surface predict their
planarity and positioning at ∼3.3 Å above the surface (Figure
S2), resulting from the attractive dispersion interactions
between P(1−4) molecules and the surface. Very good
agreement between experimental and simulated28 high-
resolution nc-AFM images (compare Figure 1C and D) allows
us to unambiguously assign the structure of the planar

products, which contain four- to eight-membered rings (see
Figure 1E). Further annealing at an elevated temperature up to
625 K does not alter the occurrence of the planar structures
but enhances the frequency of oligomers and other
unidentifiable objects, as shown in Figure S1. At 575 K, the
planar structures represent ∼30% of the total molecular
structures, while most products comprise other minority
nonplanar monomers and fused oligomers (Figure 1B).
Statistical analyses performed on several samples annealed up
to 575 K including around 223 planar products exhibit the
relative incidences of products P1:P2:P3:P4:P5 as
32:25:22:15:6. The most populated, P1, has the most exotic
chemical structure, consisting of four- to eight-membered rings
and, thus, will be the main focus of our investigations reported
in the rest of this article.
Figure S2 displays fully optimized structures of P1−P5

products on the Au(111) surface performed at the DFT level.
From the chemical structure of the precursor and the products,
we proposed a tentative course of reaction steps (see Figure S3
and related discussion). P2 and P3 chemical structures have
one carbon atom less than the precursor, suggesting a

Figure 2. Course of the chemical reaction from precursor toward P1 and P4 products. (A) Chemical transformation of the precursor to
intermediate A1. Subsequent steps of the chemical transformation toward (B) the products P1 and (C) P4. (D) Histogram showing the time
distribution of d1 and d2 distances along the reaction coordinates for the reaction steps A1 → B1 and A1 → B2, respectively, calculated by the
QM/MM method at 600 K and corresponding free energy F profile derived from the probability p, where p = e(̂−ΔF/kBT) with the probability p
calculated for each interval of the histogram as p = (counts of interval)/(total counts). A more feasible reaction toward d1 explains the reaction
mechanism enabling the formation of energetically less stable product P1 instead of P4.
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demethylation process upon their formation.29 On the other
hand, P1 and P4 products conserve the number of carbon
atoms during the reaction course. Thus, the product
formations proceed via subsequent dehydrogenation processes,
removing the same number of hydrogens in all three cases. The
same chemical content of P1 and P4 allows for a direct
estimate of their relative stabilities, comparing their total
energies. Interestingly, the total energy DFT calculations
predict larger thermodynamical stabilities of P4 (by 2.2 eV)
than P1 (see Figure 1C), in stark contrast with their relative
abundances observed in the experiment. This points out that
the reaction mechanism is determined rather by kinetic
processes instead of thermodynamics of the final products.
Thus, possible reaction pathways toward P1 and P4 formations
will be analyzed below.
Figure S3 displays a tentative reaction pathway toward P1−

P5 products with an underlying discussion. The reaction
course toward P2 and P3 must involve C−C bond cleavage
processes that are rare or even unprecedented (the formation
of P3). Moreover, the participation of gold atoms in the C−C
bond cleavage step may play an important role. Due to the
complexity of this process, we will discuss this reaction
mechanism elsewhere.
Deposition of the highly nonplanar helical precursor on the

surface (see Figure S2) causes internal stress imposed on the
molecule resulting from the competition between attractive
dispersion interactions and steric repulsions between non-
planar phenyl groups and/or the helical part of the precursor
and the underlying metallic substrate. DFT simulations predict
that such competition leads to an asymmetric arrangement of
phenyl groups with methyl groups pointing out of the surface
(Figure S2). This asymmetric arrangement is determined by
the chirality of the molecule’s helical part (see Figure 2A).
Importantly, the surface-induced geometrical constraint
determines the course of reactions, as will be demonstrated
below.
It is worth noting that preliminary results of annealing the

precursor on Ag(111) up to 575 K reveal the reaction course is
quite different. The annealing of the precursor on Ag(111) at
575 K led to an exclusive appearance of quite distinct
molecular products from the planar products P1−P5 obtained
on the Au(111) surface. Figure S4 displays a set of high-
resolution nc-AFM/STM images of some of those products,
revealing highly nonplanar characters for which it is not
possible to derive a simple transformation from the precursor
at first glance.
Analysis of the Reaction Pathway. Possible reaction

pathways from the precursor toward P1 and P4 products are
displayed in Figure S3 and summarized in Figure 2A. Note that
the precursor may adopt different rotamer configurations
indicated by orientation of o-tolyl groups. Since the reaction is
thermally driven by annealing at elevated temperatures >525
K, it is reasonable to assume that at these temperatures both o-
tolyl groups in the precursor will be able to move between
different rotamer configurations. However, the presence of the
surface will impose a constraint on the rotamers. We calculated
the free energy of each rotamer on the surface (see Figure S5).
We found that rotamer 1 has the lowest free energy on the
surface. Consequently, it will be the most populated, playing
the dominant role in the reaction course. Therefore, in the
following analysis of the reaction pathway, we consider this
rotamer as the starting point.

The reaction schemes include dehydrogenation accompa-
nied by annulation or cyclization processes divided into four
consecutive steps. Two possible reaction channels starting
from the precursor are considered in the first step: (i)
construction of a six-membered ring via annulation of a methyl
group with the central carbon of the fluorene unit
accompanied by dehydrogenation processes, leading to
intermediate A1, shown in Figures 2A and S5, and (ii) a
dehydrogenation/annulation process with fusing the helical
part and cyclobutadiene formation (see intermediate A2 in
Figure S6). The simulations, however, predict the free energy
of the A2 intermediate being by about 1 eV lower than A1.
Thus, the first reaction channel is considered to be more
favorable and is discussed below.
The course of the initial step of the reaction, in particular,

what benzene ring will first planarize during the dehydrogen-
ation of methyl groups,30 is directed by their asymmetric
position imposed by the underlying surface, i.e., the distances
of the bonds, labeled as d1 and d2 (see Figure S7), to be
formed between the carbon atoms of methyl groups and
matching central C atoms of fluorene. The relevant analysis
includes the determination of the kinetic control over the
reaction, i.e., the calculation of the activation energies for the
two products. Such an approach, however, requires considering
multiple dehydrogenations, which greatly complicates and
questions the reliability of such calculations. Alternatively,
probabilities of these steps can be determined using an
assumption that the reaction rates depend on the reaction
coordinates’ behavior around the equilibrium position of the
initial state. In other words, the rates of the two reaction
pathways can be qualitatively compared based on the time-
course distribution of d1 and d2 distances along the reaction
coordinates at a given temperature. For this purpose, molecular
dynamics (MD) simulations, employing the hybrid quantum
mechanics/molecular mechanics (QM/MM) methods,31−33

were performed to obtain temporal evolution of d1 and d2
reaction coordinates (Figure S7) and the probability
distribution for the given intermediate (Figure S7). In these
simulations, the precursor and intermediates are treated at the
QM level, while the metallic surface is described at the MM
level. The histogram of d1 and d2 distances (Figure S7) shows
a significantly shorter time-average distance between the
methyl carbon and the central fluorene carbon located on
the helical part of the molecule closer to the metallic surface
(d1 in Figure S7). The resulting reaction channel thus leads to
A1 (Figures 2A, S6, and S7), i.e., the formation of the six-
membered ring on the side of the molecule relevant to the
shorter d1 distance and, consequently, planarization of the
appropriate part of the molecule. The planarization stabilizes
the system by additional dispersion attractive forces due to a
newly formed ring with π-electrons interacting with the
substrate. It is noteworthy that this reaction step determines
the resulting chirality of the P1. We also carried out similar
MD simulations without the substrate (see Figure S10), which
enables us to estimate an increase of the free energy by 10.5
kcal/mol due to the presence of substrate.
The decisive step determining the formation of P1 or P4

product represents the dehydrogenation/annulation process
with planarization of the second phenyl ring, which involves
the methyl group (see Figure 2B and C). This bifurcation
point occurs either prior to or after the dehydrogenation/
annulation process with fusing the helical part, i.e., at
intermediate A1 or B3 (see Figure S6). The two possible
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channels, related to the seven- or six-membered rings’
construction, describe the phenyl ring planarization. Similar
to the first step, the surface-imposed asymmetrical arrangement
of the methyl group in A1 or B3 to adjacent benzene or
fluorene determines the probabilities of the two channels and
the course of the reaction. From A1, these channels lead to
either seven-membered (B1 intermediate) or six-membered
(B2 intermediate) ring construction, and, consequently, the
probabilities of A1 → B1 and A1 → B2 processes determine
the relative yield of P1 and P4, as shown in Figure 2.

The MD simulations (see Figures 2D and S8 for the results
of the distance−time distributions) predict B1 is more likely
than B2; thus, P1 is preferred over P4. From B3, the alternative
channels for P1 and P4 formation are B3 → C2 → P1 and B3
→ P4, respectively. Like in the previous case, MD simulations
predict the formation of the seven-membered ring (Figure S8),
i.e., following the former reaction path, which is more feasible
due to the shorter d1 reaction coordinate. These observations
rationalize the larger abundance of P1 over the more stable P4.

Figure 3. Electronic structure of the product P1. (A) Experimental dI/dV spectra acquired on different sites of the P1 product (see inset); (B)
experimental dI/dV maps acquired at three different bias voltages (−0.7, −0.4, and 0.3 V); (C) calculated dI/dV maps for canonical DFT orbitals
of HOMO−1, HOMO, and LUMO shown in (D).

Figure 4. Analysis of the structure and aromaticity of the product P1. Experimental (A) and simulated (B) high-resolution nc-AFM images of the
product P1 obtained with the CO-tip (both with an adopted Laplace filter); (C) DFT-calculated electrostatic potential map of P1; (D) plot of
mutual information on individual bonds obtained from DMRG calculations of the product P1; (E) corresponding resonance structure of P1
derived from the mutual information DMRG; (F) plot of calculated ACID of P1 product (red darts show orientation of the peripheral ring
current).
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As for the formation of P5, it can be formed from P4 by a
simple 1,2-shift or from P1 by a series of 1,2-shifts (Figure S3).
The effect of the substrate on the course of the reaction can

be rationalized with the help of MD simulations performed in
the absence of the surface. Figures S10−S12 show the time-
average distance of reaction coordinates and free energy
profiles for the precursor and A1 and B3 intermediates in the
absence of the surface, previously considered to play a decisive
role for the formation of P4. The results show very similar
values of d1 and d2 distances and the corresponding free
energy profiles, highlighting the importance of the substrate for
the formation of thermodynamically less favorable P4.
Probing the Electronic Structure of a Nonalternant

Non-Benzenoid Aromatic Compound Containing Four-
to Eight-Membered Rings. Figure 3A presents constant-
height dI/dV spectra acquired over two different positions of
the P1 shown in the inset. The dI/dV spectra reveal three
distinct peaks at −700, −400, and 300 meV respectively
assigned to HOMO−1, HOMO, and LUMO (HOMO and
LUMO stand for the highest occupied and lowest unoccupied
molecular orbitals, respectively) and providing a molecular
band gap of 0.7 eV. The calculated DFT-PBE027,34 band gap of
∼1.4 eV of the free-standing P1 product concurs well with the
experimental observation. We expect that in the presence of
the underlying metallic surface these values decrease.35 The
experimental dI/dV spectra lack any zero-bias peak or inelastic
electron tunneling signal, which indicates the closed-shell
ground state of P1. Its closed-shell character is also confirmed
by DFT-PBE0 and density matrix renormalization group
(DMRG) calculations of the free-standing molecule. The
DMRG36,37 calculations were performed with the active space
constructed from a full π-orbital space (42 electrons in 42
orbitals), resulting in the occupancies of the highest occupied
and lowest unoccupied natural orbitals of 1.80 and 0.23,
respectively.
Figure 3B shows the constant-current dI/dV maps at the

corresponding energies resolving spatial localization of electron
density of the frontier orbitals. Namely, dI/dV maps of the
LUMO reveal strong spatial localization in the vicinity of the
seven-membered ring. This picture is fully supported by the
DFT-calculated dI/dV map38 of the canonical LUMO (see
Figure 3D), showing the same localization pattern (see Figure
3C). The remaining calculated maps of occupied frontier
orbitals show fairly good agreement with their experimental
counterparts as well, thus confirming the orbital assignation.
High-resolution nc-AFM imaging allows direct visualization

of the chemical structure of the P1 product revealing the
presence of all four- to eight-member rings; see Figure 4A.
Namely, the presence of the seven-membered ring can be
unambiguously determined from a careful analysis of bond
lengths in the nc-AFM images of the P1 and P4 products
(Figure S13). The presence of multiple non-benzenoid rings
(namely, an azulene 5−7 ring segment) causes the localization
of molecular orbitals at distinct parts of P1, introducing an
internal charge transfer within the molecule (Figure 4C). Thus,
the submolecular contrast seen in the high-resolution nc-AFM
images is heavily affected by the electrostatic interaction
between the CO-tip and P1,39 altering the apparent C−C bond
lengths with respect to real ones and making the bond-order
analysis40 from the nc-AFM images ambiguous. Despite a good
overall agreement between experimental and calculated nc-
AFM images (see Figure 4A,B and Figure S14), the

comparison of the experimental and calculated apparent
bond lengths is not fully conclusive.

Analysis of the Aromaticity. To assign the most
representative resonant structure of P1, we adopted an
alternative approach employing the mutual information on
atomic-like orbitals that form π-bonds (see SI). Mutual
information on individual bonds (Figure 4D) was obtained
from DMRG calculations. The resulting structure (Figure 4E)
contains three disjointed Clar’s sextets, i.e., benzoid moieties.41

Alternative resonant structures consisting of more of such
sextets (five being the maximum number; see Figure S15) lead
to the biradical character of the structure, increasing its
instability. Note that similar resonant structure can be derived
from the bond distances of the fully optimized DFT structure
(Figure S14), except the 4-ring, in which the bond length of
two C−C bonds connecting benzene rings corresponds to
double-bond character.
The concept of aromaticity is well understood for benzenoid

PAH compounds. Its extension to non-benzenoid nonalternant
compounds is however still under debate. It is thus interesting
to analyze the aromatic character of P1 with respect to
different criteria. In particular, for systems consisting of several
fused rings, the aromaticity criteria can be applied either to the
whole system, i.e., counting all π-electrons in the systems, or
considering only π-electrons on the periphery, thus distinguish-
ing between the global and peripheral aromaticity (see, e.g., ref
42). Application of the most popular Hückel’s43 and Baird’s
rules44 on P1 in the closed-shell ground state configuration
provides contradictory results: the global aromaticity (42, i.e.,
(4n + 2) π-electrons) and peripheral antiaromaticity (28, i.e.
(4n) π-electrons). Despite the frequent use of these rules,
generalized by Soncini and Fowler,45 they hold strictly for
monocyclic systems and can be violated in polycyclic systems.
Table S1 summarizes results based on the local aromaticity of
individual rings obtained with the following approaches: the
generalized harmonic oscillator model (HOMA)46,47 using the
mutual information49 of atomic-like orbitals forming π-bonds
from DMRG (see Table S1), the nucleus-independent
chemical shifts (NICS),48 and the isotropic magnetic shielding
(IMS)49 (see Figures S16 and S17). NICS and IMS methods
agree on strong antiaromaticity of the four-membered ring and
weak antiaromaticities of the seven- and eight-membered rings,
respectively, as well as one aromatic (5-II) and two
antiaromatic (5-I, 5-III) five-membered rings. Agreement of
NICS and ISM results is also reached for aromaticity indexes
of the six-membered rings. These values are, however, in
contrast with the HOMA results. In particular, NICS and ISM
methods predict the strong aromaticity of the inner ring (6-IV,
see Figure S16 and Table S1), while its aromaticity is very low
according to the HOMA-DMRG calculations. Interestingly,
the results of NICS and ISM calculations, i.e., the strong
aromaticity and Clar’s sextet in 6-IV, contradict the existence
of the closed-shell resonant structure, hence the experimental,
as well as theoretical DFT and DMRG results.
The concept of conjugated circuits50 predicts that P1 is

partially aromatic, with the aromaticity degree of 95% (see
Figure S18 for details). Probably the most complex picture of
the aromaticity character of P1 is obtained by the calculations
of the anisotropy of the induced current density (ACID).51

The ACID map (Figure 4F) reveals the interactions of ring
currents of each individual ring, enhancing or suppressing the
boundary with neighboring rings, depending on their mutual
orientations. Indeed, the strong negative (aromatic) NICS and
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ISM values on the inner 6-IV ring are caused by the presence
of synergic antiaromatic currents on two adjacent 5-rings; see
Figure 4F. Similarly, IMS ad NICS values predict the weak
antiaromaticity of the 8-ring in contrast to its weak aromatic
character predicted with ACID. The latter result originates
from the current enhancement due to the similarly oriented
current on joint edges with 6-IV and 4-rings and weakening by
the opposite current directions on the neighboring 5- and 6-
rings (see Figure S19).
The ACID map also shows the clockwise direction of the

main current ring on the P1 periphery revealing its aromatic
character. Although in disagreement with 4n + 2 rule of
aromaticity, all π-electrons29 are involved in this current. The
aromaticity and, thus, the stabilization in the closed-shell
electronic structure are maintained by avoiding peripheral
bonds of antiaromatic 4, 5-I, and 5-III rings. This indicates that
the closed-shell ground state character in nonalternant non-
benzenoid aromatic compounds can be reached via the
development of a complex peripheral ring current excluding
certain molecular parts and suppressing the local aromatic/
antiaromatic character of rings.

■ CONCLUSION

We have demonstrated that the internal molecular stress
imposed by the presence of the underlying surface can impose
a kinetic control of on-surface reactions forming thermody-
namically less stable final products. We anticipate that the on-
surface chemical approach employing internal stress of
nonplanar molecules on surfaces is capable of establishing a
new synthetic strategy to form new non-benzenoid PAH
compounds, not available via traditional synthetic methods in
solution or on surfaces.
Such non-benzenoid PAH nanostructures offer a rich

playground to reach interesting optical and magnetic proper-
ties of carbon-based nanostructures with closed-shell or radical
character. So far, nonalternant non-benzenoid aromatic
compounds often feature an open-shell antiaromatic character,
which makes them more vulnerable to a chemical trans-
formation. Interestingly, the P1 product consisting of four- to
eight-membered rings has a closed-shell aromatic character,
enhancing its chemical stability. Moreover, it also shows a
strong localization of the LUMO on the seven-membered ring,
similarly to a prototypical nonalternant azulene compound.
Such spatial electronic localization makes it attractive in view
of potential in optoelectronic applications of such nontrivial
aromatic systems, e.g., enhancing a charge separation in
organic solar cells.
Thus, we believe that this novel synthetic route not only is a

synthetic curiosity but can stimulate further research effort to
form non-benzenoid PAH complexes, including polymers,
which can open new routes to design novel spintronics and
optoelectronics devices.

■ ASSOCIATED CONTENT

*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/jacs.1c06168.

Materials and methods; Figures S1 to S20; Table S1;
synthesis of the starting material (PDF)

■ AUTHOR INFORMATION

Corresponding Authors
Bruno de la Torre − Regional Centre of Advanced
Technologies and Materials, Czech Advanced Technology and
Research Institute (CATRIN), Palacky ́ University Olomouc,
783 71 Olomouc, Czech Republic; Institute of Physics, Czech
Academy of Sciences, 162 00 Prague, Czech Republic;
orcid.org/0000-0002-6462-6833; Email: bruno.de@

upol.cz
Dana Nachtigallová − Regional Centre of Advanced
Technologies and Materials, Czech Advanced Technology and
Research Institute (CATRIN), Palacky ́ University Olomouc,
783 71 Olomouc, Czech Republic; Institute of Organic
Chemistry and Biochemistry, Czech Academy of Sciences, 162
00 Prague, Czech Republic; orcid.org/0000-0002-9588-
8625; Email: dana.nachtigallova@uochb.cas.cz

Libor Veis − J. Heyrovsky ́ Institute of Physical Chemistry,
Czech Academy of Sciences, 182 23 Prague, Czech Republic;
orcid.org/0000-0002-4229-6335; Email: libor.veis@jh-

inst.cas.cz
Martin Kotora − Department of Organic Chemistry, Charles
University, 128 00 Prague, Czech Republic; orcid.org/
0000-0003-4491-7091; Email: kotora@natur.cuni.cz

Pavel Jelínek − Regional Centre of Advanced Technologies and
Materials, Czech Advanced Technology and Research
Institute (CATRIN), Palacky ́ University Olomouc, 783 71
Olomouc, Czech Republic; Institute of Physics, Czech
Academy of Sciences, 162 00 Prague, Czech Republic;
orcid.org/0000-0002-5645-8542; Email: jelinekp@

fzu.cz

Authors
Benjamin Mallada − Regional Centre of Advanced
Technologies and Materials, Czech Advanced Technology and
Research Institute (CATRIN), Palacky ́ University Olomouc,
783 71 Olomouc, Czech Republic; Institute of Physics, Czech
Academy of Sciences, 162 00 Prague, Czech Republic;
orcid.org/0000-0002-8209-9977
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3.2 Magnetic anisotropy of one-dimensional porphyrin

coordination polymers

3.2.1 Introduction

One-dimensional organic magnets with regularly spaced magnetic centers have gained at-

tention for their potential use in spintronic devices due to their extended spin coherence

length, mechanical flexibility[58, 59], and the intrinsic array-like geometry, which can be

advantageous for industrial applications[60]. However, the synthesis of 1D polymeric molec-

ular spintronics remains challenging[59]. One possible approach to overcoming this chal-

lenge is through the use of well-defined, straight, conjugated polymers, such as porphyrin

molecules with coordinated transition metal atoms. Porphyrins have high thermal sta-

bility and tend to form well-ordered assemblies on solid surfaces, making them ideal for

on-surface synthesis of 1D organometallic polymers and to be incorporated in graphene

nanorribbons [61].

When ligands surround a metal ion, they create a region of negative charge that inter-

acts with the positively charged metal ion, splitting the d-orbitals of the metal ion into two

energy levels, with some orbitals becoming higher in energy than others. The magnetic

anisotropy, or the preferred orientation of magnetic moments, of the central metal atom

is determined by the ligand field coordination with it, and therefore it may potentially be

controlled by modifying either the coordinated metal atom or the ligand, such as by alter-

ing the molecular backbone. Tailoring the coupling between the molecular ligand field and

the magnetic anisotropy of the metal atom could create new opportunities for spintronic

applications in arrays of organometallic systems containing magnetic atoms.

This section outlines the results of synthesizing two types of polymers on Au(111) using

the same precursor, Iron(III) 5,15-(di-4-bromophenyl)porphyrin chloride (2BrFeDPP-Cl)
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Figure 3.7: The reaction proceeds in three stages: first, the material is deposited at
room temperature; next, the temperature is raised to 500 K to induce the formation of
non-planar polymers; and finally, the temperature is further increased to 600 K to promote
the formation of planar polymers.

under ultra-high vacuum (UHV) conditions. Upon deposition on the surface, 2BrFeDPP-

Cl forms ordered, closely packed islands (as shown in Fig. 3.7) with both Cl-containing

and Cl-free molecules present in a random distribution. The twisted phenyl groups with

Br atoms are clearly visible in AFM as bright, saddle-like structures, while the porphyrin

core is not resolved due to its lower height (see Fig. 3.8).

To induce the first reaction, the sample is annealed at 500 K for 30 minutes. During

this process, the precursor compound 2BrFeDPP-Cl undergoes debromination and then

an aryl-aryl coupling between monomers of FeDPP, resulting in the formation of cova-

lently bonded molecular wires known as Poly-FeDPP. However, due to steric hindrance,

the aryl-aryl linkers are twisted and obscure the visualization of the lower porphyrin core

(see Fig. 3.8). As a second step, the sample is annealed at 600 K for 30 minutes, which

induces intramolecular rearrangements of the aryl groups through dehydrogenation and

cyclization of the aryl and pyrrolic groups of the porphyrins in the polymer (Poly-FePP).

This rearrangement leads to intermolecular rearrangement of the monomers (FePP) into
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Figure 3.8: High-resolution imaging with CO-tip in constant height mode for the three
steps of the reaction.

4 nm

Initial state I-Manipulation II-Manipulation Final state

Figure 3.9: The planar polymers are connected by covalent bonds and can be controlled
using the STM tip (VBias= 100 mV, Iset = 50 pA).

isoindole groups, resulting in the planarization of the polymer. The planarization process

keeps the covalent bonds between monomers intact (see Fig. 3.9) and produces an equiva-

lent amount of cis (52%) and trans (48%) FePP units, incorporated into large wires of up

to 50 nm (Fig. 3.10)

In the three steps of the reaction, the magnetic anisotropy of the coordinated Fe is

affected by the local chemical and geometrical environment. Initially, the 2BrFeDPP-Cl

has a net spin of S=3/2 while the dechlorinated 2BrFeDPP (naturally dechlorinated in

the sublimation process or by tip-induced manipulation) has a lower oxidation state of

the iron, from Fe+3 to Fe+2, leading to a total spin og S=1. To measure the magnetic

anisotropy in STM, we experimentally measure the inelastic spin excitation in the dI/dV

curves of the Fe atoms. The FWHM of the curve is proportional to 2·D, where D represents

the total magnetic anisotropy.
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Figure 3.10: Statistical distribution of chain lengths upon annealing the sample up to
600 K (N=114). Two STM images of large poly-FePP polymers are displayed in the inset.
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Figure 3.11: dI/dV spectra recorded on the center (red) of single 2BrFeDPP, poly-FeDPP
and poly-FePP wires.

Once the first polymerization starts, it can be observed that the experimental magnetic

anisotropy D in both single 2BrFeDPP and the linked monomers of FeDPP is minimally

affected by the polymerization process (Fig. 3.11). This is indicated by the similarity

between the excitation onsets or extremes of FWGM for both molecules, with V2BrFeDPP =

±8.5 mV and VFeDPP = ±7.5 mV, respectively, and a difference below the experimental

resolution of 2 mV. This phenomenon is consistent with a triple with S=1.

However, planarization of FePP does have an effect on the spectra, leading to a reduc-

tion in the onset of excitations to V2BrFeDPP = ±3.5 mV while still retaining the single-step
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dI/dV profile and the spin S=1. The observed reduction in magnetic anisotropy, as also

evidenced in DFT calculated spin occupation levels, can be attributed to the breaking

of square-planar symmetry and subsequent charge redistribution during the planarization

process, resulting in a variation in the ligand field.

3.2.2 Author’s contribution to the published work

In this work, I prepared and conducted the polymeric reactions and performed the ex-

perimental acquisition of STM and nc-AFM. I also performed the statistical analysis of

the length of polymers, the cis/trans populations, and the analysis of the STS spectra. I

also discussed both experimental and simulated findings, began drafting the manuscript,

prepared the figures, and participated in the discussion and interpretation of the data with

my collaborators.
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ABSTRACT: One-dimensional (1D) metalloporphyrin polymers can
exhibit magnetism, depending on the central metal ion and the
surrounding ligand field. The possibility of tailoring the magnetic signal
in such nanostructures is highly desirable for potential spintronic
devices. We present low-temperature (4.2 K) scanning tunneling
microscopy and spectroscopy (LT-STM/STS) in combination with
high-resolution atomic force microscopy (AFM) and a density
functional theory (DFT) study of a two-step synthetic protocol to
grow a robust Fe-porphyrin-based 1D polymer on-surface and to tune
its magnetic properties. A thermally assisted Ullmann-like coupling
reaction of Fe(III)diphenyl-bromine-porphyrin (2BrFeDPP-Cl) on
Au(111) in ultra-high vacuum results in long (up to 50 nm) 1D
metal−organic wires with regularly distributed magnetic and (electroni-
cally) independent porphyrins units, as confirmed by STM images.
Thermally controlled C−H bond activation leads to conformational changes in the porphyrin units, which results in molecular
planarization steered by 2D surface confinement, as confirmed by high-resolution AFM images. Spin-flip STS images in combination
with DFT self-consistent spin−orbit coupling calculations of porphyrin units with different structural conformations reveal that the
magnetic anisotropy of the triplet ground state of the central Fe ion units drops down substantially upon intramolecular
rearrangements. These results point out to new opportunities for realizing and studying well-defined 1D organic magnets on surfaces
and demonstrate the feasibility of tailoring their magnetic properties.
KEYWORDS: coordination-polymer, on-surface chemistry, metal-porphyrin, magnetic anisotropy, scanning probe microscopy

1. INTRODUCTION

The synthesis and functionalization of molecular spintronic
nanostructures have attracted considerable interest due to their
great potential for being beneficial to the next generation of
electronic devices.1−5 Among others, organic nanostructures
enabling to tailor the spin-polarized signal is a burgeoning area
of spintronic research.5 One-dimensional (1D) polymeric
organic magnets with regularly distributed magnetic centers
are desirable networks, thanks to their long spin coherence
length and mechanical flexibility.6 Till date, several 1D
molecular wires with transition-metal (TM) atoms have been
proposed, including 1D TM-cyclopentadienyl,7 TM-benzene,8

TM-anthracene,9 TM-phthalocyanine,10 TM-metallocene,11

TM-benzoquinonediimines,12 and TM-naphthalene.13 How-
ever, despite significant efforts, the experimental realization of
such 1D polymeric molecular spintronics still remains a
significant challenge. Nevertheless, the fabrication of novel
frameworks that could be fashioned by a simple synthetic
method is urgently required. To make progress in this field, it
is important to choose a suitable functional molecule for
making a large 1D polymeric framework.

Porphyrin molecules with coordinated TM atoms emerge as
a promising candidate for constructing molecular spintronics
because they combine inherent optical, redox, and magnetic
properties of the intervening metal centers with those of the
purely organic materials.14−22 In such coordination polymer
complexes, the ligand field coordinated with the central metal
atom governs its magnetic anisotropy due to spin−orbit
coupling (SOC).23,24 Additionally, porphyrins exhibit high
thermal stability and propensity to form well-ordered
assemblies on a variety of solid surfaces.25−27 Commonly,
peripheral ligands are attached to the porphyrin macrocycle in
specific positions in order to steer the intermolecular
bonding.28 Thus, arrays of conjugated porphyrin with
delocalized electronic networks have been intensively explored
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over the last two decades.29−32 For example, the 1D Zn-
porphyrin arrays have been already obtained experimentally,
and they may find promising applications as a conducting
molecule.33

However, such large structures are difficult to form by
traditional chemical synthesis and to deposit on surfaces for
further characterization and application onto devices; there-
fore, only oligomers formed by a few porphyrin units have
been investigated so far. Recently, the emerging field of on-
surface synthesis has enabled to overcome the limitation of
both solubility and reactivity found in the solution synthesis,
along with allowing in situ atomic-scale characterization by
means of scanning tunneling microscopy/non-contact atomic
force microscopy (STM/nc-AFM).34 Furthermore, the 2D
confinement imposed by the substrate during the polymer-
ization process may result in molecular structure rearrange-
ments, which would be otherwise difficult to induce as
molecular planarization.
Here, we report a thorough investigation into the on-surface

synthesis of large (up to 50 nm) metal-porphyrin based 1D
molecular wires with regularly distributed magnetic and
thermally adjustable anisotropy signals by means of low-
temperature STM and high-resolution nc-AFM with CO-tip35

complemented with theoretical calculations. Importantly, the
formation of such long 1D chains have not been observed so
far. Porphyrin building blocks are functionalized by bromine
atoms in both phenyls at the para position, which steer an

thermally induced intermolecular Ullman-like coupling reac-
tion of aryl-halides, giving rise to 1D molecular wires, and
further intramolecular transformations (planarization) at
higher temperatures, allowing stepwise thermal control of
chemical reactions.
We show that the adsorption of iron(III) 5,15-(di-4-

bromophenyl)porphyrin-chloride molecules on Au(111)
leads to the dechlorination of a large portion of molecules,
which reduces the total spin of the molecule. Subsequent
annealing to 500 K induces debromination, which gives rise to
1D molecular structures of covalently linked iron porphyrin
molecules driven by aryl−aryl intermolecular coupling. A
second step of annealing to 600 K affords intramolecular
dehydrogenation and ring closure reactions as a consequence
of activation at such a temperature of both C−H bonds of the
aryl and porphyrin moieties, which results in molecular wires
formed by iron-metaled planarized porphyrin molecules.
Inelastic spin excitation experiments in combination with
DFT calculations reveal a substantial modification of the
magnetic anisotropy energy (MAE) at the iron atom upon
porphyrin planarization due to the adjustment of the electron
density at d and π orbitals.
We envision that our investigation into the magnetic

anisotropy dependence and the spin−spin coupling in
porphyrin-based molecular wires can provide insights into
the magnetism, spin delocalization, metal−ligand d-π mixing,

Chart 1. Thermal Reaction Sequence of 2BrFeDPP-Cl on Au(111) Obtained in the First Step of Annealing: Dehalogenation
and Subsequent On-Surface Homocoupling Polymerization upon Annealing up to 500 K, and Furthermore,
Cyclohydrogenation into cis- and trans-Polymers upon Annealing up to 600 K

Figure 1. (a) STM topography upon deposition of 2BrFeDPP-Cl on Au(111) at RT (Vbias = −200 mV, Iset = 20 pA). (b,c) Detailed STM/nc-AFM
constant height images with CO-tip. (d) STM topography upon sample annealing to 500 K (Vbias = 100 mV, Iset = 20 pA). (e,f) Corresponding
detailed STM/nc-AFM constant height images with CO-tip of FeDPP molecular wires. (g) STM topography upon sample annealing to 600 K
(Vbias = −500 mV, Iset = 50 pA). (h,i) Corresponding detailed STM/nc-AFM constant height images with CO-tip of the FePP molecular wires. The
scale bar corresponds to 10 nm in (a,d,g) and to 1 nm in (b,c,e,f,h,i).
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and pathways for transmitting spin effects in 1D molecular
nanostructures.36−40

2. RESULTS
2.1. Structural Characterization. Chart 1 shows the

chemical structure of the iron(III)-chlorine biphenyl porphyrin
archetype [iron(III) 5,15-(di-4-bromophenyl)porphyrin chlor-
ide, hereafter referred to as 2BrFeDPP-Cl], we used as a
molecular precursor in this study. This porphyrin species
possesses phenyl moieties functionalized with C−Br groups at
the para position to facilitate the linearity of the intermolecular
coupling reaction product upon dehalogenation on the
Au(111)substrate. Initial step-by-step structural character-
ization of the on-surface reaction was conducted by scanning
probe microscopy (SPM) measurements to identify the
distinct molecular structures present on the sample. Sub-
sequently, after each sample annealing step, the sample is
transferred and cooled to 5 K in ultra-high vacuum (UHV)
conditions for SPM inspection.
2.1.1. Structure at 300 K. Upon adsorption at room

temperature, 2BrFeDPP-Cl porphyrins were arranged into
spatially extended close-packed islands with a majority of
molecules appearing with a dim center, as depicted by STM
images (cf. Figure 1). They correspond to the dechlorinated
(loss of the Cl ligand) species 2BrFeDPP, which adopt a saddle
conformation with twisted aryl moieties.25,41 2BrFeDPP
molecules can be controllably realized by removing the Cl
ligand from the 2BrFeDPP-Cl molecules using tunneling
electrons over the Cl position41 or by gently annealing the
substrate (T < 500 K). The nc-AFM constant high images with
CO-tip of assembled 2BrFeDPP molecules displayed a bonded
Br atom as bright features (see Figure 1c), which correspond
to strong repulsive force contributions, corroborating the
preservation of bromine at the termini of both twisted phenyl
moieties (cf. Figure 1b,c). According to the 2BrFeDPP
optimized structure on Au(111) from DFT calculations (see
Figure S1), the single molecule adsorbed preferentially on the
Au(111) surface in a way that the Fe ion was directly above the
Au atom of the top-most layer, with the adsorption energy of
−77.4 kcal/mol at the Fe−Au distance of 3.53 Å. The in-plane
rotation of the molecule, which decreased the Br−Br distance,
increased the adsorption energy by at most 7.7 kcal/mol.
2.1.2. Structure at 500 K. A first step of the sample

annealing to T ∼ 500 K for 30 min led to the development of
large 1D molecular wires extended over the surface (cf. Figure
1d). As illustrated by high-resolution STM/nc-AFM images,
the molecular wires were composed of covalently bonded iron-
porphyrin molecules that lost their coordinated chlorine atoms
(cf. Figure 1e,f). Thus, we denote the subunits within the 1D
structure as FeDPP, indicating the structural relationship with
the precursor molecule. The annealing resulted in the cleavage
of the C−Br bonds and the subsequent formation of 1D
supramolecular structures upon surface-assisted aryl−aryl
cross-coupling of adjacent porphyrin molecules. A wise choice
of molecular functionalization in para positions at the
porphyrin precursor allowed linearity during the intermolec-
ular coupling process, which led to molecular wires with
lengths that extend up to ∼40 monomers with no appreciable
structural defects.
Importantly, the connecting aryl−aryl pairs were twisted

owing to the steric hindrance, similar to unreacted 2BrFeTPP
molecules on Au(111). Moieties at the same monomer were
twisted differently; thus, consecutive bridges with opposite

twist angle were observed within the 1D structures (cf. Figure
1e,f). In consequence, the non-planar configuration of the
monomers hindered the submolecular resolution of the
porphyrin centers by means of constant height nc-AFM
imaging; therefore, only the linker moieties, which protruded
further out of the surface, are featured in nc-AFM images (cf.
Figures 1f and S2).
Finally, the loose end of the molecular wires was passivated

by bromine or residual hydrogen atoms, precluding further
polymerization. Interestingly, FeDPP molecular wires were
easily manipulated with the SPM tip both vertically and
laterally over the surface, which demonstrates the robustness of
the nanostructure (see Figure S3).

2.1.3. Structure at 600 K. Following the thermal annealing
of the molecule-decorated sample to T ∼ 600 K for 30 min,
molecular units within the wires underwent an intramolecular
reaction through dehydrogenation and electrocyclic ring
closure of their aryl termini and the macrocyclic pyrroles.
This process led to the formation of isoindole motifs, which
induced planarization of the porphyrin monomers on the
surface (hereafter referred to as FePP units, Figure 1g), as
unambiguously corroborated by high-resolution STM and nc-
AFM images shown in Figure 1h,i. Therefore, the Fe atom at
the center of the porphyrin unit is displayed as a cross-like
feature in nc-AFM images, similar to the nc-AFM contrast
observed on other metal phthalocyanines and porphyrin
complexes.42−44

The ring closure of aryl moieties toward the macrocycle gave
rise either to trans- or cis-configurations of the molecular
repeating units (Chart 1). Statistically (over hundreds of
monomer units counted on several samples), we observed
equivalent abundance of the intramolecular cis (52%) and
trans (48%) motifs, pointing out that both configurations are
equally favorable. Interestingly, we found two effects regarding
the substrate reconstruction: (1) the FePP molecular chains
aligned along the herringbone, and, (2) frequently, the
molecular chains terminated at the elbow sites. Thus, the
segments that showed repeated cis or trans motifs were found
with a maximum length of five units.
The intramolecular- versus intermolecular-induced reaction

observed at different temperatures is rationalized by theoretical
calculations of the dissociation energy (BDE) for various C−H
and C−Br bonds of a single porphyrin specie on the Au(111)
surface. Our theoretical calculations revealed that the
activation energy for bromine abstraction was lower than
that of hydrogen abstraction (C−H1 and C−H2, see bond
labeling shown in Figure 2) by at least 30 kcal/mol (see Table
1). Upon adsorption, this value dropped up to 15 kcal/mol due
to surface-assisted molecular structure stabilization. The initial
removal of the Br atom further reduced the bond dissociation
energies of the C−H1, which favored H abstraction at higher
temperatures, resulting in the ring closure of aryl moieties

Figure 2. Stick-ball model for 2BrFeDPP (a) and 2BrFePP (b). BDEs
of the labeled bonds are gathered in Table 1. C atoms are shown in
gray, H in white, N in blue, Fe in orange, and Br in red.
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steered by the 2D confinement of the surface. Thus, the
stepwise annealing of 2BrFeDPP first allowed the formation of
poly-FeDPP structures through Ullmann-like coupling of aryl-
halides and, subsequently, the emergence of poly-FePP planar
structures at higher temperatures. Interestingly, we found
shorter molecular chains upon the planarization process
(annealing at 600 K) in average (4−11 monomers). This
may be due to thermally induced polymer breaking. However,
molecular chains containing up to 50 nm can be found on the
sample (see Figure S4).
Accordingly, annealing the sample at intermediate temper-

atures in the range of T ∼ 500−600 K, that is, at 550 K, for 30
min, partially activated the ring closure reaction, thus yielding
molecular wires with a mixture of FeDPP and FePP units (see
Figure S5). Notably, no trace of intramolecular dehydrogen-
ation was observed at temperatures below 550 K. Indeed, no
dehydrogenation reaction was identified prior to the polymer-
ization process of the molecular precursor.

On the other hand, annealing to elevated temperatures (T >
600 K) resulted in molecular wires fused together, which
reduced the 1D character of the nanostructures. These
structures were formed by the dissociation of the C−H
bonds at the periphery of the porphyrin units and by the
subsequent fusion of the nearby polymer, as depicted in STM/
nc-AFM images (see Figure S6).

2.2. Experimental Spin Features. Next, we focused on
spin characteristics of 2BrFeDPP-Cl molecules upon adsorp-
tion, dechlorination, polymerization (poly-FeDPP), and intra-
molecular planarization (poly-FePP) by means of inelastic spin
excitation spectroscopy with STM.45−47 Figure 3 plots specific
site spectra of the differential conductance (dI/dV) around the
Fermi level with the STM tip placed on the Fe center (red) for
both single 2BrFeDPP-Cl (Figure 3a) and 2BrFeDPP (Figure
3b) and on FeDPP (Figure 3c) and FePP (Figure 3d) units in
a molecular wire as well. Reference spectroscopy on the bare
Au(111) surface (featureless) is plotted with black lines, as
shown in Figure 3.
In the case of 2BrFeDPP-Cl molecules, we identified a

prominent dip feature at the Fermi level (cf. Figure 3a). In
similar FeTPP-Cl molecules, step-like features at ±1.7 meV
associated with spin-flip excitations have been reported.48

However, due to the thermal broadening at the temperature at
which we conducted our experiments (4.2 K), we cannot
unequivocally distinguish weather the observed feature
represents a spin-flip excitation or a Kondo resonance. The
change in contrast between 2BrFeDPP-Cl and 2BrFeDPP (see
Figure S7) is consistent with the same process in FeTPPCl
(see, e.g., ref 41). In contrast, the spectra acquired on the Fe
center of the dechlorinated 2BrFeDPP (cf. Figure 3b),

Table 1. BDEs (in kcal/mol) of C−Br and C−H Bonds
Labeled in Figure 2a

2BrFeDPP 2BrFePP

bond freestanding on Au(111) freestanding on Au(111)

C−Br 99.3 102.1 85.3 102.8
C−H1 133.2 (104.1) 117.9 (116.5) 118.5
C−H2 129.5 (101.7) 128.2 128.1 117.8
C−H3 129.8 116.2 115.8

aBDEs of selected C−H bonds after the removal of the Br atom are
shown in brackets. See also note 1 in SOM on the calculated
adsorption of 2BrFeDPP and 2BrFePP on Au(111).

Figure 3. dI/dV spectra recorded on the center (red) of single 2BrFeDPP-Cl (a), on 2BrFeDPP (b), on monomer in poly-FeDPP wire, (c) on cis-
(dash-shaped) and trans- (line-shaped) monomer in poly-FePP wire, and (d) corresponding reference spectra on the bare substrate (black).
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polymerized FeDPP (cf. Figure 3c), and FePP (cf. Figure 3d)
molecules revealed stepwise increments in conductance at
symmetric bias values. Consistent with previous studies on
similar Fe-TPP on Au(111), we ascribed this feature to the
spin-flip inelastic excitation process.48,49

Notably, the removal of the coordinated chlorine atom from
the 2BrFeDPP-Cl molecules reduced the Fe-oxidation state
from Fe3+ to Fe2+ and consequently lowered the total spin from
S = 3/2 to S = 1.41 The spin reduction was confirmed by the
current SP-DFT calculations. Furthermore, the calculations
predicted MAE of −4.1 meV for 2BrFeDPP-Cl, where the
negative MAE represented the easy-axis system, which was in
contrast with the MAE of dechlorinated 2BrFeDPP (cf.
Section 3). Upon dechlorination, the degenerated triplet state
splits into the ground spin state ms = 0 and the doubly
degenerated ms = ±1 excited states due to the spin−orbit
interaction. This splitting is referred to as zero-field splitting
and occurs even in the absence of a magnetic field.50 In the
first approximation, the spin excitation is determined by the
magnetic anisotropy of the molecule on the surface, which is
well described by a spin Hamiltonian HSO = DSz

2 + E(Sx
2 −

Sy
2), where D is vertical magnetic anisotropy (origin of the

zero-field splitting) and E is in-plane magnetic anisotropy,
which typically vanishes for planar molecules. Therefore, we
attributed the inelastic spin excitation spectra to the triplet S =
1, and the excitation energy corresponded to the axial
anisotropy constant. It should be noted that very similar
spectra were also obtained for an Fe-tetraphenyl-porphyrin
molecule,49 which was attributed to inelastic spin excitation of
the S = 1 spin state as well.
The spectra acquired on the 2BrFeDPP molecules and

FeDPP monomers showed excitation voltage onsets at Vs =
±8.5 mV and Vs = ±7.5 mV (see Figure S8), respectively
(similar to previously reported values of D for FeDPP
complexes49). It is worth noting that the difference in the
excitation onset observed for 2BrFeDPP and FeDPP was lower
than that in our experimental resolution (2 mV). Interestingly,
the excitation spectra on both the 2BrFeDPP molecule and the
FeDPP unit showed similar steps with asymmetric line shapes.
Such asymmetries have been previously attributed to the
characteristic particle-hole excitation symmetry in Fe-tetra-
phenyl porphyrin complexes.48

Based on this data and in accordance with our theoretical
calculations (see below), we conclude that the polymerization
process (aryl−aryl coupling) hardly affects the magnetic
anisotropy of the FeDPP molecule (similar energy onset and
line shape of the spin excitation). This result can be attributed
to the lack of large distortions of the molecular ligand field
upon the formation of poly-FeDPP chains, as confirmed by our
calculations.
On the other hand, although the planarization process from

poly-FeDPP toward poly-FePP did not change the overall
character of the stepped spectrum (step-like shape), it
decreased the onset of the excitation energy to Vs = ±3.5
mV (D = 3.5 meV). Additionally, the excitation in the FePP
features had a more symmetric line shape than that in FeDPP.
All together hint toward a change in the magnetic polarization
of the spin state upon molecular planarization, as will be
discussed below.
For comparison, we analyzed isolated FePP molecules,

which were often found on the surface after annealing the
sample to 600 K. They displayed identical characteristics to the
corresponding FePP units in molecular wires (see Figure S9),

confirming that the observed change in the MAE from FeDPP
(D = 7.5 meV) to FePP (D = 3.5 meV) units was induced by
planarization and the subsequent ligand field variation. Thus,
we assume that the structure of the ligand field ruled the
magnetic anisotropy of the wire units rather than that of the
polymer bridges. This observation was further corroborated by
measurements on a molecular chain composed of a mixture of
FeDPP and FePP (see Figure S5), where we observed that the
magnetic anisotropy of every molecular unit was not affected
by being connected to either a planar or a non-planar unit.
This result was expected due to the low degree of electronic
delocalization of the single C−C bond connecting the
monomers.

3. DISCUSSION
To gain a deeper insight into the origin of the reduction of
MAE of the planarized FePP molecules observed experimen-
tally, we performed spin-polarized DFT calculations including
a self-consistent treatment of SOC. While the theoretical
calculations of the MAE hinge on several inevitable
approximations including the choice of an exchange−
correlation functional, the degree of optimization of the
geometry of the adsorbate/substrate complex, and the MAE
calculated either self-consistently or via the magnetic force
theorem, leading to a lower bound of the actual MAE, the
theory still provides a sound physical picture of the MAE.51 We
examined the magnetic properties of the single molecules of
2BrFeDPP and 2BrFePP and polymers of FeDPP and FePP,
both freestanding and supported on Au(111).
Scalar relativistic (SR) calculations predict the spin-triplet

ground state for both the freestanding and Au(111)-supported
molecules and chains, while the spin-singlet is at least ∼0.4 eV
higher in energy. The total magnetic moment is localized
mostly on the Fe ion and, to a much lesser extent, on the four
coordinating N atoms (see Figure S10).
Table 2 gathers the theoretical MAE of all the systems

considered. While the theoretical MAE of 2BrFeDPP and

2BrFePP is reduced by polymerization, the trend is reversed
for the Au(111)-supported counterparts, due to the interaction
with the substrate. The relative reduction of the MAE of the
Au(111)-supported molecules and chains due to planarization
is, however, similar and amounts to 1.7 and 2.0 meV,
respectively. Thus, the reduction of MAE for the planarized
molecules is in semi-quantitative agreement with the
experimental observation, regardless of whether they were
deposited on the Au(111) surface or/and polymerized. This
indicates that the origin of the MAE reduction must be viewed
in the differences in the symmetry of the Fe environment,
which may lead to a different occupation scheme of the central
Fe atom.

Table 2. MAE (in meV) of Freestanding and Au(111)-
Supported 2BrFeDPP and 2BrFePP

2BrFeDPP 2BrFePP

freestanding on Au(111) freestanding on Au(111)

single molecule 6.2 2.0 1.0 0.3
dimer 4.8 1.1
wire 1.5 3.7 0.4 1.7

aPositive MAE corresponds to an easy-plane system. The in-plane
MAE of all systems was negligible.
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Indeed, in the 2BrFeDPP molecule, all Fe−N distances were
equal to 2.01 Å. Occupations of the Fe 3d levels were similar
for the SR limit and for the axial (hard) direction of
magnetization after adding SOC (Figure S11). The rotation
of magnetic moments in the in-plane (easy) direction led to
the lifting of the degeneracy of the dπ states and the reordering
and change in the occupation of the 3d levels.
In the 2BrFePP molecule, the square-planar symmetry was

broken with two short and two long Fe−N bonds in the length
of 1.94 and 2.04 Å, respectively, and the lifting of the
degeneracy of the dπ states was already observed in the SR
limit (see Figure S11). With SOC, no significant changes
occurred in the occupation of the Fe 3d levels upon the
rotation in the direction of magnetization between the axial
(hard) and in-plane (easy) direction. This explains the reduced
MAE in planarized 2BrFePP.
For a single molecule of 2BrFeDPP supported on Au(111),

an in-plane magnetic direction is favored; as for a free-standing
molecule (Table 2), with the spin/orbital moment of 2.361/
0.113 μB. The perpendicular hard magnetic direction is
disfavored by 2.0 meV with the spin/orbital moments reduced
to 2.358/0.009 μB. The internal cyclization (planarization)
reduced the MAE only to 0.3 meV, which is in line with the
experimental observation. We identified the spin/orbital
moments of 2.005/0.119 μB for the easy magnetic direction
and 2.002/0.025 μB for the hard magnetic axis. It should be in
line with the reduced anisotropy of the orbital moments,
compared to the 2BrFeTPP/Au(111) system.
Densities of states of 2BrFeDPP/Au(111) and 2BrFePP/

Au(111) projected on the Fe-d orbitals are shown in Figure
4a,b (see also Figures S12 and S13), and the corresponding
occupation schemes of the Fe 3d levels are shown in Figure
4c,d. The dx2−y2 and dxy-derived states, which were localized
and narrow due to their weak interaction with the Au substrate,
were fully occupied and empty, respectively. While the spin-
down dz

2 and dπ-derived states were occupied in both systems,
for 2BrFeDPP/Au(111), the spin-up counterparts were
partially occupied and empty, respectively. For planarized
2BrFePP/Au(111), the spin-up dz

2 and dxz-derived states were
both partially occupied, and, moreover, the dz

2 and dπ-derived
states were slightly broadened because of their larger
hybridization with the substrate. Accordingly, projected density
of states (PDOS) indicates that the spin polarization originated
predominantly from the contribution of dz

2 and dπ. As for the
freestanding molecules, the degeneracy of dπ was largely
broken for planarized 2BrFePP/Au(111) (Figures S12 and
S13). In addition, the effect of SOC on the occupations of the
3d electronic states for the supported molecules was lower
than that of the freestanding molecules (cf. Figure S11) as a
consequence of the hybridization with the substrate and
according to lower MAE51 (cf. Table 2).
The occupation scheme of the 3d electronic states of the

infinite chain of FeDPP and FePP supported on Au(111)
corresponds well to those for the supported molecules (as
shown in Figure 4c,d) and, accordingly, the MAE is in semi-
qualitative agreement with the experimental findings. A slightly
larger MAE, compared to the single-molecule counterparts,
may be due to the intrachain interactions; this being at the
expense of the interaction with the substrate.

4. CONCLUSIONS
In conclusion, we have synthesized large 1D metal-porphyrin
wires on-surface and have investigated their conformational

and intrinsic magnetic characteristics. High-resolution AFM
images confirmed that annealing the 2BrFeDPP-Cl-decorated
Au(111) sample to T ≈ 500 K led to 1D polymers with regular
Fe-porphyrins and surface-assisted intramolecular planarization
upon sample annealing to T ≈ 600 K. Such intramolecular
planarization resulted in substantial adjustment of the magnetic
properties of porphyrin’s metal atom, as confirmed by spin-flip
STS measurements and DFT-SOC calculations. Upon
planarization, the MAE from the triplet ground state of the
Fe ion dropped down due to a reduction of the ligand field
symmetry and subsequent charge redistribution. We anticipate
that the large flexibility of porphyrin compounds to
incorporate different TM atoms and linkers into the macro-
cycle, together with the synthetic protocols presented here to
control inter- and intramolecular on-surface reactions, may
open new opportunities for designing π-d 1D nanostructures
with desirable magnetic properties.

5. METHODS
5.1. Experimental Section. Experiments were performed in a

custom-designed LT-STM/AFM UHV system (Createc GmbH) at
4.2 K with a base pressure below 5 × 10−10 mbar. STM/nc-AFM
images were taken with sharpened focus ion beam Pt/Ir tips. STM
images were acquired in the constant current mode with a bias voltage
applied to the sample. For the spectroscopic measurements, specific
site dI/dV were taken by a conventional lock-in technique with a
modulation of 0.5 mV at 937 Hz. For nc-AFM imaging, the tip was
functionalized with a single CO molecule picked up from the bare
metal substrate and operated in the frequency-modulation mode

Figure 4. PDOS of the d orbitals of Fe for the Au(111)-supported
2BrFeDPP (a) and 2BrFePP (b). The corresponding PDOS-derived
occupation schemes of Fe 3d levels are shown in (c,d). Due to two
unpaired Fe-d electrons, the systems have S = 1 ground state (cf.
Figures S12 and S13).
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(oscillated with a constant amplitude of 50 pm; resonant frequency
≈30 kHz; stiffness ≈1800 N/m). All nc-AFM images were acquired in
a constant height mode with a bias voltage of 1 mV. All images were
subject to a standard process using WSxM software.52

The Au(111) substrate was prepared by repeated cycles of Ar+

sputtering (1 keV) and subsequent annealing. A molecular precursor
(commercial from PorphyChem) was deposited by organic molecular-
beam epitaxy from a tantalum pocket maintained at 625 K onto a
clean Au(111) held at room temperature. When annealed to the
desired temperature, the samples were transferred to the STM stage,
which was maintained at 4.2 K.
5.2. Theoretical Calculations. DFT calculations53,54 were

performed with the Perdew−Burke−Ernzerhof exchange and
correlation functional,55 projected augmented wave potentials
representing atomic cores,56,57 and zero-damping DFT-D3 method
of Grimme58 to account for the dispersion corrections. The Hubbard
U − J = 4 eV parameter59 was applied for Fe. Occupations of the Fe
3d levels of freestanding molecules were re-examined by using non-
local correlation functional optB86b + U.60 The plane-wave basis set
contained waves with kinetic energy lower than 500 eV. The Brillouin
zone samplings were restricted to Γ point as the supercell dimensions
were sufficiently large. Bond dissociation energies were computed by
employing PBE0 hybrid functional54,55,61 (see also Sen et al.62). The
Au(111) surface was modeled using 7 × 7 supercells consisting of four
Au layers, the bottom two layers of which were kept constrained in all
structural relaxations. The vacuum layer of ∼15 Å was applied along
the off-planar direction to ward off spurious interactions with the
periodic images. Structural optimizations were performed employing a
quasi-Newton algorithm until the residual atomic forces were below
25 meV Å−1. Simultaneously, the electronic and magnetic degrees of
freedom were converged to an energy of less than 10−6 eV. MAEs
were computed in the noncollinear mode following implementations
of Hobbs et al.61 and Marsman and Hafner.63 The adsorption energy
Ead of the BrFeDPP and 2BrFePP molecules on the Au(111) surface
was calculated using the formula

E E E Ead tot slab molecule= − −

where Etot represents the total energy of the entire surface-adsorbed
system, Eslab is the total energy of the Au(111) slab, and Emolecule is the
total energy of the gas-phase 2BrFeDPP or 2BrFePP. In this
convention, negative adsorption energy means that the adsorption is
energetically favorable, and lower adsorption energy denotes higher
energetic stability of the surface-adsorbed system.
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3.3 Characterization of defects in 1D-anthracene con-

jugated polymers

3.3.1 Introduction

Recently, on-surface synthesis has emerged as a new protocol for designing nanomateri-

als with atomic precision and customized electronic properties. This bottom-up approach

has been shown to produce atomically-precise large conjugated polymers under ultra-high

vacuum (UHV) conditions, not accessible in solution chemistry, with examples includ-

ing the synthesis of ethynylene-bridged polymers derived from anthracene[62], pentacene

and bisanthene[44, 45]. These one-dimensional polymers exhibit two resonance forms (see

Fig. 3.12): either fully aromatic acenes with ethynylene bridges or quinoid acenes with

cumulene bridges. The ground state is a combination of both forms, and the dominant res-

onance structure depends on the interplay between repulsive electron-electron interaction

and electron-phonon coupling[44].

One of the ways of affecting the electronic properties of these polymers is by the in-

troduction of atomic-scale defects. In the case of anthracene wires as the ones described

in Fig. 3.12, defects can alter the electronic conjugation across the polymer structure, re-

sulting in reduced electron mobility, changing the intrinsic band structure (see Fig. 3.12-c)

or leading to the rearrangement of atoms and the formation of open-shell configurations

with nontrivial π-magnetism. From this point of view, understanding the engineering of

defects can provide deep insight into the synthetic limitations of π-conjugated polymers.

In the present section, it will be shown the consequences of introducing on-purpose defects

on anthracene ethynylene bridged polymers by thermal annealing.

The initial step the is deposition of the molecular precursor 11,11,12,12-tetrabromoanthra-

p-quinodimethane(4BrAn) onto a clean Au(111) surface,carried out using organic molec-
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Figure 3.12: a, Aromatic and quinoid structures. b, The synthesis of anthracene wires.
c, (Top) Constant height nc-AFM image of an anthracene wire on Au(111). (left) Experi-
mental determination of Egap with STS acquired at the positions depicted by the coloured
dots in the AFM image. (right) Constant current dI/dV maps acquired at the approxi-
mate energies of the valence band (VB) and conducting band (CB) with the corresponding
simulated maps.
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ular beam epitaxy with a tantalum pocket maintained at 370 K. The next step is the

annealing of the sample at 500 K for 30 minutes in UHV, for promoting the synthesis

of ethynylene-bridged anthracene polymers. From this pristine wires, the introduction of

defects is achieved by heating up the sample. For instance, annealing the surface at 500 K

results in distorted molecular wires with a significantly higher density of structural defects

(Fig. 3.13). Statistical analysis reveals a clear trend between defect density and annealing

temperature, with a drastic increase in intramolecular defects (i.e. between monomers)

observed at 500 K. Subsequent annealing up to 700 K introduces intermolecular defects

(i.e. between polymers) into the anthracene wires, usually in the form of laterally fused

chains (Fig. 3.14).

In-plane joints or kinks between pristine ethynylene-bridged anthracene segments with

a measurable angle primarily ranging from 60◦ to 80◦ were observed in the molecular

wires. These joints were later classified as type A and B defects, as indicated by white

arrows in Fig. 3.13-b and c. The statistical analysis (see Fig. 3.13-d) revealed that these

defects constituted the majority compared to those maintaining polymer linearity (type

C) or exhibiting slight bending (type D). These defects can be rationalized in terms of

the incorporation of one extra C atom (such as in type A), the polymer diffusion in the

surface at high temperatures, but also the relative stiffness of the ethynylene bridge that

promotes mostly reactions in the longitudinal direction as has been explained elsewhere[44].

The effect of these defects on the electronic structure has different degrees of impact, for

example, type A disrupts locally the band structure of the wire, while defect type B

does not contribute to the perturbation of the polymer[63]. The effect of these molecular

rearrangements can be better observed by examing the effect of the number of closed rings

in the most dominant defects.

Type A defects consist of two six-membered rings and one five-membered ring. Nc-

AFM images (Fig. 3.15) reveal a bright spot in the center of the linker in neighboring
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Figure 3.13: a, Scheme of the reaction sequence of 4BrAn wires and the incorporation
of defects. b, STM topography (VBias= 200 mV, Iset = 5 pA) showing the defects as kinks
in the wires. c) Detail ( (VBias= 5 mV, Iset = 10 pA) of two kinks incorporating the
most common defects type A and B. d) Constant height nc-AFM with CO-tip (Laplacian
filtered) images of the most common defects. e) Histogram of relative abundance of the
most common defects.
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Figure 3.14: (Left) Proportion of defects as a function of temperature. (Right) An
example of fused polymers at high temperatures.

monomers, indicating the ethynylene character of these linkers. STM images at low bias

voltage show enhanced LDOS near the Fermi level around type A defects. Spectroscopic

dI/dV measurements demonstrate the presence of a sharp zero-bias peak (ZBP) at the

junction and adjacent anthracene monomers, attributed to a Kondo resonance resulting

from the screening of a magnetic moment (unpaired electron) by conduction electrons in

the Au(111). The width of the ZBP increases with temperature, exhibiting characteristic

behavior of a weakly coupled Kondo system[6]. The existence of an unpaired spin density

in the defect is confirmed by spin-polarized density functional theory (DFT) calculations.

Type B defects, on the other hand, involve the constitution of six- and five-membered

rings at the junction. Nc-AFM images and dI/dV spectra of type B defects (Fig. 3.16)

show featureless characteristics, indicating the absence of extra charge localization at the

junction. DFT calculations suggest that type B defects adopt a closed-shell structure,

possibly with cumulene-like bridges maximizing the number of disjointed Clar’s π-sextets.
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Figure 3.15: a) Constant height nc-AFM with CO-tip imaging of the type A defect
showing the presence of the characteristic enhanced electron density of the triple bonds as
bright dots. b) Laplace filtered nc-AFM image. c) Simulated AFM image of the defect
with the probe particle model. e) Spin density calculated by DFT. f) STS spectroscopy
showing a Zero Bias Peak on the defect site. In the inset, conjugation of the anthracene-
ethynylene polymer with type A defect. d). g) Temperature evolution of the Zero Bias
Peak (gray line) fit with a Frota function (red line) obtained on the defect site. h) Half
width at the half maximum (HWHM) values extracted from the Fano fit of the Zero Bias
Peak as a function of the temperature.
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Figure 3.16: a-b) AFM Constant height current images with CO-functionalized tip of the
type B defect. b) Laplace filtered nc-AFM image showing the transition from cumulene
linkers in the vecinity of the defect to the ethynylene bridges of the unaltered polymers.
c) Simulated AFM image with probe particle of the type B defect. d) High resolution
constant height current image of the defect with the positions of the spectroscopies. e)
Spin density calculated by DFT. f) STS spectroscopy near Fermi for selected regions (red,
blue and black dots) of the defective polymer. e) Conjugation models for the type B defect.

The formation of these defects could be controlled hypothetically by an external source

of atomic carbon atoms during the polymerization reaction. Transforming type B defects

into type A defects can be achieved through a hypothetical experiment involving the intro-

duction of atomic carbon atoms in an ultra-high vacuum. While a detailed understanding

of the defect formation mechanism requires complex quantum molecular mechanics calcu-

lations, our findings shed light on the role of these defects in the conjugation of anthracene-

ethynylene polymers on Au(111).

3.3.2 Author’s contribution to the published work

In this work, I prepared and conducted the polymeric reactions and performed the ex-

perimental acquisition of STM and nc-AFM. I also performed the statistical analysis of

the defects and the analysis of the STS spectra. I also discussed both experimental and
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simulated findings, began drafting the manuscript, prepared the figures, and participated

in the discussion and interpretation of the data with my collaborators.
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Resolving Atomic-Scale Defects in Conjugated Polymers
On-Surfaces
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José Santos,[d] Nazario Martín,[d] David Ecija,[d] Pavel Jelínek,[a, c] and Bruno de la Torre*[a, c]

Abstract: Atomic scale defects significantly affect the me-
chanical, electronic, and optical properties of π-conjugated
polymers. Here, isolated atomic-scale defects are deliberately
introduced into a prototypical anthracene-ethynylene π-
conjugated polymer, and its local density of states is carefully
examined on the atomic scale to show how individual defects
modify the inherent electronic and magnetic properties of
this one-dimensional systems. Scanning tunneling and atomic
force microscopy experiments, supplemented with density
functional theory calculations, reveal the existence of a sharp

electronic resonance at the Fermi energy around certain
defects, which is associated with the formation of a local
magnetic moment accompanied by substantial mitigation of
the mobility of charge carriers. While defects in traditionally
synthesized polymers lead to arbitrary conformations, the
presented results clearly reflect the preferential formation of
low dimensional defects at specific polymer sites, which may
introduce the possibility of engineering macroscopic defects
in surface-synthesized conjugated polymers.

Introduction

The synthesis of conjugated polymers aims to improve their
beneficial properties, such as high charge carrier mobility,
unique light absorption, and emission characteristics,[1] which is
useful for different technological applications, including light-
emitting devices, solar cells, organic field-effect transistors,
photocatalysis, and biosensors.[2,3] As a result of their strong
structure-to-property correlations, defects play a central role in
the physical properties of conjugated polymers. For example, it
has been observed that structural and chemical defects disturb
electronic conjugation throughout the polymer structure by

reshaping the π electron lattice, resulting in: (i) potential
confinement of electronic excitations on small subunits that act
as chromophores and, (ii) significantly reduced electron
mobility.[4–9] Although the role played by these defects has been
extensively addressed by theory,[10–14] reported experimental
data refer to statistical properties of the entire heterogeneous
collection of defects generated in the polymerization
process.[8,12,15–20]

Recently, on-surface synthesis[21–24] has emerged as a new
synthetic protocol for designing nanomaterials with atomic
precision and customized electronic properties. Taking advant-
age of the two-dimensional confinement of a surface, polymer-
ization reactions can lead to the formation of unprecedented
large polymers under ultra-high vacuum (UHV) conditions, not
accessible in solution chemistry. Particular attention has been
paid to π-conjugated materials,[25] illustrated by the bottom-up
synthesis of graphene nanoribbons.[24,26] Lately, the approach
has shown the potential to design well-defined π-conjugated
materials with exotic electronic properties, such as non-trivial
band topology[27–30] or π-magnetism.[31] Furthermore, on-surface
synthesis allows the characterization of these systems by
combining surface science techniques such as scanning tunnel-
ing microscopy (STM) and high-resolution atomic force micro-
scopy in a non-contact (nc-AFM) regime. This blend of
techniques has the ability to resolve not only the topographic
shape but the backbone of individual molecules[32] allowing the
identification of the reaction products for each on-surface
reaction step[33–35] together with their microscopic electronic
structure via scanning tunneling spectroscopy (STS).

Such nanostructures are often subject to comprise atomic-
scale defects arising from the synthesis process.[36,37] Impor-
tantly, defects can tailor intrinsic characteristics of the π-
conjugated material by atomic rearrangement, resulting in
stabilized open-shell configurations that feature nontrivial π-
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magnetism.[38–40] Even though defect engineering was a striking
success story in inorganic semiconductors,[41,42] both for their
mechanical and electronic properties, and also applied to
organic hard materials, defect engineering has rarely been used
in the design of soft matter so far. Thus, for further develop-
ment of protocols for understanding and engineering defects in
such structures, a detailed characterization of the electronic and
geometric structure of low-dimensional defects in π-conjugated
polymers is demanded.

In the following, we have deliberately introduced atomic-
scale defects in on-surface synthesized polymers and deeply
investigated their nature by using STM/STS, nc-AFM, and
density functional theory (DFT). We study the prototypical
anthracene-ethynylene π-conjugated polymer on Au(111) fol-
lowing our recently developed synthetic protocol.[29,43] Then, we
induce formation of atomic-scale defects that can be harnessed
to a given extent by increasing the annealing temperature
during reaction processes. In particular, we identified statisti-
cally more abundant defects consisting of both atomic
rearrangements and incorporation of atomic species and
examined their impact on the electronic structure of the

polymer. Interestingly, we show that while some conforma-
tional defects hardly affect the intrinsic electronic structure of
the polymer, certain atomically defined defect motifs can
harbor localized spins at specific sites, which is revealed by the
presence of a Kondo resonance[44,45] in the STS spectroscopy.

Results

Synthesis of defects-containing ethynylene-bridged
anthracene polymers

The one-dimensional conjugated nanostructure, and its low-
dimensional defects studied here, are synthesized directly on
the Au(111) surface by thermal annealing after molecular
deposition in ultra-high vacuum. Deposition of the molecular
precursor 11,11,12,12-tetrabromoanthra-p-quinodimethane
(hereafter 4BrAn, see the sketch in Figure 1a) on a clean Au(111)
surface and subsequent annealing at 500 K for 30 minutes in
UHV, results in the formation of a low-bandgap (�1.5 eV)
ethynylene-bridged anthracene polymer (see Figure 1b, and ref.

Figure 1. Low-dimensional structural defects in anthracene-ethynylene polymer on Au(111). a) Scheme of the reaction sequence of 4BrAn (11,11,12,12-
tetrabromoanthra-p-quinodimethane) precursor after being deposited on Au(111) and annealed. b) Topographic overview (It=5 pA, VBias=200 mV) of the
polymer-decorated sample upon annealing below 700 K. c) Close-up topography of a polymer containing kinks (It=10 pA, VBias=5 mV). d) nc-AFM (Laplacian
filtered) elucidation and statistics of the most found low-dimensional defects. e) Histogram of relative abundance of defects (77 defects were counted in
total).
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[43] for a detailed characterization of its pristine properties).
Defects in such polymers are rare and pristine polymeric
segments up to hundreds of nanometers can be found
routinely.

Subsequent annealing of the surface leads to distorted
molecular wires with a much greater number of structural
defects. Statistical analysis of the defect density at different
temperatures produces a clear trend with annealing temper-
ature (Figure S1). The number of intermolecular defects drasti-
cally increases upon annealing the sample at 500 K, indicating
the onset of the defect formation. Further annealing up to
700 K gradually introduces intramolecular defects into the
polymers. The overview and detailed STM topographies upon
annealing <700 K, shown in Figures 1b, c, display the on-
surface synthesized ethynylene-bridged anthracene wires as a
result of successful polymerization. In addition, the molecular
wires comprise in-plane (plane of the surface) joints between
pristine ethynylene-bridged anthracene segments with a meas-
urable angle mainly in a narrow range from 60° to 80°, which
will be later identified as type A and B defects (marked by white
arrows in Figures 1b, c). These defects are the majority over
those that preserve the linearity of the polymer (type C, see
below) and those featuring a small bending angle (type D, see
below) as manifested in the statistical analysis (see Figure 1d, e).
Recently, we reported that at the polymerization temperature
(T >500 K), molecular vibrations are triggered both in the
monomer unit and the linker,[46] inducing carbon
rearrangements.[47] In such pristine ethynylene-bridged
anthracene-polymers, the relative longitudinal stiffness of the
ethynylene bridge promotes bending of the polymer over
longitudinal reactions, while preserving the chemical structure
of the monomer, unlike polymers with cumulene-like bridges.[46]

Thus, the featured kinks in anthracene-ethynylene polymers can
be rationalized by such structural bending in the linker moiety
together with increased diffusion of the polymer on the surface
at elevated temperatures, facilitating the backbone realign-
ment. In addition, as we will explain below, for type A defect, it
is necessary the incorporation of an extra single atom.

Post-annealing of the substrate to higher temperatures (T>
700 K) results in a sample with predominantly lateral bonds
between polymers due to the activation of the C� H bonds at
the periphery of the monomers and the high lateral mobility of
the species on the surface (see Figure S2) which largely
increases the density of defects (Figure S1).

Structural characterization

We attained structural characteristics of more prominent
defects at the atomic level employing non-contact AFM
measurements with a CO-functionalized tip[32] (Figure 1d and
Figure S3). Statistic of defects observed in several experimental
sessions, reveals that two distinct types of low-dimension
structural defects (labeled A and B in Figure 1c,d) are the most
frequently encountered in our experiments for all investigated
annealing temperatures. Thus, below, we focus our discussion
on a detailed comparison of polymers with type A and B defects

that are by far the most representative (�38% and �27% of
the total number of defects, respectively). As illustrated by the
high-resolution nc-AFM image (see Figure 1d), the type A defect
consists of two hexagons and a single pentagon formed at the
junction between two adjacent anthracene monomers instead
of the ethynylene bridge found in pristine polymers. On the
other hand, type B (see Figure 1d) consist of both six- and five-
membered rings at the junction.

Type B defect can be rationalized by a bare frustrated
transformation reaction from ethynylene- towards pentalene-
bridged polymer, whereas the incorporation of an additional
atom to the polymeric linker is required to account for the
formation of defect type A. nc-AFM images allow to identify
heteroatoms in the chemical structure due to their distinct van
der Waals radii, bonding geometry, electron density, and
substrate interaction.[48] Our nc-AFM images lead to atomic
features with rather similar contrast which points to the
formation of such defects with only carbon atoms. Individual
carbon atoms are common residues in surface chemistry
experiments with organic compounds. In our case, the cleavage
of=CBr2 at the ends of the polymer provides the system with a
reservoir of residual. The growth of type A and B defects
involves rearrangement of the carbon atoms and π-conjugation
around the ethynylene-bridge along with final cyclodehydroge-
nation reactions.

Electronic characterization

Next, we turn the attention to the effect of such low dimen-
sional type A and B defects on the intrinsic electronic properties
of the polymers. The addition of an extra carbon to the bridge
(type A defect) leads to significant differences in charge
distribution at the junction, in addition to the structural
rearrangement described above. To give a clearer picture it is
worth to comparatively discuss both defects. To probe the
electronic properties of polymeric sections featuring type A or
type B defects, we performed scanning tunneling point
spectroscopy (STS) measurements and differential conductance
(dI/dV) mapping on both types of defects and adjacent pristine
segments. These measurements directly probe the energy- and
spatial dependence of the local density of states (LDOS) of each
carbon nanostructure.

In agreement with our previous reports,[43] two frontier
resonances at � 0.6 eV and 0.8 eV are distinguished in STS data
collected in pristine polymeric segments (cf Figure 2a), which
are close to the onset of valence (VB) and conduction (CB)
bands respectively (see Ref. [42]). The dI/dV map of the VB has
states over the bridges and notably on the voids adjacent to
the links. The dI/dV map of the CB shows states located on the
edges of the anthracene moieties.

As expected, the dI/dV maps acquired on the defects show
significant differences when compared to pristine ones. For
type A defect, dI/dV map at 0.8 eV (i. e. at the CB) exhibits that
signal barely changes around the defect, with bright features
localized at the outermost anthracene edges (cf Figure 2a).
Contrary, the map at the VB shows dim contrast at the defect
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site and at the nearest anthracene units (Figure 2a,b), which
may indicate a strong hybridization of the defect-induced
electronic states with the polymer orbitals. The experimental
findings are well supported by DFT-calculated dI/dV maps of a
finite defective polymer (Figure 2c). However, for a detailed
description, we have to look at the spin-polarized electronic
states localized at the defect A and their corresponding energy
alignment with the VB and CB of the polymer. Our DFT spin-
polarized calculations of defect type A (see Figure S4) display
both single-occupied (SO) and single-unoccupied (SU) states
laying very close to the VB and CB respectively. Although this
may affect the resolution of the VB and CB, our calculations
mimic the important features, i. e. the lower contrast around
defect for the VB and the high contrast at the features localized
at the outermost anthracene edges for the CB.

On the other hand, spectra acquired at the junction of a
type B defect exhibits resonances at both 0.8 eV and � 0.6 eV
(Figure 2e), and the CB and VB maps of the junction display a
substantial charge density at the defect site. Importantly, dI/dV
maps of both VB and CB (cf Figure 2d) show that the spatial

distribution of the band structure is barely disturbed around
the defect. The images display that the band structure is not
affected by the presence of the defect, indicating a low impact
of such defect on the electronic properties of the polymer, at
least for the frontier orbitals. Again, the DFT-simulated dI/dV
maps (cf Figure 2f) are in good agreement with the experimen-
tal data reproducing the aforementioned features.[37]

Discussion

Thus, in the following, we will discuss the impact of both
defects on the conjugation of the polymer. For such a purpose,
we employ high-resolution nc-AFM imaging with a CO-tip that
has demonstrated the ability to resolve not only the chemical
structure of individual molecules but also the bonding charac-
ter. As discussed earlier, type A defect consists of two six-
member and one five-member ring. Nc-AFM images of the
defect clearly resolve a bright spot in the center of the linker in
neighboring monomers (Figure 3a–c), which has been ascribed

Figure 2. Conductance maps of type A and B defects. (a–d) Experimental dI/dV maps (Vmod=20 mV, 613 Hz) were acquired on the defect type A and B at two
bias voltages (� 0.6 V and 0.8 V); (b–e) Experimental dI/dV spectra acquired on different sites of the defects type A and type B; (c–f) Calculated dI/dV maps for
canonical DFT orbitals of HOMO and LUMO.
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to the large electron density of the triple bond, thus demon-
strating the ethynylene character of such linkers. Meaningfully,
in such a form of π-conjugation, the defect should harbor a
single localized unpaired electron. In fact, STM constant height
images at low bias voltage (0.005 V) show brighter contrast
around type A defects (Figure 3d) compared to the straight
polymeric segment, reflecting enhancements of the local
density of states (LDOS) near the Fermi level. Though these
bright regions extend over the closest anthracene monomers
and their junction as well, the brighter signal can be located in
the anthracene closest to the pentagon moiety. Comparatively,
such low-energy LDOS enhancements are absent in type B
defects (see Figure 4d).

A better understanding of the origin of these LDOS differ-
ences in type A defects can be achieved by recording the
spectroscopic differential conductance (dI/dV) around Fermi
level with the STM tip positioned at different sites above the
defect. Spectra acquired on the type A defect reveals the
presence of a sharp zero-bias peak (ZBP) (Figure 3f) located at
the junction and adjacent anthracene monomers, rapidly
vanishing into neighboring anthracene moieties. The shape of
the ZBP is close to that of a Lorentzian with a line width of

approximately 3.5 mV. The narrow width of the ZBP rules out
the direct association of this peak with a molecular resonance.
The zero-bias features can be well fit with a Frota (see
Figure 3g) or Fano (see Figure S5) functions[49,50] and thus are
attributed to a Kondo resonance arising from the screening of
magnetic moment (unpaired electron) by the conduction
electrons residing in the Au(111), as already expected from the
chemical resonance form of the defect. The relationship
between the observed ZBP and the Kondo effect is further
demonstrated by measurements of dI/dV spectra at different
temperatures (Figure 3c). The width of the resonance line
increases with temperature following the characteristic behavior
of a weakly coupled Kondo system with a Kondo temperature
TK =27�2K, and a multiplicative factor α=6.9�0.3, in line
with a quenching of the ZBP with temperatures above 21 K
(Figure 3g-h).[51,52] Remarkably, we found that also Fano function
fits well our data leading a Kondo temperature of TK =38�2K
(see Figure S5).

The existence of an unpaired spin density in the defect is
corroborated by theoretical calculations of a free-standing
polymeric section comprising one type A defect. Spin-polarized
DFT reveals significant spin density at the defect site which

Figure 3. Structural characterization of type A defect. a) Constant height nc-AFM with CO-tip imaging of the type A defect. b) Laplace filtered nc-AFM image.
c) Simulated AFM image of the defect with the probe particle model. e) Spin density calculated by DFT. f) STS spectroscopy near Fermi level showing a Zero
Bias Peak on the defect site. In the inset, conjugation of the anthracene-ethynylene polymer with type A defect. d). g) Temperature evolution of the Zero Bias
Peak (gray line) fit with a Frota function (red line) obtained on the defect site. h) Half width at the half maximum (HWHM) values extracted from the Fano fit of
the Zero Bias Peak as a function of the temperature. The Kondo temperature is extracted from the Fermi-liquid model: G ¼

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aKBTð Þ2 þ 2KBTKð Þ2

p
with an

empirical parameter of a ¼ 6:9� 0:3 and a Kondo temperature of TK ¼ 27� 2:
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extends towards the monomers nearby (Figure 3e). Hence, the
bright regions in STM images near Fermi energy are caused by
the localization of a single magnetic moment around the defect
site. According to our measurements, such polarized spin
density survives on the Au(111) surface and gives rise to the
ZBP due to the Kondo phenomenon, as previously encountered
in other magnetic carbon-based nanomaterials.[38]

Next, an analysis of nc-AFM images of type B defect shows
distinct characteristics from its type A counterpart. The
formation of type B defect, which involves the constitution of
six- and five-membered rings at the junction, can give rise to
distinct resonance forms of the π-conjugation: (i) an open-shell
structure that leads to two unsaturated bonds (radicals) in the
defect junction, or (ii) a closed-shell structure leading to
saturated bonds. However, after examining the DFT-calculated
spin-density of finite ethynylene-anthracene monomer (see
Figure 4e), it becomes clear that defect type B is associated
with the closed-shell structure. In fact, both constant height
STM image and dI/dV spectra acquired above the junction and
adjacent anthracene monomer sites of a defect type B are
featureless, similarly to that of defect at low energy (Figure 4f),
pointing to the absence of extra charge localization at the
junction.

Here two resonance forms can be considered for the close-
shell structure regarding the conjugation of the adjacent linkers,
leading to ethynylene or cumulene bridges (see Figure 4g). Two
arguments suggest that the defect type B may adopt the
cumulene-like structure. First, our nc-AFM images display lower

contrast and more elongated feature at the adjacent linkers
compared to those at farther distances (cf Figure 4b). This
intramolecular contrast is the result of the short-ranged Pauli
repulsion being maximized in the areas of higher electron
density so that minor variations in electron density assigned to
specific bonding order can be resolved in nc-AFM images as
features with different brightness or shape, thus pointing to an
alternation in the character of the bond. On the other hand,
such features can be further varied due to anisotropic charge
distribution in the molecular backbone,[53] distinct interaction
with the surface[54] and varying with the tip-sample distance.
Second, Clar’s aromatic π-sextet rule states that a resonance
structure of polycyclic aromatic hydrocarbons with the maximal
number of nonadjacent π-sextets represents the most stable
form or the major resonance contributor. If we apply this rule in
a local viewpoint in defect type B, we found that the cumulene
transition increases the number of nonadjacent π-sextets from
2 (for the ethylene form) to 4 (cf Figure 4g).

Although a fully characterization of the mechanism behind
the particular formation of such defects is beyond the scope of
this article because it would involve complex quantum
molecular mechanics calculations,[46,55] our findings suggest a
mechanism to engineer low-dimensional defects in such
polymers by placing an external source in UHV, which provides
the system with atomic carbon atoms in a controllable manner
during the polymerization reaction. In such a hypothetical
experiment, one should expect to largely transform type B
defects into type A.

Figure 4. Structural characterization of type B defect. a-b) AFM Constant height current images with CO-functionalized tip of the type B defect. b) Laplace
filtered nc-AFM image. c) Simulated AFM image with probe particle of the type B defect. d) High resolution constant height current image of the defect with
the positions of the spectroscopies. e) Spin density calculated by DFT. f) STS spectroscopy near Fermi for selected regions (red, blue and black dots) of the
defective polymer. g) Conjugation models for the type B defect with Clar’s sextets highlighted: open-shell (left), close-shell ethynylene (center), and close-shell
cumulene (right).
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Conclusions

In conclusion, we report a strategy for thermally inducing low-
dimensional structural defects that can imprint an open-shell
character in on-surface synthesized π-conjugated polymers.
High-resolution non-contact atomic force microscopy clarifies
the structure of these defects, being those labeled type A and
type B the most observed by far. We characterized the impact
of these defects in the electronic properties of the polymer
using a combination of scanning tunneling microscopy/spectro-
scopy experiments complemented with state-of-the-art density
functional theory calculations. While the type B defect hardly
affects the electronic structure of the polymer, the type A defect
shows an intrinsic open-shell character which is of potential
relevance for fundamental science, as well as in view of its
potential applications, in materials chemistry and, particularly,
in quantum electronic devices. The low bandgap of the
polymer, and in particular, the proximity of the VB to the Fermi
level, is a crucial aspect to stabilize the radical ground state of
the type A defect. Our results show the growth and character-
ization of structural defects in π-conjugated polymers that
address relevant electronic properties, thus contributing to the
development of the field of on-surface chemistry and guiding
the defect engineering of modern low-band-gap polymers.

Methods

Experimental Section
Experiments were performed in an ultra-high vacuum with a base
pressure below 5×10-10 mbar system hosting a STM/nc-AFM
(Createc GmbH) operated at 4.2 K. STM images were acquired in
constant current mode with a bias voltage applied to the sample.
For the spectroscopic measurements, specific site dI/dV were taken
with the conventional lock-in technique with a modulation ranging
from 0.5 mV to 10 mV at 937 Hz. STM/nc-AFM images were taken
with sharpened by focus ion beam (FIB) Pt/Ir tips mounted on a
qPlus sensor. In nc-AFM imaging, the tip was functionalized with a
single CO molecule picked up from the bare metal substrate and
operated in frequency-modulation mode (oscillated with a constant
amplitude of 50 pm; resonant frequency �30 kHz; stiffness
�1800 N/m). All nc-AFM images were acquired in constant height
mode with a bias voltage of 1 mV. All images were subject to
standard process using WSxM software.[56]

The Au(111) substrate was prepared by repeated cycles of Ar+

sputtering (1 keV) and subsequent annealing. The molecular
precursor was deposited by organic molecular beam epitaxy from a
tantalum pocket maintained at 370 K onto a clean Au(111) held at
room temperature. Whenever necessary samples were annealed to
the desired temperature and subsequently transferred to the STM
stage, which was kept at 4.2 K. For the temperature dependent STS
data displayed in figures 3 g,h, the sample was heated up from
4.8 K by using a Zener diode mounted to the baseplate of the STM.
The temperature was increased in a rate of 0.05–0.1 K / min. After
reaching the temperature of interest, the system was thermalized
for about 30–60 min.

Synthesis of molecular precursor 11,11,12,12-tetrabromoanthraqui-
nodimethane is introduced elsewhere.[43]

Theoretical Calculations

Computational details

Density functional theory (DFT) calculations were performed
using the FHI-AIMS code[57] within XC PBE0 functional[58,59] to
describe the electronic properties of different gas-phase
molecules. In all the calculations, we employed the light
settings for the atomic basis sets. The atomic structures were
relaxed until the total forces were smaller than 10� 2 eVÅ� 1. The
relaxed structures were found by exploring different initial
conditions and selecting the one with the lowest potential
energy. Only the Γ-point was used for integration in the
Brillouin zone.

A. dI/dV simulations in the gas phase

Frontiers molecular orbitals were obtained from DFT calcula-
tions using the FHI-AIMS code within hybrid exchange-
correlation functional PBE0[58,59] for the gas phase molecule. We
employed Probe Particle Scanning Probe Microscopy (PP-SPM)
code[59,60] to simulate constant-height dI/dV maps and CO-tip
was represented by a linear combination of s-like (15%) and
px,py-like (85%) orbitals without tip relaxation at tip-sample
distance 5 Å.

B. AFM Simulations

The AFM images were calculated using the probe particle
model.[59] The parameters of the tip were chosen to mimic a CO-
tip, using a quadrupole charge moment of � 0.2 e. Å2[58,61] and
the lateral stiffness of the CO molecule is set to 0.25 Nm� 1. The
electrostatic interaction was described in the AFM calculations
using the potential calculated by DFT. To simulate the probe
dynamics, we used typical values of a qPlus sensor, oscillation
amplitude A=100 pm, sensor stiffness k=3600 N/m, and
eigenfrequency f0=30 kHz.
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Chapter 4

Charge distribution visualization

with KPFM

Charge and its spatial distribution at the atomic and molecular scale, play a critical role

in the behavior of many physical and chemical systems. In the biological world, several

processes are mediated by the interplay of electrostatic interactions between charged regions

of molecules. One of the most significant processes is protein folding, where the electrostatic

interactions between charged amino acid residues can significantly influence the stability

and function of the protein structure, regulating the formation of secondary and tertiary

structures[64]. Several well known systems can be found in biology, such as the transport

of ions across cell membranes, nerve impulses, muscle contraction, or in photosynthesis

where the localization of charges plays a significant role.

The understanding at the atomic level of the mechanisms driving electrostatic interac-

tions and the influence of charge distribution in surfaces and molecular systems and surfaces

have numerous consequences, from the study of proteins[65, 66] to the experimental realiza-

tion of theoretical predictions[20]. Atomic force microscopy (AFM) has been established as

an effective tool for achieving atomic-scale imaging of surfaces and molecules. One specific
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Submolecular resolution

Elemental characterization of B and N in hBN

Dipole of azulene

B
N

Figure 4.1: Submolecular resolution of the charge distribution of a naphtalocyanine
molecule[67] (top, left), visualization of the azulene dipole [68] (top, right) and the ele-
mental identification (bottom) of boron and nitrogen atoms in epitaxial hBN[70] (Note:
color scales are not consistent across the literature, however in all of them, a minimum of
LCPD means positive charges and a maxima negative charges). Adapted with permission.
2012 Springer Nature, 2019 American Physical Society, 2018 American Chemical Society.

application of AFM, Kelvin probe force microscopy (KPFM), has attracted significant at-

tention for its ability to visualize the distribution of electrical charges on surfaces. Several

studies have demonstrated the utility of KPFM for imaging charge distributions at the

atomic scale. For example, it has achieved submolecular resolution of the charge distribu-

tion of individual naphtalocyanine molecules using KPFM[67], measurement of the dipole

moment of individual azulene molecules[68], characterization of charge states of single gold

atoms[69], or the element discrimination in epitaxial hBN[70].

In this chapter, I will explore the different systems where the charge distribution plays

a significant role at the atomic or molecular level and their subsequent visualization in real

space using KPFM. In Section 4.1 is introduced the atomic-scale charge distribution of sin-

gle substitutional p- (boron) and n-type (nitrogen) dopants in graphene. Using combined

AFM and KPFM measurements, supported with DFT simulations, I will demonstrate the
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divergent chemical activity of nitrogen and boron atoms incorporated into graphene as sub-

stitutional dopants, providing a deeper insight into the precise chemical functionalization

of graphene derivatives at the atomic level. In Section 4.2, it will be explored the possibility

of achieving subatomic resolution of anisotropic charge distributions within single halogen

atoms using KPFM. In this experiment, I will explore two equivalent systems where one

halogen atom, bromine, should exhibit a σ-hole and is compared to another halogen atom,

fluorine, that should not exhibit a σ-hole. These results provide direct evidence of the

existence of -holes and direct quantification of properties of non-covalent interactions be-

tween atoms functionalizing the tip and the halogen atoms. This approach, as will be

seen in this section, open a path for extending the capabilities of KPFM in imaging with

atomic precision complex molecular or surface systems with inhomogeneous polarizability,

dipolar moments, or charged states. Finally, in Section 4.3, the experimental evidence of

the existence of π-holes in organic molecular systems and their influence on electrostatic

interactions between the molecule and a metallic surface is presented. Real-space imaging

of the π-hole is achieved using KPFM on a single fluorinated anthracene and compared to

its non-fluoridated counterpart anthracene. Altogether, these experiments demonstrate the

potential of scanning microscopy for studying the internal charge distribution in molecules,

which fundamentally affects their physical and chemical properties, with submolecular or

even atomic spatial resolution.
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4.1 Charge Distribution of single boron and nitrogen

dopants in graphene

4.1.1 Introduction

The discovery of graphene, the first isolated 2D material[71], was rapidly followed by a

complete characterization of its mechanical and electronic properties[72]. It was observed

early, that the range of tools for the control of its chemical and electronic behaviour was

severely hindered by some of its own strengths. The monoelemental character of graphene

and its regular honeycomb lattice originate from the overlap of three sp2 hybridized car-

bon orbitals bonding through σ-bonds, while the non-hybridized pz-orbitals in each carbon

interact with the other pz-orbitals forming two half-filled bands of π delocalized electrons.

This structural and electronic scaffold generates the emergence of exotic properties such

as the Dirac cones, anomalous quantum Hall effect, ballistic transport[73], or by the inter-

action with other 2D materials[74], including graphene such as in the recent discovery of

superconductivity in graphene sheets, emerging from overlapping two graphene sheets in

a relative angle called magic angle[75].

On the other hand, these properties provide graphene with an inert character that

constrains the precise control of its chemical properties and other desirable properties

such as tuning the density of charge carriers[76, 77], plasmon mobility[78], or magnetic

behavior[79]. The incorporation of heteroatoms into the graphene lattice, more specifically

boron and nitrogen atoms, could lead to a similar path of development as the one followed

by the silicon-based semiconductors doped with positive (p) and negative (n)-type het-

eroatoms[80]. In the work presented in this section, it is reported the growth of graphene

(G) supported on SiC(0001) and the subsequent low-concentration doping and character-

ization in UHV of single nitrogen and boron graphitic dopants by means of STM, AFM,
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and KPFM. The atomically-precise capabilities of the SPM techniques at low temperature

(5 K) with a CO-functionalized tip provide a broader perspective on the chemical reac-

tivity of graphene when doped with atoms neighbouring carbon in the periodic table and

the extension of the charge distribution surrounding the boron and nitrogen substitutional

dopants.

The starting point is the growth of graphene on a SiC(0001) substrate in vacuum

conditions. By heating the SiC(0001) to a temperature of around 900◦C, Si atoms start to

sublimate, promoting the growth of epitaxial graphene from the top to the bulk of SiC(0001)

in a reactor kept at vacuum conditions. Monitoring the time of the process allow precise

control of the growth of graphene in monolayer, double-layer, or multiple-layer graphene. In

this work, it is reported monolayer graphene, and further details on the growth and doping

have been described elsewhere [80, 81]. The doping with boron and nitrogen follows a

two-step preparation, where the boron is sublimated on the previously grown graphene

and then the whole system is heated up to temperatures of 1200◦ to incorporate the boron

atoms into the graphene lattice (B-G). The nitrogen is incorporated utilizing ionized N2

and then sputtered onto the B-doped graphene surface (BN-G). The initial characterization

by STM with CO-tips shows the random implantation of the dopants in low concentration

as bright objects with three-fold symmetry (see Fig. 4.2).

However, as mentioned earlier, STM is a technique that images the convolution of the

density of states of the tip, and effects such as the electron scattering by the dopants/defects

do not lead to direct atomic identification. Using constant-height high-resolution AFM

imaging with a CO-tip, the honeycomb structure of carbon atoms was clearly resolved,

and boron and nitrogen atoms were observed to be brighter and darker, respectively, than

the surrounding carbon atoms regardless of the tip-sample distance as seen in Fig. 4.3.

This noticeable contrast was accompanied by a significant local bond length distortion of

the carbons surrounding nitrogen and boron and observed as an increased bond length
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Figure 4.2: a, STM topography (VBias= 200 mV, Itunnel=0 pA) of a graphene region
containing one boron and three nitrogen substitutional dopants. b, Constant-height (nc-
AFM image where the boron dopant appears as a bright feature in the bottom left-hand
corner, while the nitrogen dopants are observed as dark features.

Figure 4.3: Constant height nc-AFM images obtained with CO-tip of boron (a) and
nitrogen (b) dopants in substitutional positions.
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Figure 4.4: Bond length analysis of the B and N dopants from Laplace filtered constant
height nc-AFM images measured with CO-tip.

for C-N (188±8) and a shortening for the B-N (134±4) relative to a typical C-C (141±2)

of the pristine lattice (Fig. 4.4). The distortion of the lattice was attributed to localized

electrostatic charges on the dopants that were characterized using KPFM (Fig. 4.5).
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CO

STM/AFM tip

Figure 4.5: Schematic of the BN-G system. The CO-tip, with the STM feedback open,
acquires single KPFM spectroscopies (a) on B (red), N (blue), and C (yellow). By repeating
the process along a line in the plane defined by the lattice (b), and then moving the tip
in the z positions, a set of parabolas can be acquired covering the XZ plane (see Fig. 1.7
for more details). Red represents a positive LCPD (negative charge) and blue a negative
shift (positive charge). The graphene background (black dashed line over C atom in (b))
was subtracted column by column from the total map to enhance the contrast. The DFT
calculated Hartree potentials for both dopants (d) confirms the experimental results where
B/N behave as negative/positive point-like charges confined to the surroundings of the
dopants.

The LCPD over the dopants was shifted to a higher or lower value depending on the

surface dipole induced by the dopant, which reflects an increase (N) or decrease (B) in

the local work function. The sign of the LCPD difference between the dopants reflects

the localization of positive and negative net charges on nitrogen and boron sites, respec-
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tively. The magnitude of the LCPD difference indicates a comparable level of opposite

charge doping by boron and nitrogen. The net charge on the dopants originates from the

acceptance/donation of an electron to the grapheneπ-band and the subsequent electronic

redistribution around the dopants.

In addition, DFT calculations show the presence of a negative/positive net charge on

boron/nitrogen dopants in the Hartree potential images, which is consistent with the spatial

confinement of the charge observed in the experimental LCPD map. Finally, the chemical

properties of each dopant were assessed by measuring the experimental interaction between

the CO tip and the dopants, confirming the DFT prediction that the interaction is mostly

driven by weak electrostatic interactions with strength in the order of ≈10-30 pN.

4.1.2 Author’s contribution to the published work

The preparation of the sample in an external reactor, the transfer to an STM-compatible

sample plate, the dual-doping with boron and nitrogen in UHV, and the subsequent de-

gassing of the sample were performed by me. The experimental STM and nc-AFM acqui-

sition, including the force spectroscopies and the bond length analysis, in addition to the

KPFM acquisition were performed by me. The data acquisition, curation, processing, and

analysis of the KPFM maps were done with Python scripts developed by me.
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ABSTRACT: Tuning the chemical properties of graphene by controlled doping is a widely
investigated strategy. The effect of a substitutional single dopant on graphene local reactivity is much
less explored. To improve the understanding of the role of p- and n-type dopants in graphene’s local
chemical activity and quantification of its interaction with single molecules, we report an atomic-scale
investigation of single boron (B) and nitrogen (N) dopants in graphene and their interactions with
CO molecules by means of atomic force microscopy (AFM) and Kelvin probe force microscopy
(KPFM) experiments and theoretical calculations. We infer that N/B doping significantly increases/
lowers the chemical interaction of graphene with individual CO molecules as a result of weak
electrostatic forces induced by distinct charge distribution around the dopant site. High-resolution
AFM images allow dopant discrimination and their atomic-scale structural characterization, which
may be crucial for the atomic-scale design of graphene derivatives with relevant potential applications
in molecular sensing and catalysis.

KEYWORDS: Graphene, Nitrogen doping, Boron doping, Graphene chemistry, Noncovalent interactions, CO−graphene interaction,
Scanning probe microscopy, Density functional theory

■ INTRODUCTION

The fundamental understanding of the physical and chemical
properties of individual dopants incorporated in graphene is
crucial for a successful application in graphene-based devices.
Doping with heteroatoms has become one of the most
successful routes for addressing desirable functionalities in
graphene. In particular, incorporation of substitutional boron
and nitrogen atoms in the graphene lattice creates acceptor and
donor centers, due to the different number of valence electrons
with respect to carbon.1−4 The size and electronic structure
similar to carbon provide them with specific advantages for
their substitution into the graphene sheet with minimal strain,
maintaining the overall graphene structure. Such dopants affect
graphene charge transport5,6 and plasmon mobility7 and
induce magnetism.6,8 Great efforts have also been dedicated
to address their specific chemical functionalities.9,10 Due to the
inertness of the pristine graphene, incorporation of atomic and
molecular species in the two-dimensional lattice provides
enhanced chemical activity of doped graphene, offering a
multitude of applications.11

Recent investigation of nitrogen- and boron-doped graphene
derivatives12−16 has been focused on the dopant physicochem-
ical properties at the atomic level. A comprehensive
experimental structure elucidation and charge distribution of
the N- and B-doped carbon sheet at the atomic scale are still
missing. It is worth mentioning that numerous theoretical
studies addressing the electronic and chemical properties of the

dopant sites reported dopant charges, which differ widely in
magnitude and even in sign.17−20 A Bader charge analysis of
theoretical data predicted that the N dopant gains 1.2 e− rather
than losing charge as expected for an n-type dopant.21,22 The
real charge redistribution is crucial for understanding the
modification of graphene chemistry upon doping,23,24 i.e., of
the interaction of boron and nitrogen dopants with molecules
and other functional moieties. The in-plane component of the
dopant electrostatic force field plays a significant role in
graphene charge carrier scattering,7,25,26 while the out-of-plane
component dominates the chemical interaction and may be
useful for creating selective sites for graphene functionalization
with organic molecules.27−30

Here, we report on a low-temperature noncontact atomic
force microscopy (nc-AFM) and Kelvin probe force micros-
copy (KPFM) investigation with a functionalized CO-tip31 of
individual nitrogen and boron dopants implanted in a
graphene monolayer grown on SiC(0001), complemented by
theoretical calculations. We evaluate the noncovalent inter-
actions of nitrogen and boron dopants with CO molecules
attached to the apex of an AFM tip with respect to the
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graphene substrate. We map the redistribution of electron
densities at C−N and C−B bonds that accompanies the
incorporation of sp2 nitrogen and boron dopants in graphene.
This gives rise to net positive and negative static charges
localized a few angstroms around the nitrogen and boron sites,
respectively, which determine the doped graphene chemical
activity through weak electrostatic forces.

■ METHODS
Experimental Methods. 6H-SiC(0001) samples were cut from

TankeBlue research grade wafers using a diamond scribe and PEEK
tipped tweezers. The samples were degassed up to 900 °C in UHV
and subsequently exposed to a Si flux for 40 min. Once a sharp 3 × 3
LEED pattern was acquired, the graphene was grown by annealing up
to 1300 °C, increasing 50 °C every 5 min. Boron doping32 was
achieved by sublimating B from a commercial evaporator on the
already-grown graphene at RT (a flux of 26 nA for 20 s was enough to
obtain a low concentration of dopants) and a final annealing at 1150
°C for 20 min. The growth and the doping were monitored by means
of LEED and STM. The temperature was controlled using a Micro-
Epsilon 2MH-CF3 thermometer of a 1.6 μm spectral range with and
emissivity of 0.9. N atom implantation was achieved by sputtering the
graphene sample with N atoms accelerated at 120 eV and subsequent
annealing to approximately 800 °C.
STM/AFM measurements were carried out in a UHV chamber

equipped with a low-temperature STM/AFM with qPlus tuning fork
sensor operated at 5 K (Createc GmbH). During the AFM
measurements, a Pt/Ir tip mounted onto the sensor (frequency ≈
30 kHz; stiffness ≈ 1800 N/m) was oscillated with a constant
amplitude of 50 pm. To obtain high-resolution AFM/STM images,
prior to the experiment, the tip was functionalized with a CO
molecule gathered from a Au(111) surface. Before transfer of the CO-
tip to graphene, we did several approach/retract (up to few
micrometers) experiments on Au(111) to select only highly stable
CO-tips for transfer to graphene. On graphene, we benchmarked CO
presence at the tip apex by constant height AFM atomic-scale images
at various tip-sample distances. CO-tip images lead characteristic
honeycomb features of graphene whereas metallic tips display
hexagonal pattern47 (see Figure S5).
For the local contact potential difference (LCPD) mapping in the

XZ plane on both dopants, 1250 KPFM measurements were
performed with a bias range [−500 mV, 300 mV] in a grid of size
of 3 nm × 1 nm. The acquisition time for each parabola was 30 s. The
mapping was generated by fitting each parabola by the formula a(x-
LCPD)2 + c with a Python script and assigning the fitted value of the
LCPD for every (x,z) position to a 25 × 50 grid of pixels. STM/AFM
images were analyzed using WSxM software.33

DFT Methods. Density functional theory calculations were
performed using the projector-augmented wave method in the
Vienna Ab initio Simulation Package (VASP).34,35 The surface of
graphene was modeled using a supercell of 5 × 5 elementary cells (50
carbon atoms). The tip was modeled by the CO molecule attached to
the apex gold atom of a triangular pyramid Au cluster (10 Au atoms)
having Au(111) faces. The outer layer of the Au cluster and two
atoms of graphene were fixed, while the rest of the system (CO
molecule and adjacent Au atoms, graphene atoms beneath the tip)
was allowed to fully relax.
The 3 × 3 × 1 k-point grid was used to sample the Brillouin zone.

The periodically repeated supercells were separated by 25 Å of
vacuum. The energy cutoff for the plane-wave expansion was set to
400 eV. We used the optimized van der Waals functional optB86b-
vdW36 in all calculations, which provided a balanced description of
van der Waals and covalent bonding in our previous studies.37,38 We
tested also the many-body dispersion method MBD+rscs and
empirical dispersion DFT+D2. In order test robustness of our
theoretical calculation, we used also the many-body dispersion
MBD@rsSCS functional.39 The interaction energies and their order
for the tip above a C, N, B atoms were very similar to those obtained

using optB86b-vdW (Figure S2). The plots of the induced charge
density isosurface were prepared using VESTA software40

Hartree potential calculations were done by employing FHI-
AIMS41 code, using two geometrically relaxed slabs of 180 atoms with
a periodic boundary condition (PBC). The systems were allowed to
relax until the remaining atomic forces reached below 10−2 eV/Å. The
GGA-PBE42 functional was used as the exchange−correlation
functional and a grid of 4 × 4 × 1 k-points to sample the Brillouin
Zone.

AFM images were calculated using the probe particle model.43 The
parameters of the tip were chosen to mimic a CO-tip. Namely, charge
distribution of the CO molecule was mimicked by a quadrupole
moment44 with a value of −0.1e and lateral stiffness of the probe
particle of 0.25 N m−1. The electrostatic interaction between the tip
and the sample was included in the AFM calculations using the
Hartree potential obtained from fully optimized total energy DFT
calculations using the VASP code.34 These DFT calculations were
done using a 6 × 6 × 1 k-point reciprocal grid in a 7 × 7 supercell. To
simulate the dynamic of the tip, we used typical values of a qPlus
sensor, oscillation amplitude A = 100 pm, sensor stiffness k = 3600 N/
m, and eigenfrequency f 0 = 30 kHz.

■ RESULTS AND DISCUSSION

Structural Characterization of B- and N-Doped
Graphene. We have carried out combined low-temperature
(5 K) STM/nc-AFM experiments on atomically well-defined
graphene, doped with single nitrogen and boron atoms in a
substitutional configuration. A graphene monolayer is grown
on a SiC(0001) substrate and subsequently doped with boron
and nitrogen atoms in a stepwise process in ultrahigh vacuum
(see Methods for details). Both boron and nitrogen atoms
were implanted in low concentrations, which facilitates the
study of individual dopant sites on the surface. All the
experiments were performed with an STM/AFM tip-apex
functionalized with a single CO molecule picked up from a
nearby Au(111) substrate.
A typical STM topography of a graphene region which

comprises three nitrogen dopants and one boron dopant is
shown in Figure 1a. Dopants are featured as three-fold
protrusions distributed randomly on the surface with no
apparent preference of incorporation in the graphene lattice.
Characteristics in STM features of graphene dopants are
strongly dependent on the tip termination.4,45 We have found
that functionalization of the tip with CO molecules provides a
very reproducible STM contrast for several experimental

Figure 1. Graphitic boron and nitrogen dopants in graphene. STM
topography (a) and constant-height nc-AFM (b) images of a
graphene area with one boron and three nitrogen substitutional
dopants. In nc-AFM images, boron (bottom left-hand) and nitrogen
dopants are resolved as bright and dark features, respectively. STM
image parameters: 200 mV, 50 pA.
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sessions. The assignment of graphitic nitrogen and boron
dopants is corroborated by constant-height high-resolution
AFM imaging with a CO-tip of the same graphene area (Figure
1b). The periodic honeycomb structure of carbon atoms is
clearly resolved together with the graphene moire ́ pattern on a
larger length scale, which is the 6√3x6√3-R30° quasiperiodic
structure of the buffer layer and is observed in both STM and
AFM images, pointing out its topographic origin. The use of a
nonreactive CO-tip allows us to evaluate the true topographic
corrugation46,47 of the moire ́ from direct comparison of the
AFM contrast at several tip−sample distances for high and low
graphene areas, similarly as reported by Schwarz et al.48

(Figure S1). With this method, we reach an estimate of 20−30
pm in good agreement with previous room-temperature
AFM49 experiments on the same surface. Interestingly, for an
adequate tip−sample height, a pronounced variation of the
atomic-scale contrast is observed at the dopant sites; i.e., boron
and nitrogen atoms are brighter and darker than the
surrounding carbon atoms, respectively. This is observed
regardless of localization of the dopants in the moire ́
superlattice, thus allowing us to rule out any influence of the
dopant hybridization with the substrate.
Next, we focus on the contrast of boron and nitrogen

dopants in AFM images. Figure 2 shows a series of detailed
experimental AFM images of boron (top) and nitrogen
(bottom) in graphene as a function of the tip−sample
separation. Hereinafter, the closest tip−sample separation

(zrel. = 0 pm) is referred to as a tip approach of 150 pm from
STM point (−500 mV, 50 pA). At the largest separation (left-
hand panel; zrel. = 120 pm), bright (less negative frequency
shift) and dark (more negative frequency shift) features are
observed at boron (red dot) and nitrogen (blue dot) sites.
Upon the tip approach (centered panel; zrel. = 90 pm), the
carbon hexagons of graphene are clearly resolved. The three
C−B bonds around the boron atom are comparatively brighter
than the surrounding C−C bonds. In contrast, no marks of C−
N bonds are observed at the same tip−sample distance. At zrel.
= 60 pm, all the three C−N bonds start to be resolved, while
the C−B bonds appearance becomes similar to that of the C−
C bonds. Interestingly, the AFM image at a close distance
reveals a distortion of the carbon rings in the proximity of the
dopants. Previously, similar lateral distortions were attributed
to spatial variations of electrostatic potential within a
molecule,50 thus suggesting localization of electrostatic charges
around dopants, as we discuss later. These characteristic
contrast features in the AFM images have been observed with
several different CO-tips and on dopants located at distinct
moire ́ sites, which proves that the types of contrasts are
intrinsic and unique to the doping element. Similar character-
istics have been reported recently in AFM images with a CO-
tip on boron- and nitrogen-doped graphene nanoribbons on
Au(111)51 and attributed to the modulated local electron
density caused by the substitution. Qualitatively, we observed a
C−N bond length of 188 ± 8 pm and C−B bond length of 134
± 4 pm, which differ from the observed bond length of
unperturbed C−C bonds of 141 ± 2 pm (Figure S4), in
perfect agreement with similar observations in B- and N-doped
nanoribbons.51

We performed AFM simulations43 using the optimized
atomic structure and Hartree potential of boron- and nitrogen-
doped graphene obtained from total energy DFT calculations
(see Methods for more details and Figure 3c for visualization
of the Hartree potential). The simulated AFM images are in
excellent agreement with the experimental observations and
fully capture the contrast of the C−B and C−N bonds (Figure
2) as a function of the tip−sample separation. The optimized
structure has negligible out-of-plane relaxation of the dopant,
which allows us to exclude any role of topographic effects in
the AFM contrast. To understand the origin of the contrast
difference between boron and nitrogen dopants, the mecha-
nism of high-resolution imaging has to be considered.43,52,53

The CO-tip brought in the vicinity of the sample is sensitive to
the total charge density distribution within the inspected
system, and its variation can significantly affect the contrast.
Intuitively, one can simplify the complex CO-tip charge
distribution as a negatively effective charged tip. Thus, when
probing an inhomogeneous charge distribution, the tip is
repelled (less negative frequency shift) from sites of excess
electron density, whereas it is attracted (more negative
frequency shift) to those which have a positive charge.
Therefore, the apparent contrast in the AFM images shows a
substantial modification of the charge density localized at the
C−B and C−N bonds.

Charge Distribution at Dopant Sites. This notion is
substantiated by our KPFM measurements, also performed
with a CO-tip. Figure 3a displays Kelvin parabolas, Δf(V,
zconst.), acquired at a constant height over boron (red),
nitrogen (blue), and carbon (yellow) atoms. We observe a
strong variation of the local potential difference (LCPD)
measured above the dopant atoms, compared to carbon atoms

Figure 2. High-resolution AFM images on dopants with a CO-tip.
Experimental (top row) and simulated (bottom row) constant-height
AFM images of a single boron dopant (a) and nitrogen dopant (b) as
a function of the tip−sample separation. Tip−sample distance
decreases from left to right. Red and blue dots point to the position
of the boron and nitrogen atoms, respectively. In the experiment, the
closest tip−sample separation zrel. = 0 corresponds to a tip approach
of 150 pm from the STM point (−500 mV, 50 pA).
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of graphene, which we attribute primarily to the interaction of
the CO-tip with inhomogeneous charge distribution. The
LCPD over the boron/nitrogen dopant is shifted to a higher/
lower value reflecting a decrease/increase of the local work
function, respectively, induced by variation of the surface
dipole around the dopants.54,55

To probe the spatial distribution of the net charges around
the dopants, we acquired Δf(V, x, z) spectra at different tip−
sample separations z in the plane perpendicular to graphene
and along the line crossing boron and nitrogen dopants (top
AFM image in Figure 3b). In a posterior analysis, for each
Δf(V) curve, we determined the LCPD values by fitting. To
extract the local impact of the dopants with respect to pristine
graphene, we intentionally subtract the background LCPD
signal obtained on pristine graphene areas. After such
processing, we plotted a LCPD difference x-z map with
respect to graphene (ΔLCPD x-z). At tip−sample height zrel. =
140 pm, the boron and nitrogen atoms show almost equal
magnitudes of ΔLCPD but with opposite signs (Figure 3b).
The sign reflects localization of positive and negative net
charges on nitrogen and boron sites, respectively. On the other
hand, the similar magnitude indicates a comparable level of
opposite charge doping by boron and nitrogen, in good
agreement with previous observations.2,3 Quantitatively, LCPD
values crucially depend on the mesoscopic tip termination due
to long-range electrostatic forces,56 but in repeated exper-
imental sessions, we observed similar qualitative LCPD as
described above, i.e., equal but opposite values for nitrogen and
boron with respect to graphene, since the shift is always
determined by the direction of the dipole induced by the
dopant.57,58

In addition, at the selected separations, a negligible charge
redistribution or transfer is observed through the CO
molecule−dopant contact (Figure S3). Thus, we unambigu-
ously interpret the observed contrast as a variation of the work
function in the vicinity of the dopants. The ΔLCPD value on
both dopants decreases continuously upon tip separations
larger than zrel. = 290 pm, where the average graphene work
function prevails. The ΔLCPD x-z map shows the lateral and

vertical confinement of a net positive/negative charge in a
small volume centered on the dopant atom.
These experimental observations are fully supported by the

total energy DFT calculations. The presence of a negative/
positive net charge on boron/nitrogen dopants is evident from
the calculated Hartree potential (Figure 3c,d). However, a
quantitative agreement between KPFM experiments and
theoretical analysis is still missing and beyond the scope of
this study. These charges are localized at the atom sites and
extend only a few angstroms into the graphene basal plane,
which is fully consistent with the spatial confinement of the
charge observed in the LCPD map. The net charge on the
boron/nitrogen dopants originates from acceptance/donation
of an electron to the graphene pi-band32,59 and subsequent
electronic redistribution.

Chemical Properties of Individual Dopants. Finally, we
focus on the chemical properties of the dopants. The force
interaction between the CO molecule attached to the AFM tip
apex and the incorporated dopants is investigated by means of
site-specific Δf(z) spectroscopy. Δf(z) values above nitrogen
(blue) and boron (red) atoms are displayed in Figure 4a and b,
respectively, in addition to a reference Δf(z) above a nearby
carbon atom (yellow). No significant difference between the
dopants and the reference carbon is seen in the Δf at larger
distances (zrel > 250 pm). For smaller separations, a difference
in Δf becomes apparent. This difference is the largest at the
minima of Δf for each atom (zrel about 75 pm). Qualitatively,
we found that the minimum Δf on nitrogen shows a more
negative frequency shift, followed by carbon and boron atoms.
At closer separations where Pauli repulsion starts affecting the
total interaction, the Δf measured on dopants converges to
that of nearby carbon, due to the interplay of electrostatic
interaction and Pauli repulsion plus the different van der Waals
radii of the atoms.51 The Δf(z) spectroscopy fully agrees with
the observed atomic-scale contrast on dopants shown in Figure
2.
We quantify the effect of doping on graphene chemical

properties by calculating the forces from the experimental
Δf(z) plot.60 Dopant-independent force components were
removed by subtraction of the Δf(z) measured on top of a

Figure 3. Net charge at the dopant sites in graphene. (a) KPFM parabolas above boron (red), carbon (yellow), and nitrogen (blue) atoms at the
same tip−sample distance. KPFM plots are fitted with a parabolic dependence to obtain the LCPD value. (b) LCPD x-z map at different tip−
sample separations z along a line crossing boron and nitrogen atoms (yellow dashed line in the inset AFM image). Each pixel corresponds with the
fitted LCPD value of the KPFM parabola acquired in every (x, z) position. Errors in LCPD fittings are about 1.5 mV. (c, d) Calculated Hartree
potential of single boron- and nitrogen-dopants in graphene.
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carbon atom before the calculation process. Figure 4c shows
the force difference of nitrogen (blue line) and boron (red
line) dopants with respect to carbon atoms, sensed by the CO-
tip. We observe the augmented interaction of CO with
graphitic nitrogen by approximately 25 pN. On the other hand,
the interaction of CO with the boron dopant is reduced by
approximately 15 pN. Despite these rather small force
differences, AFM with a CO-tip demonstrates being a
technique sensitive enough to visualize single dopants in
graphene and their chemical activity.
This observation is in line with DFT+vdW calculations of

the tip−graphene interaction. We mimic the experimental
setup by the Au(111)-CO pyramidal-tip above a 5 × 5
graphene lattice in which single nitrogen and boron atoms are
localized at graphitic sites. Figure 4d displays the vertical
component for the calculated tip−sample interaction energy
which reproduces the experimental findings. The calculation
yields the highest interaction energy for the CO-tip above the
nitrogen atom (EN ≈ 190 meV) followed by the carbon atom
(EC ≈ 140 meV) and the boron atom (EB ≈ 120 meV). Note
that the tip−graphene system is allowed to fully relax; i.e., only
the last plane of the tip Au atoms and carbon atoms distant
from the tip are fixed during the calculation. The exact value of
the calculated interaction energy is quantitatively sensitive to
the choice of the functional used for a description of the van
der Waals interaction, which is not covered by standard
exchange−correlation functionals as a generalized gradient
approximation (GGA). Nevertheless, the order EN > EC > EB
and energetic difference between the atoms remain the same
for various inspected functionals (see Figure S2 and Methods
for more details). Moreover, the calculation shows that the van

der Waals interaction is very uniform above the doped
graphene. The differences in the interaction are thus governed
by electrostatic forces between the tip and charge density
localized around the respective atomic site.

■ CONCLUSIONS
In summary, we have investigated the physicochemical
properties of single substitutional N and B dopants in a
graphene monolayer at the atomic-scale by means of combined
AFM and KPFM measurements corroborated with DFT
simulations. The very good agreement of our theoretical
calculations with the experimental findings provides a detailed
understanding of the local charge distribution of single
dopants. We evaluated the weak chemical interactions of
nitrogen and boron dopants with single CO molecules
attached to the tip-apex by means of experimental measure-
ments of site-specific force spectroscopy and DFT calculations.
Our results demonstrate the divergent chemical activity of
nitrogen and boron impurities incorporated into graphene and
provide a deeper insight for a precise chemical functionaliza-
tion of graphene derivatives.
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4.2 Direct imaging of σ-hole

This section introduces the first time visualization in the real space of the anisotropic

charge distribution known as σ-hole in single Br atoms. The comparison of two equivalent

molecular systems, one with a fluorine atom (without σ-hole ) and one with a bromine

atom displaying σ-hole, provided not only the visualization but also the capstone for a

more general theory of KPFM developed in parallel with the experiment. Hence, this

section explores the limits of nc-AFM for imaging systems with a rich electrostatic behavior,

the potential uses of KPFM in the determination of anisotropic charge distributions in

single atoms or molecules, the effect of the tip functionalization, and the need for a solid

theoretical understanding of the origin of KPFM signal.

Halogen bonding

Noncovalent interactions (NCIs) play a fundamental role in many chemical systems and are

present throughout the natural world. Unlike covalent bonding, which involves the sharing

of electrons between atoms, noncovalent interactions are formed without the sharing of

electrons. Consequently, these interactions often involve weaker attractive forces, such as

hydrogen bonding, electrostatic interactions, van der Waals forces, and halogen bonding,

which display more localized and lower energy states in comparison to covalent bonds.

Moreover, unlike covalent bonding, which is highly directional, noncovalent interactions can

be highly dependent on molecular orientation and can lead to a range of intricate structures

within chemical systems. In biology, non-covalent interactions mediate in several critical

processes, mostly through hydrogen bonding, involved for example in protein folding[64].

Halogen bonding, a subset of non-covalent interactions involving the interaction of

halogen atoms (e.g. F, Cl, Br...) with a Lewis base (i.e. elements containing electron lone

pairs), has attracted increasing attention in recent years due to its unique properties in
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Figure 4.6: a. Diagram of the 5 p orbitals of an halogen atom. The four orbitals in xy
are occupied with 4 e−, one orbital in z is bonded with a carbon atom through a σ-bond,
and finally, one empty orbital will define the electron-depleted region surrounded by an
electron-rich volume, defining the σ-hole. b. Pictorial representation of the magnitude of
the σ-hole (blue region), visualized in the z direction, as a function of the electronegativity
of the halogen atom. More electronegative atoms develop smaller electron-depleted regions.
The color scale corresponds with red having more a higher electron density and blue less.

regards of the directionality and strength of the interaction [82]. Halogen bonding involves

the electrostatic interaction between a halogen atom and an electron donor, such as a

nitrogen or oxygen atom, and shares some common characteristics with hydrogen bonding

as the directionality and the electrostatic origin. Halogen bonding has been utilized into

drug molecules for increasing their binding affinity to specific receptors, as demonstrated

in the design of HIV-1 integrase inhibitors[83].

Halogen bonding and σ-hole

The origin of the halogen bond can be traced down to the formation of an electron-depleted

region on the halogen atom, covalently bonded to another element, usually carbon, where

the σ-hole, emerges as an electrophilic site that can interact with negatively charged Lewis

bases (i.e. nucleophilic groups, atoms with single lone pairs, etc). The σ-hole arises due to

the anisotropy of the electron distribution around the halogen atom, which creates a region

of the positive electrostatic potential on the direction of the covalent bond axis as shown

in Fig. 4.6. The σ-hole is responsible for the high directionality and specificity of halogen
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bonding between electron-depleted halogens and electron-rich groups in other molecules

[82]. The interaction that stems from the development of σ- holes is strongest with small

and electronegative halogen atoms, such as iodine or bromine, which have a larger and

more positive σ hole. However, a direct evidence of its existence has been missing since

its conception roughly 20 years ago in the works of Clark, Auffinger and Politzer [82, 84,

85]. In this section, it will be introduced the experimental setup, based on STM, ncAFM

and KPFM, that provides a real-space resolution of the σ-hole, using a tetragonal molecule

with phenyl groups where each phenyl contains one halogen (bromine or fluorinated) joined

by a single bond to the phenyl group. This configuration provides a scaffold of 1 nm of

height, where an isolated halogenated atom points upwards the σ-hole in such a way that

is perpendicular to the surface

The tetrakis-configured precursors, tetrakis(4-bromophenyl) methane (4BrPhM) and

tetrakis(4-fluorophenyl) methane (4FPhM), were individually deposited using thermal sub-

limation using two separate tantalum pockets maintained at 450K on an Ag(111) surface,

held at room temperature in UHV. To obtain an accurate visualization of the σ-hole with-

out interference from surface corrugation, the Ag(111) surface was chosen. Other surfaces,

such as Au(111) with its alternating fcc and hcp of the herringbone reconstruction, or

Cu(111) known for its high catalytic reactivity that leads to molecule dehalogenation,

could potentially impact the molecule’s adsorption. To ensure the integrity of the ex-

periments and prevent cross-contamination, the molecules were deposited separately at

different times and each experiment was conducted independently. The coverage of each

molecule type was adjusted to approximately 20-30% of the surface leading to the forma-

tion of rectangular islands driven primarily by electrostatic interactions as can be seen in

STM topography images (Fig. 4.7). Both molecules conduct poorly, mostly because of

their 3D character and the subsequent distance from the Ag (111) surface (around 1 nm).

4BrPhM and 4FPhM molecules exhibit a subtle height difference between them, with the
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Figure 4.7: (Top row) The molecular models of 4BrPhM and 4FPhM, each containing 4
halogen atoms, three of them acting as a supporting scaffold, and one protruding out of the
plane. (Bottom row) STM topography image of the molecules ordering in self-assembled
ordered islands. The insets show the lack of features in nc-AFM for both cases.

first having a distance between the surface and the uppermost atom of z = 1050 pm and

the second molecule z = 980 pm (see Fig. 4.8-a,b). This height difference originates in

the different sizes of the halogen atoms, but it is also influenced by the different structural

arrangements of the other three legs of the molecule touching the surface.

The nc-AFM characterization using CO-tips did not reveal any subatomic features

associated with the presence of a σ-hole in either 4BrPhM or 4FPhM. The AFM con-

trast observed at close tip-sample distances showed no discernible subatomic features that

could be attributed to the expected charge anisotropy distribution of the σ-hole as seen

in Fig. 4.8-c. Theoretical analysis using the probe particle SPM model confirmed that

the AFM contrast was predominantly governed by attractive dispersion forces and Pauli

interactions, which exhibited a spherical nature. In contrast, the contribution of the elec-

trostatic interaction energy responsible for the anisotropic charge distribution of the σ- hole

was significantly weaker, approximately one order of magnitude weaker than the combined

contribution of dispersion and Pauli interactions. Consequently, the visualization of the σ-
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hole using AFM was impeded by the overwhelming dominance of these interactions over

the expected anisotropic charge distribution.

To enhance the electrostatic interaction between the tip and the molecules, Kelvin probe

force microscopy (KPFM) was employed due to its sensitivity to electrostatic interactions.

Initially, using CO-tips resulted in donut-shaped charge distributions in the local contact

potential difference (LCPD) maps for both 4BrPhM and 4FPhM. KPFM images obtained

with the CO-tip on 4FPhM, where theσ- hole was not expected, exhibited a ring-like

configuration with reduced LCPD values at the core of the fluorine atom. This contrast

arose from the interaction between the spherical polarized charge of the fluorine atom

and the quadrupole charge distribution of the CO-tip. Similarly, 4BrPhM also exhibited

a ring-shaped charge anisotropy in KPFM images, with lower LCPD values at the core

compared to the surrounding area. The observed ambiguity in the contrast of both atom

types, despite displaying the same experimental charge anisotropy distribution, originated

from the robust quadrupolar charge distribution of the CO-tip, which introduced undesired

spatial variations in the voltage-dependent LCPD as confirmed by KPFM simulations using

the probe particle model. To address this issue, the CO-tip was replaced with a Xe-tip

(see Section 2.2), featuring a significantly spherical charge distribution that facilitated a

direct depiction of theσ- hole charge distribution through KPFM.

The Xe-tip allowed then to create experimental LCPD maps (see details of acquisition

in Section 1.3) of 4BrPhM exhibiting the σ-hole at different heights (Fig. 4.9)as a region

of negative LCPD (blue) with an approximate width of 200 pm in the core of the Br atom,

surrounded by a positive LCPD region with a ring shape. This scenario corresponds with

an electron-depleted region, the σ-hole, with an approximate width of 200 pm, surrounded

by a crown of a more electron-rich region. As commented in earlier sections, the LCPD

maps are sensitive to the tip-sample distance of acquisition and can only be reliably trusted

to stem from an electrostatic origin between the minima of interaction (Fig. 4.9, green line
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Figure 4.9: Experimental LCPD maps of the bromine of 4BrPhM for different tip-sample
distances. The onset of the development of the contrast is in the characteristic distances
were only electrostatics and dispersion are sensed by the tip (dotted green and blue lines).
Beyond that (dotted red line) the tip starts also to experiment the Pauli repulsion.

Figure 4.10: Experimental and PP-simulated LCPD maps of the σ-hole in Br (top row)
and its absence in F (bottom row).

) and the onset of the dispersion sources where resolution is lost (Fig. 4.9, blue line)

In the case of the 4FPhM molecule, the LCPD exhibited a positive shift over the atom

exhibiting an almost homogeneous charge distribution as seen in Fig. 4.10. In addition,

the shape of the feature in the KPFM image provided additional information about the

internal arrangement of the molecule on the surface as the displayed elliptical shape is a

consequence of the influence of the neighboring positively charged hydrogen atoms in the

underlying phenyl group.

Finally, the expected non-covalent character of the interaction of the CO and the Xe
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tips with the halogenated atoms, was experimentally measured with ∆f(z) spectroscopies

to be in the order of below 1 kcal/mol, corresponding to the scale of energies expected

by a system dominated by dispersion and electrostatics interactions and confirmed by

computational methods such as CCSD(T) and ωB97X-V.

4.2.1 Author’s contribution to the published work

In this section, I performed the experimental measurements using nc-AFM, STM and

KPFM. The data acquisition, curation, processing, and analysis of the KPFM and nc-

AFM maps were done with Python scripts developed by me. I also prepared the figures

for the publication, collaborated in the draft and discussed the theoretical results with my

colleagues.
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SPECTROSCOPY

Real-space imaging of anisotropic charge of s-hole
by means of Kelvin probe force microscopy
B. Mallada1,2,3†, A. Gallardo2,4†, M. Lamanec3,5†, B. de la Torre1,2, V. Špirko5,6,
P. Hobza5,7*, P. Jelinek1,2*

An anisotropic charge distribution on individual atoms, such as s-holes, may strongly affect the material
and structural properties of systems. However, the spatial resolution of such anisotropic charge
distributions on an atom represents a long-standing experimental challenge. In particular, the existence
of the s-hole on halogen atoms has been demonstrated only indirectly through the determination of
the crystal structures of organic molecules containing halogens or with theoretical calculations,
consequently calling for its direct experimental visualization. We show that Kelvin probe force
microscopy with a properly functionalized probe can image the anisotropic charge of the s-hole and the
quadrupolar charge of a carbon monoxide molecule. This opens a new way to characterize biological
and chemical systems in which anisotropic atomic charges play a decisive role.

T
he observation of molecular structures
with the unusual atomic arrangement of
possessing two adjacent halogens or a
pair of halogen atoms and electron do-
nor motifs (oxygen, nitrogen, sulfur, …),

found in different crystals in the second half
of the 20th century (1–4), represented a long-
standing puzzle in supramolecular chemistry.
Both halogens and electron donors are electro-
negative elements that carry a negative charge.
Thus, close contacts of these atoms should the-
oretically cause highly repulsive electrostatic
interaction. Counterintuitively, such atoms are
frequently found to form intermolecular bonds,
called latter halogen bonds, that stabilize the
molecular crystal structure. An elegant solu-
tion offered by Auffinger et al. (5), Clark et al.
(6), and Politzer et al. (7, 8) showed that the
formation of a covalent bond between certain
halogen atoms (chlorine, bromine, and iodine)
and a more electronegative atom (such as car-
bon) gives rise to a so-called s-hole that has an
anisotropic charge distribution on the halogen
atom. Thus, a physical observable correspond-
ing electrostatic potential around the halogen
atom is not uniform (as considered within all
empirical force fields) but exhibits an elec-
tropositive distal to covalently bound carbon

crown surrounded by an electronegative belt
(Fig. 1A).
Consequently, halogen bonding is attributed

to attractive electrostatic interaction between
a halogen’s electropositive s-hole and an elec-
tronegative belt of the other halogen or an
electronegative atom with negative charge.
The International Union of Pure and Applied
Chemistry (IUPAC) definition of a halogen
bond (9) states that a halogen bond “occurs
when there is evidence of a net attractive in-
teraction between an electrophilic region as-
sociated with a halogen atom in a molecular
entity and a nucleophilic region in another,
or the same, molecular entity.” Stability of
the s-hole bonding is comparable with that
of hydrogen-bonded complexes, and attrac-
tion in both types of noncovalent complexes
was originally assigned to electrostatic inter-
action. Although this scenario is basically
true for H-bonded complexes, in the case of
halogen-bonded systems, the importance of
dispersion interaction (10) was highlighted.
The importance of the dispersion interaction
is not surprising because close contact takes
place between two heavy atoms with high po-
larizability in halogen-bonded complexes.
The concept of halogen bonding was later

generalized to a s-hole bonding concept. In
particular, the halogen (group 17), chalcogen
(group 16), pnicogen (group 15), tetrel (group 14),
and aerogen bonding (group 18) were established
according to the name of the electronegative
atom bearing the positive s-hole. The exis-
tence of a s-hole in atoms of the mentioned
groups of elements has a common origin in
the unequal occupation of valence orbitals.
The s-hole bonding plays a key role in supra-

molecular chemistry (11), including the engi-
neering of molecular crystals or in biological
macromolecular systems (5). Despite its rele-
vance and intensive research devoted to s-hole
bonding, the existence of the s-hole itself was
confirmed only indirectly with quantum calcu-

lations (5–8) or crystal structures of complexes
containing s-hole donors and electron accep-
tors (11–15). However, a direct visualization of
this entity allowing for the resolution of its
peculiar shape has thus far been missing.
The cause of the s-hole is the anisotropic

distribution of the atomic charge on a halogen
atom. The imaging of anisotropic atomic charge
represents an unfulfilled challenge for exper-
imental techniques, including scanning probe
microscopy (SPM), electron microscopy, and
diffraction methods. Thus, we sought a tech-
nique in which the imaging mechanism relies
on the electrostatic force to facilitate the visu-
alization of the anisotropic charge distribution
on a halogen atomwith a sub-ångstrom spatial
resolution.We show that real-space visualiza-
tion of the s-hole can be achieved through
Kelvin probe forcemicroscopy (KPFM) under
ultrahigh vacuum (UHV) conditions (16, 17)
with unprecedented spatial resolution.
KPFMbelongs to a family of SPM techniques

that routinely provide real-space atomic reso-
lution of surfaces. In the KPFM technique,
the variation of the frequency shift Df of an
oscillating probe on applied bias voltage V
with the quadratic form Df ~ V2 is recorded
(18). The vertex of the Kelvin parabola Df(V)
determines the difference between work func-
tions of tip and sample, also called the contact
potential difference VCPD. Moreover, the spa-
tial variation of the contact potential difference
VCPD across the surface allows the mapping
of local variation of surface dipole on the sam-
ple (VLCPD) (17). Recent developments of the
KPFM technique operating inUHV conditions
made it possible to reach true atomic resolution
on surfaces (19, 20) to image intramolecular
chargedistribution (21), to control single-electron
charge states (22), to resolve bond polarity (23),
or to discriminate charge (24).
The atomic contrast in KPFM images orig-

inates from a microscopic electrostatic force
between static (r0) and polarized charge den-
sities (dr) located on frontier atoms from the
tip apex and sample when an external bias is
applied (17). There are two dominant compo-
nents of this force: the interaction between
the polarized charge on the apex drt, which
is linearly proportional to the applied bias
voltage (V), and the static charge on sample
r0s . The second term consists of the electro-
static interaction between the polarized charge
on the sample drs and the static charge on tip
r0t . Consequently, these two components cause
local variation of the contact potential difference
VLCPD (a detailed description of themechanism
is provided in the supplementary materials),
thus providing atomic-scale contrast.

Results

Consequently, KPFM appears to be the tool of
choice for imaging anisotropic charge dis-
tribution within a single atom, such as the
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s-hole. To test this hypothesis, we deliberate-
ly chose tetrakis(4-bromophenyl) methane
(4BrPhM) and tetrakis(4-fluorophenyl) meth-
ane (4FPhM) compounds (Fig. 1, A and B).The
skeleton arrangement of these compounds
facilitates a tripodal configuration once de-
posited onto a surface with a single bromine-
fluor atom oriented outward from the surface
(fig. S1). This arrangement facilitated direct
inspection of the s-hole on a halogen atom
by the front-most atom of a scanning probe,
(Fig. 1C). Deposition of the molecules in low
coverage (less than 1 monolayer) on the Ag(111)
surface held at room temperature under UHV
conditions led to the formation of well-ordered,
self-assembled molecular arrangements in
a rectangular formation (Fig. 2, A and B).
Bromine atoms of the 4BrPhM molecule have
a substantial positive s-hole (Fig. 1A), and
fluorine atoms possess an isotropic negative
charge (Fig. 1B). This enabled us to perform
comparative measurements on similar systems
with and without the presence of the s-hole.
Shown in Fig. 2, C and D, is a substantial con-

trast between two-dimensional (2D) constant-
height KPFM maps acquired over Br and F
front-most atoms of themolecular compounds
with an Xe-decorated tip. In the case of the
4FPhM molecule, we observed a monotonous
elliptical increase of the VLCPD signal over the
fluorine atom. In comparison, the KPFM im-
age over the 4BrPhMmolecule featured a no-
table ring-like shape. The 2D KPFMmaps were
recorded in the attractive tip-sample inter-
action regime near the minimum of the Df-z
curve (fig. S2) to avoid undesired topographic
cross-talk (fig. S3 and supplementary text) or
the effect of lateral bending of the functional-
ized probe due to repulsive forces (25) that
could cause image distortions. Evolution of
the contrast of the KPFM image of the s-hole

on the front-most Br atomwith the tip-sample
distance is shown in fig. S4.

Discussion

To confirm the origin of the anisotropic con-
trast observed experimentally on the Br atom,
we carried out KPFM simulations using sta-
tic r0 and polarized dr charges of Br and F-
terminated molecules and Xe-tip models
obtained from density functional theory (DFT)
calculations (fig. S5). Simulated KPFM images
that are perfectlymatched to the experimental

maps are shown in Fig. 2, E and F. Our theo-
retical model allowed us to decompose the two
leading contributions: the electrostatic interac-
tion of the polarized charge on tip drt with the
static charge on the molecule and the coun-
terpart term of the electrostatic interaction
between the polarized charge on molecule
drs with the r0t static charge of the tip (fig.
S5). We found that the anisotropic contrast
obtained on the Br-terminated molecule can
be rationalized from a variation of the mi-
croscopic electrostatic interaction between
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Fig. 1. Schematic view of
the KPFM measurements
to image a s-hole. (A and
B) Models of 4BrPhM and
4FPhM molecules, including
corresponding electrostatic
potential map on outermost
Br/F atom. They reveal the
presence of the s-hole on a
Br atom, and there is an
isotropic negative charge on
the F atom. (C) Schematic
view of the acquisition
method of the KPFM mea-
surement with a functional-
ized Xe-tip on a 2D grid.
(D) Corresponding Df(V)
parabolas acquired in the
central part (blue) of the 2D grid and on the periphery (red). Vertical dashed lines indicate the value of VLCPD for the given Df(V) parabola, which forms the 2D KPFM
image. (E) 3D representation of the KPFM images (VLCPD maps) acquired with an Xe-tip over bromide and fluoride atoms of 4BrPhM and 4FPhM molecules. Blue
indicates low values of VLCPD, and red indicates high values of VLCPD.
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Fig. 2. KPFM imaging of 4BrPhM and 4FPhM molecules with an Xe-tip. (A and B) STM images of a
molecular self-assembled submonolayer of 4BrPhM and 4FPhM molecules on an Ag(111) surface. (Insets)
AFM images acquired on a single molecule with a Xe tip at the minima of the frequency shift. (C and
D) Experimental KPFM images obtained with a functionalized Xe tip over bromide and fluoride atoms of single
4BrPhM and 4FPhM molecules. (E and F) Calculated KPFM images with a functionalized Xe tip of single
4BrPhM and 4FPhM molecules. Blue indicates low values of VLCPD and red indicates high values of VLCPD).
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atomic-scale charges of tip and sample. On
the periphery of the Br atom, the positive
shift of VCPD is given by the electrostatic in-
teraction of the spherical polarized charge,
drt of the Xe-tip apex, with the belt of nega-
tive charge surrounding the positive s-hole.
By contrast, in the central part, the electro-
static interaction with the positive crown of
the s-hole turned the VLCPD value with re-
spect to that on the peripheral region. In the
case of the 4FPhM molecule, both terms pro-
vided a trivial contrast with a positive shift
of the VLCPD over the atom. The term corre-
sponding to the static charge r0s on the mol-
ecule revealed an elliptical shape originating
from neighbor positively charged hydrogen
atoms in the underlying phenyl group of the
4FPhM molecule. Therefore, the shape of
the feature presented in the KPFM image
provided additional information about the
internal arrangement of the molecule on the
surface.
We deliberately used a single Xe atom to

functionalize the tip apex instead of the more
commonly used carbon monoxide (CO). As
discussed above, the Xe tip allowed us to op-
timize the imaging conditions of the s-hole
because static charge density r0 on the apex
of the CO-tip had a strong quadrupolar char-
acter (Fig. 3A), and the charge on the Xe tip
was highly spherical (fig. S5). This choice elimi-
nated spurious spatial variation of the VLCPD

signal, which did not belong directly to the
s-hole. In particular, a component of themicro-
scopic electrostatic interaction between static
charge r0t of the tip and polarized charge on
sample drs needs to be abolished. In the case
of the Xe-tip, the spatial variation of the local
VCPD was dominated by the component that
includes the interaction of a spherically polar-
ized charge on the Xe atom drt with the ani-
sotropic electrostatic field of the s-hole. This
enabled a direct mapping of the spatial charge
distribution of thes-hole bymeans of theKPFM
technique.
Thus, it is instructive to look at the KPFM

images acquiredwith the CO tip on the 4FPhM
molecule as well. Despite the frontier fluorine
atom of the 4FPhM molecule having an iso-
tropic charge distribution, the experimental
KPFM image (Fig. 3B) features a nontrivial
ringlike shape with lower values of the VLCPD

signal on the center of the fluorine atom. Our
KPFM simulation using a CO-tip (Fig. 3C) co-
incided qualitatively with the experimental
counterpart. From a detailed analysis of the
electrostatic components (fig. S6), we found
that the contrast arose from the interaction
of the spherical polarized charge drs on a flu-
orine atom with the static quadrupole charge
on a CO tip, composed of a negative crown of
density on an oxygen atom surrounded by a
positive charge belt (Fig. 3A). Thus, the KPFM
features resolved on the 4FPhM molecule re-

flected the quadrupolar charge distribution
of the CO tip. Thus, from the spatial variation
of the VLCPD signal, we could determine the
sign of the quadrupole of the CO molecule on
the tip. The shift ofVLCPD toward lower values in
the central part of the KPFM image was caused
by the negative charge crown of the quadru-
pole charge localized at oxygen (Fig. 3A). The
enhanced VLCPD value on the periphery reflects
the positively charged belt of the quadrupole
charge of the COmolecule. This reverse shift of
VLCPD with respect to the previous case of the
s-hole was caused by our inspection of the ani-
sotropic charge on the tip instead of the sample.
A detailed explanation of the origin and sign
of VLCPD shift is available in the supplemen-
tary materials.
Alternatively, some works reported sub-

atomic features in noncontact atomic force
microscopy (nc-AFM) (26) images with CO
functionalized tips (27). However, the origin of
such contrast and their interpretation of the
physical meaning are under debate (28, 29).
Additionally, nc-AFM has demonstrated un-
precedented chemical resolution of single
molecules (30) or their charge distribution (31).
Thus, we were intrigued by the possibility of
imaging the s-hole bymeans of nc-AFMwith
functionalized tips (27).
A series of high-resolution nc-AFM images

acquired at a wide range of tip-sample dis-
tances are shown in fig. S7 with a CO tip and
Xe tip, respectively. At the onset of the atomic
contrast in nc-AFM mode, the tip-sample in-
teraction was dominated by an attractive dis-
persion. The resulting AFM contrast for both
4FPhM and 4BrPhMmolecules had a similar
spherical character that lacks any subatomic
feature. Also, in close tip-sample distances,
the AFM contrast remained similar for both
molecular compounds, featuring a bright spot
in the center caused by the Pauli repulsion.
Thus, we found that the AFM images did not

reveal any signature of the s-hole in the whole
range of tip-sample distances covering both an
attractive and repulsive interaction regime.
To understand in detail this experimental

observation, we performed theoretical analy-
sis of the nc-AFM imageswith aCO tipusing the
probe particle SPM model (25). Shown in figs.
S8 and S9 are lateral cross sections of different
force components of the interaction energy
acting between the CO tip and the outermost
F and Br atoms of the 4FPhM and 4BrPhM
molecules, respectively. The calculated AFM
images showed similar atomic contrast, ruling
out the possibility to image the s-hole with a
CO tip. From the analysis, we inferred that the
AFM contrast was dominated by dispersive
and Pauli interaction, both of which have a
highly spherical character. On the other hand,
the electrostatic interaction possesses an ani-
sotropic character caused by the presence of
both a s-hole on the Br atom and a quadru-
polar charge distribution on the apex of the
CO-tip (Fig. 3A). Nevertheless, the magnitude
of the electrostatic interaction was about one
order smaller than the competing dispersion
and Pauli interactions, which made the s-hole
hard to image in the AFM technique. From this
analysis, we could conclude that the resolution
of anisotropic atomic charges requires a tech-
nique suchasKPFM,whose contrastmechanism
is mastered by the electrostatic interaction
that maps the charge distribution on the fore-
front atoms.
Next, we investigated the influence of the

s-hole on the noncovalent intermolecular in-
teraction energies. The nc-AFM technique
provided the distinctive possibility to ex-
plore interaction energies between individ-
ual atoms and molecules placed on the tip
apex and sample bymeans of site-specific force
spectroscopies (32–35). Apart from a quanti-
tative evaluation of the interaction energies
between well-defined entities, the nc-AFM
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technique also gave an invaluable opportu-
nity to benchmark the accuracy of different
theoretical methods to describe these weak
noncovalent interactions (34–36).
Tip functionalization offered an opportunity

to explore distinct scenarios of the interaction
mechanisms with molecular complexes. The
Xe tip has a positive net charge and large po-
larizability, but the CO tip possesses a quad-
rupolar charge (O and C carry negative and
positive net charge, respectively) and a rela-
tively small polarizability. Their interaction
energies are shown in Fig. 4, with the 4FPhM
and 4BrPhM molecules as a function of the
tip-sample distance. Small values of the max-
imumenergies of 0.2 to 0.83 kcal/mol revealed
a noncovalent bonding mechanism. In gen-
eral, the complexes with an Xe-tip are more
stable than the complexes with a CO tip, which
may be rationalized by a larger dispersion in-
teraction caused by an Xe tip. We observed
that the Xe-4BrPhM complex was less stable
than the Xe-4FPhM complex (by 0.67 and
0.83 kcal/mol, respectively) despite the larger
polarizability of Br that determines the mag-
nitude of the polarization interaction. This ef-
fect was caused by the presence of the repulsive
electrostatic interaction between the positive
s-hole on a Br atom and the positively charged
Xe tip, which partially cancelled the attract-
ive dispersive interaction in the Xe-4BrPhM
complex. On the other hand, the dispersive
and electrostatic forces are both attractive in
the case of the Xe-4FPhM complex, resulting

in a larger total interaction energy. This ob-
servation not only supported the presence of
the positive s-hole on the Br atom, it also ex-
plained the origin of a peculiar intermolecular
orientation of halogen-bonded molecular sys-
tems (12–15).
Recently, a vigorous effort has been devoted

to the development of computationalmethods
based on DFT with dispersion correction that
are able to reliably describe intermolecular in-
teractions in noncovalent complexes (37). But
their transferability is still limited owing to
adopted approximations, and thus, careful
benchmarking is desired. From this perspec-
tive, the above-described complexes represent
interesting noncovalent systems for bench-
marks with a complex interplay between the
dispersion and the electrostatic interaction.
The maximum interaction energies measured
were below 1 kcal/mol, which used to be con-
sidered as the limit of chemical accuracy, fur-
ther strengthening the benchmark.
Accurate interaction energies for different

types of noncovalent complexes could be ob-
tained from a nonempirical coupled-cluster
method covering triple-excitations [CCSD(T)].
Unfortunately, its large computational demands
made it impossible to apply this method to a
system of the size of the molecules we inves-
tigated in the present work.
To circumvent this problem, we performed

the CCSD(T) calculations on smaller refer-
ence model systems consisting of F- and Br-
benzene, exhibiting similar characteristics as

4BrPhM and 4FPhM molecules (supplemen-
tary materials). We compared the calculated
CCSD(T) interaction energies to interaction
energies obtained with several popular DFT
functionals (table S3). We found that the range-
separated wB97X-V functional (38) that im-
plicitly covers dispersion energy provided good
agreement with the benchmarked dataset
(table S3). Because this functional was also
shown to provide the best results among other
popular DFT functionals for various types of
systems with noncovalent interactions (38),
we selected this functional for further use.
To check its transferability to our larger

molecular systems, we calculated the interac-
tion energies between 4FPhM and 4BrPhM
molecules and Xe- and CO-tip models. Excel-
lent agreement between the wB97X-V inter-
action energies and the experimental data
results is shown in Fig. 4. The calculated en-
ergy minima for all complexes fit the mea-
sured values perfectly within the experimental
error (Fig. 4, inset). The PBE0 functional (39)
with the D3 correction (40) reproduced the
CCSD(T) results on small-model systems aswell
(table S3 and fig. S10). However, its transfer-
ability on the large systems was no longer as
good as the range-separated wB97X-V func-
tional (fig. S11).
The wB97X-V functional describes well the

interaction trend for all considered systems
(Fig. 4, inset), with the caveat that it system-
atically slightly overestimates the interaction
energy by ~0.1 kcal/mol. The perfect agree-
ment between theoretical and experimental
values could not be expected because calcu-
lations were limited to free-standing 4FPhM
and 4BrPhM molecules interacting with Xe-
and CO-tip model, and in the experiment,
4FPhMand4BrPhMmoleculeswere adsorbed
at Ag(111) surface. The results confirmed good
transferability of thewB97X-V functional toward
larger systems. Moreover, the good agreement
between calculated and experimental datasets
obtained for all four complexes also gave
confidence in themultiscale benchmark tech-
nique that uses small-model complexes with
the Xe-tip model. Therefore, this approach
makes it possible to accurately describe sys-
tems whose size does not allow for the direct
application of the accurate coupled-cluster
technique (or a similar technique), or when
other direct experimental measurements are
currently not feasible.

Conclusions

We report the possibility of achieving the spa-
tial resolution of anisotropic atomic charge
with the KPFM technique, which not only
provided direct evidence of the existence of
s-holes but is expected to substantially extend
the possibility to characterize charge distribu-
tion in complex molecular systems and on sur-
faces. We anticipate that this technique could
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be further extended to provide invaluable
information about the local inhomogeneous
polarizability of individual atoms on surfaces
or withinmolecules with unprecedented spa-
tial resolution in chemical and biologically
relevant systems.
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Real-space imaging of anisotropic charge of #-hole by means of Kelvin probe force
microscopy
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Resolution of the #-hole
Anisotropic distribution of charges on atoms plays an important role in intermolecular interactions, yet direct
experimental imaging remains a long-standing challenge. A good example is the #-hole, an anisotropic charge
distribution on a halogen atom covalently linked to carbon atoms. The #-hole gives rise to the halogen-bonding
mechanism, which is well known in supramolecular chemistry despite its existence being confirmed only indirectly.
Mallada et al. developed Kelvin probe force microscopy with a specifically functionalized tip and report direct real-
space visualization of the #-hole, revealing its strong anisotropic charge distribution. The authors show that this
technique, which relies entirely on electrostatic interactions, may be a powerful tool with which to study anisotropic
atomic charge distributions. —YS

View the article online
https://www.science.org/doi/10.1126/science.abk1479
Permissions
https://www.science.org/help/reprints-and-permissions

D
ow

nloaded from
 https://w

w
w

.science.org at Institute of Physics of the C
zech A

cadem
y of Sciences on O

ctober 10, 2022



4.3 Direct imaging of π-hole

Introduction

This section is dedicated to one of the most recent results in our group in the topic of

anisotropic charge visualization with submolecular resolution in halogenated systems. As

it has been already introduced in Section 4.2 , the submolecular charge distribution in single

atoms or molecules profoundly impacts the physical-chemical properties of molecules and

their intermolecular interactions. One intriguing manifestation of an anisotropic charge

distribution is the presence of a π-hole, which refers to a π-electron-deficient cavity found

in certain halogen-substituted polyaromatic hydrocarbon compounds [86].

Figure 4.11: Concept of π-hole. The spatial distribution of the highest occupied
molecular orbitals (HOMO) (grey-shaded volumes) of benzene (C6H6) on left and hex-
afluorobenzene (C6F6) on right overlapped with the electrostatic potential map (colored
surface from red (negative charge) to blue (positive charge)). In the case of C6F6, the
occupied orbitals are delocalized over both carbon and fluorine atoms. In contrast, in the
case of C6H6 molecule, they are predominantly localized on carbon atoms only, as seen in
the grey surfaces.

The electron distribution within these molecules is strongly influenced by the elec-

tronegativity of peripheral halogenated substituents, such as fluorine or chlorine, resulting

in an electron withdrawal from the carbon atoms towards the halogens and the subsequent

change in the occupied orbitals, leading to a depletion of electron density in the central

π-system on the carbon atoms (see Fig. 4.11). This electron-deficient area, located in

the same plane as the π electrons of the hydrocarbon compound, can influence the stabi-
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Figure 4.12: a, STM (VBias= 500 mV, Itunnel=10 pA) topography overview of the ordered
self-assembly structure of An and FCl-An molecules on Au(111). b, Constant height nc-
AFM with CO-tip of the unit cell of the self-assembly (a=1.85 ś 0.02 nm, = 122 ś 0.6ř).
c, Probe Particle simulated nc-AFM image. d, Model of the self-assembly of An and FCl-
An (top) and the electrostatic potential map of the optimized supramolecular structure
(bottom).

lization of intermolecular π stacking interactions between hydrocarbon molecules such as

benzene and hexafluorobenzene dimers. For instance, the homodimer formed from the π

stacking of two benzenes (C6H6) or two hexafluorobenzenes (C6F6) is predominantly stabi-

lized through dispersion interactions, while the heterodimers benefit from both attractive

electrostatic quadrupole-quadrupole interactions and substantial dispersion interactions.

Although the description of the π-hole is relatively recent[86], similar to the case of the

σ-hole, the influence of the π-hole on non-covalent intermolecular interactions is particu-

larly noteworthy. For example, the stability of helical DNA structures heavily relies on

intermolecular stacking interactions, which can be significantly affected by the presence of

a π-hole[87] and could potentially influence the architecture of molecular self-assemblies.

However, until very recently, the existence of these -holes had only been theoretically es-

tablished, with direct experimental observation remaining elusive. In this section, it will

be presented the visualization in real space with KPFM of the π-hole in a molecule of

Dichlorooctafluoroanthracene C14F8C12 (FCl-An) and compared at the same time with

another molecule of anthracene C14H10 (An) that does not develop a π-hole. The experi-

ment is started by depositing 9,10-Dichlorooctafluoroanthracene (FCl-An) and anthracene

(An) molecules with two Knudsen cells simultaneously in UHV conditions at RT on the
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Figure 4.13: Constant height nc-AFM with CO-tip of FCl-An and An as a function of
distance.

Figure 4.14: (Left) Constant height nc-AFM with CO-tip of FCl-An and An.
(Right)Constant height LCPD map with a CO-tip of FCl-An and An.

sample of Au (111) for 15 s. In these conditions, the An and FCl-An order in a period-

ical fashion with a rhombic self-assembly as can be seen in Fig. 4.12-a. This ordering is

mostly driven by electrostatic intermolecular interactions between the two species. Upon

characterization with a CO-tip in nc-AFM (Fig. 4.12-b), two species are clearly identified,

in a proportion of one An and two FCl-An molecules in the unit cell. The molecules of

FCl-An have an adsorption height approximately 30 pm higher than those of An, resulting

in the visualized slight difference of contrast between both molecules, as the FCl-An is

probed in a slightly closer regime (Fig. 4.13). In order to visualize the π-hole, a purely

electrostatic phenomenon, without the effects of dispersion, Pauli repulsion or artefacts

introduced by the bending of the tip, KPFM was used to visualize the charge distribution

within each molecule. In big-scale LCPD maps (see Fig. 4.14), it can be observed simulta-

neously the difference of contrast between them, with the molecules of FCl-An observed as

a bow-tie shape of negative LCPD and the An observed as uniform, more positive, LCPD

corresponding with a negative charge distribution.

These experimental results are more clearly visualized in the high-resolution LCPD
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Figure 4.15: (a, d), Electrostatic potential maps of free-standing FCl-An and An
molecules. (b, e), Experimental LCPD maps of An and FCl-An acquired with the same
CO-tip in constant height mode. (c, f), Probe Particle simulated LCPD maps of FCl-An
and An.

image of single molecules, supported by KPFM simulations (Fig. 4.15), demonstrating the

distinct charge distribution patterns between anthracene (An) and fluorinated anthracene

(FCl-An) molecules. The LCPD contrast exhibited a shift to higher or lower values for An

or FCl-An, respectively, in both experiments and simulations, consistent with a scenario

where the aromatic anthracene molecule has all the π -electrons fully delocalized and as

a consequence has a uniformly distributed electron density. On the other hand, the FCl-

An counterpat exhibits an anisotropic charge distribution stemming from the migration

of electrons towards the halogenated atoms. In particular, the addition of Cl in the 9,10

positions, with a different electronegativity than F, results in the formation of a σ-hole,

pointing outwards and in the sample plane as the molecular backbone, contributing to

an uneven depletion in the middle section of the molecule and creating the characteristic

bow-tie shape.
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Figure 4.16: a Experimental adsorption heights measure d with f -z spectroscopies in the
middle hexagon of the molecules (inset) FCl-An (blue line) and An (red line) with respect
to Au(111) substrate (black-line). (b, c) Calculated induced electron density of FCl-An
(top, blue line) on Au(111) and An (bottom, red line) as a function of the distance between
the surface and the molecule.

Finally, the presence of a π-hole was found to impact the adsorption of molecules on a

metallic substrate. As commented earlier, constant height AFM images showed submolec-

ular contrast on FCl-An molecules, indicating different adsorption heights compared to An.

Specific-site force-distance spectroscopy revealed a 30 pm difference in the ∆f -z curves,

reflecting the variation in adsorption height (see Fig. 4.16). DFT calculations showed that

there is a more significant induced electron density in the interface between An molecule

and metallic substrate compared to FCl-An/Au(111) interface, with both molecules be-

ing physisorbed with negligible hybridization of molecular orbitals. The induced charge

density is a consequence of attractive electrostatic interaction between the molecule and

the surface. In particular, for the of FCl-An molecule, the presence of π-hole increases

the ionization potential and consequently suppresses the charge density induction at the

molecule/metal interface. For the case of An, the HOMO orbital is found close to the Fermi

level of metal, which facilitates the charge induction upon the adsorption, rationalizing the
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lower adsorption distance compared to the FCl-An.

4.3.1 Author’s contribution to the published work

As in the case of the Section 4.2, in this section, I performed the experimental measurements

using nc-AFM, STM and KPFM. The data acquisition, curation, processing, and analysis

of the KPFM and nc-AFM maps were done with Python scripts developed by me. I

also prepared the figures for the publication, collaborated on the draft and discussed the

theoretical results with my colleagues. This publication is currently under review and I

am collaborating in the answering to the referees and the edition of the manuscript.
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Abstract (300 words) 

Submolecular charge distribution significantly affects the physical-chemical properties of molecules and 

their mutual interaction. One example is the presence of a -electron-deficient cavity in halogen-substituted 

polyaromatic hydrocarbon compounds, the so-called -holes, the existence of which was predicted 

theoretically, but the direct experimental observation is still missing. Here we present the resolution of the 

-hole on a single molecule using the Kelvin probe force microscopy, which confirms the theoretical 

prediction of its existence. In addition, experimental measurements supported by theoretical calculations 

show the importance of -holes in the process of adsorption of molecules on solid-state surfaces. This 

study expands our understanding of the -hole systems and, at the same time, opens up possibilities for 

studying the influence of submolecular charge distribution on the chemical properties of molecules and their 

mutual interaction.  



Main  

Non-covalent interactions are crucial in many chemical and biological processes, such as supramolecular 

assembling, ion recognition, and protein stability. The nature of non-covalent intermolecular bonds is 

determined, among others, by dispersion and electrostatic forces. While the dispersion force is always 

attractive and directionless, the electrostatic component can be attractive or repulsive and is highly 

directional. The nature of the electrostatic interaction is intimately linked to the internal charge distribution 

within the molecule. Therefore, precise knowledge of the charge distribution in molecules is a fundamental 

requirement for comprehending non-covalent  interactions1. 

For instance, in the most prevalent category of molecular species, polycyclic aromatic hydrocarbons 

(PAHs), the larger electronegativity of carbon compared to the peripheral hydrogen results in an 

accumulation of electron density in the delocalized/conjugated π-bonds on the carbon skeleton. This 

electron-rich delocalized/conjugated π-bond system, which is evenly distributed above and below the 

molecular plane, generates a negative quadrupole moment for the PAH molecules, see Fig. 1. However, 

substituting peripheral hydrogens with other substituents that are more electronegative than carbon, such 

as fluorine or chlorine, reverses the electron population of the π-bond system to make it electron-deficient, 

see Fig. 1. Consequently, the quadrupole moment of such a molecule becomes positive2. The presence of 

a π-electron-deficient cavity in the central part of the molecule is called a π-hole3. 

 

Fig. 1 | Schematic description of the concept of π-hole. The spatial distribution of the highest occupied 

molecular orbitals (HOMO) (grey-shaded volumes) of benzene (C6H6) on left and hexafluorobenzene (C6F6) 



on right overlapped with the electrostatic potential map (colored surface from red (negative charge) to blue 

(positive charge)). 

The π-hole concept can be vividly illustrated by comparing the electron distribution of benzene, C6H6, and 

hexafluorobenzene, C6F6. In benzene, electrons are localized within the aromatic carbon skeleton, as 

depicted in the electrostatic potential map shown in  Fig. 1. Conversely, in hexafluorobenzene, the higher 

electronegativity of fluorine results in electron withdrawal from carbon atoms towards halogens, leading to 

a depletion of electron density in the central π-system on the carbon atoms. The origin of the distinct 

localization of the electron density in both systems is closely associated with the different character of 

occupied molecular orbitals. Namely, in the case of C6F6, the occupied orbitals are delocalized over both 

carbon and fluorine atoms. In contrast, in the case of C6H6 molecule, they are predominantly localized on 

carbon atoms only, as seen in the grey surfaces in Fig 1.  

As discussed above, the presence of a positively charged π-hole significantly affects non-covalent 

intermolecular interactions. For example, intermolecular stacking interactions4 , which play an essential role 

in the stabilization of the helical structure of DNA bases, can be strongly affected by the presence of a π-

hole. The decisive role of the electrostatic interaction on the stacked structure can be well documented for 

the simplest stacked aromatic systems, dimers of benzene C6H6  and/or hexafluorobenzene, C6F6 . In the 

case of homodimers, their stabilization is entirely caused by dispersion interaction, as the electrostatic 

quadrupole-quadrupole interaction is repulsive. However, in the case of heterodimers, the situation 

changes due to the attractive electrostatic quadrupole-quadrupole interaction, which allows a close 

approach of the aromatic rings resulting in significant dispersion interaction and, consequently, resulting in 

substantial stabilization of the heterodimers2 .   

It is evident that the presence of π-hole may strongly affect the physicochemical properties of molecular 

systems. So far, the concept of π-hole has been developed exclusively on a theoretical basis using quantum 

calculations. Experimentally, the existence of π-hole has only been proven indirectly based on measured 

data, the interpretation of which can only explain the presence of π-hole5 However, a direct experimental 

observation that would clearly prove the existence of the π-hole has been lacking so far. 



Of all the experimental techniques, scanning probe microscopy (SPM) emerges as the most appropriate 

tool for the direct visualization of π-holes in molecular systems. In recent years, the development of SPM 

with a functionalized probe6,7 has enabled the unprecedented spatial resolution not only of the chemical6 

and spin8 structure of molecules on the surfaces but also of the anisotropic atomic charge on individual 

atoms, the so-called sigma-hole9. In this article, we will show that the Kelvin probe force microscopy (KPFM) 

method, which enabled us to resolve the sigma-hole for the first time, is an ideal imaging tool for the real 

space observation of the π-hole system as well. 

Results and discussion 

Here, we experimentally confirm the existence of the π-hole in 9,10-Dichlorooctafluoroanthracene  C14F8Cl2 

(FCl-An) molecule and, at the same time, its absence in anthracene C14H10 (An). As discussed above, the 

presence of different substituents rules the charge transfer between π-orbitals of the carbon skeleton and 

the substituents. Fig. S1 displays selected occupied orbitals of An and FCl-An, whose comparison reveals 

their different shape.  Similarly, as in the case of C6H6 and C6F6, the molecular orbitals in An are localized 

only at the carbon skeleton, while these in FCl-An are also extended at all halogen substituents. In the latter 

case, this gives rise to the presence of π-hole localized on the carbon skeleton. 

Here we investigated heterogeneous molecular self-assemblies consisting of FCl-An and An molecule.  Fig. 

2a displays the molecular self-assembly grown by simultaneous sublimation of the two compounds on an 

atomically clean Au (111) surface kept at room temperature in an ultrahigh vacuum. Scanning tunnelling 

microscopy (STM) images, acquired at a base temperature of 4.8 K, reveal large-scale ordered molecular 

islands composed of both molecular species alternating in a periodic fashion (Fig. 2a,b).  

 



Fig.2 | Overview and description of the system. a, STM (VBias=500 mV, Itunnel=10 pA) topography 

overview of the ordered self-assembly structure of An and FCl-An molecules on Au(111). b, Constant height 

nc-AFM with CO-tip of the unit cell of the self-assembly (a=1.85 ± 0.02 nm, φ = 122 ± 0.6°). c, Probe Particle 

simulated nc-AFM image. d, Model of the self-assembly of An and FCl-An (top) and the electrostatic 

potential map of the optimized supramolecular structure (bottom). 

To determine the detailed arrangement of the molecular species in the assembly, we use noncontact atomic 

force microscopy (nc-AFM) with a functionalized carbon monoxide (CO) tip. The high-resolution nc-AFM 

images acquired at a constant height mode in Fig. 2b clearly distinguish two different molecular species. 

To gain insight into the self-assembly structure, we carried out total energy density functional theory (DFT) 

calculations as well as AFM imaging of the supramolecular structure on the Au (111) surface. The perfect 

agreement between experimental and theoretical nc-AFM images allowed us to unambiguously resolve the 

chemical structure of both An and FCl-An molecules, as well as their arrangement. The supramolecular 

assembly comprises a rhombic periodic structure with one An and two FCl-An molecules in the unit cell, as 

shown in Fig. 2b,c. The arrangement is dictated by attractive intermolecular electrostatic interactions 

between negatively charged fluorine atoms, sigma-hole on chlorine, and positively charged hydrogen atoms 

(Fig. 2d). This scenario is supported by the fact that the mere deposition of An on the surface does not 

result in the formation of self-organized molecular structures, as shown in Fig. S2. 

Notably, the high-resolution AFM images show, apart from the difference in the apparent size of the 

molecular species, a relatively similar contrast of the carbon skeleton for both types of molecules. In 

addition, AFM images show that FCl-An molecules are systematically imaged brighter than An molecules 

due to a topographic effect, as we will discuss below. Thus, the AFM images apparently do not provide any 

direct experimental evidence of π-hole.  

Therefore, we employed Kelvin Probe Force Microscopy, which records the spatial variation of the local 

contact potential difference (LCPD) across the surface10. At short tip-sample distances, the magnitude of 

the LCPD is affected by a short-range electrostatic interaction acting between the tip apex and surfaces, 

which enables us to map the charge distribution (See Fig. 3a,d) with atomic resolution9,11. The KPFM 

technique was employed to investigate the charge distribution at the atomic and molecular levels. This 



technique is useful for detection of single electron charge states of individual atoms12 and molecule 13, 

mapping charge distribution within molecules14, resolving molecular dipolar moments15, and visualizing the 

anisotropic charge distributions in single atoms9. In previous work, we demonstrate that the sensitivity of 

the KPFM method can be substantially enhanced9,16 using functionalized probes. 

 

 

Fig. 3 | Simulated and experimental charge distributions of An and FCl-An. (a, d), Electrostatic 

potential maps of free standing FCl-An and An molecules. (b, e), Experimental LCPD maps of An and FCl-

An acquired with the same CO-tip in constant height mode. (c, f), Probe Particle simulated LCPD maps of 

FCl-An and An. 

Fig. 3b and 3e depict constant height KPFM maps conducted with the same CO-terminated tip of individual 

An and FCl-An molecules, respectively. These maps reveal a striking difference in the LCPD contrast 

between the two molecular species. Specifically, the LCPD signal over An/FCl-An molecule is shifted to a 

higher/lower value, indicating a decrease/increase in the local work function. The anthracene molecule 

possesses a uniform positive LCPD signal, representing a negative charge distribution, while the fluorinated 

counterpart exhibits a bow-tie shape of negative LCPD, indicating a positive charge distribution. Large 

KPFM images (Fig. S3) of molecules adsorbed at various sites demonstrate the same trend, suggesting 

that the observed effects are not attributable to spatial variations in the LCPD of the substrate. 



In terms of KPFM measurements, it is important to note that the obtained contrast is highly dependent on 

the tip-sample distance, as illustrated in Fig. S4. Specifically, when the tip-sample distance is far, the KPFM 

images do not exhibit intramolecular features. As the tip-sample distance decreases, submolecular contrast 

becomes increasingly pronounced. Nonetheless, at shorter tip-sample distances, tip relaxations can 

noticeably influence the KPFM signal and generate measurement artifacts. In contrast to nc-AFM imaging, 

where tip-relaxations improve the submolecular resolution, in KPFM measurement, such relaxations cause 

a noticeable deviation in the LCPD signal from its parabolic shape17. Therefore, we opt for a tip-sample 

height close to the Δf minima on both molecules, which ensures the absence of tip relaxation and enhances 

the contrast. This choice is further supported by the absence of submolecular resolution in Δf* images (Δf* 

corresponds to the Δf(V) maximum that is, Δf at compensated LCPD, see Methods) for either An or FCl-

An, as shown in Fig. S4 and S5.  

To rationalize the experimental KPFM images, we performed KPFM simulations using the optimized 

supramolecular structures obtained from DFT calculations using PP-AFM code9,18.  The simulated KPFM 

images shown in Fig. 3c,f  match very well with the experimental evidence. In particular, they also 

reproduce submolecular variation of the LCPD signal with the characteristic bow-tie pattern presented in 

the central part of  FCl-An molecule. This internal variation of the LCPD signal also nicely matches the 

distribution of the electrostatic potential calculated for a free-standing FCl-An molecule, shown in Fig. 3a. 

This effect is associated with the heterogeneous charge distribution of the π-hole due to the different 

electronegativity of fluorine and chlorine modulating the charge transfer from the π-system locally.   

We already mentioned that the presence of a π-hole can substantially change the stacking interaction. 

Thus, we analysed how the presence of π-hole affects the adsorption of the molecules on a metallic 

substrate. A series of constant height AFM images, shown in Fig. S6, reveal that submolecular contrast 

first emerges on FCl-An molecules independently of their adsorption site. This observation suggests 

different adsorption heights of the FCl-An and An molecules on the Au(111) surface. To analyse in more 

detail the different adsorption heights of the molecules, we carried out specific-site force-distance 

spectroscopy.  Fig. 4a displays Δf -z spectroscopy acquired with the same CO-tip above the central 

benzene unit of both An and FCl-An molecules. The difference between the minima of two Δf-z curves of 



30 pm can be directly related to the difference in the adsorption height of the molecule. Moreover, we also 

acquired Δf -z spectroscopy over the bare Au(111) surface, which enables us to determine the relative 

height of the molecules above the Au(111) surface, to be 330 and 360 pm for An and FCl-An, respectively. 

These values match reasonably well with the adsorption height obtained from the total energy DFT 

calculations of molecular assembly on Au(111) surface (325 and 344 pm, respectively).  

 

Fig. 4 | Charge transfer and π-hole effect on the adsorption height. a, Experimental adsorption heights 

measured with Δf -z spectroscopies in the middle hexagon of the molecules (inset) FCl-An (blue line) and 

An (red line) respect to Au(111) substrate (black-line). (b, c) Calculated induced electron density of FCl-An 

(top, blue line) on Au(111) and  An (bottom, red line) as a function of the distance between the  surface and 

the molecule. 

One may argue that the greater adsorption height of FCl-An molecule is caused by the presence of chlorine 

atoms in FCl-An. A larger atomic radius of chlorine atoms (1.75 Å (Cl) and 1.47 Å (F)) may enhance Pauli 

repulsion pushing the molecule out of the Au(111) surface. However, the total energy DFT simulation of the 

fully fluorinated molecule provides a remarkably similar adsorption height of 343 pm over the Au(111) 

surface, see Table S1 Thus, the presence of chlorine atoms does not influence the adsorption height. Next, 

we looked at the character of bonding interaction between the molecules and metallic substrate. According 

to DFT calculations, both molecules are physiosorbed with negligible hybridization of molecular orbitals 



(see Fig. S7 and S8), and the interaction is dominated by dispersion interaction, see Table S2.   Fig.4 b,c  

represents calculated induced electron density between An and FCl-An molecules and the Au (111) 

surfaces. We observe that there is more significant induced electron density in the interface between An 

molecule and metallic substrate compared to FCl-An/Au(111) interface. The induced charge density is a 

consequence of attractive electrostatic interaction between the molecule and the surface. In the case of An 

molecule, HOMO orbital is found close to the Fermi level of metal, which facilitates the charge induction 

upon the adsorption (Fig.S7). However, in the case of FCl-An molecule, the presence of π-hole increases 

the ionization potential and consequently suppresses the charge density induction at the molecule/metal 

interface.  

To get more detailed insight into the adsorption energy, we perform the symmetry-adapted perturbation 

treatment (SAPT0), which provides the interaction energy decomposition scheme19. The SAPT0 analysis 

was performed on a cluster model, which gives very similar results to the slab model. It is also worth noting 

that DFT and SAPT0 calculations give very similar results of adsorption energies of molecules on Au(111), 

see Table S2. Table S3 presents the SAPT0 energy decomposition for all three molecules. It is evident 

that in all cases, the attractive interaction dominates the dispersion energy compared to the electrostatic 

and induction terms.  Importantly, the induction energy describing stabilization energy due to electrostatic 

interaction between permanent charge multipoles and the induced charge is larger for An than for FCl-An 

molecule. This trend fully agrees with the above-mentioned findings on the relative magnitude of induced 

electron densities in An and FCl-An predicted by the DFT slab calculation, see Fig. 4b,c.   

Conclusions 

Here, we presented the experimental evidence of the existence of -hole in molecular systems by its real 

space imaging on a single molecule by means of Kelvin probe force microscopy. We showed that the 

presence of  -hole also influences the electrostatic interaction between the molecule and a metallic surface 

and, consequently, the adsorption height of the molecule. Namely, the π-hole increases the ionization 

potential of the molecule, which inhibits the induction of the charge density at the molecule/metal interface. 

This results in weakened induced electrostatic interactions and, consequently, in larger adsorption height 



of the molecule. This study shows the potential of scanning microscopy for studying the internal charge 

distribution in molecules, which fundamentally affects their physical and chemical properties. 

Methods 

Experimental methods  

The experiments were conducted at a temperature of 4.2 K using a commercial STM/nc-AFM microscope 

(Createc GmbH). Pt/Ir tips, sharpened by focused ion beam (FIB), were utilized and were further cleaned 

and shaped by gentle indentation (~1 nm) in the bare metallic substrate. STM topography was acquired in 

constant current mode with the bias voltage applied to the sample. In nc-AFM imaging, a qPlus sensor 

(resonant frequency ≈ 30 kHz; stiffness ≈ 1800 N/m) was operated in frequency modulation mode with an 

oscillation amplitude of 200 pm. Both nc-AFM and KPFM images were captured in constant height mode. 

The Au(111) substrate was prepared by repeated cycles of Ar+ sputtering (1 keV) and subsequent 

annealing at ~800 K. The STM/nc-AFM/KPFM images were processed using WSxM software 20. 

Molecular deposition 

9,10-Dichlorooctafluoroanthracene (FCl-An) and anthracene (An) molecules were sublimated with two 

Knudsen cells simultaneously in UHV conditions at RT on the sample of Au (111) for 15 s. 

KPFM characterization and analysis 

LCPD maps were obtained by fitting a parabolic expression to frequency shift vs bias spectroscopies (Δf(V, 

x, y)) collected at all the points of a 64 x 80 pixels rectangular grid of size 3 nm x 5 nm. The data was 

collected at constant height using the same CO functionalized tip for both anthracene and chlorinated 

molecules. Each data point was acquired in approximately 3 seconds, with each parabola containing 600 

points. Following the acquisition, we fitted the data with a parabolic expression of the form 𝛥𝑓(𝑉) = 𝑎 × (𝑉 − 

LCPD)^2 + Δf *. The LCPD value, which corresponds to the bias at which the parabola has a maximum, 

and the Δf * parameter, which is the maximum frequency shift value, were extracted from the fitted 



parabolas and plotted separately in the (x, y) grids to generate maps. The data did not exhibit any significant 

distortion or deviation from expected parabolic behaviour within the bias range of (-150, 400) mV for either 

molecule or tip. The acquisition height was chosen to be in the attractive regime in order to maximize the 

electrostatic contribution for both molecules. 

Theoretical methods  

The optimized geometries of free-standing molecules, individual molecules adsorbed on the Au(111) 

surface, and the supramolecular assembly, both free standing and on-surface, were calculated using DFT-

based methods implemented in the FHI-AIMS (Fritz Haber Institute Ab-Initio Materials Simulation) code21. 

Local atom-centred basis set consisted of the “light” default basis sets (the version from 2010) for individual 

species as distributed with FHI-AIMS. The PBE 22 version of the GGA was employed for the exchange-

correlation functional. The surface Brillouin zone was represented by only one k-point (Γ). This lightweight 

setup – “light” basis, PBE functional, no k-grid – was needed to cope with the relatively large supercells in 

calculations that involved the Au(111) surface. For individual free-standing molecules, calculations with the 

hybrid PBE0 23,24 functional and the “tight” basis have also been carried out without substantial changes in 

either the geometry or charge distribution. The Au(111) slab consisted of 4 atomic layers. The size of the 

surface supercell intended to represent isolated molecules on the surface corresponded to the 6×6 unit cell 

of the unreconstructed Au(111) surface. In the case of the supramolecular structure, we first optimized the 

size of the supercell without the Au surface. Then, we constructed a √39×√39 surface cell of Au(111) and 

deformed it somewhat (stretched by 1.20 % in one main crystallographic direction, compressed by 1.06 %  

in the other, and reduced the angle between the two directions from 60° to 56.3°) so as to exactly match 2 

optimal unit cells of the supramolecular structure. During geometry optimization, the free-standing 

molecules were forced to remain planar while for molecules on the surface, all atoms in the system except 

the bottom layer Au atoms were allowed to relax. Van der Waals correction of interatomic forces based on 

the Tkatchenko-Scheffler method with Hirshfeld partitioning25 was applied to the molecular structures on 

the surface, excluding direct Au-Au interaction. The geometries were considered fully optimized when all 

forces except those corresponding to a constraint were under 2 meV/Å. 



The AFM and KPFM images have been simulated using the Probe Particle (PP) model18 adapted to a CO-

terminated tip. The elastic deflection of the CO molecule has been modelled using the lateral (along the 

surface) spring constant of 0.25 N/m. DFT-calculated electron densities of the sample surface have been 

used in the PP model to evaluate the Pauli repulsion26. Furthermore, DFT-calculated maps of electrostatic 

potential and electrical polarizability (derived from the difference of electron densities in the external field 

of 0.1 eV/ Å and without the external field, respectively) have been employed to generate the simulated 

KPFM maps9 while assuming the dz
2-like charge quadrupole of -0.2 e/ Å2 for the CO tip termination.  

The molecular orbitals, as well as the electrostatic potential maps of isolated An and FCl-An were calculated 

for MP2/cc-pVTZ27 optimized geometries. The cluster calculations used for SAPT0 analysis consisted of a 

single molecule An and FCl-An and surface represented by one layer made of 38 gold atoms with (111) 

orientation. Both studied molecules were optimized on the gold layer using PBE023 functional with Grimme’s 

D328 dispersion correction using the Becke-Johnoson damping29 and def2-TZVPP30 basis set. The 

molecule was fully relaxed while the atoms of the gold layer were fixed. All these calculations were carried 

out by ORCA quantum chemistry program package31. SAPT0 calculations were made on the cluster models 

by PSI432 program in cc-pVDZ (cc-pwCVDZ-PP33 for Au) basis set. 
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What we observe as material bodies and forces are nothing but shapes and variations in

the structure of space. Particles are just schaumkommen (appearances). The world is given

to me only once, not one existing and one perceived. Subject and object are only one.

—Life and Thought, Cambridge U. Press, p327 (1989)

Erwin Schrodinger
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Chapter 5

Conclusions and outlook

In this thesis, I have presented a selection of results obtained since 2017 using SPM tech-

niques in the field of on-surface synthesis and the visualization of charge distributions in

single atoms/molecules using KPFM. Within the field of OSS, my research has primar-

ily focused on exploring the impact of intramolecular and intermolecular rearrangements

on the production of diverse objects, including polymers and individual molecules. The

first work presented in this thesis describes the temperature-dependent intramolecular rear-

rangements that mediates the magnetic properties of iron porphyrin polymers. As already

commented, the presence of non-planar regions or entirely planar polymers plays a pivotal

role in properties such as the magnetic anisotropy, a property fundamentally influenced by

molecular geometry and its impact on the crystal field.

In the field of synthesis of π-conjugated polymers derived from acene precursors, I

present one result involving the incorporation of defects into quasi-metallic anthracene

ethynylene-bridged polymers. This investigation revealed that internal rearrangements be-

tween monomers can significantly disrupt or modify electronic and magnetic properties by

affecting the conjugation of π-electrons. Additionally, I have participated in the synthesis

of other polymers, where the precise engineering of acene size in monomers facilitated the
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tailoring of topological order and π-conjugation to engineer quasi-metallic polymers[44, 45,

88]. However, during my studies, I have also participated in the exploration of other op-

tions for tailoring the properties of polymers, such as using monomers with vibronic modes

compatible with certain chemical paths (e.g. the synthesis of bisanthene polymers with

pentalene ladderized linkers[44]). Additionally, the hydrogenation of polymers has been

explored by introducing hydrogen through the SPM head, followed by subsequent cleaning

and manipulation using the STM tip. This process allows the creation of polymer regions

with or without additional hydrogens with changing electronic properties.

Moreover, I have also dedicated time to the study of single polyaromatic hydrocarbons

with non-benzenoid regions, in particular, the role of strain in helical molecules in the

possible reaction on the surface. The molecule "All-in," encompassing cyclic groups ranging

from four to eight-membered rings, demonstrated the role of strain, particularly in helical

compounds, in synthesizing non-benzenoid regions with potential optoelectronic properties.

The presence of azulene moieties, among others, perturbed the electronic properties of the

molecule, resulting in areas with permanent dipolar moments.

The majority of my research efforts, however, have been devoted to visualizing charge

distributions in single atoms, such as the impact of boron and nitrogen dopants in graphene

or the presence of the σ-hole in bromine atoms. In particular, the study of σ-hole was

performed over the course of three years, where it was explored a range of molecules con-

taining different halogen atoms in various molecular scaffolds. Ultimately, we successfully

compared a system with a σ-hole (Br and F in a tetrakis scaffold) to one without it. Al-

though our initial intention was to employ nc-AFM to observe the σ-hole, we achieved

direct observation of the anisotropic charge distribution using KPFM and by switching

from a CO-tip to a Xe-tip in order to remove imaging artefacts from the quadrupole of

the CO. Considering this, the observed properties of the σ-hole aligned perfectly with the-

oretical predictions. It is noteworthy that the experiment was enriched by the parallel
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development of the Probe Particle model, which facilitated the generation of simulated

KPFM images. This iterative process of experimental and theoretical collaboration led

to the development of an atomistic theory explaining the origin of signals in KPFM. In

this sense, I anticipate that KPFM, despite its time-intensive nature and the requirement

for low-level noise in the AFM signal, will become a more common tool for characterizing

systems ranging from the atomic scale to molecules, particularly for describing the polar-

izability of single atoms or molecules. Thus, one of the extensions of the developed work

during the characterization of the σ-hole has been already applied in the characterization

and observation of the related phenomenon of the π-hole in molecules such as FCl-An.

During my studies, in parallel with the projects presented in this thesis, I have also

conducted research focusing on addressing the limitations of the on-surface synthesis meth-

ods and leveraging the benefits of wet chemistry through electrospray ion beam deposition

(ES-IBD). ES-IBD, a widely recognized technique in mass spectrometry, involves the vapor-

ization of a liquid solution into a fine spray using high electric fields. Through successive

fragmentation, the solvent-containing solute droplets are reduced in size until the desired

solute remains, which can then be adsorbed onto a surface under ultra-high vacuum (UHV)

conditions.

After three years of research using a basic ES-IBD commercial setup, we have achieved

successful depositions of systems that were previously unattainable through thermal sub-

limation due to their high molecular weight. Examples include zinc-based porphyrin rings

comprising up to 12 monomers, as well as fragile organic molecules of significant biological

interest, such as the highly delicate RP4a polyene essential in the immune response against

Group B Streptococcus (GBS) diseases. Additionally, we have obtained structural insights,

using the high-resolution capabilities of nc-AFM, of the adsorption behaviour of complex

carbohydrates, such as β-cyclodextrin on metallic surfaces.

ES-IBD is expected to enable the deposition of complex biologically-relevant molecules
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and complex precursors for on-surface synthesis, overcoming the molecular weight limita-

tion of thermal evaporation. Toy-model experiments with real-time, real-space resolution

could approximate biological processes, such as charge dynamics and their localization in

complex molecules, such as dyes, proteins and chlorophyll relatives among others. Addi-

tionally, structural, mechanical, magnetic, and electrostatic information can be extracted

from the conformation of biological molecules on surfaces. Although current surfaces are

mostly metallic, a transition to insulators or semiconductors is inevitable. The utilization

of these surfaces holds significant potential to enhance our understanding of intricate sys-

tems. This arises from the reduced impact of hybridization and charge transfer from the

surface to the molecules, providing valuable insights into the conformation and dynamics

of electrons within single molecules. Addressing challenges associated with these surfaces

(e.g., graphene, MgO, KBr, NaCl, BN, metallic oxides) requires careful consideration of

factors such as surface preparation, limitations of the STM at low temperatures, available

reaction mechanisms, heterogeneous chemical environments and the influence of solvents

and gases.
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1 Introduction and aim of the thesis

Basic science drives breakthroughs and accumulates knowledge for

future applications. Scanning probe microscopy techniques, such as

Kelvin Probe Force Microscopy (KPFM), enable precise imaging and

manipulation of atoms and molecules. This thesis explores atomic-

scale systems using scanning probe microscopy, presenting results in

on-surface synthesis and charge distribution imaging within single

atoms and and molecules. In the on-surface synthesis section, it is

studied in Section 3.1 how strain-driven chemical reactions in an heli-

cal compound can produced multiple non-benzenoid regions with 4 to

9 membered rings. In Section 3.2, it is studied the effect of planariza-

tion in iron porphyrin-based polymers on the magnetic anisotropy of

the central iron of the monomers. Finally, in the last section Sec-

tion 3.3, the defect incorporation within anthracen-based polymers

provides insight on the possibility of carbon magnetism in organic

polymers. In the charge distribution section, KPFM is used to vi-

sualize charge distributions in single molecules and atoms, including

boron and nitrogen in graphene, a σ-hole in a brominated tetraphenyl

molecule, and a π-hole in halogenated polyaromatic hydrocarbons.In

Section 4 is discussed the visualization of charge distributions in sin-

gle molecules and atoms by means of Kelvin probe force microscopy.

In the Section 4.1, it is introduced the real space imaging of the ex-

tension of charges of a single boron and nitrogen atoms in substitu-
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tional positions in graphene. In the Section 4.2 the addressed topic

is the visualization of the charge distribution of a σ-hole in a bromi-

nated tetraphenyl molecule. This phenomenon, predicted to appear

in some systems containing halogen atoms, is experimentally char-

acterized with subatomic resolution using KPFM with different tip

functionalizations and complemented with a theoretical framework

that provides the simulation of experimental images. Finally, in Sec-

tion 4.3 is introduced the measurement of the spatial charge distribu-

tion of a π-hole, a positive anisotropic charge distribution within an

halogenated polyaromatic hydrocarbon.

2 Experimental techniques

2.1 Scanning Tunneling Microscopy

Scanning Tunneling Microscopy (STM) was first discovered in the

early 1980s by Gerd Binnig and Heinrich Rohrer (Nobel Prize,1986)

at IBM Zurich Research Laboratory in Switzerland[1]. The physical

principle behind STM is the quantum tunnelling of electrons, which

is a quantum mechanical effect that occurs when electrons have a

non-zero probability of passing through a potential barrier that could

not pass through. For the STM, the potential barrier is the vacuum

between the metallic tip and the sample surface. The experimental

realization of this principle is done by applying a bias voltage V to

7



the sample and bringing the tip close to the surface. In this regime,

electrons can tunnel through the vacuum and generate a detectable

current in the order of the I ≈1 nA (10−9 A) from the sample to the

tip.

The tunnelling current exhibits an exponential behaviour as a func-

tion of tip-sample distance, with the current rapidly decreasing as the

tip is moved further away from the surface. This exponential be-

haviour is due to the exponential decay of the wavefunction Ψ of the

tunnelling electrons, which determines the probability of finding the

electrons on the other side of the potential barrier. The solution of

the Schrodinger equation inside of the region defined by the barrier

(see Fig. 1) yields a solution of the form:

Ψ(z) = Ψ(0)e−kz (1)

Where Ψ(0) is a constant depending on the boundary conditions and

the decay constant k depending on the effective work function Φ inside

the barrier:

k =

√
2mΦ

h̄2 (2)

The atomic resolution is achieved thanks to this exponential charac-

ter of the wavefunction Ψ of the electrons inside the barrier, as the

majority of the current will flow just through the closest atoms of the

tip and sample and decay fast elsewhere. This provides STM with a

8



Figure 1: Energy level diagram of the tip-sample system. In the
experimental setup used in this work, a bias voltage VBias is applied to
the sample, while the tip is grounded. The following sign convention
is used: VBias > 0 explores the empty states of the sample, with
electrons flowing from the tip to the sample, while VBias < 0 probes
the occupied states of the sample, where electrons tunnel from the
sample to the tip.

great lateral and vertical resolution, as objects changing in height by

100 pm will change the tunnelling current by an order of magnitude.

The Scanning Tunneling Microscope (STM) employs a piezoelec-

tric scanner element for precise positioning of the tip relative to the

sample. The scanner, typically a piezoelectric tube, has electrodes

controlling movement in the ±X and ±Y directions, while another

electrode regulates the extension and retraction of the tip along the Z

9



axis. A voltage applied to the electrodes enables controlled position-

ing of the tip.

STM operates in two modes: constant current and constant height.

In the constant current mode, a feedback loop compares the measured

tunneling current at the tip with a setpoint. The difference between

the two, called the error signal, is used in a Digital Signal Processor

(DSP) to control the movement of the tip. A Proportional-Integral

controller in the DSP processes the error signal, generating an output

signal ∆z, which represents the desired topography. The ∆z signal is

then amplified to drive the piezoelectric tube. This mode allows the

STM to track variations in the position of the tip in the Z direction

while scanning the XY plane.

Constant height mode, on the other hand, operates without a feed-

back loop. The measured signal is the tunneling current as the tip

scans the XY plane. The resulting image captures topographic in-

formation, with variations in the tunneling current indicating smaller

or larger surface features. In this mode, higher scanning speeds are

achievable as the current signal bandwidth is determined by pream-

plifiers, rather than the signal processing stages.

2.2 Atomic Force Microscopy

Non-contact atomic force microscopy (AFM) is an imaging technique

that overcomes the limitations of the scanning tunneling microscope
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(STM) by allowing imaging of insulating materials and reducing tip-

sample interactions. In AFM, a cantilever with a tip attached is

used to measure the interactions between the tip and the sample[2].

The cantilever acts as a simple harmonic oscillator with a resonance

frequency, stiffness, and quality factor. The tip is brought close to

the surface without making contact, and the short-range and long-

range interactions between the tip and the sample are detected by

monitoring changes in the cantilever’s amplitude and frequency.

Two modes of operation are commonly used in AFM: amplitude

modulation (AM) and frequency modulation (FM). In the AM-AFM

mode, the tip is vibrated with a fixed amplitude and frequency, and

changes in the resonant frequency of the cantilever caused by attrac-

tive or repulsive interactions with the sample are recorded. However,

this mode has limitations at the atomic scale and can be slow in ul-

trahigh vacuum (UHV) environments.

To overcome these limitations, FM-AFM was introduced. In FM-

AFM, the cantilever is driven at its resonance frequency while keeping

the amplitude constant[3]. Changes in the frequency, known as the

frequency shift, indicate the presence of forces between the tip and

the sample. This mode offers increased sensitivity and reduced noise

compared to AM-AFM, especially in UHV conditions. The frequency

shift and other parameters such as amplitude, phase, and dissipation

contain valuable information about the tip-sample interaction.
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FM-AFM utilizes two feedback loops: one for frequency and an-

other for amplitude control. The feedback system drives the cantilever

at its resonance frequency using an actuator, and the deflection of

the cantilever is converted into an AC voltage signal. This signal is

processed through a phase-locked loop (PLL), where the phase and

amplitude information is extracted and compared to setpoints. The

output of the PLL controls the drive signal to maintain the desired

frequency and amplitude, allowing precise measurement of the tip-

sample interaction.
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2.3 Kelvin Probe Force Microscopy

Kelvin Probe Force Microscopy (KPFM) is a technique that is more

sensitive to the electrostatic properties of molecules and surfaces com-

pared to traditional atomic force microscopy (AFM). It utilizes the

principle of a capacitor to measure the contact potential difference

(CPD) between a conducting tip and a sample[4].

∆f =
1

2

∂C(z)

∂z
(V − VCPD)2 (3)

By applying an external electric field and measuring the frequency

shift of the AFM cantilever, the CPD can be determined. KPFM

provides a global picture of the electrostatics of the system in the far

distance regime, but in the close distance regime, it can also capture

local variations known as local contact potential differences (LCPD).

The KPFM signal is composed of a large-range component that pro-

duces a parabolic behavior and a short-range component that follows

Coulomb’s law. The interaction between these components results in

a lineal shift of the KPFM parabola, which allows resolution between

positive and negative regions of the sample. The experimental images

obtained using KPFM represent a combination of the charges from

the tip and the sample, and the polarizability of the tip can influence

the contribution of the sample charges in the image.
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3 On-surface synthesis of molecular nanos-

tructures

On-surface synthesis (OSS) is a promising method for creating atom-

ically precise molecular nanostructures by performing chemical reac-

tions on solid surfaces[5]. It offers advantages over traditional solution-

based methods, leveraging the unique chemical environment and molecule-

surface interactions. Geometrical boundaries and surface confinement

frequently lead to ordered and regular structures, modifying reaction

pathways and enabling control at the atomic level. OSS has achieved

precise control over material composition, including the synthesis of

conjugated organic polymers and graphene nanoribbons. Various reac-

tion mechanisms, such as Ullmann coupling and cyclohydrogenations,

play a crucial role in OSS. However, other mechanisms such as internal

rearrangements within molecules and polymers contribute to the spe-

cific and efficient reactions on the surface. In this section are presented

three selected results that demonstrate the formation of well-defined

structures such as synthesis of products with non-benzenoid regions

and 4 to 8 membred rings, tailored magnetic properties in coordinated

iron porphyrin-based polymers, and the effects of the incorporation of

defects behavior in anthracene polymers joined bt ethynelyne bridges.
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3.1 Strain-driven synthesis of non-benzenoid com-

pounds from helical precursors

The stability of chemical compounds is influenced by the spatial ar-

rangement of functional groups on the molecule. Steric hindrance

can arise from different hybridizations or chemical species, leading

to strain in the molecular scaffold. Geometrical constraints and sur-

face effects can modulate this strain by inducing molecular rearrange-

ments upon adsorption. This rearrangement can have significant con-

sequences, such as locking the chirality of a molecule or determining its

conversion into other products. Non-benzenoid regions in molecules,

which can be achieved through strain, have unique electronic prop-

erties and can alter optical properties, symmetry, charges, and aro-

maticity. However, wet chemistry synthesis of compounds with non-

benzenoid regions faces challenges due to reactivity and solvent effects,

necessitating alternative approaches.
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Figure 2: The collection of planar objects on the Au(111) surface.
In the left panel, an STM topography image (VBias= 100 mV, 10 pA).
In the right panel, the experimental constant height nc-AFM with
CO-tip (top row), simulated PP nc-AFM (middle row) and structural
models (bottom row).

This study[6] focuses on a helical, strained molecule called the

precursor, which undergoes a skeletal rearrangement on an Au(111)

surface in ultrahigh vacuum (UHV), resulting in the production of

planar products with non-benzenoid regions. The precursor is subli-

mated in UHV and deposited on the Au(111) surface. Scanning tun-

neling microscopy (STM) and non-contact atomic force microscopy

(nc-AFM) at low temperatures are used to characterize the adsorbed

molecules. The precursor is thermally activated by heating the sam-

ple, promoting the production of planar products. High-resolution

nc-AFM identifies all products on the surface, including non-planar

or ill-defined molecules.

The planar structures, distinguished by the absence of bright spots

in STM images, are further analyzed. The planar products are cat-

egorized into five molecules (P1 to P5), with P1 (All-in) being par-
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ticularly relevant due to its non-benzenoid 4-5-6-7-8 membered rings.

The distribution of products on the surface is not consistent with

thermodynamic stability since the more stable P4 is found in lower

proportions compared to All-in. This suggests that the reaction is

kinetically driven. Molecular dynamics simulations are employed to

understand the chemical pathway from the precursor to All-in. The

simulations track relevant spatial coordinates and reveal that the min-

imization of free energy plays a role in the higher yield of All-in. The

planarization of a methyl group into a hexagonal ring increases dis-

persive forces, leading to subsequent steps in the reaction pathway.

The All-in product is extensively characterized experimentally and

theoretically. Scanning tunneling spectroscopy (STS) measurements

and maps show a molecular band-gap and electron localization in

the azulene moiety. The global aromaticity of All-in is determined

through a combination of theoretical techniques and experimental

bond length analysis. The results demonstrate a strong main aro-

matic current involving all the -electrons, contributing to the global

aromaticity while avoiding antiaromatic regions.
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3.2 Magnetic anisotropy of one-dimensional por-

phyrin coordination polymers

One-dimensional organic magnets with regularly spaced magnetic cen-

ters have gained attention for their potential use in spintronic de-

vices due to their extended spin coherence length, mechanical flexibil-

ity, and advantageous array-like geometry for industrial applications.

However, the synthesis of 1D polymeric molecular spintronics remains

challenging. One approach to address this challenge is through the

use of well-defined, straight, conjugated polymers such as porphyrin

molecules with coordinated transition metal atoms. Porphyrins ex-

hibit high thermal stability and tend to form well-ordered assem-

blies on solid surfaces, making them ideal for on-surface synthesis

of 1D organometallic polymers. The interaction between ligands and

a metal ion surrounding them creates a region of negative charge that

interacts with the positively charged metal ion, leading to the split-

ting of the d-orbitals into two energy levels. The magnetic anisotropy

of the central metal atom is determined by the coordination of the

ligand field, offering the potential to control it by modifying either

the coordinated metal atom or the ligand. By tailoring the coupling

between the molecular ligand field and the magnetic anisotropy of the

metal atom, new opportunities for spintronic applications in arrays of

organometallic systems containing magnetic atoms can be created.

In this is study[7] it is introduced the synthesis of 1D polymeric
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Figure 3: The reaction proceeds in three stages: first, the material
is deposited at room temperature; next, the temperature is raised to
500 K to induce the formation of non-planar polymers; and finally, the
temperature is further increased to 600 K to promote the formation
of planar polymers.

porphyrin-based wires with iron coordinated atoms. First, the precur-

sor compound Iron(III) 5,15-(di-4-bromophenyl)porphyrin chloride (2BrFeDPP-

Cl) is deposited on the surface, forming ordered, closely packed islands

with both Cl-containing and Cl-free molecules in a random distri-

bution. Subsequent annealing at 500 K induces debromination and

aryl-aryl coupling between monomers, resulting in the formation of

covalently bonded molecular wires known as Poly-FeDPP. However,

steric hindrance causes the aryl-aryl linkers to be twisted and obscure

the visualization of the lower porphyrin core. Further annealing at

600 K leads to intramolecular rearrangements of the aryl groups and

cyclization of the aryl and pyrrolic groups of the porphyrins, resulting

in the planarization of the polymer, now called Poly-FePP. The pla-
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nar polymers are connected by covalent bonds, and the cis and trans

FePP units are formed in roughly equal amounts.

During the reaction steps, the magnetic anisotropy of the coor-

dinated Fe is affected by the local chemical and geometrical envi-

ronment. The precursor compound 2BrFeDPP-Cl has a net spin of

S=3/2, while the dechlorinated 2BrFeDPP has a lower oxidation state

of the iron, leading to a total spin of S=1. The measurement of mag-

netic anisotropy is performed using inelastic spin excitation in dI/dV

curves of the Fe atoms. The experimental magnetic anisotropy in

single 2BrFeDPP and linked monomers of FeDPP is minimally af-

fected by the polymerization process, indicating a triple with S=1.

However, planarization of FePP does reduce the magnetic anisotropy,

attributed to the breaking of square-planar symmetry and subsequent

charge redistribution during the planarization process. In conclusion,

the modulation of the magnetic anisotropy by different states of the

polymerization reaction provides insight in the potential application

of on-surface synthesis protocols to create polymers with well defined

magnetic anisotropies depending on the manipulation of the geometry

of the monomers.
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3.3 Characterization of defects in 1D-anthracene

conjugated polyme

The emergence of on-surface synthesis as a new method for design-

ing nanomaterials with precise atomic structures and customized elec-

tronic properties has opened up new possibilities in the field. This

approach allows for the production of large conjugated polymers with

atomic precision under ultra-high vacuum (UHV) conditions, which

are not attainable through solution chemistry. One such example is

the synthesis of ethynylene-bridged polymers derived from anthracene,

pentacene, and bisanthene. These one-dimensional polymers exhibit

two resonance forms: fully aromatic acenes with ethynylene bridges

or quinoid acenes with cumulene bridges. The ground state of these

polymers is a combination of both forms, and the dominant resonance

structure is determined by the interplay between repulsive electron-

electron interaction and electron-phonon coupling.

Introducing atomic-scale defects in these polymers allows for the

manipulation of their electronic properties. In the case of anthracene

wires, defects [8] can disrupt electronic conjugation, resulting in re-

duced electron mobility, changes in the intrinsic band structure, or the

formation of open-shell configurations with nontrivial pi-magnetism.

Defect engineering provides valuable insights into the synthetic limi-

tations of pi-conjugated polymers.
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Figure 4: a, Scheme of the reaction sequence of 4BrAn wires and
the incorporation of defects. b, STM topography (VBias= 200 mV,
Iset = 5 pA) showing the defects as kinks in the wires. c) Detail (
(VBias= 5 mV, Iset = 10 pA) of two kinks incorporating the most
common defects type A and B. d) Constant height nc-AFM with
CO-tip (Laplacian filtered) images of the most common defects. e)
Histogram of relative abundance of the most common defects.

In this project, the authors focused on studying the consequences

of introducing defects in anthracene ethynylene-bridged polymers through

thermal annealing. The process began with the deposition of the

molecular precursor 11,11,12,12-tetrabromoanthra-p-quinodimethane

(4BrAn) onto a clean Au(111) surface using organic molecular beam

epitaxy. The sample was then annealed at 500 K for 30 minutes in

UHV to promote the synthesis of ethynylene-bridged anthracene poly-

mers. Heating the surface at this temperature resulted in distorted
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molecular wires with a significantly higher density of structural de-

fects. Further annealing up to 700 K introduced intermolecular de-

fects into the anthracene wires, typically in the form of laterally fused

chains.

The defects observed in the molecular wires were classified as type

A and B. Type A defects involved in-plane joints or kinks between

pristine ethynylene-bridged anthracene segments, while type B defects

constituted six- and five-membered rings at the junctions. Statistical

analysis revealed that type A defects were the most common, while

type B defects were less prevalent. The presence of these defects had

varying degrees of impact on the electronic structure. Type A defects

disrupted the band structure locally and exhibited a characteristic

Kondo resonance resulting from the screening of a magnetic moment.

On the other hand, type B defects showed featureless characteristics,

suggesting a closed-shell structure with cumulene-like bridges.

The formation of these defects could potentially be controlled by

introducing external sources of atomic carbon atoms during the poly-

merization reaction. Although a detailed understanding of the defect

formation mechanism requires complex quantum molecular mechan-

ics calculations, this study provided valuable insights into the role of

these defects in the conjugation of anthracene-ethynylene polymers

on Au(111).
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4 Charge distribution visualization with

KPFM

The role of charge and its spatial distribution at the atomic and molec-

ular scale is crucial in understanding the behavior of various physical

and chemical systems. Electrostatic interactions between charged re-

gions of molecules are particularly important in biological processes

such as protein folding, where they influence the stability and func-

tion of protein structures. The influence of charge distribution in

surfaces and molecular systems has wide-ranging consequences, from

protein studies to experimental realization of theoretical predictions

in non-covalent interactions.

Atomic force microscopy (AFM), but more specifically Kelvin probe

force microscopy (KPFM), a member of the AFM techniques, has

emerged as a valuable tool for visualizing electrical charge distribu-

tions on surfaces at the atomic scale. KPFM has been successfully

used to achieve submolecular resolution in imaging the charge dis-

tribution of individual molecules, measuring dipole moments, charac-

terizing charge states of atoms, and discerning elements in epitaxial

systems.

This study investigates the significance of charge distribution in

various atomic and molecular systems and its visualization using KPFM.

The charge distribution of single substitutional dopants (boron and
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nitrogen) in graphene is investigated, demonstrating their divergent

chemical activity and providing insights into the atomic-level function-

alization of graphene derivatives. Additionally, subatomic resolution

of anisotropic charge distributions within single halogen atoms is ex-

amined, revealing the existence of σ-holes and enabling the quantifi-

cation of non-covalent interactions. Finally, the existence of π-holes

in organic molecular systems and their impact on electrostatic inter-

actions with metallic surfaces are experimentally confirmed using an

halogenated PAH based on anthracene.
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4.1 Charge Distribution of single boron and nitro-

gen dopants in graphene

Graphene, the first isolated 2D material, possesses unique mechani-

cal and electronic properties but lacks control over its chemical and

electronic behavior. In this project, the focus is on incorporating

boron and nitrogen atoms into graphene to explore their effects on its

properties. Monolayer graphene is grown on a SiC(0001) substrate,

and boron and nitrogen dopants are introduced through a two-step

process. The dopants are characterized using scanning tunneling mi-

croscopy (STM), atomic force microscopy (AFM), and Kelvin probe

force microscopy (KPFM)[9].
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CO

STM/AFM tip

Figure 5: Schematic of the BN-G system. The CO-tip, with the
STM feedback open, acquires single KPFM spectroscopies (a) on B
(red), N (blue), and C (yellow). (b) LCPD map in the XY plane. Red
represents a positive LCPD (negative charge) and blue a negative shift
(positive charge). The DFT calculated Hartree potentials for both
dopants (d) confirms the experimental results where B/N behave as
negative/positive point-like charges confined to the surroundings of
the dopants.

STM imaging reveals the presence of dopants as bright objects

with three-fold symmetry. However, high-resolution AFM with a CO-

tip allows for direct atomic identification. The honeycomb structure

of carbon atoms is resolved, and boron and nitrogen atoms appear

brighter and darker, respectively. The surrounding carbon atoms ex-

hibit bond length distortions due to localized electrostatic charges

induced by the dopants. KPFM is used to characterize the charge
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distribution surrounding the dopants.

The KPFM results show that the dopants induce a shift in the

local contact potential difference (LCPD), reflecting changes in the

surface dipole and local work function. Nitrogen dopants result in

a positive LCPD shift, indicating an increase in local work function,

while boron dopants cause a negative LCPD shift, indicating a de-

crease in local work function. This difference in LCPD sign reveals

the localization of positive and negative net charges on nitrogen and

boron sites, respectively. The magnitude of the LCPD difference in-

dicates a comparable level of opposite charge doping by boron and

nitrogen. The net charge on the dopants arises from electron accep-

tance/donation to the graphene’s π-band and subsequent electronic

redistribution.

DFT calculations support the experimental findings, showing neg-

ative/positive net charges on boron/nitrogen dopants in the Hartree

potential images. The chemical properties of the dopants are assessed

by measuring the interaction between the CO tip and the dopants,

confirming that the interaction is primarily driven by weak electro-

static forces.
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4.2 Direct imaging of σ-hole

Noncovalent interactions (NCIs), such as hydrogen bonding, electro-

static interactions, van der Waals forces, and halogen bonding, play

a fundamental role in various chemical systems. Halogen bonding, a

subset of NCIs, involves the interaction of halogen atoms (e.g., F, Cl,

Br) with Lewis bases. It has gained attention due to its unique prop-

erties in terms of directionality and strength of interaction. Halogen

bonding has been utilized in the design of drug molecules to increase

their binding affinity to specific receptors.

The halogen bond arises from the formation of an electron-depleted

region on the halogen atom, which is covalently bonded to another el-

ement, typically carbon. This electron-depleted region, known as the

σ-hole, acts as an electrophilic site that can interact with negatively

charged Lewis bases. The σ-hole emerges due to the anisotropy of the

electron distribution around the halogen atom, resulting in a region

of positive electrostatic potential along the covalent bond axis.
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Figure 6: Experimental and PP-simulated LCPD maps of the σ-hole
in Br (top row) and its absence in F (bottom row).

This section [10] is aimed to visualize the anisotropic charge distri-

bution known as the σ-hole in single bromine atoms using real-space

visualization techniques. A comparison was made between two molec-

ular systems: one with a fluorine atom (without a σ-hole) and one

with a bromine atom displaying the σ-hole. This not only provided vi-

sualization of the σ-hole but also contributed to the development of a

more comprehensive theory of Kelvin probe force microscopy (KPFM).

This section examines the capabilities and limitation of noncontact

atomic force microscopy (nc-AFM) in imaging systems with complex

electrostatic behavior. It also discusses the potential applications of

KPFM in determining anisotropic charge distributions in single atoms

or molecules, the impact of tip functionalization, and the importance
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of a solid theoretical understanding of KPFM signal origins.

The experimental setup involved using scanning tunneling microscopy

(STM), nc-AFM, and KPFM to visualize the σ-hole in a tetragonal

molecule with phenyl groups, where each phenyl contains one halogen

(bromine or fluorine) joined by a single bond to the phenyl group.

The molecules were individually deposited on an Ag(111) surface us-

ing thermal sublimation. The Ag(111) surface was chosen to avoid

interference from surface corrugation. The coverage of each molecule

type was adjusted to approximately 20-30% of the surface, leading to

the formation of rectangular islands primarily driven by electrostatic

interactions.

The nc-AFM characterization using CO-tips did not reveal any

subatomic features associated with the presence of a σ-hole in either

the the brominated or fluorinated molecules. The AFM contrast ob-

served was predominantly governed by attractive dispersion forces and

Pauli interactions, which exhibited a spherical nature. The electro-

static interaction responsible for the anisotropic charge distribution

of the σ-hole was significantly weaker compared to dispersion and

Pauli interactions.

To enhance the electrostatic interaction, KPFM was employed.

Initially, using CO-tips resulted in donut-shaped charge distributions

in the local contact potential difference (LCPD) maps for both bromine

and fluorine. The ambiguity in the contrast of both atom types origi-
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nated from the robust quadrupolar charge distribution of the CO-tip.

To address this issue, the CO-tip was replaced with a Xe-tip, which

facilitated a direct depiction of the σ-hole charge distribution in the

brominated version of the molecule through KPFM. This study re-

vealed the presence of the σ-hole as a region of negative LCPD with

a width of approximately 200 pm at different heights. This electron-

depleted region was surrounded by a crown of a more electron-rich

region. The LCPD maps depended on the tip-sample distance and

provided information about the electrostatic interaction between the

tip and the molecule. In contrast, the fluorinated molecule exhibited

a positive shift in LCPD and a homogeneous charge distribution. Fi-

nally non-covalent interaction between the CO and Xe tips and the

halogenated atoms was measured to be below 1 kcal/mol, confirming

the dominance of dispersion and electrostatic interactions.
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4.3 Direct imaging of π-hole

This section presents one of the most recent results in the field of

anisotropic charge visualization in halogenated systems [11]. The sub-

molecular charge distribution in single atoms or molecules plays a cru-

cial role in determining their physical-chemical properties and inter-

molecular interactions. One interesting manifestation of an anisotropic

charge distribution is the presence of a π-hole, which refers to a π-

electron-deficient region found in certain halogen-substituted polyaro-

matic hydrocarbon compounds.

The electron distribution within these molecules is strongly influ-

enced by the electronegativity of peripheral halogen substituents, such

as fluorine or chlorine, resulting in an electron withdrawal from car-

bon atoms towards the halogens. This change in the occupied orbitals

leads to a depletion of electron density in the central π-system on the

carbon atoms. This electron-deficient area, located in the same plane

as the π electrons of the hydrocarbon compound, can influence the

stabilization of intermolecular π stacking interactions.
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Figure 7: (a, d), Electrostatic potential maps of free-standing FCl-
An and An molecules. (b, e), Experimental LCPD maps of An and
FCl-An acquired with the same CO-tip in constant height mode. (c,
f), Probe Particle simulated LCPD maps of FCl-An and An.

While the existence of π-holes has been theoretically established,

direct experimental observation has remained elusive. This study aims

to visualize the π-hole in a molecule of Dichlorooctafluoroanthracene

(FCl-An) and compare it with a molecule of anthracene (An) that

does not develop a π-hole. The experimental setup involves deposit-

ing the molecules on a gold (111) substrate under ultrahigh vacuum

conditions and characterizing the resulting self-assembled structure

using scanning tunneling microscopy (STM) and non-contact atomic

force microscopy (nc-AFM) with a carbon monoxide (CO) tip.

To visualize the charge distribution within each molecule, Kelvin
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probe force microscopy (KPFM) is employed, which allows the visual-

ization of the purely electrostatic phenomenon of the π-hole. Big-scale

local contact potential difference (LCPD) maps reveal a distinct dif-

ference in contrast between FCl-An and An, with FCl-An exhibiting

a bow-tie shape of negative LCPD and An showing a uniform, more

positive LCPD associated with a negative charge distribution.

High-resolution LCPD images of single molecules further confirm

the distinct charge distribution patterns. Anthracene molecules ex-

hibit fully delocalized π-electrons and a uniformly distributed electron

density, while FCl-An molecules display an anisotropic charge distri-

bution due to electron migration towards the halogenated atoms. The

addition of chlorine in specific positions results in the formation of a

σ-hole, contributing to an uneven depletion in the middle section of

the molecule and creating the bow-tie shape.

The presence of the π-hole also affects the adsorption of molecules

on a metallic substrate. AFM images indicate submolecular con-

trast on FCl-An molecules, indicating different adsorption heights

compared to An. Force-distance spectroscopy reveals a 30 pm dif-

ference in the curves, reflecting the variation in adsorption height.

Density functional theory (DFT) calculations show that the presence

of the π-hole in FCl-An suppresses the charge density induction at

the molecule/metal interface, resulting in a higher adsorption distance

compared to An.
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5 Conclusions and outlook

This thesis presents a range of results obtained since 2017 using scan-

ning probe microscopy (SPM) techniques in the field of on-surface

synthesis (OSS) and the visualization of charge distributions in sin-

gle atoms/molecules using Kelvin probe force microscopy (KPFM).

Within the OSS field, my research primarily focused on investigating

the impact of intramolecular and intermolecular rearrangements on

the production of diverse objects, including polymers and individual

molecules.

One aspect of my research explored temperature-dependent in-

tramolecular rearrangements in iron porphyrin polymers, which play a

crucial role in magnetic properties. Non-planar regions or entirely pla-

nar polymers influence properties such as magnetic anisotropy, which

is fundamentally influenced by molecular geometry and its impact on

the crystal field.

In the synthesis of π-conjugated polymers derived from acene pre-

cursors, I investigated the incorporation of defects into quasi-metallic

anthracene ethynylene-bridged polymers. Internal rearrangements be-

tween monomers were found to significantly disrupt or modify elec-

tronic and magnetic properties by affecting -electron conjugation. Ad-

ditionally, I participated in the synthesis of other polymers by pre-

cisely engineering the size of acene monomers, enabling the tailoring

of topological order and π-conjugation to create quasi-metallic poly-
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mers. Furthermore, I explored other approaches for tailoring polymer

properties, such as using monomers with vibronic modes compatible

with specific chemical paths or hydrogenating polymers through the

SPM head.

In addition to polymers, I dedicated time to studying single pol-

yaromatic hydrocarbons with non-benzenoid regions, particularly ex-

amining the role of strain in helical molecules for possible on-surface

reactions. The molecule "All-in," which encompasses cyclic groups

ranging from four to eight-membered rings, demonstrated the role of

strain, especially in helical compounds, in synthesizing non-benzenoid

regions with potential optoelectronic properties.

A significant portion of my research focused on visualizing charge

distributions in single atoms, such as boron and nitrogen dopants in

graphene, as well as the presence of the σ-hole in bromine atoms. The

study of the σ-hole spanned three years and involved exploring a range

of molecules containing different halogen atoms in various molecular

scaffolds. By employing KPFM and switching from a CO-tip to a

Xe-tip, we achieved direct observation of the anisotropic charge distri-

bution associated with the σ-hole. The observed properties matched

with theoretical predictions, and the development of the Probe Par-

ticle model enhanced the understanding of KPFM signals. Lastly, as

a recent result, we have achieved the the measurement of the spatial

charge distribution of a π-hole within halogenated polyaromatic hy-
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drocarbons. By examining a single molecule of Dichlorooctafluoroan-

thracene and comparing it with the hydrogenated anthracene, the

presence of a positive anisotropic charge distribution is confirmed.
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