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A B S T R A C T 

This work deals with the proposal of novel algorithms for sparse 3 D L i D A R data 

processing, including the design of a whole mobile backpack mapping solution. 

This research was driven by the need for such solutions in the field of geodesy, 

mobile surveying, and the building construction. 

Firstly, there is a proposal of the iterative algorithm for reliable point cloud 

registration and odometry estimation from 3 D L i D A R point clouds. The sparsity 

and the size of these data are overcome using random sampling by Collar Line 

Segments (CLS). The evaluation, using standard KITTI dataset, showed superior 

accuracy over the well known General ICP algorithm. 

Convolutional neural networks play an important role in the second method of 

odometry estimation, which processes encoded L i D A R data in form of 2 D matri­

ces. The method is able to run online, while the accuracy is preserved when only 

translation motion parameters are required. This can be handy when the online 

preview of mapping is required and the rotation parameters can be reliably pro­

vided by e.g. I M U sensor. 

Based on the CLS algorithm, mobile backpack mapping solution 4 R E C O N was 

designed and implemented. Using the calibrated and synchronized pair of Velo-

dyne L i D A R S and the deployment of dual antenna G N S S / I N S solution, the uni­

versal system, providing accurate 3 D modeling of both small indoor and large 

open environments, was developed. Our evaluation proved that the requirements 

set for this system were fulfilled - relative accuracy up to 5 cm and the average 

error of georeferencing under 12 cm. 

The last pages contain the description and the evaluation of another method 

based on the convolutional neural networks - designed for ground segmentation 

of 3 D L i D A R point clouds. This method outperformed the current state-of-the-art 

in this task and represents the way semantics cad be introduced into the 3 D laser 

data. 

K E Y W O R D S 

Point cloud registration, odometry estimation, backpack laser mapping; Velodyne 

L i D A R ; point cloud; GNSS; I M U ; sensor calibration; ground segmentation. 
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A B S T R A K T 

Tato práce se zabývá návrhem nových algori tmů pro zpracování řídkých 3 D dat 

senzorů L i D A R , včetně kompletního návrhu batohovího mobilního mapovacího 

řešení. Tento výzkum byl motivován potřebou takových řešení v oblasti geodézie, 

mobilního p r ů z k u m u a výstavby. 

Nejprve je prezentován iterační algoritmus pro spolehlivou registraci mračen 

bodů a odhad odometrie z měření 3 D L i D A R u . Problém řídkosti a velikosti těchto 

dat je řešen pomocí náhodného vzorkování pomocí Collar Line Segments (CLS). 

Vyhodnocení na s tandardní datové sadě KITTI ukázalo vynikající přesnost oproti 

z n á m é m u algoritmu General ICR 

Konvoluční neuronové sítě hrají důleži tou roli ve d ruhé metodě odhadu odome­

trie, která zpracovává kódovaná data L i D A R u do 2 D matic. Metoda je schopna 

online výkonu, zatímco je zachována přesnost, když požadujeme pouze parame­

try posunu. To může být užitečné v situacích, kdy je vyžadován online náhled 

mapování a parametry rotace mohou být spolehlivě poskytnuty např. senzorem 

I M U . 

N a základě algoritmu CLS bylo navrženo a implementováno batohové mobilní 

mapovací řešení 4 R E C O N . S využi t ím kalibrovaného a synchronizovaného pá ru 

LiDARů Velodyne a s nasazením řešení G N S S / I N S s duální anténou, byl vyvinut 

univerzální systém poskytující přesné 3 D modelování malých vnitřních i velkých 

otevřených prostředí. Naše hodnocení prokázalo, že požadavky stanovené pro 

tento systém byly splněny - relativní přesnost do 5 cm a p růměrná chyba geo-

referencí pod 12 cm. 

Poslední s tránky obsahují popis a vyhodnocení další metody založené na kon-

volučních neuronových sítích - navržených pro segmentaci země v mračnech b o d ů 

3 D L i D A R u . Tato metoda překonala současný stav techniky v této oblasti a před­

stavuje způsob, jakým m ů ž e být sémantická informace vložena do 3 D laserových 

dat. 

K L Í Č O V Á S L O V A 

Registrace mračen bodů; odhad odometrie; batohové laserové mapování; Velodyne 

L i D A R ; mračno bodů; GNSS; I M U ; kalibrace senzorů; segmentace země. 
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I N T R O D U C T I O N 

The laser mobile mapping gets a lot of attraction in recent years as a source of 3 D 

information and geometrical description of buildings, construction sites, natural 

scenes, etc. It provides not only richer type of information describing the environ­

ment in form of full and accurate 3 D models, but - most importantly - significantly 

increases productivity compared to traditional mapping and cartographical tech­

niques in the field of geodesy. 

This doctoral thesis and its contribution can be divided into four parts. Firstly, 

the overview, basic principles and the state-of-the-art in the field of laser mobile 

mapping w i l l be provided. Besides the list and overall evaluation of existing solu­

tions, and the description of sensors themselves, multiple application domains as 

the main motivation of this work w i l l be presented. 

In the second part, two different methods for odometry estimation and 3 D L i -

D A R data registration are provided. Collar Line Segments (CLS) algorithm repre­

sents innovative version of more traditional iterative approaches where the large 

and sparse L i D A R data are sampled by the line segments and the registration is 

gradually refined. Direct method is represented by convolutional neural network 

(CNN) designed for fast estimation of registration parameters from point cloud 

encoded into 2 D depth image. The evaluation of both algorithms showed superior 

qualities compared to the state-of-the-art methods in terms of precision, online 

performance, and robustness. 

The third and probably the most interesting part presents the development our 

mobile backpack solution, where the CLS algorithm is deployed as the core ele­

ment for the point cloud registration. The most significant feature of our backpack 

is the combination of data from two synchronized and calibrated Velodyne L i D A R 

scanners, and information from the G N S S / I N S subsystem. Thanks to this property, 

our approach achieved universality for both small indoor and large open outdoor 

environment, while achieving sufficient accuracy (in order of centimetres), compa­

rable with other, more specialized, solutions. 

The last but not least part presents an automatic ground segmentation of 3 D 

L i D A R point clouds using convolution neural networks. This method is an exam­

ple of the way in which the semantic information can be automatically incorpo­

rated into the 3 D models. Our segmentation method significantly improved time 

performance compared to the state-of-the-art, while also providing more stable 

and accurate results. Moreover, together with previously mentioned algorithm for 



2 I N T R O D U C T I O N 

odometry estimation using C N N s , the method demonstrated broader usability of 

convolution networks for L i D A R data processing. 

This thesis is written as a compilation of author's previously published papers 

[98, 99, 100, 96] in years 2016-2019. 
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M O T I V A T I O N A N D E X I S T I N G S O L U T I O N S 





M O T I V A T I O N A N D A P P L I C A T I O N S O F T H E 3 D L A S E R 

M A P P I N G 

The process of laser scanning is successfully deployed in many applications for 

automatic or semi-automatic 3 D reconstruction of both indoor and outdoor envi­

ronment. Resulting 3 D models in the form of point clouds are further used as an 

input for generation of 3 D C A D models, for the measurements and the visual­

izations, generation of building documentation, the estimation of the amount of 

material available or required, etc. Information and figures 2.1-2.6 presented in 

this chapter regarding applications and requirements on mobile mapping system 

was provided as a courtesy of Geodrom 1 company. This firm provides services of 

mobile laser mapping in geodetic application since 2012, having significant experi­

ences in this area which were shared with us. 

Some of the outcomes of implemented projects based on the mobile laser scan­

ning w i l l be demonstrated in this section. The input data in form of point clouds 

are created by existing commercial solutions. Fig. 2.1 shows the project, where 

large seven-floor hospital building was scanned with a mobile L i D A R system. 

Then, this 3 D point cloud was semi-automatically transferred into the C A D model 

by measuring both indoor and outdoor construction elements. The output was 

used for visualization and many other tasks of Building Information Modeling 

(BIM), which captures physical and functional characteristics for facility manage­

ment, energetic optimization, and the digital archiving of the building. This 3 D 

documentation, capturing the actual state of the building, is an input for planning 

and projecting the reconstructions of the building by the architects. 

Moreover, if the fast scanning process of 3 D mapping is available, the models 

can be built continuously during the construction. If the 3 D building designs are 

also a part of the project documentation, early detection of the differences and 

errors in construction is possible. 

In Fig. 2.2, the mobile laser scanning was used to acquire 3 D data of the single 

flat. The data (again in a form of a point cloud) were used to perform precise 

measurements and generate the footprint, including all relevant building elements 

and their dimensions. The model was used for documentation and projecting the 

reconstruction of the apartment. Moreover, a 3 D graphical model for visualization 

was produced from point cloud data. 

1 http://www.geodrom.cz/ 
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(a) (b) (c) 

Figure 2.1: Point cloud acquired by the laser scanning (a), the slice of the 3D C A D model 
(b) and the 3D visualisation (c). 

(a) (b) (c) (d) 

Figure 2.2: Top view of the laser point cloud (a), the footprint of the flat generated from 
this scan (b) and the 3D models for visualization (c), (d). 

The mobile laser mapping provided fast documentation and estimation of the 

cubature of given bulk material, stored in the mining site as shown in Fig. 2.3a. 

Estimation of the cubature (amount) of the material is performed continuously -

periodically, or after each time the material is shipped in or out - to check, if the 

total amount of material matches the documented incomes and outcomes. 

Laser scanning was also used for planning and creation of the embankment for 

shooting gallery - the " h i l l " of dirt in Fig. 2.3b as a protection behind the targets. 

After a 3 D model of existing terrain was generated from the laser data, the amount 

of dirt, which needs to be shipped-in, was estimated. 

(a) (b) 

Figure 2.3: The scan of the heap of the bulk material (a) and the estimation of total cubature 
(volume, amount,...) of the material (b) 

Laser scanning was also successfully used for the terrain mapping of the outdoor 

(e.g. forest) environment. This project was realized for the city council as a precise 

documentation of inaccessible terrain for a forest revitalization. 

From the scans in Fig. 2.4a, the Digital Terrain Model (DTM, Fig. 2.4b) was built 

by ground segmentation and removal of redundant objects (trees, bushes, cabins, 



M O T I V A T I O N A N D A P P L I C A T I O N S O F T H E 3 D L A S E R M A P P I N G 7 

etc.). From this model, a precise local contour map and a terrain profile in Fig. 2.4c 

was automatically generated. 

(a) (b) (c) 

Figure 2.4: The laser scan of the forest environment (a), the terrain model generated by the 
ground detection in this scan (b) and the automatically generated 3D contour 
map (c). 

Estimation of D T M was also an essential part in the task of documentation of 

the forest vegetation - especially the amount of timber available for logging. When 

the ground terrain was classified in a point cloud model (Fig. 2.5a), a slice within a 

certain height (usually 1.3 m) above the ground was extracted and the tree trunks 

were detected as shown in Fig. 2.5b. Moreover, not only the number of trees in the 

area could be counted but also a diameter of each individual tree was estimated. 

From these data, the biomass and the amount of timber can be monitored. The 

data provide a reference for verification of total amount of timber after logging 

and potential detection of theft. Moreover, additional data segmentation based on 

customer requirements is available. 

(a) (b) (c) 

Figure 2.5: The 3D scan of the forest obtained by the LiDAR sensor (a), the slice (b) of 
the scan within certain height threshold over the terrain for the estimation of 
timber mass. The slice from the terrain model from ground up to this threshold 
is displayed in (c). 

For many challenging objects, the task of documentation and blueprints gener­

ation, representing the actual state of a property, would be infeasible without a 

measurement of 3 D data directly using mobile laser scanning. The complex struc­

ture of the historical roof construction, supporting and other building elements 

(e.g. chimneys) were successfully captured by this methodology in a form of the 
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point cloud in Fig. 2.6a. This model was created as a part of documentation for 

the planning of reconstructions. It also captures the actual state of the building for 

digitization and preserving the cultural heritage. 

The other example of such a challenging task was a 3 D modelling of a walking 

bridge in natural environment as shown in Fig. 2.6b. The actual state of the bridge 

structure can be used as a supporting material for the reconstruction project and 

the development of new construction elements. 

(a) (b) 

Figure 2.6: The scans of the objects with challenging and complex shapes - the roof struc­
ture (a) and the walking bridge (b). 

In all projects of documentation, monitoring, planning etc., described above, the 

essential inputs are the models in form of point clouds. A l l original models were 

obtained by laser scanning as the most common source of precise 3 D data nowa­

days. 

Based on the applications mentioned above, requirements on a mobile mapping 

system can be summarized as follows: 

• quick data acquisition (the hundreds of square meters per day), 

• high mobility and adaptation for a variety of environments (complex or en­

closed areas), 

• indoor mapping where the GPS signal is not available, 

• accuracy in order of centimeters, and 

• automation of data processing. 

These requirements on mapping system naturally reflects requirements on ser­

vices demanded by the marked within feasible cost and delivery time. For post 

processing of resulting point cloud models, multiple commercial software systems 

are available: PointCab 2 , TerraSolid 3 or Autodesk 4 solutions. 

2 https://www.pointcab-software.com/ 

3 http://www.terrasol id.com/ 

4 https://www.autodesk.com/ 

https://www.pointcab-software.com/
http://www.terrasolid.com/
https://www.autodesk.com/


S E N S O R S D E S C R I P T I O N 

In this chapter, a closer look w i l l be given to the laser, positioning and the inertial 

sensors as essential components of these complex mobile mapping systems. Be­

sides the basics and the overview of state-of-the-art in Light Detection and Ranging 

(LiDAR), information regarding positional and inertial subsystems are presented 

in this section . 

3.1 L I G H T D E T E C T I O N A N D R A N G I N G 

"LiDAR is the single best way of getting integral information about the world 

around you." 

Douglas Thornton, Battelle Memorial Institute 

Nowadays remote sensing is based on L i D A R sensors, performing non­

destructive measurements of the environment using laser sensing. Applications 

vary from construction sites monitoring [31] and piping planning in the existing 

building, to sensing of ground topography, measurement of the structure and the 

function of vegetation, or forest attributes [55]. 

Basic and necessary components of L i D A R system are: high frequency laser-

emitting diode and the photodetector receiver [83]. The category, the power of 

laser transmitter, and the size of receiver determine maximal operating distance of 

L i D A R system. Commonly, these components are accompanied with GNSS (Global 

Navigation Satellite System) receiver and I M U (Inertial Measurement Unit) sensor 

to estimate the position and the orientation of L i D A R system for data alignment. 

There are two categories of laser L i D A R systems: topographic and bathymet-

ric. While topographic L i D A R uses near infra-red lasers of higher sampling fre­

quencies, the bathymetric sensors operate with green light transmitter on lower 

frequencies. Beside higher rates, topographic L i D A R uses lasers with lower power 

consumption, enables larger measurement distances and better accuracy. On the 

other hand, the green light used in bathymetric L i D A R s is able to penetrate water 

level [83, 71]. 

There is also a difference in their range measurement principle: phase-shift or 

time-of-flight. In phase-shift scanners, the distance between irradiated object and 

the sensor is measured by estimation of a phase shift between emitted and received 

laser signal. It enables high accuracy, acquisition speed and therefore vast amount 

9 



10 S E N S O R S D E S C R I P T I O N 

of collected data points, but it is suitable for nearer scenes (up to 100 m). The visible 

wavelengths are used in general, but some L i D A R sensors (e.g. FARO) use infrared 

light. Time-of-flight laser scanners estimate the distance by measuring the time 

between emission of a laser signal and reception of reflected return. These scanners 

use infrared wavelengths and enable measurements of large scenes (beyond 100 m) 

[18]. 

The other advantage of time-of-flight sensors is the ability of multiple returns or 

full waveform output (Fig. 3.1), while phase-shift L i D A R enables only estimation 

of a single discrete return (3D point) on a leading edge of return signal - first ob­

ject reflectance. The possibility to "see through" the scattered objects (e.g. trees) is 

a significant advantage of laser mapping comparing with approaches using tradi­

tional RGB cameras. In case of airborne forrest mapping, camera imaging is only 

able to capture the canopy without modeling the ground terrain. This is overcome 

by deploying time-of-flight L i D A R system as shown in Fig. 3.1. The full-waveform 

outputs enable modeling of the structure in mapping environment - e.g. biomass, 

biodiversity analysis, or resource availability in mapping of natural environments 

hi 

Multiple Return 
Distance 1 

Multiple Return 
Distance 2 

Multiple Return 
Distance 3 

Multiple Return 
Distance 4 

Multiple Return 
Distance 5 

(a) (b) 

Figure 3.1: When airborne or terrestrial laser scanning (a) [94] is used for scanning of forest 
environment (b) [55], the laser illuminates canopy, tree branches, bushes and 
finally the ground. Measurements representing distances to all these objects 
are acquired by single laser illumination. 

3.1.1 Laser Scanning Systems 

From data acquisition point of view, there are three types of laser measurement 

methods, utilized in 3 D modeling: Airborne Laser Scanning (ALS), Vehicle (VLS) 
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and Terrestrial Laser Scanning (TLS) - each requiring different approaches, differ­

ent algorithms, and with a different suitability for different application [38]. 

In Airborne Laser Scanning systems, L i D A R scanners are mounted on small 

airplanes or relatively cheap unmanned aerial vehicles (UAV), like quadcopter or 

plane drones. A L S enables mapping of large environments within a short period 

of time, while commonly achieves worse positional precision and resolution. Since 

measured distances are commonly hundreds of meters because of plane's altitude, 

emitted light attenuates when penetrating through the atmosphere as a function 

of humidity, temperature, temperature, and other factors. These are the additional 

factors affecting the measurements comparing with TLS or V L S approaches [38, 27, 

46]. 

In Vehicle Laser Scanning systems, size, weight, and also high durability of hard­

ware stops to be an issue. Large and heavy robust L i D A R system can be safely 

mounted atop of a common vehicle. In the situations when GNSS positional sys­

tem is failing (tunnels, covered parking lots, etc.) or is not available, the additional 

wheel odometry aiding can be used for reasonably precise estimation of the posi­

tion, since the movement of the vehicle is usually smooth without sudden quick 

changes in speed or orientation. However, these systems are limited for environ­

ments traversable by vehicles, or outdoor mobile robotic platform. 

Terrestrial Laser Scanning is suitable for situations, where high positional accu­

racy and data density is a priority. Also, it is not limited for clear outdoor environ­

ments as airborne scanning, or traversability by wheel platform as vehicle scanning. 

Usually, these sensors are mounted atop of a tripod stand or a human carried mo­

bile platform, accompanied with GNSS receiver in case of outdoor mapping. The 

process of data acquisition is more demanding than in previous approaches, since 

the operator has to move the scanner into convenient viewpoints all around the 

scene in order to capture the whole environment [18]. 

3.1.2 Velodyne and the other 3 D LiDAR scanners 

L i D A R scanner, including laser emitter and receiver, is the core element of all pre­

viously mentioned systems [1]. First, L i D A R optical technology was used in 1960s 

in lunar laser ranging, satellite remote sensing, oceanography and in the atmo­

spheric research. In 1990s, the L i D A R sensors operating in frequencies 2 — 25 k H z 

were used in topographic mapping applications. Since 2007 as a result of D A R P A 

autonomous driving Grand Challenges, development and production of L i D A R 

scanners rapidly grows. They became the source of precise 3 D information, since 

the traditional camera based computer vision systems (e.g. stereovision) lacked 

necessary precision. [2] 
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Originally, the scanners capturing data in a single 2 D plane (so called 2 D 

rangefinders) were available. These devices consist of a single emitter-receiver pair 

accompanied with optical system - usually moving mirrors - to aim the laser sig­

nal across the scanning plane as demonstrated in Fig. 3.2a. The common horizontal 

field of view varies from 90° to 270°. Such scanners are commonly used in industry 

(e.g. quality inspection in production lines), collision avoidance systems, or simple 

mapping solutions (e.g. ZEB [30]). 

In many applications of mobile mapping, localisation, autonomous vehicle nav­

igation, or infrastructure surveying, high resolution data, capturing the environ­

ment all around the sensor, are required and single plane measurements are not 

sufficient. There are different approaches extending 2 D rangefinders into 3 D laser 

scanners [2]. 

A s the simplest solution, additional mechanical elements tilt or move up-and-

down the system of laser electronics and optical parts. In these so called "winking" 

or "noding" L i D A R s , 3 D information is captured, but on the other hand, azimuthal 

resolution and data density is significantly reduced. 

In "flash L i D A R " units, a large area is simultaneously illuminated and per-pixel 

range information is captured by 2 D focal plane array. These sensors are not widely 

used, since they are difficult to manufacture and their field of view and range is 

quite limited. There are stationary systems, which use flash L i D A R s providing 

high quality 3 D images but they take several minutes to collect necessary data. In 

the future, these scanners can potentially replace mechanical laser systems, which 

are limited by moving parts. 

(a) (b) 

Figure 3.2: Scanning principle of 2D and Velodyne 3D LiDAR. The pair of mirrors (fixed 

and rotating) reflects each single emitted laser ray into the different directions 

of a single plane (a). This enables observation of the whole environment around 

the sensor - 360° horizontal field of view - while vertical field of view is limited 

(e.g. ±15° for VLP-16 model). Multiple laser beams (16 beams for the VLP-16 

model in the example) scan the scene simultaneously (b). 
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Solid State Hybr id Lidars, like the Velodyne scanners, combine the spinning 

system providing 360° horizontal view with the solid-state detector with multiple 

laser beams [2], aligned regularly across the vertical field of view as shown in 

Fig. 3.2b. In currently available models, 16, 32, or 64 laser beams cover the 20° — 

—40° vertical angle. Velodyne provides data in form of a point cloud, where each 

point consists of the 3 D position, returned intensity information and the index of 

a laser beam, which provided the measurement. The example of 3 D laser scan can 

be found in Fig. 3.3. 

The output light is focused by the lenses and after striking the object, a portion 

of reflected light passes the U V filter before the detection by the laser receiver. This 

decreases the energy introduced by sun and reduces the noise and the sensitivity, 

especially in outdoor environments. Velodyne is Time of Flight sensor, therefore it 

is able to operate in the single or dual return mode (see Fig. 3.1 for the details), 

providing first, strongest or both laser return measurements. 

Figure 3.3: Example of Velodyne 3D LiDAR scan in crossroad environment. Data vere cap­
tured by autonomous driving platform equipped by Velodyne HDL-64. 

The units rotate at 600 R P M (10 Hz) by default and this angular speed can be 

increased up to 900 R P M . However, because the points per second rate is constant 

- repetition rate 20 k H z for each laser beam - increasing the frequency of rotation 

reduces the angular resolution. In some cases, a higher R P M also degrades the 

precision because of higher vibrations of a laser unit. Maximal operational range 

reaches up to 80 100 meters, while the accuracy of measurements should not 

exceed 2 cm. The ability of such a long range measurements limits the miniatur­

ization of the unit, because the effective range is proportional to the diameter of 

optical lenses. Table 3.1 provides an overview of different Velodyne models and 

the properties including size, weight, and performance in points per second. 

The company receives huge investments from companies aiming for au­

tonomous driving (e.g. Ford, Baidu) and announces significant increases in produc­

tion - 1 mill ion of L i D A R s in year 2018. These factors w i l l probably significantly 

reduce the price of sensors, making 3 D laser sensors accessible for wider range of 

applications. 
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Model 
Size 

(WxH, cm) Weight 

Laser 

beams 

Vertical 

FOV 

Points 

per sec. 

Price 

$ 

VLP-16 

(Puck) 
7.5 x 10 830 g 16 30° 300k 5k 

VLP-16 

(Puck 7.5 x 10 590 g 16 30° 300k 6k 

Lite) 

VLP-16 

(Puck 

Hi-Res) 

7.5 x 10 830 g 16 20° 300k 8k 

V L P -

32C 

(Ultra N / A N / A 32 40° 600k 50k 

Puck, 

new) 

Wtodyne 

H D L -

32E 
8.6 x 14.5 1 K g 32 40° 700k 40k 

1 H D L -

64E 
23 x 28.3 

13.6 K g 
64 27° 2.2M 70k 

Table 3.1: Specifications of available Velodyne 3D LiDAR models1. The availability Ulta 

Puck model was announced just recently and the specifications are not publicly 

available yet. Also, the prices are significantly falling with increasing production 

and therefore are only approximate. 

3.2 P O S I T I O N I N G S U B S Y S T E M 

To perform 3 D mapping and create a complete model of the environment of inter­

est, the laser scans have to be aligned into the common coordinate frame. This task 

is straightforward, when the trajectory of the moving platform and the changes in 

orientation (jointly denoted as an odometry) are known. 

The estimation of odometry is a tricky part and there are multiple ways of solv­

ing this problem under different conditions and with different types of hardware 

available. When only laser data (or camera images, depth images, etc.) are avail-

1 h t t p s : / / v e l o d y n e l i d a r . c o m / 

https://velodynelidar.com/
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able, there are multiple solutions to estimate odometry using S L A M (Simultaneous 

Localisation A n d Mapping) techniques [98,107,105, 88, 99]. Common requirement 

of these systems is the presence of features and distinguishing objects (walls, tables, 

trees, . . . ) in the environment. 

When these conditions are not met - e.g. in large fields, meadows, parks or 

empty parking lots - pure S L A M solutions are failing and aiding sensors are nec­

essary. Common practice is the deployment of GNSS (Global Navigation Satel­

lite Systems), providing global positional information, I M U (Inertial Measurement 

Unit) sensors for local motion estimation, magnetometers, wheel odometers, etc. 

These modules of the positional subsystem w i l l be briefly introduced in the fol­

lowing sections. 

Of course, the deployment of aiding sensors is not a universal solution. In many 

cases, these sensors are failing due to improper conditions: missing or inadequate 

reception of the satellite signal in GNSS solutions, slippery or unstable surface for 

wheel odometry, or a magnetic field interference when magnetometers are used to 

estimate the azimuth to the north. 

3.2.1 GNSS 

As mentioned before, GNSS module provides of global positioning. Beside the 

traditional, and fully operational GNSS like GPS and G L O N A S S [59, 26, 60] (devel­

oped, owned and maintained by US and Russian military forces respectively) also 

new systems for precise positioning have emerged. Both, the european civil system 

Galileo and the Chinese project BeiDou w i l l consist of 30 new satellites each, once 

they are fully operational. With more than 70 satellites already launched, there w i l l 

be about 120 satellites available with all 4 systems (GPS, G L O N A S S , Galileo and 

BeiDou) when fully deployed. 

Multiple satellite systems provide independence on the single system, which can 

be shut down or blocked in a case of major incident, and moreover, it also enables 

multi-GNSS approaches for positioning. Availability of more satellites improves 

their visibility, spatial geometry, dilution of precision, and therefore also conver­

gence, accuracy, and reliability of precise positioning. The fusion of measurements 

from different satellite systems is performed internally in the positioning systems, 

contained in plenty of devices from the smartphones to professional navigation, or 

geodetic solutions, and it is out of the scope of this work. 

3.2.1.1 Corrections and precision of GPS positioning 

With a single GPS receiver, the approach is referred to as the absolute positioning 

[26]. Significant positional inaccuracies (error 5 20 meters) are caused by an 
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error in satellite orbit, errors of both the transmitter and the receiver clock, atmo­

spheric (ionospheric and tropospheric) errors, multipath etc. 

When the additional reference GPS receiver with known position is available, 

a so called differential positioning with better accuracy is available. The idea is 

that receivers placed within a certain distance w i l l be similarly affected by most of 

errors listed above. Corrections can be estimated at the reference station and sent 

to a so called "rover" to improve its measurements. 

The distance from the receiver to the satellite can be estimated by the code phase 

estimation - the phase difference between received and generated digital P R N se­

quence. This approach is simpler, but also less accurate, and the estimated distance 

is referred to as an pseudorange. A more precise solution is the estimation of the 

carrier phase between the received radio signal and the signal generated by internal 

oscilloscope [26, 53]. This is more tricky, since there is no way of directly estimating 

the number of complete cycles of the carrier signal in the phase - only the fraction 

of cycle is certain. This is called integer ambiguity. 

Using the pseudo-range corrections on the level of P R N code phase (or code 

shift) is called Differential GPS (DGPS) and it improves precision of the estimated 

position up to 1 5 meters. In 1985, the Radio Technical Commision for Marine 

Services (RTCM) proposed a standard for transmitting these corrections over the 

radio for real-time positioning in the marine navigation. 

O n the other hand, the deployment of the carrier phase corrections requires a 

solution of integer ambiguity at first. The number of total carrier cycles is the ad­

ditional unknown in the system of equations. Firstly, this approximation by the 

float number is used resulting in the sub-meter positional precision. After a suffi­

cient number of observations from satellites is reached and the solution converges 

to a number of full carries cycles, the precision in order of centimeters (2 — 3 cm) 

is achieved. Precision is also affected by the distance between the rover and the 

reference station. 

The carrier phase corrections can be accessed offline after the measurements are 

completed and the correct positions are estimated in the post-processing stage. In 

many cases, there is a demand for online corrections, when the precise position 

is required in real time (marine of airborne navigation, ground marks estimation 

by construction engineers, etc.). The standardized way of the online carrier phase 

corrections exchange is known as Real Time Kinematics (RTK) [53]. 

For using the RTK corrections, a base station of known position with second GPS 

receiver has to be set-up. The transmission of corrections is usually performed via 

radio connection. There are also many companies providing these data from real, 

and also from so called virtual base stations, all around the world. The charges for 
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using these data are relatively small, and the data are easily accessible via mobile 

internet connection with low requirements on data bandwidth. 

3.2.2 Inertial Measurement Unit (IMU) 

Beside the positional information provided by GNSS receivers, the orientation of 

the moving platform carrying the scanner has to be estimated in order to align 

captured L i D A R scans. Inertial sensors - accelerometers and gyroscopes - are able 

to estimate linear acceleration and angular velocity respectively [103]. Integrating 

these measurements, both the positional information and the orientation with re­

spect to the initialization is estimated with a high output rate. Usually, a unit is 

constructed from 6 inertial sensors: 3 orthogonal accelerometers and 3 orthogonal 

gyroscopes each aligned with different axis (front-back, right-left, and top-down 

direction). 

There are two basic types of inertial systems, which differ in a reference frame, 

which accelerometers and gyroscopes operate in. Stable platform systems are 

aligned with global reference systems, since the inertial sensors are mounted on 

the stable platform isolated from external rotations using gimbals. On the other 

hand, in strapdown systems the inertial sensors are mounted rigidly on the plat­

form. Therefore, the data are measured in a local body frame rather than a global 

frame. In order to compensate gravity, firstly the outputs of rate gyroscopes are 

integrated into the orientation and used for alignment into the global frame. Then, 

corrected acceleration data (without the gravity effect) are double integrated to 

obtain a valid position with respect to the initial one. The whole schema of the 

strapdown system computation is described also in Fig. 3.4. Most of current sys­

tems are strapdown, rather than gyros with a stable platform, because of better 

stability, higher angular speed capabilities and lower g-sensitivity [8]. 

*• Orientation 
CD 
Q. 
O 
u 
in 
O 
> 

Accelerometer 

CD 
0 

CD 
4—1 rO 
rc i 

4—1 O 

R
o

 

a
c

c
e

l 

c o 
£ (T3 

. Q I - -
O 

ID g 
u 
fU 

r •EJ 
u r j O ^ j 
> 

c 
o 

in 
o 
0. 

Ini t ia l v e l o c i t y Ini t ia l p o s i t i o n 

Figure 3.4: The operational schema of strapdown IMU. The integrated angular velocity 
(the orientation) is used to correctly project the outputs of accelerometer into 
the global coordinate frame. On contrary, stable platform IMU operates in 
global frame directly and the outputs of the gyroscopes and the accelerometers 
are processed completely independently without the projection of acceleration 
into the global axes and also without the orientation feedback. 



l 8 S E N S O R S D E S C R I P T I O N 

I M U sensors can be also divided into multiple groups, according to the physical 

principle of the gyroscope inside. The most common types are fiber-optics gyroscopes 

(FOG) and MEMS (Micro-Electro-Mechanical Systems) gyroscopes. 

The optical ones are based on the theoretical principle of Sagnac effect, discov­

ered at the beginning of the 2 0 t H century [70]. According to this principle, propaga­

tion of the light emitted into the closed-loop path depends on the rate of external 

rotation. The core of F O G contains the coil of optical fibers [103]. The length of 

fiber varies from hundreds of meters to kilometers [8]. Into this coil, two laser 

beams are fired from the opposite directions. The one propagating in the direction 

of the rotation takes a longer path, while the path is shorter for the beam fired 

from the opposite direction. This principle is described in Fig. 3.5. Within the coil, 

beams are combined, and they interfere due to Sagnac effect. The external rotation 

introduces a phase shift and causes changes in the intensity of combined beams 

proportionally to the magnitude of angular velocity. 

The most important advantages of this type of gyroscope are high scalability 

(for higher rotation rates), since it is possible to increase the length of an optic 

fiber on the coil, high precision, and construction without moving parts [8]. For 

manufacturing, standard telecom-technology components (optic fibers, transmitter, 

receiver, etc.) are used and therefore are easier to assemble [70]. 

Laser beam 

Figure 3.5: Sagnac effect within the loop of optical fibers causes the beam (dashed circle) 
in the direction of rotation w to experience longer path than the beam in the 
opposite direction (solid circle). As an result, phase shift 8 is introduced into 
the combined signal. 

M E M S gyroscopes are built using single silicon micromachining technology, 

they are easier and cheaper to manufacture, because they do not need a high-

precision assembly [103]. Although their precision can not match the accuracy 

of the optical units, M E M S are smaller, consume lower power and they are con­

structed more robustly. The gyroscope contains a mass vibrating along the drive 

axis. Upon external rotation, the mass undergoes also the secondary vibration in­

troduced by the Coriolis effect. 
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3.2.3 The GNSS-IMU cooperation in the positioning subsystem 

The outputs of I M U sensors significantly drift over time, and therefore, lower rate 

aiding sensors like GNSS or magnetometers are needed to provide stable data. 

They are used to fix accumulated errors and to provide initial values by direct 

measurements of the position and the orientation [8,91]. The combination of a high 

rate and less accurate I M U outputs with more stable and lower frequency aiding 

data compensates drawbacks of each sensor, when used separately. The fusion of 

data provided by inertial and global navigation sensors is commonly performed by 

a reliable Kalman filtering or linear quadratic estimation [50], which preserves the 

reliability of the navigation under varying conditions and the qualities of input. 

The system of coupled sensors - GPS, I M U and alternatively additional sensors, 

like odometers or magnetometers - provides complex positional information, in­

cluding rotation with respect to a certain global reference frame. O n the other hand, 

individual sensors (accelerometers, gyroscopes, magnetometers, L i D A R s , etc.) pro­

vide measurements within their local (body) coordinate frames. In order to com­

bine these data, transformation into a common coordinate system has to be per­

formed [91, 50]. 

Inertial sensors - accelerometers and gyroscopes - provide the acceleration and 

the angular speed measurements within a local body frame (see Fig. 3.6) with 

respect to the current position and the orientation of the sensor. As mentioned 

before, in order to fuse the data from GPS, inertial measurements must be at first 

transformed into some geodetic reference frame used internally by the navigation 

GPS- IMU subsystem. 

(a) (b) 

Figure 3.6: Local geodetic (navigation) frame NED (North-East-Down) (a) given the sur­
face normal plane in the certain position. The IMU attached to the measures 
the values of acceleration (X-Y-Z) and the orientation (Roll-Pitch-Yaw) (b) with 
respect to the local body coordinate frame. 
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This transformation is usually represented by the rotation matrix R, also denoted 

as Direction Cosine Matrix (3.1), (3.2), computed from Euler angles roll §>, pitch 9, 

and yaw ib, represented by matrices R^, Re, and R^,. Multiplication of the point or 

the vector in a body frame by this matix w i l l transform this point/vector into the 

Local Geodetic frame (NED) in Fig. 3.6a [91]. 

cos \b 
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Depending on the number of known Euler angles, the I M U operates as a vertical 

gyroscope or A H R S system. When only a roll and a pitch (jointly denoted as the at­

titude) are known, I M U is not able to estimate the heading azimuth in a horizontal 

plane. When all angles including yaw (heading) can be estimated, I M U operating 

as an A H R S (Attitude and heading reference system) and the fusion with GPS data 

(e.g. in the Kalman filtering) is possible [91, 50]. 

3.2.3.1 Heading estimation 

The estimation of attitude is a relatively simple task, since accelerometers measure 

the gravity vector in a body coordinate frame, when keeping still, or under a con­

stant motion. Aligning this vector (e.g. in the calibration stage) with the vector 

[0,0,1 ] in the N E D geodetic frame is a straightforward mathematical task and it is 

equivalent to the estimation of the roll and pitch angles. 

The harder part is the estimation of heading (yaw angle) in order to perform a full 

alignment with a geodetic reference frame. There are multiple possibilities for this 

estimation given the available hardware and the properties of the application [91]: 

• In the situations, where the mobile platform is moving constantly forward, 

the GPS course can be set as the heading orientation. 

• With the additional second GPS receiver, so called GPS True heading can 

be estimated from a dual antenna system. The antennas of the receiver are 

placed in a fixed position with respect to the carying platform in a significant 

distance from each other (meters or at least tens of centimeters). A n example 

of such a system is the backpack ROBIN, described in the Sec. 4.3.2 and 

shown in Fig. 4.5b. 

• Performing a calibration procedure with high accelerations, when the 

changes in the GPS position can be aligned with the velocity vector, provided 

by the integration of the accelerometer output (after a gravity compensation). 
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• Additional sensors like magnetometers, which are able to estimate the di­

rection to the north. These sensors are quite sensitive to disturbance by the 

source of magnetic field and require proper magnetic calibration. 

Both the alignment of reference frames and the data fusion is usually performed 

internally, within GNSS- IMU navigation solutions, nowadays provided by many 

companies (e.g. OxTS, Novatel, SBG, Advanced Navigation, I M A R , etc.). 
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In today's 3 D mapping solutions, a laser scanner plays an inevitable role because 

of its precision, direct estimation of the 3 D information (compared to the stereo 

vision), and independence from illumination conditions. Many companies develop 

their different solutions, fulfilling different requirements on accuracy, mobility, and 

time consumption of the scanning process. We provided an overview of multiple 

existing L i D A R mobile mapping solutions in our previous publication [100] and it 

can be found in Table 7.1 in Chapter 7. 

There are also some highly challenging and even pathological environments, 

such as long tunnel-like environments, or large, flat, and featureless spaces (large 

parking lots, fields, meadows, etc.) [90]. For these scenes, the 3 D reconstruction and 

S L A M with purely L i D A R system would fail without an aid of some additional 

sensors (GNSS sensors, odometer, I M U , magnetometers, etc.). 

Specialization of a particular solution and therefore the key differences in avail­

able solutions are given by the platform for mounting of a laser scanner (tripod, 

backpack, or handheld solution) and by the way of extending the simple 2 D 

rangefinders into the 3 D laser scanners - by the system of rotating mirrors, or 

by the flexible spring. Besides this, the sensors vary in the price, size, accuracy and 

the requirements on scanning process. 

The representatives of these mobile mapping systems w i l l be presented in the fol­

lowing chapters. Beside these solutions, there are also mobile solutions, when laser 

scanning system is mounted on a vehicle platform and falling into the category of 

V L S , Vehicle Laser Scanners (e.g. solutions of R I E G L 1 company). They are not l im­

ited in terms of weight and lack of mobile platform robustness. Also, assumptions, 

regarding the movement, can be made, and additional sensor inputs can be used. 

The vehicle drives smoothly and follows the Ackermann steering principle, which 

constraints the trajectory and simplifies the estimation of the vehicle odometry 

[86]. Moreover, the wheel odometer provides additional inputs for the movement 

parameters estimation. Unfortunately, these solutions are strictly limited for easily 

traversable environments and can not be used in staircases, difficult terrain, etc. 

Therefore they cannot be considered as fully mobile mapping solutions. 

1 http://www.r ieg l . com/ 
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4.1 H A N D H E L D Z E B - 1 A N D Z E B R E V O S O L U T I O N S 

In 2012, the concept of the Zebedee scanner (Fig. 4.1a) has been presented [13]. It 

took multiple model generations until the scanner evolved in 2013 into a commer­

cial product Z E B - i (Fig. 4.1b) and a more recent model Z E B - R E V O (Fig. 4.1c) of 

the GeoSlam company [64, 15]. 

Z E B - i was used and tested in many scenarios [90]. During the few hours of 

walking, the data for the 3 D model of a small village was captured for the re­

construction of the cultural heritage. This small handheld design is suitable for a 

detailed reconstruction of small areas, indoor mapping and it was deployed in a 

mapping of an underground mining system and also in scanning of an outdoor 

forest structure. 

In traditional mapping systems, the extension of 2 D rangefinders into 3 D scan­

ners is achieved by an additional moving platform, performing a known and deter­

ministic motion, changing the pose (especially the orientation) of the 2 D scanner. 

Additionally, the stabilizers are used to reduce the high frequency motions or v i ­

brations caused by terrain or mechanical obstacles. O n the contrary, in Zebedee 

(and ZEB- i ) the motion of the platform is amplified by a flexible spring for nonde-

terministic and smooth changes of position and orientation, enabling a 3 D range 

sensing [13]. The spring tends to amplify low and medium frequency motions and 

suppress high frequencies and vibrations. This quality can be fine tuned by adjust­

ing the length, the toughness of the spring, and the changes in the mass of the 

mounted sensors. 

Besides the time-of-ffight laser rangefinder (Hokuyo U T M - 3 0 L X ) , the I M U sen­

sor with high frequency accelerometers and gyroscopes (MicroStrain 3 D M - G X 2 ) is 

placed within a sensor head. It serves for the initialisation of trajectory, and the 

deviations from the measured I M U data are used as a part of a loss function in 

the optimization process. Hokuyo rangefinder covers 270° of a horizontal field of 

view with a 30 m indoor and 15 m outdoor maximum range. 

ZEB solutions produce 3 D reconstructions with only 4 degrees of freedom (DoF) 

[20]. Since the I M U sensor with accelerometers and gyroscopes is used, the atti­

tude (roll and pitch angles) is estimated, and only the initial X Y Z location and the 

heading (yaw angle or the bearing to north) are unknown. For all DoF estimation, 

additional sensors would be required: GNSS sensor for positional information, and 

a way for a true heading estimation, for example a magnetometer or a dual antenna 

GNSS receiver. 
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(d) 

Figure 4.1: The original concept of Zebedee scanner (a) [13] and the evolution into the com­
mercial products. The spring mount for extension of the laser rangefinder into 
the 3D scanner was used in ZEB-i (b). In ZEB-REVO (c), the rangefinder is con­
tinuously rotated around horizontal front axis for scanning in 3D. The height-
colored example of 3D model of the office environment created by ZEB-i is 
shown in (d). Images (b) and (c) were taken from the manufacturer's website2. 

4.1.1 Algorithm overview 

For the estimation of an elapsed trajectory a S L A M algorithm for a continuously 

spinning 2 D laser [11] from the same authors is used. Algorithm follows similar 

strategy as widely-used ICP algorithm (Iterative Closest Point) repeating match­

ing and optimization step. In the first step, the surface elements (or surfels) are 

estimated from spatially and temporarily close points. 

Firstly, the voxel grid is build over data. Within well populated voxels, surface 

parameters are computed from centralized second-order momentum matrix of 3 D 

points coordinates. Only the points falling into the fixed time window are pro­

cessed together. Corresponding surfels are matched by K-nearest neighbour search 

2 https://geoslam.com/ 

https://geoslam.com/
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of 6D space of the surfel positions and normals. In optimization step, the correc­

tions of surfels positions and orientations are estimated jointly minimizing fol­

lowing criteria: distance of matched surfels, deviations of I M U measurements, and 

initial condition constraints enforcing continuity with previous trajectory segment. 

Zebedee/ZEB-i S L A M algorithm computes elapsed trajectory in 3 steps. Firstly, 

the initial guess is estimated by integration I M U reading from accelerometers and 

gyroscopes. Then, as described above, the open-loop trajectory is computed, us­

ing iterative algorithm described above, where matching and optimization step is 

repeated within a certain time window. Finally, global registration for reaching 

closed-loop solution uses the same algorithm for all data, instead of computing 

small increments in a limited time window. If the error accumulated by the incre­

mental solution does not exceeds certain level, this global registration produces 

correct alignment of recorded data. 

4.1.2 ZEB-i performance and usability evaluation 

In order to evaluate performance, accuracy, pros, and cons of Z E B - i solution, the 

comparison with precise terrestrial laser scanner Leica C 1 0 was made [90]. While 

a Leica scanner achieves millimetre accuracy and fine resolution, the scanning 

process is time and effort demanding while it requires manual transporting of 

the scanner and sophisticated data post-processing (see chapter 4.2). Therefore it 

is ideal for ground truth acquisition and as a baseline solution in terms of the 

output quality. 

O n the other hand, ZEB solutions can be used by a person after a short intro­

duction of the technology. The data are collected while a person is walking in the 

environment which should be reconstructed. This process is faster compared to 

terrestrial solutions. The post-processing can be also performed by the user in the 

additional proprietary desktop software, but it is also possible to submit collected 

ZEB data to the online system of GeoSlam company. For both the desktop software 

and the post-processing service, further payments are charged - one time payment 

for the software or payments per each data sequence processed by online service 

(the amount depends on the data size). 

There are also limitations in Z E B - i design, especially in the motion transferred 

from the operator holding the sensor. If the spring and the sensor head is being 

still while the person is moving (e.g. person slowly turns or walks too smoothly), 

the scanner is degraded into a simple rangefinder and it is likely that the S L A M 

algorithm fails. Also in cases of very high dynamics, an error is possible to drift 

extensively, and inaccurate model is built due to a failing global registration. Also 

- from the experiences of data collection operators - the acquisition procedure is 
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uncomfortable and the process is becoming physically painful approximately after 

30 minutes of manual "swinging" the sensor head. 

Figure 4.2: Terrestrial laser scanner Leica C10 (a) (image taken from manufacturer's web­
site 3) used as a reference system for evaluation of ZEB-i . Both solutions were 
used for 3D reconstruction of the same indoor environment of the fire brigade 
building. Denser, more accurate and less noisy result is achieved by Leica C10 

scanner (b) than by ZEB-i solution (c) [90]. These differences were expected 
and they are also visually observable. Note: point clouds were colored by the 
wall segmentation. 

Sirmacek et al. [90] evaluated the performance and the accuracy of the Z E B - i 

sensor in terms of visual recognition of the objects in 3 D model and also prepared 

a quantitative analysis. 

When the user of the 3 D reconstruction (e.g. architect, mechanical engineer) v i ­

sually inspects the model or tries to recognize important features, in the output of 

the ZEB mapping, the objects in a decimetre scale are visible - staircase handles, 

window and door boundaries, etc. However, smaller objects like decorations, small 

holes in a ceiling, or cracks in wooden parts are lost in the noise and inaccuracies. 

If such information is necessary, more precise sensors (terrestrial lasers like Leica 

C10 or F A R O Focus) have to be deployed. Visual recognition of objects is worsened 

by the lack of returned laser's intensity reading, which correlates with the color 

of the object, in Hokuyo L i D A R . This model can be only artificially colored by 

3 https://leica-geosystems.com/ 

https://leica-geosystems.com/
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the height, timestamps, surface normals or the segmentation. Other scanners like 

Velodyne and terrestrial L i D A R s (e.g. F A R O , Leica) provide this value and the ter­

restrial lasers usually also capture RGB data for the texturing laser measurements 

by the true surface color. 

The points density varies in the interval of 1.000 to 18.000 of po in t s /m 2 . This 

represents an average distance 0.8 — 3 cm between the points and one can not 

expect finer details to be captured in the output reconstruction. O n the flat surface 

patches (20 x 20 cm patches used in the experiments), the standard deviation of 

3 D points varies within an interval of 4 — 9 mm which corresponds to the Hokuyo 

L i D A R specification of the standard deviation below 10 mm, for the measurements 

up to 10 m. In the other experiment with a ground truth provided by Leica C10 

scanner, both for the Leica and the Z E B - i , the C A D model was built, and corner 

to corner distances were measured. The maximal error of these distances reached 

3.8 cm for the Z E B - i compared to the Leica baseline. For a room of 6 x 4 m, the 

difference between the real floor area and the area estimated by the Z E B - i C A D 

model was 0.4 m 2 . Such accuracy would be probably acceptable for the needs of 

real-estate assessments or approximate planning of the reconstruction. For more 

precise measurements (e.g. measuring window glass), such accuracy would not be 

acceptable. 

The important aspect of the solution is naturally its price. For a Z E B - i scanner, 

the price is approximately 26.000 €, but further charges for a post-processing ser­

vice, or a one-time investment in a post-processing software and training of the 

operator is necessary. 

4.1.3 Specification and performance of the ZEB-REVO solution 

Further evolution of the Z E B - i laser scanner, introduced in 2013, resulted in the 

development of the Z E B - R E V O model in Fig. 4.1c, released in March 2016 [15]. The 

key difference between these models is an additional built-in motor for continuous 

rotation of the incorporated Hokuyo U T M - 3 0 L X - F rangefinder [30]. 

The motor of sensory head rotates the L i D A R in 0.5 H z frequency, generating 

significantly lower motion than the spring mechanism used in the previous ZEB-

1 scanner. In order to increase the point density and even the distribution of 3 D 

points, a rangefinder with a higher frame rate was deployed too [20]. Instead of the 

Hokuyo U T M - 3 0 L X providing 40 frame-lines per second in Z E B - i , U T M - 3 0 L X - F 

of Z E B - R E V O scans 100 lines per second with lower angular resolution. Therefore, 

both solutions generate the same number of approximately 43.000 3 D points per 

second. 
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The regular distribution of the measurements is necessary for preserving the 

performance of the S L A M algorithm (Zebedee algorithm is described in Section 

seczeb-algorithm), since only well populated voxel sectors can be used for a sur-

fels generation and for an alignment estimation [15]. Although the algorithm be­

hind the Z E B - R E V O has not been particularly disclosed, since the Zebedee scanner 

deploys exactly the S L A M solution for continuously spinning rangefinder, one can 

assume that the algorithm remained the same, or at least the core features were 

preserved. 

A significant advantage of the Z E B - R E V O scanner, compared to the previous 

spring-like solution Z E B - i , is the independence on the transferred motion from 

the moving platform or from the operator carrying the scanner. This enables both 

the stationary parts in the trajectory, smooth motions of the mount and also the 

placement on the fixed position (e.g. on the wall for continuous monitoring of 

the environment). Total weight of the solution is 5.1 — 1.0 kg for the sensory head 

and 4.1 kg for the backpack casing and its content [30]. Although the additional 

motor for continuous L i D A R rotation eliminated the need for manual "swinging" 

of the sensor head, improved comfort in data acquisition could be compromised 

by almost 2.5-times heavier handheld part (the sensory head for Z E B - i weights 

only 0.41 kg [13]). 

Specifications claim maximum range of 30 m in an ideal (indoor) environment 

and the optimal performance for range 15 — 20 also outdoors [29, 30, 95]. The 

measurement noise should remain below 10 — 30 mm and the absolute positional 

accuracy, after 10 min scanning process, between 3 — 30 cm. The sensor head rotates 

in 5 H z frequency covering 360° x 270° field of view. 

The cost of hardware including a basic one year support is 34.000 €. For the 

additional training of the operators, data processing services or software, further 

payments are charged, for example, additional RGB camera can be purchased and 

mounted on the sensory head. It provides supplementing imagery and also en­

ables colouring of the 3 D points for a better visual inspection of the reconstructed 

environment. 

4.1.4 Problematic environments and usage guidelines 

In general, ZEB scanners achieve the best scanning results in open indoor scenes 

with well distinguished feature objects [30]. In featureless environments, door tran­

sitions, and stairwells, precautions have to be made to obtain good quality results. 

The optimal size of featuring objects should be proportional to the scanning 

range in 1 : 10 ratio (e.g. 0.5 m objects for 5 m distances). In the absence of such 

conditions, augmentation of the scene could be necessary e.g. by placing the boxes 
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around or keeping a short scanning range (optimal range is below 10m). Other 

solution could be pointing the scanner towards the featuring objects while the 

operator transits the environment. Similar procedure could be necessary when 

transitioning (e.g. through the doors) to a different environment. When features of 

both environments could not be observed at once, the operator should turn before 

the transition and move backwards, while pointing towards a previously observed 

environment. The operator should repeatedly scan the same features, take a slow 

walking pace, limit the survey to 30 minutes and avoid scanning the moving ob­

jects. Especially in featureless environments, moving objects could impact the re­

sults badly. It is also a good practice not to keep other people close: optimally, at 

least 20 m range should be preserved. 

Since the error of estimated trajectory could significantly drift already after a 

short period of time, closing the loop after re-surveying of a previous position 

is necessary for keeping the reconstruction accurate. As a minimal requirement, 

starting and finishing positions of scanning trajectory should be the same. Beside 

this, the operator should re-visit as many known places with significant features 

as possible. 

4.1.5 Performance in real applications 

There have been few external evaluations of the Z E B - R E V O solution in applications 

of indoor mobile mapping [64], monitoring of slope instability [95], or mapping an 

underground quarry [20]. The precision in terms of registration accuracy, with 

respect to the baseline obtained by a precise terrestrial laser, or the noise as the 

distance to best fitting plane, were computed. 

In the indoor mapping evaluation [64], a 3 D reconstruction obtained by a Leica 

P20 terrestrial laser was created and used as a ground truth. Same rooms were 

also mapped by Z E B - R E V O and the resulting registration were registered with 

the precise Leica model (ground truth). In the experiments, the R M S (Root Mean 

Square) values less than 1 cm were achieved. Moreover, in 3 D models, plane seg­

ments were detected and distances of each point with respect to the best fitting 

plane were computed. For the ZEB model, standard deviations of these distances 

were 11 mm (and 5 mm for Leica baseline reconstruction). These evaluations also 

showed that a higher error was generated in areas near doors and transitions be­

tween rooms. This corresponds with the guidelines for data acquisition (see above) 

which recommend precautions for such areas. 

In the task of slope monitoring [95], Z E B - R E V O was used as a complementary 

source of data, where measurements of terrestrial L i D A R were missing. The com­

plementation of data is shown in Fig. 4.3. In comparison with other sources of 3 D 
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data, like a structure from a motion of camera images or airborne laser scanning, 

mobile laser mapping provides a fast, cheap, and relatively precise way of missing 

data. 

(a) (b) 

Figure 4.3: The reconstruction of the mountain slope obtained by terrestrial laser scan­
ner (a) with missing parts (white) caused by the occlusions. These areas were 
scanned by ZEB-REVO mobile LiDAR (colored areas in (b)) in order to com­
plete the model of monitored slope. [95] 

In the first step, traditional terrestrial laser scanner is used for precise reconstruc­

tion of a terrain from different positions at the bottom of the slope. These frames 

were registered using the ICP approach with 1 mm mean absolute error. However, 

many areas remain unscanned (white areas in Fig. 4.3a) because of occlusions with 

terrain elevations. Complementary point cloud models (coloured in Fig. 4.3b) are 

created by the Z E B - R E V O mobile scanner, since the manipulation with a large ter­

restrial scanner in the missing areas would be infeasible. A n d vice-versa: using the 

ZEB solution for mapping the whole mountain slope is not possible because of a 

limited outdoor range of approximately 15 m. To complete the reconstruction, the 

registration of terrestrial and mobile scanner models, with alignment error below 

10 mm, was performed. 

Z E B - R E V O was also tested in mapping of two experimental underground quar­

ries created by French Ministry of Environment [20]. In these experiments, recon­

structions with average point density 13.350 and 5.501 points per m 2 (point spac­

ing 8.7 and 13.5 mm per point) were created. Point precision 25.5 and 32.2 mm in 

terms of the standard deviation with respect to the best fitting plane on perfectly 

(artificial) planar surfaces were computed. 

4.2 T E R R E S T R I A L S O L U T I O N S (FARO FOCUS) 

Another way of mobile mapping is a deployment of terrestrial mapping systems 

usually mounted atop the tripod stand. There are many phase-based scanners like 

Leica C 1 0 in Fig. 4.2a, F A R O Focus solutions in Fig. 4.4a, or time-of-flight sensors 
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like Sick [44]. Mobil i ty of these solutions is simulated by physical positioning of the 

tripod into different locations, capturing the individual overlapping frames which 

have to be aligned in posprocessing. The most significant advantage of terrestrial 

L i D A R s is high accuracy in order of millimeters. The output reconstruction of the 

office environment (previously mapped also by Z E B - i in Fig. 4.1b is shown in 

Fig. 4.4b including markings of all of the positions where the scanner was placed. 

(a) (b) 

Figure 4.4: The example of terrestrial laser scanner head (FARO Focus in this case) 
mounted atop of the tripod stand (a) (image taken from manufacturer's web­
site4). In the middle of the head, rotating cylinder with the system of mirrors 
reflects the laser ray into different directions capturing 305° vertical field of 
view. Moreover, whole head is slowly turning around covering 360° horizon­
tally. The result of 3D mapping of the office environment with such laser scan­
ner can be found in (b). A l l positions where the sensor was placed are marked 
by red circles. 

When such terrestrial scanner is used, one has to plan the measuring process, 

identifying the proper viewpoints, so that whole reconstructed area would be cap­

tured [90]. During the data acquisition process, the operator has to move the scan­

ner and the tripod platform into these positions and wait until the scanning pro­

cedure is done. Usually, a 360° horizontal and approximately a 270 — 320° vertical 

field of view is captured (270° for Leica C10, 305° for F A R O Focus 4. After all scans 

are made, the operator has to align them in external program. This whole process 

is quite time-consuming and this neccessary assistance of a human operator for 

the whole process increases the cost of the 3 D reconstruction. Also, in some mod­

els and difficult mapping scenarios, additional artificial features have to be used 

to augment the environment. These objects, in a form of small spheres or retro-

4 https://www.faro.com 

https://www.faro.com
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reflective targets, are used for estimation of correct registration of different point 

cloud scans [63]. 

Regarding the cost of the scanners themselves, a price for a basic F A R O Focus 

model 7 0 M starts at 20.000 €, and for higher models the price can be doubled 

(40.000 €). 

Another advantage of F A R O like scanners is the presence of laser intensity mea­

surements in the output data, which can be used for the point cloud colouring 

Fig. 4.4b. Such data are missing in e.g. Z E B - i reconstruction. By fusion with on­

board camera, RGB coloured point cloud is available, when reasonable lightning 

conditions are met. 

4.2.1 Applications of terrestrial scanners in mobile mapping 

Apart from more typical applications like mapping the buildings or indoor envi­

ronments as shown in Fig. 4.4, terrestrial laser scanners were used in many other 

domains to provide 3 D information for reconstruction, monitoring change detec­

tion etc. One of the tasks, where the large scale terrestrial laser data were sup­

plemented by hand-held ZEB measurements for slope monitoring, was previously 

presented and described in Fig. 4.3. 

In the monitoring of forest inventory [63], the number, positions, and diameters 

of trees were estimated. The L i D A R technology is quite convenient for estimation 

of these parameters in the larger forest area where manual per-tree measurements 

would have significant time requirements. 

While the maximal range for terrestrial scanner is about hundreds of meters, the 

range span between the measurements is much lower because of occlusions even in 

sparse forest. Moreover, observations of a tree from different sides make it easier 

to recognize in the joint point-cloud reconstruction. Although, denser scanning 

results in a higher time consumption of data acquisition, larger amount of data, 

and higher requirements for frames alignment. 

After the reconstruction is completed, the Digital Terrain Model (DTM) is com­

puted for the estimation of a terrain slope and a ground height. The slice of re­

maining data in the certain height above the ground is processed by clustering 

and circle fitting for the tree detection including the position estimation. After a 

tree is detected, diameter, height, position and vertical angle of each tree is com­

puted, providing vast information about the forest inventory. 

Besides the range measurement, the returned and detected laser intensity can 

be used for further structural analysis in monitoring of a snow cover [43]. F A R O 

scanner with a 785 nm light wavelength is ideal for this case because of low ab­

sorption from snow. In the performed study, dependency of range and intensity 



E X I S T I N G S O L U T I O N S F O R M O B I L E L A S E R M A P P I N G 

measurements on the snow parameters were investigated. In particular, height of 

snow cover, size and shape of the snow grains and the overall snow wetness affects 

the L i D A R data. 

In precise farming applications, an airborne laser scanning is typically used. 

Although airborne technique is able to cover a significant area in a short time, 

the lack of accuracy and high expenses makes it unsuitable for particular tasks 

of precise farming such as a growth height estimation or an ear recognition [62]. 

Using a terrestrial F A R O scanner mounted on a movable rack about 3 m high above 

crops, the precise 3 D reconstruction was made, and it was possible to estimate 

required crop parameters. 

4.3 B A C K P A C K L A S E R M A P P I N G S O L U T I O N S 

In previous sections, handheld and terrestrial laser scanners were introduced. 

O n the one hand, handheld solutions powered by relatively simple 2 D L i D A R 

rangefinders with a limited range are convenient for indoor environments, where 

high mobility and flexibility is required and the features (corners, distinguishing 

objects, etc.) are close by. On the other hand, TLS provides long range precise mea­

surements, convenient both for indoor and outdoor environments. However, the 

mobility is limited and the data acquisition process is quite time-consuming. 

Backpack mapping solutions can be considered a golden mean, providing long 

distance measurements, mobility, flexibility, reasonable accessibility, comfort and -

most of all - quick data collection, while preserving a sufficient accuracy for many 

mapping tasks [54, 66, 84, 93, 52, 104]. A person carrying a mapping backpack 

is able to climb the stairs, traverse a challenging terrain and plan a convenient 

trajectory to capture the whole scene. These are significant advantages compared 

to vehicle or drone based systems. O n the contrary, accuracy is still lower compared 

to TLS systems, and the operator is not able to access very small, low or narrow 

spaces, what would be possible with a handheld solution. However, one has to 

realize that these environments are also challenging for handheld scanners as was 

described in Sec. 4.1.4. 

In recent years, multiple backpack solutions have been introduced, varying from 

research prototypes [84, 54] (see Akhka solution in Fig. 4.5c) to commercial prod­

ucts like Leica Pegasus backpack [56], R O B I N 5 , etc. shown in Fig. 4.5a and Fig. 4.5b. 

Solutions are usually accompanied by G N S S - I M U aiding for estimation of posi­

tion and orientation. Moreover, S L A M solutions are prepared for situations when 

a GNSS signal is disturbed - e.g. indoors, in tunnels or urban canyons. 

5 https://www.3dlasermapping.com/ 

https://www.3dlasermapping.com/
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(a) (b) (c) 

Figure 4.5: Commercial laser backpack mapping solutions Pegasus backpack (a) [56] from 

Leica and ROBIN (image taken from manufacturer's website5) (b) from 3D 

laser mapping company. The solution Akhka (c) [84] was developed in Finnish 

Geospatial Research Institute. 

Such 3 D mapping backpacks can be used in multiple areas, especially when 

quick data collection and accuracy for distant ranges are crucial - e.g. in building 

information modeling (BIM) or disaster management [104]. During construction of 

new buildings, frequently collected B I M data in environments with difficult acces­

sibility are used for planning, scheduling, and monitoring the changes, milestones 

and ongoing works. During natural disasters, the data for response management 

have to be quickly collected in a difficult terrain and from a safe distance. 

4.3.1 Leica Pegasus Backpack 

Leica Pegasus Backpack [56] combines 3 D measurements from two VLP-16 Velo-

dyne L i D A R s with data from 5 RGB high resolution cameras with an optional 

additional lightning, GNSS and I M U sensors. After the compression, the system 

produces 1 GB of data per each minute. The frame of sensor platform is made of 

carbon fiber and the total weight of the whole backpack is approximately 12 kg, 

including batteries enabling 4 hours of operating time. 

While a 3 D reconstruction from image data only would be too sparse and in­

accurate, laser intensity returns are often not sufficient to capture small changes 

in the texture. The combination of 3 D data provided by laser scanners with RGB 

camera data solves the imperfections of both standalone sensors. Moreover, image 

data are used to improve the accuracy of estimated position. 

Pegasus backpack is able to capture data within 50 m range, what is associated 

with the maximum range of Velodyne L i D A R s . The official documentation claims 

5 cm positional accuracy (with GNSS aiding) and 5 — 50 cm for 10 minutes of walk­

ing indoors, when only S L A M algorithm is used for 3 D data registration. Moreover, 
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at least 3 loop closures are required in order to achieve this accuracy. There are also 

known factors influencing the performance of the system in a negative way: small 

rooms, stairs, uneven pavements, smooth, blank or distant surfaces. However the 

most significant limitation for a wider deployment is the price of around 150.000 €. 

The evaluation of indoor 3 D modeling without GNSS support was performed 

in a medieval bastation [66] consisting of 2 perpendicular underground tunnels, 

approximately 20 m long, joined into T-section. Terrestrial scanning (Leica C10) 

provided a ground truth reference, which was built by joining 9 scans from 9 dif­

ferent positions within the bastation. The process of data acquisition took only few 

minutes but required approximately half an hour for system setup and calibration. 

Comparing with TLS reference, the modeling by the Pegasus backpack leads to an 

average error of 4.2 cm with a standard deviation of 0.3 cm which corresponds with 

the official documentation considering a relatively small area for the mapping. 

4.3.2 ROBIN Backpack 

The solution R O B I N 5 in Fig. 4.5b by the 3 D laser mapping company aims for a 

higher accuracy by deploying the precise L i D A R scanner RIEGL V U X - i H A with 

a 3 mm precision and a dual antenna GNSS receiver for precise position and true 

heading estimation (error below 2 cm for position and 0.03° for heading). Moreover, 

12.3 M p i x camera and I M U sensor are used as a supplementary source of data. 

Unfortunately, no further information about the precision of resulting data, l imi­

tations, nor external evaluations of this product were published to our best knowl­

edge during the time of writing this thesis. The price of this solution is approxi­

mately 220.000 € what is probably also one of the factors, why the independent 

experiment evaluations are missing. 

4.3.3 Akhka Backpack 

In Finnish Geospatial Research Institute, the non-commercial Akhka backpack so­

lution Fig. 4.5c was developed for mobile mapping with improved mobility and 

flexibility for field analysis [52, 84]. The same hardware solution can be mounted 

on both the vehicle and the backpack [51] for rugged terrain, which cannot be 

traversed by wheel platforms. 

Mapping system is accompanied with the Faro Focus laser scanner and the No-

vatel Flexpak6 G N S S - I M U as a positional aiding system. The scanner remains static 

and it serves as a rangefinder with a 305° field of view with optimal range up to 

120 meters. Total weight of the backpack is 21 kg - what is almost twice as much 
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as for Leica Pegasus Backpack, so it could cause quite a discomfort for the operator 

carrying the hardware. 

The Akhka solution was used in the mapping of multiple outdoor environments 

- river channel, meteorite impact craters and forest area. In six hours an 8 km 

river channel was mapped, while the operator actually walked a 22 k m trajectory. 

For the estimation of the system precision, spherical markers were erected and 

their locations were precisely measured by RTK-GPS equipment. RMSE of their 

positions in the computed 3 D map was 36 mm when compared to these precise 

reference positions. 

Comparison with the tripod TLS scanner in terms of data acquisition speed was 

made at the impact craters site in Estonian island Saaremaa. The same area of 

multiple craters was scanned by both the TLS scanner and the Akhka backpack. 

While the TLS mapping took 2 days and required manual positioning of the scan­

ner into 43 different locations, the whole site was scanned within 90 minutes with 

the Akhka backpack. 

In the evaluation of 2000 m 2 forest mapping [84], Akhka backpack was eval­

uated by comparison with a forest model created with a U A V laser scanning by 

octocopter. The authors of the evaluation assume a good precision of the U A V map­

ping and they consider its output as a ground truth. The data of Akhka backpack 

are split into 10-second parts and the average misalignment of 8.7 cm with respect 

to the U A V model was found. The assumption that the U A V produces a correct 

model with high precision is quite strong and debatable, but good precision could 

be obtained by good GNSS reception including RTK corrections over a tree canopy, 

since the flying altitude was approximately 40 meters during the mapping. During 

mapping of a forest, the backpack system does not depend on the GNSS posi­

tioning, but rather aligns the patches (initially build using I M U data) by the ICP 

algorithm over the captured terrain. As a preprocessing step, the terrain (ground) 

is segmented and the rest of data (captured trees, bushes, etc.) is discarded. This 

can be considered to be a reasonable precaution since these objects are moving (in 

the wind), and can result in noisy and rather distracting measurements. 

4.4 R E Q U I R E D A L G O R I T H M S AS A PART OF M O B I L E L A S E R S C A N N I N G SYS­

T E M 

The goal of this work is the development of the mobile mapping system using 

laser scanning. Besides the necessary hardware (L iDAR scanner, GNSS receivers, 

I M U sensor, . . . ) , the core of this system consists of algorithms for processing of 

the laser data, especially their correct alignment into the model in a form of a 

consistent 3 D point cloud. Moreover, the post-processing methods are designed 
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for data enhancement and semantic analysis. They are beneficial in further steps 

where the 3 D model is used in practical tasks described before (see Sec. 2). 

Naturally the algorithms are bound to the properties of the hardware, and there­

fore to the types of scanners and sensors used. In this work, the Velodyne laser 

scanners are deployed as a core element of the whole system. The information for 

a deeper knowledge of this sensor can be found in the Sec. 3.1.2. Velodyne is cho­

sen with respect to the quality and the amount of data it provides, relatively low 

price (which is moreover continuously dropping), and vast deployment in many 

other applications (of e.g. localisation, mapping, or self driving). This choice also 

affects the design of the particular algorithms described in my publications from 

recent years (2016 — 2018) which are included in the following chapters. 

The most significant software of the whole mapping solution - alignment of laser 

scans into the 3 D model - is based on the Collar Line Segments (CLS) algorithm 

described in Chapter 5. The design of the method reflects the ring structure and 

the sparsity of 3 D L i D A R data, and it provides SoA precision of the alignment. 

The supplementary algorithm for a very fast odometry estimation, using convolu-

tional neural networks, is described in Chapter 6. It provides real time positional 

information, especially suitable for an online alignment and a preview of recorded 

data. The encoding of 3 D data into a 2 D representation used in this work is also 

designed for the ring structure of Velodyne measurements and the measurements 

of 3 D L i D A R s in general. 

The design of the whole system is introduced in Chapter 7 including both the soft­

ware and the hardware details. Necessary solutions for multiple problems are ad­

dressed here: interconnections and synchronization of the sensors, data processing 

and alignment of laser scans based on CLS, global optimization improving the 

precision of alignment, and the normalization of laser intensities improving visual 

recognition of the captured objects. 

In the last Chapter 8, the ground segmentation of 3 D L i D A R data by convolutional 

neural networks is introduced as a useful example of semantic postprocessing. This 

algorithm splits the 3 D data into two categories - ground (the surfaces traversable 

by moving elements) and obstacles (trees, buildings, people, and other objects). 

This classification is also necessary for multiple applications like the Digital Terrain 

Modeling and the forest inventory documentation already presented in the Sec. 2. 



Part II 

C O R E A L G O R I T H M S F O R O D O M E T R Y E S T I M A T I O N 

These chapters are based on the papers [98, 99]. 





C O L L A R L I N E S E G M E N T S F O R F A S T O D O M E T R Y 

E S T I M A T I O N F R O M V E L O D Y N E P O I N T C L O U D S 

5.1 A B S T R A C T 

We present a novel way of odometry estimation from Velodyne L i D A R point cloud 

scans. The aim of our work is to overcome the most painful issues of Velodyne data 

- the sparsity and the quantity of data points - in an efficient way enabling more 

precise registration. Alignment of the point clouds which yields the final odometry 

is based on random sampling of the clouds using Collar Line Segments (CLS). The 

closest line segment pairs are identified in two sets of line segments obtained from 

two consequent Velodyne scans. From each pair of correspondences, a transfor­

mation aligning the matched line segments into a 3 D plane is estimated. By this, 

significant planes (ground, walls, . . . ) are preserved among aligned point clouds. 

Evaluation using the KITTI dataset shows that our method outperforms publicly 

available and commonly used state-of-the-art method GICP for point cloud reg­

istration in both accuracy and speed, especially in cases where the scene lacks 

significant landmarks or in typical urban elements. For such environments, the 

registration error of our method is reduced by 75% compared to the original GICP 

error. 

Figure 5.1: The environment map created by merging previously registered Velodyne 
point clouds. 

5.2 I N T R O D U C T I O N 

Exploration and 3 D mapping of the environment surrounding a mobile robot plays 

a key role in robot's perception systems. Nowadays, the mapping becomes even 

more interesting as it is an integral part of many systems for semantic querying 
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(a) (b) (c) 

Figure 5.2: An example of the registration process. Two unaligned scans (a), sampled by 
line segments to produce line clouds (b) which are further used to estimate 
resulting alignment (c). 

[67], semantic segmentation of scenes [36], change detection, or monitoring [4]. 

The source of 3D data ranges from traditional stereo cameras, RGB-D cameras (i.e. 

cameras enhanced by a depth sensor) extending the 2D data to 2.5D data including 

the spatial information as well. 

Recently, numerous laser sensors - LiDARs (Light Detection A n d Ranging) -

have also become popular in robotic systems. Besides the simple range finders 

providing only information about occupancy in a certain height around the robotic 

platform, sensors capturing precise 3D information of the environment, covering 

large horizontal and vertical field of view became available. These sensors enable 

modeling of the environment by precise and rich maps (Figure 5.1). 

Since 2007, the Velodyne LiDAR sensor has become a valuable asset of vehicles 

attending D A R P A Urban Challenge 1. This type of sensor captures the full 3D infor­

mation of the environment around the L i D A R . Currently the most powerful model 

HDL-64E covers full 360° horizontal field and 26.8° vertical field of view and with 

up to 15 H z frame rate captures over 1.3 M of points per second. Example point 

clouds obtained by this sensor can be found in Figure 5.3. 

To be used for environment mapping, Velodyne point clouds must be registered 

(our approach is outlined in Fig. 5.2) and odometry of the mobile platform com­

puted, in order to estimate the pose of the sensor at the time of scanning. Tradi­

tional approaches of the point cloud registration like Iterative Closest Point (ICP) 

[10] or feature based methods (e.g. based on surface normals derived from the 

neighborhood of a point) fail for such type of data because of its vertical sparsity 

and ring structure as shown in Figure 5.3. Since the original ICP approach looks for 

a transformation by minimizing the distance of the closest points, the unaligned 

data in Figure 5.3 (left) would be the optimal solution due to large amount of 

1 h t t p : / / v e l o d y n e l i d a r . c o m 

http://velodynelidar.com


5.3 R E L A T E D W O R K 

Figure 5.3: Point clouds captured by the Velodyne LiDAR scanner and associated issues. 
The ring structures fit to each other for unregistered data (left) which disables 
the convergence of typical ICP approach to proper registration. The data is also 
sparse (large "gaps" between rings), causing lack of spatial correspondences 
between scans. See the well registered scans (right) - most of the points on 
floor in blue scan have no proper correspondence in red scan 

points in the floor rings perfectly fitting to each other. Also note in Figure 5.3 (left) 

that because of data sparsity, a lot of points from the source cloud (blue) miss their 

spatially corresponding point in the target cloud (red). 

This paper presents a novel method of Velodyne point cloud registration in or­

der to estimate odometry of the mobile platform. The main contributions of our 

work can be summarized in two steps of Velodyne point cloud processing. First, 

the typical point cloud representation is transformed into a line cloud by random 

generation of Collar Line Segments (CLS). This step overcomes both the quantity and 

the sparsity of data. Second, we introduce an algorithm for registration of this line 

cloud representation. Our method achieves better results than publicly available 

state-of-the-art method GICP especially in cases when the scene lacks significant 

landmarks or typical "Manhattan" urban elements. Also the third contribution is 

making the implementation of our method and evaluation scripts publicly avail­

able 2. 

5.3 R E L A T E D WORK 

In recent years, couple of algorithms addressing the point cloud registration prob­

lem have been published. Although they are able to register Velodyne scans, the 

lack of accuracy generally occurs. 

Grant et al. [32] introduced a plane detection algorithm for Velodyne scans. Their 

method is based on the rings analysis and voting in a modified Hough space. For 

plane matching and computation of the final transformation, existing approach 

2 ht tps://gi thub.com/robot i t/but_velodyne_l ib 

https://github.com/robotit/but_velodyne_lib
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by Pathak et al. [80] is used. Their method was evaluated in indoor office envi­

ronment and the error of estimated odometry exceeded 1 m after only Rs15m run. 

Segmentation of the Velodyne point cloud for the registration was exploited by 

Douillard et al. [22]. First, the ground plane is removed from the scan by using 

scan voxelization. Then, the separated clusters of points are used as individual 

segments. The segments found in the previous step are then matched and a modi­

fied version of ICP computes the transformation by a segment-to-segment strategy. 

This method uses a very coarse voxel grid (20 cm resolution in experiments) which 

compromises the accuracy. 

Accurate and effective registration of sweeping L i D A R scans has been achieved 

by the L O A M method [107] which was further improved by fusion with data pro­

vided by a RGB-D camera [105]. Both methods detect edges and planar points in 

the L i D A R scans for which a set of nonlinear equations constraining the odometry 

is generated. The final transformation is the result of a non-linear optimization. So 

far, these methods achieved the best results in the KITTI evaluation benchmark 

[28], but the algorithm specifics for processing the Velodyne scans have never been 

published nor the source codes are publicly available anymore. 

Segal et al. [87] introduced a modification of the original ICP algorithm - the 

Generalized ICP (GICP). They replaced the standard point-to-point matching by 

a plane-to-plane strategy. The matching is based on covariance matrices of the 

local surfaces. For Velodyne data used in their evaluation, GICP reaches ±20 cm 

accuracy in registration of pairwise scans. This approach also assumes that for each 

local group of points in the source point cloud, there is a corresponding group in 

the target cloud. As shown in Figure 5.3, this is not always true in the case of 

sparse Velodyne data. Our method drops such assumption and approximates the 

local surfaces in a different way - by randomly generated collar lines. We w i l l 

demonstrate that this strategy yields better results in terms of average accuracy, 

speed, and stability for natural and non-urban scenes than GICP. 

Another modification of ICP by Pandey et al. [77] benefits from fusion of omni­

directional RGB camera images with the Velodyne L i D A R scans. The prerequisite 

of this approach is known calibration of these two sensors. Then, the image fea­

tures can be used for visual bootstrapping of generalized ICP algorithm in order 

to increase its robustness in case of large distances between scans (> 6m). 

Badino et al. [7] solve visual odometry estimation by using stereo images. Their 

approach outperformed previously published image based methods on the KITTI 

benchmark. Instead of the traditional approach they propose a technique that uses 

the history of the tracked feature points for multi-frame feature integration into a 

single estimate. 
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Figure 5.4: Artificially generated Velodyne point cloud of a room corner iteratively regis­
tered by our method. Initial pose (left), in progress (middle) and final alignment 
(right). 

This paper proceeds by introducing our novel method of Velodyne data registra­

tion using Collar Line Segments, and then introducing its multi-scan modification 

capable to increase the resulting accuracy. 

5.4 V E L O D Y N E POINT C L O U D R E G I S T R A T I O N 

As we showed in the introduction by Figure 5.3, the sparsity and ring structure of 

Velodyne data are serious issues. In our approach, we overcome these problems 

by generating a set of collar line segments as shown in Figure 5.4, which naturally 

fill the "gaps" between rings. They also drag corresponding planes between point 

clouds (floor, wa l l s , . . . ) together. 

The proposed registration method of Velodyne point clouds consists of two main 

parts. Both parts are described as a general registration framework together with 

notes about our implementation used in the experiments. First, the point cloud to 

be registered is sampled into a set of line segments - a line cloud (Figure 5.2b). 

Second, the two line clouds are registered and 6 DoF parameters are estimated by 

a strategy similar to the ICP [10], using line correspondences between the clouds. 

The steps are described as distinct, but they can be integrated and the sampling 

can be done on demand from the matching and registration steps. 

5.4.1 Sampling by Line Segments 

Each 3D point [x,y,z] of the original point cloud is transformed into the ring coor­

dinates P r , a = [1*/ ex] where r e { 1 , . . . , N} is the index of the ring the point belongs 

to and a is the angle within the ground plane xy: 

<x = atan(y/x) <x G [0,360). (5.1) 

Vertical axis z is not used due to horizontal ring layout of Velodyne L i D A R scans. 
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For the points of cloud CP in the ring coordinate system, the set of collar line seg­

ments - line cloud Lg is generated. Eq. (5.2) describes the generator of line segments 

l r , a , a ' = [Pr ,a / Pr+i ,a ' ] between points of consequent rings r, r + 1: 

This function is required to join the points of similar angle (a is close to a') 

from subsequent rings so that the generated lines capture local surface properties 

(_L indicates that no matching point of interest was found). Line segments are 

not generated for every point, but the point cloud is randomly sampled. In order 

to select promising line segments, this line cloud L g is further filtered by a filter 

function 

The purpose of this function is to produce an as small as possible set of most 

descriptive lines. 

A practical implementation of functions G and F (Eq. (5.2) and (5.3)) is depicted 

by Figure 5.5. Segments are generated only within one polar bin (sized cp). This 

function could alternatively be implemented with higher computational complex­

ity by using a sliding window (rectangular or smooth Gaussian). Within each polar 

bin, a given number of line segments is randomly generated by G. Filtration (5.3) 

is implemented as preserving only the shortest of them. Preserving only the short­

est lines discards lines formed where the rings cross an object edge as shown in 

Figure 5.5b. In this case, the single bin where lines were generated is split between 

multiple planes (object plane and the ground plane). 

In our experiments on the KITTI dataset, the best results were achieved when 

the space was divided into 36 polar bins (per 10°), 20 lines within each polar cell 

were generated and 5 shortest of them were preserved. Approximately 11 k collar 

line segments are generated for each point-cloud consisting of 64 rings of points 

(originally 130k of points in total). 

5.4.2 Registration of line clouds 

Once the Velodyne point clouds are sampled into the set of line segments, these 

line clouds can be registered by an iterative approach. Alternatively, the original 

point clouds can be repeatedly resampled. 

In the target line cloud Lt, the matching line segment for each element in source 

line cloud Ls is found: 

G : P r , a ^ P r + l , a ' U { ± } G ? (5-2) 

F : Lg —>• £ , where L c £>g. (5-3) 

M : ( l s / £ t ) ^ l t l s G £ s / It G £ t U { l } (5-4) 
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(a) (b) 

Figure 5.5: Sampling the Velodyne point cloud (orange dots) by CLS (a). The Velodyne 
casts rays (green arrows) each capturing one "ring" of points. The space around 
the sensor is divided into a polar grid of bins (one bin is green colored). Within 
each bin, line segments are generated by randomly generating joints between 
the points of consequent rings. The shortest ones (blue lines) are preserved, the 
others (red lines) are discarded. Demonstration of the problem when particular 
laser scans (i.e. measured "rings" of points) cross an object boundary (b). Pre­
served shorter line segments are usually generated within real 3D planes (blue 
lines) and rejected longer segments typically connect different planes (red one). 

In our implementation used in the experiments, function M finds the line in £ t 

whose center is closest to l s (euclidean distance), Figure 5.6b. If its distance is above 

a computed threshold (mean distance), the match is not found (_L is returned). 

Finding the closest line is accelerated by kD-tree. 

Matching of lines by finding middle points and the building of kD-tree is done 

only once during the initialization. To eliminate effect of the incorrect matches, 

those with euclidean distance of line centers bigger than the mean distance of all 

found matches are discarded. We have also experimented with re-sampling the 

point cloud by line segments after every few iterations and continuing in regis­

tration using the last estimated transformation. This has not brought any more 

improvement in the registration accuracy. 

In order to find the optimal transformation in the same manner as ICP ap­

proaches do using S V D (Singular Value Decomposition) [74], the corresponding 

3 D points P s , P t have to be derived for each previously matched pair l t , l s : 

C : ( l S / l t ) - > ( P s , P t ) , (5-5) 

where points P s , P t do not necessarily come from the original point clouds. The 

computed transformation minimizes the distance of these corresponding points. 

This process can be perceived that our proposed registration method resamples the 

original point cloud to a new point cloud in the each iteration of the original ICP 
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(a) (b) (c) (d) 

Figure 5.6: Registration of "line clouds" shown on three pairs of matching lines. The mid­
dle points of segments are found (a) and used for matching the lines by closest 
centers (b). The segments are extended into infinite lines and closest points of 
the matching line pairs are found (arrows in (c)). These correspondences define 
the transformation which "pushes" the two matched lines into a single (green) 
plane (d). 

algorithm. Resampling is done so that it overcomes the problem of data sparsity 

capturing the properties of local surface by collar line segments. 

The corresponding points (5.5) are found such that the estimated transformation 

causes matching lines to cross. This simulates fitting the corresponding planes be­

tween point clouds as has been previously shown in Figure 5.4. The line segments 

are extended to infinite lines, and closest points - pair (P s ,Pt) - are found as fol­

lows. 

Assuming the line of the source line cloud l s and the line of the target cloud l t 

is given by 3 D point P s and vector u s (P t and Ut for the target line, respectively): 

l s : X = P s + u s . t s ; t s € ( - 0 0 , 0 0 ) (5.6) 

l t : X = P t + u t . t t ; t t € ( - 0 0 , 0 0 ) , (5.7) 

the closest points P s , Pt between these two lines are [76]: 

Ps = P s + u s . t ^ P t = P t + u t . t£ (5.8) 

r be —cd r ae —bd . 
where tc

s = -j t£ = - y (5.9) 
s ac - b 2 ac - b 2 

a = u s • u s b = u s • u t c = u t • u t (5.10) 

d = u s • w e = u t • w w = P s — P t (5-n) 

Operation u • v represents the dot product of two vectors and auxiliary variables a, 

b, c, d, e are scalars, w is a vector. 

5.4.3 Prediction of Transformation from Previous Frames 

Since the L i D A R scanner is commonly mounted on a moving vehicle, the physical 

constraints like momentum are bound to the vehicle odometry. Thus the previously 
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computed transformation can be used for prediction and initialization of the next 

pose estimation. 

Traditional solutions of this problem use non-linear predictors like Extended 

Kalman Filter (EKF) [35]. In our experiments, linear prediction using last N sets 

of transformation parameters (6D0F) brings significant improvement in prediction 

of odometry. We have also experimentally compared it with E K F while obtaining 

almost the same results. So finally, for the sake of speed, we decided to use the 

simple linear prediction. 

Let Tt be the transformation between two consequent scans Pi and Pt+i taken 

by the L i D A R scanner at times i and ( i + 1). The transformation is a 6 D 0 F vector 

[tx,ty,tz,rr,rv,ry]. Then, the initial prediction T | n i t of the transformation at time 

i can be computed as: 

2 N 

w = N ( N T T ) ^ ( N - j + 1 ) T i - j - ( 5 - 1 2 ) 

5.4.4 Processing of Multiple Scans 

Badino et al. [7] improved the estimated transformations by multi-frame feature 

integration. Similarly, in our approach, the history of L i D A R scans and computed 

transformations are used to improve the odometry precision. New scan P t + i is 

additionally registered against H previous historical records P i _ i , ?\-2, • • P Í - H 

(Figure 5.7). 

In the first experiments, these multiple transformations estimated for each Velo-

dyne scan of data sequence were used to build pose graph further optimized by 

a nonlinear solver (SLAM++ [39] was used). These experiments resulted in inac­

curate results due to sensitivity of the optimizer to noise so we proposed another 

finally more robust solution described below. 

P P 

~0 T.= ? 

Figure 5.7: New LiDAR scan is registered against multiple previous records 
P i - 1 , P i -2/ • • •/ P i - H a r *d multiple transformations (blue edges) are esti­
mated. 

As the previous transformations T t _ i , T t _ 2 , . . . , T I _ H are known, using their in­

verse, transformations J^,...,!^ (see Figure 5.7) can be derived. Assuming the 

normal Gaussian distribution of the noise they suffer from, the resulting transfor-
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mation T| can be obtained as a mean of these values. More details can be found in 

Algorithm 5.1. 

Algorithm 5.1: Registration against H previous scans for noise reduction 

1: TP = R E G I S T E R ^ , P t + 1 , T t n t t ) 

2: T i n v = Identity 

3: for j = 1 to H do 

4 : T t n v = T i n v * I N V E R T ( T i _ j ) 

5: S = { T i n v *V \V G Pi—j} 

6: T? = R E G I S T E R ( S , Pi+i , t ? _ 1 ) 

7: end for 

8 : T i = H Ljlo T i 

5.5 E X P E R I M E N T A L E V A L U A T I O N 

For evaluation of the odometry estimation, we used the publicly available KITTI 

odometry dataset [28]. It consists of 22 independent sequences captured during 

driving in and outside the city of Karlsruhe. The following data sequences are 

available for each run: stereo gray-scale and color camera images, point clouds 

captured by Velodyne L i D A R , mutual calibration of sensors, and ground truth data 

(for the first 11 runs only) obtained by G P S / O X T S . For the odometry estimation, 

only the Velodyne data was used in our case. 

Since our work presents a single standalone component for point cloud regis­

tration rather than a complex system, we have chosen GICP method of similar 

complexity for comparison. Unt i l the other modules (e.g. dynamic objects filter, 

visual loop closure, fusion with RGB data) are not involved, we do not find KITTI 

benchmark suitable for objective evaluation. 

5.5.1 Evaluation metric 

The quality of point cloud registration and the odometry estimation was evaluated 

by using the first 11 sequences of the KITTI dataset for which the ground truth data 

are publicly available. Since this data was obtained by a GPS sensor which yields 

significant imprecision in the vertical position estimation (z axis), only horizontal 

coordinates (xy plane) are used for the error estimation. The error of a single point 

cloud registration is then defined as 

et = V ( t t . x - gt.x) 2 + (t t.y - g i . y ) 2 , (5.13) 
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where tt is estimated position of i t h L i D A R frame with respect to the previous 

frame i — 1 and gi is the ground truth data. The error of whole sequence (N frames) 

is defined as 
1 N 

e = ^ z l e i - (5-i4) 
t=i 

5.5.2 Results: Precision of Registration on the KITTI Dataset 

In this section, we compare our method with publicly available state of the art 

method for point cloud registration GICP [87]. Since our registration process was 

improved by prediction described in Section 5.4.3, the same prediction was used 

also for GICP to keep comparison fair. Apart of this, the default parameters of the 

test application 3 were used. 

Seq. # Length [frames] GICP CLS C L S - M 

0 4540 0.0315 0.0622 0.0529 

1 1100 0.4215 0.0960 0.0685 

2 4660 0-3347 0.0858 0.1144 

3 800 0.0218 0.0275 0.0239 

4 270 0.0497 0.0316 0.0394 

5 2760 0.0228 0.0726 0.0413 

6 1100 0.0362 0.0327 0.0383 

7 1100 0.0132 0.0222 0.0117 

8 4070 0.0626 0.1001 0.0643 

9 1590 0.0530 0.0688 0.0583 

10 1200 0.0177 0.0464 0.0369 

weighted avg 2108 0.1153 0.0712 0.0624 

Table 5.1: Odometry estimation error for data sequences in the KITTI dataset for which the 
ground truth data are publicly available. The average error is the weighted aver­
age of sequence errors where the weight is the length of sequence. The results 
referred as CLS-M were obtained while processing multiple frames as described 
in Section 5.4.4. 

The sum of registration error e yielded by GICP and our method can be found in 

Table 5.1. Comparison of the 3 r d and 4 t h column of Table 5.1 shows that our method 

preserves stability among different KITTI data sequences captured in different en-

3 h t t p : / / w w w . r o b o t s . o x . a c . u k / ~ a v s e g a l / g e n e r a l i z e d _ i c p . h t m l 

http://www.robots.ox.ac.uk/
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Figure 5.8: The best (left, seq. #7, error 0.0117) and the worst (right, seq. #2, error 0.1144) 
estimated odometry using our method. Bottom row: Typical images from the 
sequence (images themselves are not used for processing). 

vironments. Our method outperforms GICP especially in challenging sequences of 

non-Manhattan environment outside of the city - highway (seq. #1) and rural area 

(seq. #2) - where GICP approach fails. For other sequences, our method reaches 

comparable results. In average (weighted by sequence length), our method yields 

better accuracy of the estimated odometry. 

The last column of Table 5.1 (CLS-M) contains the results of our method further 

improved by processing of multiple (i.e. 10) scans as described in Section 5.4.4. 

Since this modification requires the registration to be repeated multiple times and 

each single GICP registration is quite time consuming, each scan is registered only 

with a single predecessor. 

The best results were obtained when processing sequence #7 which was recorded 

in a Manhattan-like urban environment as is shown in Figure 5.8, left. O n the other 

hand, data sequence #2 yields the worst results. It was captured outside the city 

center and besides the road, it captures mostly natural phenomena (trees, bushes, 

etc.) as shown in Figure 5.8, right. Compared to our approach, GICP is not able 

to handle these natural objects in sequence #2 and estimate the vehicle odometry 

with a reasonable error. 

The GICP method is also failing (42cm error) on data sequence #1, which was 

recorded outside the city on the open highway (Figure 5.9) and the L i D A R captures 

only the road, without any other significant landmarks. The largest drift appears 

when the tested car (sensor platform) is overtaken by another vehicle. Our method 
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Figure 5.9: Images from KITTI data sequence #1 where GICP approach fails but our 
method preserves accuracy. Images show the challenging situation when over­
turning car appear as confusing landmarks on otherwise empty highway. 
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Figure 5.10: Average error for different driving speed. High speed (over 50km/h) was sim­
ulated by omitting every 2 n d frame. 

is able to handle these situations and it estimates odometry of feasible accuracy 

(error below 7cm for CLS-M) . 

Evaluation for different driving speeds (Figure 5.10) shows that both methods 

preserve equal precision for speeds below 30 k m / h . For higher speeds (especially 

over 70 km/h) , our method outperforms GICP. 

5.5.3 Finding Optimal Parameters 

Graphs in Figure 5.11 show the results for different parameters setup of the sam­

pling and registration process. The best setup regarding the registration accuracy, 

used also for the evaluation above, generates 20 line segments per angular bin, 

preserves 5 shortest ones of them, uses 3 latest measurements for prediction and 

10 registrations against previous scans for noise reduction. 

5.5.4 Speed 

As shown in Table 5.2, for the registration of a pair of Velodyne scans (no spe­

cial optimization or parallelization), achieves approximately 10 x better frame rate 

comparing to the publicly available implementation of GICP. 

Table 5.2 also shows, that frame rate of our multi-scan modification falls pro­

portionally to the number of previous scans used due to the multiple registrations 
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Figure 5.11: Tuning of the registration parameters. Values of the lowest error (5.14) are 
highlighted in red. Graphs show the error trend based on the number of lines 
generated and preserved in the each polar bin, the number of previous reg­
istrations used for prediction and the number of frames used for multi-scan 
approach. 

GICP CLS C L S - M 

Avg. time per frame [s] 25.68 2.36 28.56 

Table 5.2: Comparison of time consumption. In CLS-M, the registration was performed 
against 10 previous scans. 

against the previous records. This modification is generally applicable to improve 

the registration accuracy and so it would also lower the frame rate when applied 

to the GICP approach. 

5.6 C O N C L U S I O N 

This paper introduces a novel way of Velodyne point cloud representation using 

the Collar Line Segments (CLS), the algorithm of "line clouds" registration, and 

its further improvement by processing multiple preceding scans. These algorithms 

were used for Velodyne L i D A R scans registration of the KITTI dataset and com­

pared to the state-of-the-art technique Generalized ICP The new method achieves 

better results in terms of registration accuracy, especially for challenging situations 

like natural scenes or lack of relevant landmarks. Considering the time consump­

tion, our approach is approximately lOx faster. Using further proposed improve­

ments, the registration reaches 6 cm weighted average registration error on the 

KITTI evaluation data sequences. 

In the future, visual loop detection, its closure as well as detection and exclusion 

of disturbing moving objects can be valuable assets in further improvement of the 

accuracy of the estimated odometry. 
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V E L O D Y N E L I D A R 

6.1 A B S T R A C T 

We introduce a novel method for odometry estimation using convolutional neu­

ral networks from 3 D L i D A R scans. The original sparse data are encoded into 2 D 

matrices for the training of proposed networks and for the prediction. Our net­

works show significantly better precision in the estimation of translational motion 

parameters comparing with state of the art method L O A M , while achieving real­

time performance. Together with I M U support, high quality odometry estimation 

and L i D A R data registration is realized. Moreover, we propose alternative C N N s 

trained for the prediction of rotational motion parameters while achieving results 

also comparable with state of the art. The proposed method can replace wheel en­

coders in odometry estimation or supplement missing GPS data, when the GNSS 

signal absents (e.g. during the indoor mapping). Our solution brings real-time per­

formance and precision which are useful to provide online preview of the mapping 

results and verification of the map completeness in real time. 

6.2 I N T R O D U C T I O N 

Recently, many solutions for indoor and outdoor 3 D mapping using L i D A R sensors 

have been introduced, proving that the problem of odometry estimation and point 

cloud registration is relevant and solutions are demanded. The Leica 1 company intro-

Figure 6.1: Example of LiDAR point clouds registered by C N N estimated odometry. Se­
quence 08 of KITTI dataset [28] is presented with rotations provided by IMU. 

1 http :// le ica-geosystems.com 
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duced Pegasus backpack equipped with multiple Velodyne L i D A R s , RGB cameras, 

including I M U and GNSS sensors supporting the point cloud alignment. Geoslam 2 

uses simple rangefinder accompanied with I M U unit in their hand-helded map­

ping ZEB products. Companies like L i D A R U S A and R I E G L 3 bui ld their L i D A R 

systems primarily targeting outdoor ground and aerial mapping. Such systems 

require readings from I M U and GNSS sensors in order to align captured point 

clouds. These requirements restrict the systems to be used for mapping the areas 

where GNSS is available. 

Another common property of these systems is offline processing of the recorded 

data for building the accurate 3 D maps. The operator is unable to verify whether 

the whole environment (building, park, forest, . . . ) is correctly captured and 

whether there are no parts missing. This is a significant disadvantage, since the 

repetition of the measurement process can be expensive and time demanding. A l ­

though the orientation can be estimated online and quite robustly by the I M U unit, 

precise position information requires reliable GPS signal readings including the on­

line corrections (differential GPS, RTK, . . . ) . Since these requirements are not met in 

many scenarios (indoor scenes, forests, tunnels, mining sites, etc.), the less accurate 

methods, like odometry estimation from wheel platform encoders, are commonly 

used. 

We propose an alternative solution - a frame to frame odometry estimation using 

convolutional neural networks from L i D A R point clouds. Similar deployments of 

C N N s has already proved to be successful in ground segmentation [96] and also 

in vehicle detection [57] in sparse L i D A R data. 

The main contribution of our work is fast, real-time and precise estimation of po­

sitional motion parameters (translation) outperforming the state-of-the-art results. 

We also propose alternative networks for full 6 D 0 F visual odometry estimation (in­

cluding rotation) with results comparable to the state of the art. Our deployment 

of convolutional neural networks for odometry estimation, together with existing 

methods for object detection [57] or segmentation [96] also illustrates general us­

ability of C N N s for this type of sparse LiDAR data. 

6.3 R E L A T E D W O R K 

The published methods for visual odometry estimation can be divided into two 

groups. The first one consists of direct methods computing the motion parameters 

in a single step (from image, depth or 3 D data). Comparing with the second group 

of iterative methods, direct methods have a potential of better time performance. 

2 https ://geoslam.com 

3 https://www.lidarusa.com, http://www.riegl.com 

https://www.lidarusa.com
http://www.riegl.com
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Unfortunately, to our best knowledge, no direct method for odometry estimation 

from L i D A R data have been introduced so far. 

Since the introduction of notoriously known Iterative Closest Point (ICP) algo­

rithm [16, 9], many modifications of this approach were developed. In all deriva­

tives, two basic steps are iteratively repeated until the termination conditions are 

met: matching the elements between 2 point clouds (originally the points were 

used directly) and the estimation of target frame transformation, minimizing the 

error represented by the distance of matching elements. This approach assumes 

that there actually exist matching elements in the target cloud for a significant 

amount of basic elements in the source point cloud. However, such assumption 

does not often hold for sparse L i D A R data and causes significant inaccuracies. 

Grant [32] used planes detected in Velodyne L i D A R data as the basic elements. 

The planes are identified by analysis of depth gradients within readings from a 

single laser beam and then by accumulating in a modified Hough space. The de­

tected planes are matched and the optimal transformation is found using previ­

ously published method [80]. Their evaluation shows the significant error ( « 1m 

after 15m run) when mapping indoor office environment. Douillard et al. [22] used 

the ground removal and clustering remaining points into the segments. The trans­

formation estimated from matching the segments is only approximate and it is 

probably compromised by using quite coarse (20cm) voxel grid. 

Generalized ICP (GICP) [88] replaces the standard point-to-point matching by 

the plane-to-plane strategy. Small local surfaces are estimated and their covari-

ance matrices are used for their matching. When using Velodyne L i D A R data, the 

authors achieved ±20 cm accuracy in the registration of pairwise scans. In our eval­

uation [98] using KITTI dataset [28], the method yields average error 11.5cm in the 

frame-to-frame registration task. The robustness of GICP drops in case of large 

distance between the scans (> 6m). This was improved by employing visual SIFT 

features extracted from omnidirectional Ladybug camera [77] and the codebook 

quantization of extracted features for building sparse histogram and maximization 

of mutual information [78]. 

Bose and Zlot [12] are able to bui ld consistent 3D maps of various environments, 

including challenging natural scenes, deploying visual loop closure over the odom­

etry provided by inaccurate wheel encoders and the orientation by I M U . Their ro­

bust place recognition is based on Gestalt keypoint detection and description [14]. 

Deployment of our C N N in such system would overcome the requirement of the 

wheel platform and the same approach would be useful for human-carried sensory 

gears (Pegasus, ZEB, etc.) as mentioned in the introduction. 

Our previous work [98] proposed sampling the 3 D L i D A R point clouds by Collar 

Line Segments (CLS) to overcome data sparsity. First, the original Velodyne point 
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cloud is split into polar bins. The line segments are randomly generated within 

each bin, matched by nearest neighbor search and the resulting transformation fits 

the matched lines into the common planes. The CLS approach was also evaluated 

using the KITTI dataset and achieves 7cm error of the pairwise scan registration. 

Splitting into polar bins is also used in this work for encoding the 3 D data to 2 D 

representation (see Sec. 6.4.1). 

The top ranks in KITTI Visual odometry benchmark [28] are for last years oc­

cupied by L i D A R Odometry and Mapping ( L O A M ) [107] and Visual L O A M (V-

L O A M ) [105] methods. Planar and edge points are detected and used to estimate 

the optimal transformation in two stages: fast scan-to-scan and precise scan-to-

map. The map consists of keypoints found in previous L i D A R point clouds. Scan-

to-scan registration enables real-time performance and only each n-th frame is 

actually registered within the map. 

The implementation was publicly released under BSD license but withdrawn 

after being commercialized. The original code is accessible through the documen­

tation 4 and we used it for evaluation and comparison with our proposed solution. 

In our experiments, we were able to achieve superior accuracy in the estimation of 

the translation parameters and comparable results in the estimation of full 6 D 0 F 

(degrees of freedom) motion parameters including rotation. In V - L O A M [105], the 

original method was improved by fusion with RGB data from omnidirectional 

camera and authors also prepared method which fuses L i D A R and RGB-D data 

[106]. 

The encoding of 3 D L i D A R data into the 2 D representation, which can be pro­

cessed by convolutional neural network (CNN), were previously proposed and 

used in the ground segmentation [96] and the vehicle detection [57]. We use a sim­

ilar C N N approach for quite different task of visual odometry estimation. Besides 

the precision and the real-time performance, our method also contributes as the i l ­

lustration of general usability of C N N s for sparse L i D A R data. The key difference 

is the amount and the ordering of input data processed by neural network (de­

scribed in next chapter and Fig. 6.3). While the previous methods [57, 96] process 

only a single frame, in order to estimate the transformation parameters precisely 

we process multiple frames simultaneously. 

6.4 M E T H O D 

Our goal is the estimation of transformation T n = [t n , t n , t n , r n , r n , r n ] represent­

ing the 6 D 0 F motion of a platform carrying L i D A R sensor, given the current L i ­

D A R frame P n and N previous frames P n _ i , P N _ 2 , . . . , P n N in form of point 

4 h t t p : / / d o c s . r o s . o r g / i n d i g o / a p i / l o a m _ v e l o d y n e / h t m l / f i l e s . h t m l 

http://docs.ros.org/indigo/api/loam_velodyne/html/files.html
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clouds. This can be written as a mapping 0 from the point cloud domain P to 

the domain of motion parameters (6.1) and (6.2). Each element of the point cloud 

p G P is the vector p = [p^,Tpy,Tpz,Tpr,Tpx], where [ p x , p y , p z ] are its coordinates 

in the 3D space (right, down, front) originating at the sensor position. p r is the 

index of the laser beam that captured this point, which is commonly referred as 

the "ring" index since the Velodyne data resembles the rings of points shown in 

Fig. 6.2 (top, left). The laser intensity measurement is denoted as p \ 

T n = 0 ( P n , P n T , P n _ 2 , . . . , P n _ N ) (6.1) 

e : P N + 1 -»• Pv6 (6.2) 

6.4.1 Data encoding 

We represent the mapping 0 by convolutional neural network. Since we use sparse 

3D point clouds and convolutional neural networks are commonly designed for 

dense 1D and 2D data, we adopt previously proposed [57, 96] encoding £ (6.3) of 

3D L i D A R data to dense matrix M G M . These encoded data are used for actual 

training the neural network implementing the mapping 0 (6.4, 6.5). 

M = £(P); £ : P ^ M (6.3) 

T n = 0 ( £ ( P n ) , £ ( P n _ T ),..., £ ( P n - N )) (6.4) 

0 : M N + 1 -> P 6 (6.5) 

Each element m r , c of the matrix M encodes points of the polar bin b r , c C P (6.6) 

as a vector of 3 values: depth and vertical height relative to the sensor position, 

and the intensity of laser return (6.7). Since the multiple points fall into the same 

bin, the representative values are computed by averaging. On the other hand, if a 

polar bin is empty, the missing element of the resulting matrix is interpolated from 

its neighbourhood using linear interpolation. 

m r , c = e(b r, c); e : P -> P 3 (6.6) 

ix. ^ peb r , c 

E(b r ,c) = TT j (6.7) 
l D r , c 

The indexes r, c denote both the row (r) and the column (c) of the encoded 

matrix and the polar cone (c) and the ring index (r) in the original point cloud 

(see Fig. 6.2). Dividing the point cloud into the polar bins follows same strategy as 
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Figure 6.2: Transformation of the sparse Velodyne point cloud (a), (b) into the multi­
channel dense matrix (c). Each row represents measurements of a single laser 
beam (single ring r i , xi, r$,...) done during one rotation of the sensor. Each col­
umn contains measurements of all 64 laser beams captured within the specific 
rotational angle interval (polar cone C i , C 2 , C 3 , . . . ) . 

described in our previous work [98]. Each polar bin is identified by the polar cone 

cp(.) and the ring index p r . 

b r ,c ={p G P | p r = rA<p(p) = c} 

a t a n ( ^ ) + 1 8 0 ° 

360° 

(6.8) 

(6.9) 

where R is horizontal angular resolution of the polar cones. In our experiments 

we used the resolution R = 1 0 (and 0.2° in the classification formulation described 

below). 

6.4.2 From regression to classification 

In our preliminary experiments, we trained the network 0 estimating full 6 D 0 F 

motion parameters. Unfortunately, such networks provided very inaccurate results. 

The output parameters consist of two different motion modalities - rotation and 

translation T n = [Rn|tn] - and it is difficult to determine (or weight) the impor-
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tance of angular and positional differences in backward computation. So we de­

cided to split the mapping into the estimation of rotation parameters 0 R (6.10) 

and translation 0 t (6.11). 

R n = Ö R ( M n , M „ - i , . . . , M N _ N 

t n = e t ( M n , M n i , . . . , M n N 

0 R : M N + 1 —>• R 3 ; 6 t : M N + 1 ->• R 3 

(6.10) 

(6.11) 

(6.12) 

The implementation of 0 R and 0 t by convolutional neural network is shown in 

Fig. 6.3. We use multiple input frames in order to improve stability and robustness of 

the method. Such multi-frame approach was also successfully used in our previous 

work [98] and comes from assumption, that motion parameters are similar within 

small time window (0.1 — 0.7s in our experiments below). 

input frames > C N N part 

M n 

C N N part 

M„. C N N part 

M n-2 C N N part M n-2 C N N part 

C N N part 

Mn-3 
C N N part 

Mn-3 

Fully 
connected 

layer 
- R II t ( D o F ) 

C N N part 

Figure 6.3: Topology of the network implementing O R and Ot. A l l combinations of current 

M n and previous M n - i , M n - 2 , • • • frames (3 previous frames in this example) 

are pairwise processed by the same C N N part (see structure in Fig. 6.4) with 

shared weights. The final estimation of rotation or translation parameters is 

done in fully connected layer joining the outputs of C N N parts. For training, 

the euclidean loss was used. 

3 6 0 ^ 

64 

3 + 3 

C O N V C O N V C O N V 
3 x 3 3 x 3 5 x 5 
+ M + m + 

R e L u R e L u m R e L u 
+ + 6 4 c h + 

P O O L 2 6 4 c h P O O L 2 P O O L 2 

6 4 c h 

Figure 6.4: Topology of shared C N N component (denoted as "CNN part" in Fig. 6.3) for 

processing the pairs of encoded LiDAR frames. The topology is quite shallow 

with small convolutional kernels, ReLu nonlinearities and max polling after 

each convolutional layer. The output blob size is 45 x 8 x 64 (W x H x Ch). 
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The idea behind proposed topology is the expectation that shared C N N compo­

nents for pairwise frame processing w i l l estimate the motion map across the input 

frame space (analogous to the optical flow in image processing). The final estima­

tion of rotation or translation parameters is performed in the fully connected layer 

joining the outputs of pure C N N components. 

Splitting the task of odometry estimation into two separated networks, sharing 

the same topology and input data, significantly improved the results - especially 

the precision of translation parameters. However, precision of the predicted rota­

tion was still insufficient. The rotation is represented by Euler angles, but the ex­

periments with quaternions and axis-angles were also performed with no improve­

ment. The original formulations of our goal (6.1) can be considered as solving the 

regression task. However, the space of possible rotations between consequent frames 

is quite small for reasonable data (distribution of rotations for KITTI dataset can 

be found in Fig. 6.5). Such small space can be densely sampled and we can refor­

mulate this problem to the classification task (6.13, 6.14). 

R = argmax r ( R t ( M n ) , M n - i ) (6.13) 

ie{o,...,K-i} 
r : M 2 -> R (6.14) 

where R | ( M . n ) represents rotation R| of the current L i D A R frame M n and F(.) 

estimates the probability of Ri to be the correct rotation between the frames M n 

and M n _ i . 

Similar approach was previously used in the task of human age estimation [85]. 

Instead of training the C N N to estimate the age directly, the image of person is 

classified to be 0 , 1 , . . . , 100 years old. 

1 

R x R y R z 

Figure 6.5: Rotations (min-max) around x,y,z axis in training data sequences of KITTI 

dataset. 

The implementation of V comparator by a convolutional network can be found 

in Fig. 6.6. In next sections, this network w i l l be referred as classification CNN while 

the original one w i l l be referred as regression CNN. We have also experimented with 

the classification-like formulation of the problem using the original C N N topology 

(Fig. 6.3) without sampling and applying the rotations, but this d id not bring the 

improvement. 

For the classification network we experienced better results when wider input 

(horizontal resolution R = 0.2°) is provided to the network. This affected also prop­

erties of the convolutional component (the C N N part), where wider convolution 
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R o ( M n ) 

R l ( M „ ) 
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Figure 6.6: Modification of original topology (Fig. 6.3) for precise estimation of rotation pa­
rameters. Rotation parameter space (each axis separately) is densely sampled 
into K rotations Ro, R i , . . . , R K - 1 and applied to current frame M n - C N N com­
ponent and fully connected layer are trained as comparators F with previous 
frame M n _ i estimating probability of given rotation. A l l C N N parts (structure 
in Fig. 6.7) and fully connected layers share the weights of the activations. 

450x32x64 
(WxHxCh) 

CONV 5x3 
stride 2x1 

+ 
ReLu 

+ 
POOL 2 

112x16x64 

CONV 7x5 
stride 2x1 

+ 
ReLu 

+ 
POOL 2 

27x7x8 

Figure 6.7: Modification of convolutional component for classification network. Wider in­
put (angular resolution R = 0.2°) and wider convolution kernels with horizon­
tal stride are used. 

kernels are used with horizontal stride (see Fig. 6.7) to reduce the amount of data 

processed by the fully connected layer. 

Although the space of observed rotations is quite small (approximately ±1° 

around x and z axis, and ±4° for y axis, see Fig. 6.5), sampling densely (by frac­

tion of degree) this subspace of 3D rotations would result in thousands of possible 

rotations. Because such amount of rotations would be infeasible to process, we de­

cided to estimate the rotation around each axis separately, so we trained 3 C N N s 

implementing (6.13) for rotations around x, y and z axis separately. These networks 

share the same topology (Fig. 6.6). 

In the formulation of our classification problem (6.13), the final decision of the 

best rotation R* is done by max polling. Since V estimates the probability of ro-
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tation angle p(Ri) (6.15), assuming the normal distribution we can compute also 

maximum likelihood solution by weighted average (6.16). 

p(Ri) = r ( R i ( M n ) / M n _ 1 ) (6.15) 

L p(Ri).Rt 

r = "I m) (6-l6) 

i e S w 

S w = argmax Y P ( R i ) t 6 - 1 / ) 
S = { i 0 to+W} i £ S 

Moreover, this estimation can done for a window of fixed size W which is limited 

only for the highest rotation probabilities (6.17). Window of size 1 results in max 

polling. 

6.4.3 Data processing 

For training and testing the proposed networks, we used encoded data from Velo-

dyne L i D A R sensor. As we mentioned before, the original raw point clouds consist 

of x, y and z coordinates, identification of laser beam which captured given point 

and the value of laser intensity reading. The encoding into 2D representation trans­

forms x and z coordinates (horizontal plane) into the depth information and hor­

izontal angle represented by range channel and the column index respectively in 

the encoded matrix. The intensity readings and y coordinates are directly mapped 

into the matrix channels and laser beam index is represented by encoded matrix 

row index. This means that our encoding (besides the aggregating multiple points 

into the same polar bin) d id not cause any information loss. 

Furthermore, we use the same data normalization (6.18) and rescaling as we 

used in our previous work [96]. 

h = ^ ; ď = log(d) (6.18) 

This applies only to the vertical height h and depth d, since the intensity values 

are already normalized to interval (0; 1). We set the height normalization constant 

to H = 3, since in the usual scenarios, the Velodyne (model HDL-64E) captures 

vertical slice approximately 3m high. 

In our preliminary experiments, we trained the convolutional networks without 

this normalization and rescaling (6.18) and we also experimented with using the 

3D point coordinates as the channels of C N N input matrices. A l l these approaches 

resulted only in worse odometry precision. 
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6.5 E X P E R I M E N T S 

We implemented the proposed networks using Caffe5 deep learning framework. 

For training and testing, data from the KITTI odometry benchmark 6 were used 

together with provided development kit for the evaluation and error estimation. 

The L i D A R data were collected by Velodyne HDL-64E sensor mounted on top of 

a vehicle together with I M U sensor and GPS localization unit with RTK correction 

signal providing precise position and orientation measurements [28]. Velodyne 

spins with frequency 10Hz providing 10 L i D A R scans per second. The dataset 

consist of 11 data sequences where ground truth is provided. We split these data 

to training (sequences 00-07) and testing set (sequences 08-10). The rest of the 

dataset (sequences 11-21) serves for benchmarking purposes only. 

The error of estimated odometry is evaluated by the development kit provided 

with the KITTI benchmark. The data sequences are split into subsequences of 

100,200,..., 800 frames ( 1 0 , 2 0 , 8 0 seconds duration). The error e s of each sub­

sequence is computed as (6.19). 

|E S , C s H2 
(6.19) 

where F_s is the expected position (from ground truth) and C s is the estimated 

position of the L i D A R where the last frame of subsequence was taken with respect 

to the initial position (within given subsequence). The difference is divided by the 

length l s of the followed trajectory. The final error value is the average of errors e s 

across all the subsequences of all the lengths. 

First, we trained and evaluated regression networks (topology described in 

Fig. 6.3) for direct estimation of rotation or translation parameters. The results 

can be found in Table 6.1. To determine the error of the network predicting transla­

tion or rotation motion parameters, the missing rotation or translation parameters 

respectively were taken from the ground truth data since the evaluation requires 

all 6 D 0 F parameters. 

Evaluation shows that proposed C N N s predict the translation (CNN-t in Ta­

ble 6.1) wi th high precision - the best results were achieved for network taking 

the current and N = 5 previous frames as the input. The results also show, that 

all these networks outperform L O A M (error 0.0186, see evaluation in Table 6.3 for 

more details) in the estimation of translation parameters. On contrary, this method 

is unable to estimate rotations (CNN-R and CNN-Rt) wi th sufficient precision. A l l 

networks except the largest one (N < 7) are capable of realtime performance with 

5 c a f f e . b e r k e l e y v i s i o n . o r g 

6 www.cvl ibs.net/datasets/kitt i/eval_odomet ry.php 

http://caffe.berkeleyvision.org
http://www.cvlibs.net/datasets/kitti/eval_odomet
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CNN-t CNN-R CNN-Rt Forward time [s/frame] 

N error error error GPU CPU 

1 0.0184 0.3794 0.3827 0.004 0.065 

2 0.0129 0.2752 0.2764 0.013 0.194 

3 0.0111 0.2615 0.2617 0.026 0.393 

5 0.0103 0.2646 0.2656 0.067 0.987 

7 0.0130 0.2534 0.2546 0.125 1.873 

Table 6.1: Evaluation of regression networks for different size of input data - N is the 
number of previous frames. The convolutional networks were used to determine 
the translation parameters only (column CNN-t), the rotation only (CNN-R) and 
both the rotation and translation (CNN-Rt) parameters for KITTI sequences 00-
08. Error of the estimated odometry together with the processing time of single 
frame (using CPU only or GPU acceleration) is presented. 

Window size W Odom. error Window size Odom. error 

1 (max polling) 0.03573 9 0.03704 

3 0.03433 11 0.03712 

5 0.03504 13 0.03719 

7 0.03629 all 0.03719 

Table 6.2: The impact of window size on the error of odometry, when the rotation parame­
ters are estimated by classification strategy. Window size W = 1 is equivalent to 
the max pooling, maximal likelihood solution is found also when "all" probabil­
ities are taken into the account without the window restriction. 

G P U support (GeForce G T X 770 used) and the smallest one also without any ac­

celeration (running on 15-6500 CPU). Note: Velodyne standard framerate is lOfps. 

We also wanted to explore, whether C N N s are capable to predict full 6 D 0 F 

motion parameters, including rotation angles with sufficient precision. Hence the 

classification network schema shown in Fig. 6.6 was implemented and trained 

also using the Caffe framework. The network predicts probabilities for densely 

sampled rotation angles. We used sampling resolution 0.2°, what is equivalent to 

the horizontal angular resolution of Velodyne data in the KITTI dataset. Given the 

statistics from training data shown in Fig. 6.5, we sampled the interval ±1.3° of 

rotations around x and z axis into 13 classes, and the interval ±5.6° into 56 classes, 

including approximately 30% tolerance. 

Since the network predicts the probabilities of given rotations, the final estima­

tion of the rotation angle is obtained by max polling (6.13) or by the window ap-
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Seq. 

# 

Translation only Rotation and translation 

Seq. 

# 

L O A M -

full 

L O A M -

online 

CNN-

regress. 

L O A M -

full 

L O A M -

online 

CNN-

regress. 

CNN-

classif. 

00 0.0152 0.0193 0.0084 0.0225 0.0516 0.2877 0.0302 

01 0.0368 0.0255 0.0079 0.0396 0.0385 0.1492 0.0444 

02 0.0383 0.0293 0.0076 0.0461 0.0550 0.2290 0.0342 

03 0.0120 0.0117 0.0166 0.0191 0.0294 0.0648 0.0494 

04 0.0076 0.0085 0.0089 0.0148 0.0150 0.0757 0.0177 

05 0.0092 0.0096 0.0056 0.0184 0.0246 0.1357 0.0235 

06 0.0088 0.0130 0.0036 0.0160 0.0335 0.0812 0.0188 

07 0.0137 0.0155 0.0077 0.0192 0.0380 0.1308 0.0177 

Train 

avg. 
0.0214 0.0197 0.0077 0.0287 0.0433 0.1970 0.0303 

08 0.0107 0.0145 0.0096 0.0239 0.0349 0.2716 0.0289 

09 0.0368 0.0380 0.0098 0.0322 0.0430 0.2373 0.0494 

10 0.0213 0.0196 0.0128 0.0295 0.0399 0.2823 0.0327 

Test 

avg. 
0.0186 0.0208 0.0102 0.0268 0.0376 0.2655 0.0343 

Table 6.3: Comparison of the odometry estimatation precision by the proposed method 
and L O A M for sequences of the KITTI dataset [28] (sequences 00 — 07 were used 
for training the C N N , 08 — 10 for testing only). L O A M was tested in the on-line 
mode (LOAM-online) when the time spent for single frame processing is limited 
to Velodyne fps (0.Is/frame) and in the full mode (LOAM-full) where each frame 
is fully registered within the map. Both the regression (CNN-regression) and the 
classification (CNN-classification) strategies of our method are included. When 
only translation parameters are estimated, our method outperforms L O A M . On 
the contrary, L O A M outperforms our C N N odometry when full 6D0F motion 
parameters are estimated. 

proach of maximum likelihood estimation (6.16,6.17). Table 6.2 shows that optimal 

results are achieved when the window size W = 3 is used. 

We compared our C N N approach for odometry estimation with the L O A M 

method [107]. We used the originally published ROS implementation (see link 

in Sec. 6.3) wi th a slight modification to enable KITTI Velodyne HDL-64E data 

processing. In the original package, the input data format of Velodyne VLP-16 is 
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Figure 6.8: The example of L O A M results (top) and our CNNs (bottom row) for KITTI 
sequences used for testing (08 — 10). When only translation parameters are es­
timated (first 3 columns), both methods achieves very good precision and the 
differences from ground truth (red) are barely visible. When all 6DoF motion 
parameters are estimated (columns 4 — 6), better performance of loam L O A M 
can be observed. 

"hardcoded". The results of this implementation is labeled in Table 6.3 as LOAM-

online, since the data are processed online in real time (lOfps). This real-time per­

formance is achieved by skipping the full mapping procedure (registration of the 

current frame against the internal map) for particular input frames. 

Comparing with this original online mode of L O A M method, our C N N ap­

proach achieves better results in estimation of both translation and rotation motion 

parameters. However, it is important to mention, that our classification network for 

the orientation estimation requires 0.27s/frame when using G P U acceleration. 

The portion of skipped frames in the L O A M method depends on the input frame 

rate, size of input data, available computational power and affects the precision 

of estimated odometry. In our experiments with the KITTI dataset (on the same 

machine as we used for C N N experiments), 31.7% of input frames is processed by 

the full mapping procedure. 

In order to determine the full potential of the L O A M method, and for fair com­

parison, we made further modifications of the original implementation, so the map­

ping procedure runs for each input frame. Results of this method are labeled as 

LOAM-full in Table 6.3 and, in estimation of all 6 D 0 F motion parameters, it out­

performs our proposed C N N s . However, the prediction of translation parameters 

by our regression networks is still significantly more precise and faster. A n d the 

average processing time of a single frame by the L O A M - f u l l method is 0.7s. The 

visualization of estimated transformations can be found in Fig. 6.8. 

We have also submitted the results of our networks (i.e. the regression C N N 

estimating translational parameters only and the classification C N N estimating 

rotations) to the KITTI benchmark together with the outputs we achieved using the 

L O A M method in the online and the full mapping mode. The results are similar as 
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in our experiments - best performing L O A M - f u l l achieves 3.49% and our C N N s 

4.59% error. LOAM-onl ine performed worse than in our experiments with error 

9.21 %. Interestingly, the error of our refactored original implementation of L O A M 

is more significant than errors reported for the original submission of the L O A M 

authors. This is probably caused by a fine-tuning of the method for the KITTI 

dataset which has never been published and authors refused to share both the 

specification/implementation used and the outputs of their method with us. 

6.6 C O N C L U S I O N 

This paper introduced novel method of odometry estimation using convolutional 

neural networks. A s the most significant contribution, networks for very fast real­

time and precise estimation of translation parameters, beyond the performance of 

other state of the art methods, were proposed. The precision of proposed C N N s 

was evaluated using the standard KITTI odometry dataset. 

Proposed solution can replace less accurate methods like odometry estimated 

from wheel platform encoders or GPS based solutions, when GNSS signal is not 

sufficient or corrections are missing (indoor, forests, etc.). Moreover, with the ro­

tation parameters obtained from the I M U sensor, results of the mapping can be 

shown in a preview for online verification of the mapping procedure when the 

data are being collect. 

We also introduced two alternative network topologies and training strategies 

for prediction of orientation angles, enabling complete visual odometry estimation 

using C N N s in a real time. Our method benefits from existing encoding of sparse 

L i D A R data for processing by C N N s [96, 57] and contributes as a proof of general 

usability of such a framework. 

In the future work, we are going to deploy our odometry estimation approaches 

in real-word online 3D L i D A R mapping solutions for both indoor and outdoor 

environments. 





Part III 

B A C K P A C K M O B I L E M A P P I N G S O L U T I O N 

This chapter is based on the paper [100]. 





I N D O O R A N D O U T D O O R B A C K P A C K M A P P I N G W I T H 

C A L I B R A T E D P A I R O F V E L O D Y N E L I D A R S 

7.1 A B S T R A C T 

This paper presents a human-carried mapping backpack based on a pair of Velo-

dyne L i D A R scanners. Our system is a universal solution for both large scale out­

door and smaller indoor environments. It benefits from a combination of two L i ­

D A R scanners, which makes the odometry estimation more precise. The scanners 

are mounted under different angles, thus a larger space around the backpack is 

scanned. By fusion with G N S S / I N S sub-system, the mapping of featureless envi­

ronments and the georeferencing of resulting point cloud is possible. By deploy­

ing SoA methods for registration and the loop closure optimization, it provides 

sufficient precision for many applications in B I M (Building Information Model­

ing), inventory check, construction planning, etc. In our indoor experiments, we 

evaluated our proposed backpack against Z E B - i solution, using F A R O terrestrial 

scanner as the reference, yielding similar results in terms of precision, while our 

system provides higher data density, laser intensity readings, and scalability for 

large environments. 

Figure 7.1: The motivation and the results of our work. The reconstruction of indoor en­
vironments (a) is beneficial for inspection, inventory checking and automatic 
floor plans generation. 3 D maps of forest environments (b) is useful for quick 
and precise estimation of the biomass (timber) amount. The other example of 
3 D LiDAR mapping deployment is preserving cultural heritages or providing 
models of historical building, e.g., the roof in (c). 

(a) (b) (c) 
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(a) (b) 

Figure 7.2: The example of resulting models of indoor mapping. The office environment 
(a) and the staircase (b) were captured by a human carrying our 4 R E C O N back­
pack. The data acquisition process took 3 and 2 min, respectively. 

7.2 I N T R O D U C T I O N 

In recent years, the L i D A R (Light Detection A n d Ranging) technology has become 

very popular in the field of geodesy and related fields, where the availability of 3 D 

models of outdoor or indoor environments can be beneficial: e.g., forestry, architec­

ture, preserving cultural heritage, construction monitoring, etc. The examples of 

reconstructions from similar practical applications can be found in Fig. 7.1. Using 

3 D mapping can also be beneficial for time and cost reduction. The same model 

can be shared among different professionals in different fields of expertise without 

the need for personal inspection and measuring at a given place individually. 

This demand causes a huge interest in developing solutions that would be able to 

capture the reality and provide reliable 3 D reconstructions out of the box. However, 

there are also other requirements for such a system. 

The data acquisition process has to be quick and the planning of fieldwork 

should be minimized. This requirement discriminates solutions based on static 

terrestrial lasers (e.g., Leica and Riegl of F A R O companies), requiring detailed 

planning of the data acquisition and manual system set up on a tripod within 

multiple convenient viewpoints across the scene. 

The solution has to be mobile and easy to handle. This naturally leads to the 

preference of human carried (backpack or handheld) solutions instead of terrestrial 

or vehicle based solutions, such as NavVis I , which, for example, does not support 

traversing tilted surfaces such as ramps. 

1 https://www.navvis.com 

https://www.navvis.com
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However, the necessity for reliability in terms of resulting model precision is in 

contradiction with these two requirements. Stationary terrestrial L i D A R solutions 

require time demanding scanning process while providing a great accuracy (in 

order of millimeters) because of fewer degrees of freedom. Although, for many 

applications listed above, there is no need for such precision, our goal is the differ­

ence between the reality and the resulting 3 D model below 5 cm. This value was 

requested by the experts in the field of geodesy with whom we consulted. 

In the practical applications, completeness of the final map should also be guar­

anteed because it might be difficult to repeat the scanning. The operator has to be 

aware of the fact that all necessary data of the whole environment were acquired. 

We fulfilled this requirement by providing a live preview of the collected data. 

The resulting model has to be dense enough, so that all important objects such as 

furniture and other inventory can be recognized and distinguished. This is the typ­

ical issue of existing solutions such as Z E B - i , where no L i D A R intensity readings 

are available. Therefore, our solution relies on Velodyne L i D A R s , which provide a 

huge amount of data and the resulting models are dense (see examples in Fig. 7.2). 

It also provides the laser intensity readings, which do not depend on the lighting 

conditions, contrary to camera-aided solutions. Moreover, we propose laser inten­

sity normalization, which increases the recognizability of the objects since the laser 

intensity readings cannot be considered as the "color" of the object as it depends 

on the range of measurement, the angle of incidence, and the emitted energy. 

Some of the existing solutions are not comfortable enough to use. According 

to practical experience of the operators, handheld solutions such as ZEB are physi­

cally difficult to operate for a longer period of time since the mapping head weighs 

approximately 0.4-1 kg, and it has to be carried or swept by hand. 

The final requirement is an affordable price. We use Velodyne VLP-16 scanners, 

which are relatively cheap in comparison to the other L i D A R solutions, and a 

universal I M U (Inertial Measurement Unit) solution, which can be upgraded by 

a dual antenna and therefore reused in the outdoor environment where GNSS 

(Global Navigation Satellite System) is available. 

The contributions of this paper can be summarized as the proposal of a L i D A R 

mapping solution with the following characteristics: 

• It is capable of both small indoor and large open outdoor environments 

mapping, georeferencing and sufficient precision in the order of centimeters. 

These abilities are evaluated using multiple datasets. 

• It benefits from a synchronized and calibrated dual L i D A R scanner, which 

significantly increases field of view. Both scanners are used for both odome-

try estimation and 3 D model reconstruction, which enables scanning of small 

environments, narrow corridors, staircases, etc. 
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• It provides the ability to recognize objects in the map due to sufficient point 

density and our novel intensity normalization for the measurements from an 

arbitrary range. 

We also performed a precise evaluation and comparison of our previously pro­

posed point cloud registration method CLS (Collar Line Segments) with state-of-

the-art approach L O A M (L iDAR Odometry and Mapping), which has not yet been 

published. Moreover, we upgraded our CLS method with automatic overlap esti­

mation for better registration flexibility. 

7.3 R E L A T E D WORK 

L i D A R based systems for indoor and outdoor mapping are not a brand new tool 

in the geospatial community. Demand for such solutions drives—among other ap­

plications, such as autonomous driving—the development of basic algorithms for 

L i D A R data processing, point cloud registration, etc., as the essential parts of more 

complex S L A M (Simultaneous Localization and Mapping) methods (a summary 

can be found in [72]). 

Table 7.1 contains an overview of the existing L i D A R mapping solutions that 

are related to our work. A l l such solutions have to solve several typical issues. 

Besides the construction of hardware mount itself (e.g., a backpack or a drone), 

the data from multiple sensors have to be synchronized properly, etc. However, 

the key issue is the software component for odometry estimation—i.e., estimation 

of the trajectory and the movement of the sensory platform. This is essential for cor­

rect alignment of laser measurements into a consistent and precise 3 D model. A l ­

though there are already numerous methods providing solutions within a certain 

level of precision for certain types of L i D A R sensors, precise odometry estimation 

is still an open question. 

One of the state-of-the-art methods, performing quite well for both the 3 D L i -

D A R s (as Velodyne) and also the 2 D rangefinders (as continuously spinning or 

sweeping Hokuyo L i D A R ) , is L O A M (L iDAR Odometry A n d Mapping) [107]. 

There are also visually [105] or depth enhanced [106] versions where the odometry 

estimation is supplemented by a RGB camera or a depth sensor (such as Kinect or 

Asus Xtion), respectively. This whole group can be considered as feature-based meth­

ods, since, from the original point cloud, only the edge and the plane key points 

are preserved. These are used for geometrical registration of the current frame 

within the map and also for building the map itself continuously. Based on the 

impressive results presented, L O A M method was our first candidate for odometry 

estimation in our backpack solution. However, our experiments on KITTI Odome­

try [28] dataset presented later on in Sec. 7.5.1 w i l l show that our previously pub-



Table 7.1: Overview of related LiDAR mobile mapping solutions. 

Solution 
Sensor 

(Precision) 
Range 

System 

Precision 

Price 

€ 

Open 

Method 
Properties and Limitations 

Inten­

sities 

Z E B - i 

(2013) 2 i Hokuyo 

U T M - 3 0 L X 

(3 cm up to 

10 m range) 

15-20 m (max 

30 m under 

optimal 

conditions) 

up to 3.8 cm 

indoors [90] 
N / A 

Proprietary, 

based 

on [13, 11] 

• missing (laser) intensity readings 

• no GNSS reference 

• requires visible featuring objects at 

close distances 

No 

ZEB-

R E V O 

(2015) 2 

[30] 
I 

Hokuyo 

U T M - 3 0 L X - F 

(3 cm up to 

10 m range) 

15-20 m (max 

30 m under 

optimal 

conditions) [30] 

up to 3.6 cm 

indoors [20] 
34,000 

Proprietary, 

based 

on [13, 11] 

• missing (laser) intensity readings 

• no GNSS reference 

• requires visible featuring objects at 

close distances 

No 

LiBackpacl 

(2019) 3 

[33] 

MM 

2x Velodyne 

VLP-16 

(3 cm) 

100 m 

(Velodyne 

scanner 

limitation) 

5 cm 60,000 Proprietary 

• intensity readings available 

• GNSS support 

• dual L i D A R (one for odometry only, 

second for reconstruction) 

Yes 

Pegasus 

(2015) 

[56] 
I 2x Velodyne 

VLP-16 

(3 cm) 

50 m usable 

range 

5 cm with GNSS, 

5-50 cm without, 

4.2 cm in test [66] 

150,000 Proprietary 

• intensity readings available 

• GNSS support 

• dual L i D A R (cooperation un­

known) 

Yes 



Table 7.1: Cont. 

Solution 
Sensor 

(Precision) 
Range 

System 

Precision 

Price 

€ 

Open 

Method 
Properties and Limitations 

Inten­

sities 

Viametris 

bMS3D4 

[25] 
E 

2x Velodyne 

VLP-16 

(3 cm) 

100 m 

(Velodyne 

scanner 

5 cm under 

appropriate 

satellite 
N / A Propriet. 

• intensity readings and RGB coloring 

• GNSS support 

• dual L i D A R (cooperation unknown) 
Yes 

Viametris 

bMS3D4 

[25] 

2x Velodyne 

VLP-16 

(3 cm) 
limitation) reception 

• intensity readings and RGB coloring 

• GNSS support 

• dual L i D A R (cooperation unknown) 

Robin RIEGL 
120/420 m in 

up to 3.6 cm at • intensity readings 

(20i6)5 

[3] 

V U X - i H A 

(3 mm) 

s low/high 

frequency mode 

(for sensor) 

30 m range (FOG 

EVIU update) 

220,000 Propriet. • dual GNSS 

• (at least weak) GNSS signal required 
Yes 

Akhka 

(2015) 

[52, 84] 
I F A R O 

F0CUS3D 120S 

(1 mm) 

120 m (sensor 

range) 

8.7 cm in forest 

environments 
N / A Open [84] 

• intensity readings 

• outdoor only (GNSS required) Yes 

Akhka 

(2015) 

[52, 84] 

F A R O 

F0CUS3D 120S 

(1 mm) 

2 https://geoslam.com/ 

3 h t tps ://g r e e n v a l l e y i n t l . c o m / 

4 https://www.viametris.com/ 

5 https://www.3dlasermapping.com/ 

https://geoslam.com/
https://g
https://www.viametris.com/
https://www.3dlasermapping.com/
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lished method CLS (Collar Line Segments) [98] outperforms L O A M in terms of 

accuracy—the error is lowered from 2.9 cm to 1.7 cm per 1 m of elapsed trajectory. 

Another solution for odometry estimation, developed and published by Bosse 

and Zlot [11] in 2009, is designed for continuously spinning 2 D L i D A R rangefinder. 

After three years, this approach was modified and integrated into the prototype of 

Zebedee [13] mobile mapping application which eventually evolved into ZEB prod­

ucts (in Table 7.1) of G e o S L A M company 2 . These products are probably the most 

related to our solution in terms of pricing (ZEB-REVO including 1 year basic sup­

port costs 34,000€) and therefore also in terms of accessibility to small companies. 

Bosse and Zlot [11] proposed a surfel-based algorithm Voxel Sweep Match which 

works over the space discretized into a 3 D voxel grid. The model of the envi­

ronment consists of a set of surfels—3D ellipsoids representing the local surface 

information within the voxel. The internal model is updated and new surfels are 

added after each "sweep" (the half revolution of the spinning L i D A R ) is captured. 

The algorithm works similarly to the well known ICP (Iterative closest point) [10], 

but instead of point-to-point matching, the surfels matching in 9 D space (includ­

ing the position, and the orientation of the surfels) is used. Beside these matching 

constraints of neighboring surfels, another constraints ensuring the smoothness 

and the continuity of the trajectory are added in the form of linear equations to 

be solved. After the new continuous trajectory estimation, surfel positions are up­

dated, and the process is repeated until convergence. 

This first proposal [11] d id not reach good precision and the main contribu­

tion is the basis for further development and improvements—especially missing 

global loop closure is the problem, which has been solved in downstream projects: 

Zebedee [13] solution and probably also in Z E B - i system. It is likely that Z E B - i 

is the evolution of Zebedee, since it shares the same ideas and design, but we 

cannot say this for sure, since it is a closed proprietary solution. Both Zebedee 

and Z E B - i use Hokuyo 2 D L i D A R , and instead of a continuously spinning mount, 

a flexible spring construction is used to extend the rangefinder into the 3 D L i D A R . 

The spring amplifies low frequency smooth sweeping motions, while it cancels 

high frequency motions (vibrations and shaking), which are undesirable and diffi­

cult to estimate in S L A M solutions. Moreover, an I M U unit was added in order to 

estimate quick swinging motion and provide additional constraints for optimiza­

tion. 

Regarding the precision of Zebedee prototype, the accumulated drift for open 

loop precision causes approximately 10 cm translation and 2° rotation error per 

minute. This error is significantly reduced by loop closing in a global optimization. 

The error of the global solution is not published, since the ground truth for experi­

mental dataset was not available. However, the visualization in Fig. 7.3 still shows 
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so-called "dual wal l" errors: two instances of the same wall in the same model but 

at different positions. This ambiguity causes significant problems when the model 

should be used for further processing (by construction engineers, architects, etc.), 

and it is our goal to avoid this type of error. 

(a) (b) 

Figure 7.3: "Double walls" error in the reconstruction of Zebedee [13]. The wall and the 
ceiling appears twice in the reconstruction, causing an ambiguity. In the solu­
tion without loop closure (a), the error is quite visible. Double walls are reduced 
after global loop closure (b), but they are still present (highlighted by yellow 
dashed lines). 

In 2015, the G e o S L A M company released their new alternative version of a hand­

held L i D A R scanner—ZEB-REVO [29, 30]—where the spring mount was revoked 

in favor of original continuously spinning design. This update brings better perfor­

mance in both processing time and accuracy. In addition, the human operator does 

not have to "whisk" the sensory head in order to correctly capture the whole envi­

ronment around, as it was required in Z E B - i . However, the weight of the handheld 

part of the scanner was increased from 0.4 kg (for ZEB- i ) to 1 kg, probably due to 

servo motors and additional electronics. These factors (the necessity to whisk for 

Z E B - i and the significant weight for ZEB-REVO) considerably decrease the usage 

comfort when a larger environment is mapped. 

Since the ZEB products are closed and they are using proprietary software, it is 

not clear how the 3 D map is actually built. Fortunately, there are at least several 

works published, where the quality of the resulting model was evaluated. The eval­

uation of Z E B - R E V O in an underground quarry [20] reported point precision (in 
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terms of the distance to the best fitting plane for given surface) around 3 cm. In an 

experiment within a small office environment [64], 22 test planes were selected 

from the 3 D model built by ZEB-REVO. Using the same evaluation, the standard 

deviation of the point to best fitting-plane distance reached 11 mm. However, these 

evaluations do not say much about the precision of the whole model and reflect 

only the local precision. Another work evaluated Z E B - i [90] by comparison with 

measurements obtained by a precise terrestrial laser (Leica C10) as the ground 

truth. For a small indoor environment in Fig. 7.4, the difference in corner-to-corner 

distances were up to 3.8 cm, and the difference between real and estimated area 

floor reached 0.4 m 2 . These numbers are consistent with specified positional ac­

curacy between 3-30 cm after 10 min scanning process in user guides [29, 30]. 

The density of 1000-18,000 po in t s /m 2 was observed in the point cloud model 

generated by Z E B - i which represents an average distance of 0.8-3 cm between 

the points. 

Figure 7.4: Dataset of indoor office environment for evaluation of ZEB-i scanner [90]. 

In the experiment, 3.8 cm error of corner-to-corner average distances within 
the rooms was achieved. 

When using Zebedee, Z E B - i or Z E B - R E V O , the user has to follow certain guide­

lines and also be aware of the limitations of these products [13, 29, 30]. When 

using Zebedee or Z E B - i wi th head mounted on the flexible spring, the user has 

to keep the sensor in the movement by constant "whisking" or somehow chang­

ing the accelerations all the time what could be uncomfortable or inconvenient 

in many cases. The absence of the swinging motion would degrade the sensor 

back into an 2 D rangefinder and could cause a serious error. In addition, the sen­

sors are sensitive to motions in the scene (people, animals, etc.) and the operator 

has to preserve the overlap between the current and previous measurements—e.g., 

by walking backwards when leaving a room or traversing doors, keeping a slow 

pace, etc., since the sensors observe only the environment in front of the operator. 

Moreover, there are certain so called " i l l " environments or situations when ZEB 

solutions are failing—especially featureless and empty spaces, where S L A M solu­

tions are failing in general, and the only solution is the augmentation of the scene 
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by additional obstacles, boxes, etc. Optimal results can be obtained when the obsta­

cles or featuring objects are within 15-20 m range for outdoor. This is a significant 

limitation for vast open environments. 

Other mobile backpack solutions for the L i D A R mapping can be divided into 

two groups: fully commercial, such as Leica Pegasus [56], Viametris b M S 3 D 6 [25], 

Robin backpack [3], or GreenValley LiBackpack [33], and research projects, such 

as Akhka Backpack [84]. Basic properties of these solutions are summarized in 

Table 7.1. The most significant drawback of these solutions is their high price: 

150,000 € for Pegasus, 220,000 € for Robin, and 60,000 € for GreenValley backpack 

(without GNSS upgrade), which makes them too expensive and inaccessible for 

small businesses. In comparison, the total cost of H W components in our solution 

is around 17,500 € . For the whole product (including SW development, support, 

etc.) we expect the price to increase approximately twofold, which brings us much 

closer to ZEB scanners. Another disadvantage of these backpack solutions (at least 

for Leica Pegasus and Robin backpacks) is their high dependency on GNSS, so the 

quality of mapping drops when the signal of satellites is poor or not available. 

Leica, Viametris, 3 D Laser Mapping, and GreenValley companies naturally d id 

not publish how their solutions estimate the odometry and the alignment of L i ­

D A R data into 3 D model. We know that these systems use G N S S / I N S aiding in 

order to improve the precision. According to the documentation [56], Leica Pe­

gasus is able to achieve up to 5 cm precision after 10 min walk, when GNSS is 

available and 5-50 cm without GNSS aiding. It uses 2 Velodyne L i D A R scanners 

as a source of 3 D data and an additional set of five high-resolution cameras. Poten­

tial problems for small rooms, staircases and featureless environments are reported 

in the documentation. Independent evaluation has been performed in small (20 m 

length) underground medieval stronghold [66], where average error of 4.2 cm is 

reported when the model is compared with terrestrial L i D A R reference. There is 

not much information published regarding price or precision of Viametris back­

pack. However, up to 5 cm accuracy is reported when reasonable satellite recep­

tion is available [25]. The Robin backpack [3] for outdoor mapping depends on 

precise G N S S / I N S (Inertial Navigation System) with dual antenna, claiming 2 cm 

positional and 0.03° error. However, the precision of generated models is not spec­

ified, and no evaluation papers have been published yet (to our best knowledge). 

The specification of GreenValley LiBackpack [33] claims « 5 cm relative accuracy 

of the system. 

LiBackpack can be considered as the backpack solution most similar to ours—in 

terms of price, sensors, and accuracy. However, according to the information given 

to us by GreenValley company, their solution uses Velodyne scanners separately— 

https://www.viametris.com/ 

https://www.viametris.com/
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one scanner is used for the odometry estimation using S L A M , and the second 

one for the 3 D reconstruction. We find it unfortunate, because the full potential 

of data is not utilized. In the solution proposed in this paper, both scanners are 

synchronized and extrinsically calibrated—mutual 6 DoF (Degrees of Freedom) 

pose is estimated. This makes it possible to use both sensors in both tasks—SLAM 

and building the 3 D model. 

Akhka mapping backpack [84, 51, 52, 54] was developed by Finnish Geospatial 

Research Institute and Aalto University. It deploys Faro Focus L i D A R and depends 

on the precise Novatel Flexpak6 G N S S - I M U solution. When mapping the environ­

ments with wrong GNSS reception, the scans are roughly aligned by I M U within 

small time windows—segments. Afterwards, ICP is used for registration of these 

segments. During the experiment in a river channel, RMSE (root mean square er­

ror) of 3.6 cm was measured at reference positions. During the mapping of a forest 

environment, the average misalignment increased to 8.7 cm. 

Google released their S L A M software Cartographer [37] for online building 2 D 

floor plans using L i D A R rangefinders. It uses efficient probability 2 D occupancy 

grid (5 cm resolution) as a map representation enabling fast registration and robust 

loop closure. Google also claims the ability to produce full 3 D maps, however, 

the results reported are not that appealing [75]. As far as we know, no seriously 

evaluated deployment has been published so far. 

The idea behind the well-known KinectFusion [73] project for processing RGB-

D data drove the development of a new solution for L i D A R odometry estima­

tion called I M L S - S L A M [19]. Instead of typical scan-to-scan matching and reg­

istration, the target L i D A R scan is transformed into implicit surface representa­

tion denoted as IMLS surface (Implicit Moving Least Square) originally proposed 

by [48]. The source frames are registered against these implicit surfaces follow­

ing the scan-to-model strategy. This work also provides mathematical background 

for solving such a task as a least-square optimization problem. O n average, their 

method achieved 0.69 cm drift after 1 m of elapsed trajectory. 

Droeschel et al. [23] proposed a hierarchical pose graph structure for online map­

ping and odometry estimation. They split each frame into scan lines (slices of the 

Velodyne L i D A R frame with 1.33 ms duration), while they also group neighbor­

ing frames into local optimization windows. Therefore, there are 3 types of nodes 

within the graph: map nodes representing local windows on the highest level, scan 

nodes representing Velodyne L i D A R frames (360° revolution), and the scan line 

nodes on the lowest level. The surfel based registration is performed only among 

the frames within the local window (forming edges between map and scan nodes) 

and among whole local windows (producing edges among map nodes). The global 

optimization produces a continuous time trajectory, where the transformation is 
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assigned to each scan line by cubic B-spline interpolation. Therefore, the scans, 

the pose graph, and the trajectory are iteratively refined. Unfortunately, the paper 

does not provide the precise evaluation of this method. The visualizations show 

that the method reduces the thickness of the walls and so-called "double wa l l " 

effect in comparison with previous approach without hierarchical structure [24]. 

We also experimented with a similar hierarchical approach in our S L A M sys­

tem. The main motivation was to make the process more time-efficient. Eventually, 

we rejected this idea, since the errors of frame-to-frame registrations, which were 

introduced into the local map, made the registrations among local maps quite in­

accurate. 

Mendes et al. [68] decided to run a simple ICP frame-to-frame registration for 

the stream of L i D A R scans. Instead of registering the consecutive frames together, 

the current frame is aligned within the local map consisting of last few keyframes. 

When the overlap (given by the point matching in ICP algorithm) drops under a 

certain level, the current scan is labeled as a new keyframe and it is added to the 

local map. The old keyframes (dropped from the local map) are preserved for the 

loop detection and closure. 

Besides the geometrical accuracy of the model, there are also other quality as­

pects to consider when creating a L i D A R mapping solution, e.g., the point cloud 

density and especially the ability of so-called "recognizability" of various objects 

in the map. The consumer of the point cloud model (engineer, architect, geodesist, 

etc.) has to be able to recognize furniture, surface borders, and in some cases also 

writings, symbols or the texture of the surface. For this task, the color or at least 

the intensities have to be correctly introduced into the model. In the previously de­

scribed solutions of L i D A R mapping, this information is missing (e.g., Z E B - i , basic 

ZEB-REVO) or introduced by additional RGB camera (e.g., Z E B - R E V O [79]). In so­

lutions based on the terrestrial laser scanner or Velodyne L i D A R s , the intensity of 

laser return is used directly to color the points in the model. 

Since we want to keep our solution simple and cheap and preserve the invari-

ance to lightning conditions, we decided to "color" our models with L i D A R in­

tensities. However, keeping these raw intensities would cause unwanted artifacts. 

A s was described in previous works [42, 45, 44], the reflectivity of the surface, 

which we want to capture, is not the only factor affecting these intensity values. 

The measured intensity depends also on the incidence angle of the laser ray, dis­

tance from the sensor (see Fig. 7.5), power of laser transmitter, and, in some cases, 

also on the atmospheric influences (e.g., fog, dust, and smog). These works ad­

dressed the problem providing models and closed form solutions. However, these 

methods are valid only for large-distance measurements (at least tens of meters) 

and therefore they are not suitable for typical indoor or smaller outdoor environ-
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merits, which we need to address. Hence, we propose a novel probabilistic method 

for L i D A R intensities normalization which is scalable and capable of processing 

near-distance measurements. 

(a) (b) 

Figure 7.5: The dependency of laser intensity readings (weak readings in red, strong in 
green) on the measurement range (a) and the angle of incidence (b) [45]. 

7.4 D E S I G N OF T H E L A S E R M A P P I N G B A C K P A C K 

This section consists of two main parts: First, the hardware design concepts are in­

troduced. Then, the software solutions dealing with calibration, precise odometry 

estimation, alignment and intensity normalization are presented. 

The design of our solution follows the requirements elaborated in Sec. 7.2. They 

have been carefully formulated and discussed with experts in the field of geodesy 

and geospatial data processing. Besides the essential goal of reliable 3 D recon­

struction performed automatically, which is demonstrated in the following section, 

the proposed solution does the following: 

• It fulfils the requirements for precision of the model up to 5 cm. Thanks to 

the robust loop closure, ambiguities (e.g., "double wa l l " effects) are avoided. 

• The system is comfortable to use and it is as mobile as possible. The backpack 

weighs 9 kg (plus 1.4 kg for the optional dual antenna extension), and it is 

easy to carry around various environments including stairs, narrow corridors, 

rugged terrain, etc. 

• The pair of synchronized and calibrated Velodyne L i D A R S increases the field 

of view (FOV) and enables mapping of small rooms, narrow corridors, stair­

cases, etc. (see Fig. 7.6) without the need for special guidelines for scanning 

process. 
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• The data acquisition process is fast with verification of data completeness. 

There are no special guidelines for the scanning process (comparing to the 

requirements of ZEB) and the operator is required only to visit all places 

to be captured in a normal pace. Moreover, captured data are visualized 

online at the mobile device (smartphone, tablet) for operator to see whether 

everything is captured correctly. 

• Since we are using long range Velodyne L i D A R (compared to simple 2 D 

rangefinders such as Hokuyko or Sick) and optional GNSS support, we pro­

vide a universal economically convenient solution for both indoor and out­

door use. For such scenarios, where GNSS is available, final reconstruction is 

georeferenced—the 3 D position in the global geographical frame is assigned 

to every 3 D point in the model. 

• The final 3 D model is dense and colored by the laser intensity, which is 

further normalized. This helps distinguishing important objects, inventory, 

larger texts, signs, and some surface texture properties. 

7.4.1 Hardware Description 

The core of our backpack, in Fig. 7.7, is the pair of Velodyne L i D A R 7 scanners 

VLP-16 (Pucks). Each of them contains 16 laser transmitter-receiver pairs, which 

are reflected into the environment by a rotating mirror with 10 H z frequency. This 

frequency can be decreased or increased up to 20 Hz . However, frequency higher 

than 10 H z causes serious undesirable vibration of the sensor, which makes precise 

odometry estimation impossible. The rotation gives the sensor 360° horizontal F O V 

with 0.2° horizontal resolution. Vertically, the laser beams are evenly distributed 

with 2° resolution covering 30° vertical FOV. Each of the scanners weighs 830 g and 

is considered to be a hybrid solid state L i D A R , since there are no outer moving 

parts. This type of scanner is able to reach 100 m range with precision around 2 cm. 

A s mentioned above, Velodyne scanners provide also values of intensity readings, 

which corresponds to the surface reflectivity. 

A s the aiding sensor, the G N S S / I N S (Inertial Navigation System) Advanced 

Navigation SpatialDual 8 is deployed. It integrates multiple sensors such as ac-

celerometers, gyroscopes, magnetometer, pressure sensor, and most importantly— 

the dual-antenna GNSS subsystem providing reliable heading information. 

With RTK (Real Time Kinematics) or P P K (Post-Processed Kinematics) corrections, 

7 h t tps ://ve lodynel idar .com/ 

8 https://www.advancednavigation.com/product/spatial-dual 

https://velodynelidar.com/
https://www.advancednavigation.com/product/spatial-dual
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(a) (b) (c) (d) 

(e) (f) 

Figure 7.6: Various configurations of LiDAR scanners in worst case scenarios we have en­
countered in our experiments: narrow corridor (a),(c) and staircase (b). The field 
of view (30° for Velodyne Puck) is displayed in color. When only single L i ­
DAR (a) was used, the scans did not contain 3 D information of the floor or 
the ceiling (red cross). The situation was not improved when the scanner is 
tilted because of failing in, e.g., staircases (b). When we added a second LiDAR, 
our tiled asymmetrical configuration (d) provides better top-bottom and left-
right observation than the symmetrical one (c). Moreover, when the LiDARs 
are aligned in direction of movement (e), there is no overlap between current 
(violet) and future (yellow) frame, leading to lower accuracy. In our solution 
(f), the LiDARs are aligned perpendicularly to the walking direction solving all 
mentioned issues.. 

the system should provide 8 mm horizontal and 15 mm vertical positional accu­

racy, and 0.03° and 0.06° orientation precision in terms of rol l /pi tch and heading 

angle, respectively. Precise heading information is provided by a dual antenna so­

lution and therefore it is only available outdoors. This limitation also holds for 

positional data. For indoor scenarios, only roll and pitch angles are reliable and 

they are relevant for horizontal alignment. The unit weighs 285 g and besides the 

6 DoF (six Degrees of Freedom including 3 D position and rotation) pose estima­

tion it also provides 1PPS (Pulse Per Second) and N M E A messages for precise 
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synchronization of both Velodyne L i D A R scanners. The details regarding wiring 

the components can be found in Fig. 7.8. 

(a) (b) (c) 

Figure 7.7: The initial (a) and improved (b),(c) prototype of our backpack mapping solution 
for both indoor (b) and outdoor (c) use. The removable dual GNSS antenna 
provides precise heading information, aiding for outdoor odometry estimation 
and also georeferencing of the resulting 3 D point cloud model. It should be 
noted that the position of LiDAR scanners is different in the initial and the 
later solution. This is elaborated on in the next section. 

Battery 

Fuse 

Velodyne pair 

A 4 
Dual GNSS antennas 

|Velodyne|-
Box 
T 

Switch 

Fast 
Eth. 

PC NUC 

USB 1PPS + Serial (NMEA) 
• 

SpatialDual 
GNSS/INS 

Figure 7.8: Components of the system and the connections. Each Velodyne scanner is con­
nected via a custom wiring "box" requiring power supply (red wires), 1PPS 

and N M E A synchronization (green) and Fast Ethernet (blue) connection with 
computer (PC NUC in our case). 

The rest of the hardware is responsible for controlling the data acquisition and 

storing the data (Intel N U C M i n i PC), and powering all the components with small 

Li-Ion battery with capacity 10,400 m A h lasting approximately 2 h. 
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7.4.2 Dual LiDAR System 

During the experiments, we discovered that the limited (30°) horizontal field of 

view is not an issue for large open spaces. However, when the space is getting 

smaller and the environment shrinks (e.g., corridors narrower than 2 m), such 

a field of view causes serious problems, leading to poor accuracy or even total 

failures of the S L A M system. The worst cases and our solutions are displayed in 

Fig. 7.6. We experimentally discovered that we need at least two synchronized Velo­

dyne Puck scanners to provide a robust solution that covers both the floor/ceiling 

and the walls, even in small or narrow rooms. 

To achieve good accuracy and to cover the environment, the scanners are 

mounted perpendicular to the direction of the operator movement—one in hori­

zontal and second in vertical orientation, as displayed in Figures 7-7b,c and 7.6f. 

A l l other configurations (e.g., Configuration e.) in our initial prototype in Fig. 7.7a 

were not able to capture both horizontal and vertical properties of the environment, 

or d id not provide a large coverage necessary for precise pose estimation. 

7.4.3 Calibration of the Sensors 

To leverage the full potential of using two Velodyne L i D A R s , these scanners have 

to be properly synchronized and calibrated. A s mentioned above, the sensors 

are synchronized via N M E A messages (GPS communication protocol) and 1PPS 

(Pulse Per Second) signal provided by SpatialDual inertial navigation system. Suf­

ficient intrinsic calibration parameters of L i D A R scanners themselves (corrections) 

are provided by Velodyne company and processed by the driver (in ROS Velo­

dyne package). 

Therefore, the task to solve is the estimation of extrinsic calibration parameters 

in terms of relative 6 D 0 F pose estimation for both laser scanners C v i / C y 2 and INS 

sensor C i in Fig. 7.9. First, the transformation between the scanners is computed. 

To do so, two 3 D maps of a large indoor space (a large lecture hall in our case) 

were built by the scanners separately using our previously published method [98]. 

These two 3 D maps are ICP aligned. The resulting 3 D geometrical transformation 

represents mutual position of the sensors C y ] * C y 2 and also the alignment of 

laser data they provide as presented in Fig. 7.10. Since we are interested only in 

relative transformations between the sensors, the origin can be arbitrarily defined, 

e.g., as the position of the first Velodyne and C y i = I. A single frame point cloud 

consists of multiple (two in our case) synchronized L i D A R frames and therefore it 

w i l l be denoted as the multiframe. 
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To be able to use data provided by the INS system, an extrinsic calibration C i 

between the laser scanners and the INS sensor needs to be estimated. A l l sensors 

are fixed on the custom made aluminum mount and therefore the translation pa­

rameters can be found in the blueprints of the mount or can be measured with 

millimeter precision. However, mutual rotation has to be estimated more precisely, 

because just a fraction of degree misalignment would cause serious errors for long 

range laser measurements. 

We found that the rotation parameters as the transformation between the floor 

normal vector h i in the point cloud data and the gravity vector g[ provided by 

the INS sensor, since these vectors should be aligned. Points of the floor are se­

lected manually and the normal of the best fitting plane is computed. This can 

be performed in arbitrary software for visualization and processing of the point 

clouds—CloudCompare 9 in our case. We performed multiple measurements for 

different inclines of the backpack in the indoor corridor with a perfectly straight 

floor. The final rotation Rc, between the Velodynes and INS sensor was estimated 

by S V D (Singular value Decomposition) [74] (Equation (7.2)) of covariance matrix 

A of these 3 D vector pairs (Equation (7.1)) (floor normal and the gravity). Mul t ip l i ­

cation with matrix E (Equation (7.5)) solves the ambiguity between right/left hand 

rotation—we always compute right-hand representation. Equations (7 - i)-(7-5) are 

based on the work [74]. 

(7-1) 

u z v = A (7-2) 

1, otherwise 
(7-3) 

1 0 0 

E = 0 1 0 (7-4) 

0 0 e 

R C l = V E U (7-5) 

9 https://www.danielgm.net/cc/ 

https://www.danielgm.net/cc/
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Velodyne pair 

Figure 7.9: Extrinsic calibration required in our system. The mutual positions between the 
Velodyne scanners and the GNSS/INS unit are computed. The offsets o A i , o A 2 
of the antennas are tape measured. 

Figure 7.10: Two Velodyne LiDAR frames aligned into the single multiframe. This data asso­
ciation requires time synchronization and precise extrinsic calibration of laser 
scanners. 

7.4.4 Point Cloud Registration 

The core element of the software part is the alignment of the point cloud data 

into a 3 D map of the environment. There are multiple state-of-the-art approaches 

for point cloud registration and odometry estimation, including our previously 

published approach Collar Line Segments [98]. We compared our approach with 

L O A M [107] algorithm, using the implementation available. The results of this 

experiment are presented in Table 7.2, which shows the superior accuracy of our 

method, thus CLS was a natural choice for our mapping backpack solution. 

The basic idea of the CLS method is to overcome the data sparsity of 3 D L i ­

D A R scanner (e.g., Velodyne) by sampling the data by line segments. The points 

captured by individual laser beams form so called "ring" structures displayed in 

Fig. 7.11a. There is a large empty space between these rings and while moving, 

same places of the scene are not repeatedly scanned, valid matches are missing and 

the closest point approaches (e.g., ICP) are not applicable. By using CLS, the space 
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between the rings is also covered and correct matching of structures in the L i D A R 

frames is enabled. 

The environment in the field of view is represented by the set of CLS line seg­

ments. They are randomly generated between the neighboring ring points within 

the azimuthal bin as described in Fig. 7.11a. Since we are using two L i D A R scan­

ners, collar line segments are generated for the scans of each sensor individually. 

Using the transformation established by extrinsic calibration described in Sec. 7.4.3, 

line segments are transformed and joined into the single set for each multiframe. 

After the sampling is done, matching of the closest line segments is performed. 

The line segments are extended into the infinite lines, and the closest points be­

tween matching lines are used for direct estimation of translation. SVD [74] is 

used again for estimation of rotation parameters in the same manner, as described 

in Sec. 7.4.3. This description is only a brief introduction to the CLS method and 

more information can be found in our previous publication [98]. 

(a) (d) (e) 

Figure 7.11: The sampling of Velodyne point cloud by the Collar Line Segments (CLS) 
(a). The segments (purple) are randomly generated within the polar bin (blue 
polygon) of azimuthal resolution cp. The registration process (b-e) transforms 
the line segments of the target point cloud (red lines) to fit the lines of the 
source cloud (blue). First, the lines are matched by Euclidean distance of mid­
points (c); then, the segments are extended into infinite lines and the vectors 
between closest points are found (d); and, finally, they are used to estimate the 
transformation that fits the matching lines into common planes (green in (e)). 
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7.4.5 Overlap Estimation 

This work provides a novel solution for automatic estimation of the core parameter 

of the CLS approach. Before the transformation is estimated, invalid matches must 

be discarded. In our previous work, this was done by a simple distance thresh­

olding, or by keeping a certain portion of matches (e.g., 50%). However, using a 

constant threshold or portion value is not flexible enough. It can cause significant 

registration misalignments, when invalid matches are used, or insufficient conver­

gence when the valid matches are ignored. 

Assuming that an initial coarse alignment is known, we are able to estimate the 

overlap between these frames and use this value as the portion of matches to keep 

(e.g., for 30% overlap, 30% of best matches are kept). This solution adapts to the 

specific situation of each pair of L i D A R frames to be registered and leads to a 

significantly better precision. 

The overlap value (Fig. 7.12a) is effectively estimated by spherical z-buffer struc­

ture [97] in Fig. 7.12b. First, the target cloud is transformed into the source cloud 

coordinate frame and the [x,y,z] coordinates of all the points are transformed to 

spherical coordinates dp, 9,r (polar angle, elevation angle, and range). Each spheri­

cal bin of the z-buffer is assigned with minimal range value from the source point 

cloud. The minimal value is chosen since unwanted reflections sometimes cause 

invalid long range measurements and therefore there is the best chance that the 

minimum range measurement is valid. Then, all the points of target point cloud 

(also transformed to spherical coordinates) with range below the value in z-buffer 

(including certain tolerance) are considered to be overlapping points and the ratio 

to all the points is considered to be the overlap value. More formally, if the point p 

with range p r within the spherical bin i fulfills the requirement 

Pr < C i n • tr + t a , (7.6) 

it is considered to be a part of the overlap. Value r ^ i n 1 denotes the minimal range 

value stored within the spherical bin. Absolute t a and relative t r tolerance values 

represent the acceptable translation and rotation error. Especially the error of rota­

tion causes larger displacements for larger ranges. Equation (7.6) follows our error 

model, where the error e is the distance between precise point coordinates p (which 

are unknown) and known erroneous coordinates p e which can be approximately 

estimated as: 

e = I p - P e l = P r •tg(e r) + e t , (7.7) 

where e r represents rotation, et is the translation error, and pj: is the range of 

the erroneous point (see also Fig. 7.13). In our experiments, we used the tolerance 

values t r = 0.1 and t a = 0.3 for the overlap estimation. This allows rotation error e r 
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approximately 5° and translation error 30 cm for the initial coarse transformation 

between the scans. 

<• 
— 

*" "~ — — _ _ 1 

(a) (b) 

Figure 7.12: The overlap (a) between the source (blue) and the target (purple) LiDAR frame. 
In this case, approximately 30% of source points are within the view volume 
of target frame. The view volume can be effectively represented by spherical z-

buffer (b) where range information (minimum in this case) or the information 
regarding empty space within the spherical grid is stored. 

Figure 7.13: The error of measurement (Euclidean distance between points p and p e ) can 
be split into rotation eT and translation e t part. The impact of rotation error 
2 • tg(e r/2) can be simplified to tg(eT) due to near linear properties of tangent 
function for small angles. 

7.4.6 Rolling Shutter Corrections 

A s mentioned in the description of Velodyne sensor, spinning frequency is approx­

imately 10 H z which leads to 100 ms duration of a single L i D A R scan acquisition. 

This is a relatively long time when significant movement is assumed. Large trans­

lation in the case of fast vehicles or possible fast rotations in case of human carrier 

can cause distortions in L i D A R frame displayed in Fig. 7.14. We denote this effect 

as rolling shutter because it resembles rolling shutter distortion of optical sensors. 

This means that the L i D A R data cannot only be rigidly transformed, but a con­

tinuous transformation needs to be applied or at least approximated. The single 

Velodyne Puck frame consists of approximately 75 packets, each carrying a slice 

of the frame. Slices are evenly distributed in both time and space. Thus, for each 

ith frame, we compute the relative transformation T|_-.j that occurred during the 
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acquisition of the current frame using the global position P | of the current frame 

and the pose P i + 1 of the next one as: 

T t - ^ P ^ - P i + L (7-8) 

The correction for each slice is estimated by interpolation of this transformation. 

The translation parts are interpolated linearly and, for the rotations, Spherical L in ­

ear Interpolation (SLERP) [89] over quaternion representation is used. For the first 

slice, zero transformation is estimated and the last one is transformed by Tt_yj. 

Figure 7.14: Example of a LiDAR frame distorted by the rolling shutter effect when the op­
erator with mapping backpack was turning around (green) and the corrected 
frame (purple). This is the top view and the distortion is mostly visible on the 
"bent" green wall at the bottom of this picture. 

7.4.7 Pose Graph Construction and Optimization 

The proposed CLS method for point cloud alignment can only provide consecu­

tive frame-to-frame registration. However, since each registration is burdened by a 

small error, after some time, the accumulated error (drift) is no longer acceptable. 

To reduce this drift and also to close loops of revisited places, we propose an iter­

ative process of progressive pose graph construction and optimization. The key idea 

of this algorithm is progressive refinement of odometry estimation from local pre­

cision within small time window to global precision across the whole model. This 

iterative method is described in Fig. 7.15 and more formally in Algori thm 1. 

First, only consecutive frames (within neighborhood of size 1) are registered, 

and then the neighborhood is gradually enlarged (size d in Algori thm 1, step 1) 

until it covers all N frames. CLS registration is performed for each pair (ith and 

jth frame) within the current neighborhood where a significant overlap is found 

and then efficient pose graph optimization using SLAM++ framework [40] is per­

formed. Modulo operator in Step 3 reflects the fact that we assume a circular tra­

jectory. This assumption of beginning and ending the data acquisition process at 

the same place is common also for other similar solutions (ZEB- i , Z E B - R E V O , etc.) 
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(a) (b) 

Figure 7.15: Pose graph as the output of point cloud registration and the input of S L A M op­
timization. The goal is to estimate 6D0F poses P i , P 2 , . . . , P N of graph nodes 
(vertices) pi ,p2, • • • ,p i 5 in the trajectory. The edges represent the transforma­
tions between LiDAR frames for given nodes estimated by point cloud reg­
istration. Black edges represent transformations between consequent frames, 
blue edges are for transformations within a certain neighborhood (maximum 
distance of three frames in this example) and the green edges (in (a)) represent 
visual loops of revisited places detected by a significant overlap between the 
given frames. When GNSS subsystem is available (b), additional visual loops 
are introduced as transformations from the origin O of some local geodetic 
(orthogonal NED) coordinate frame. 

[30]. It helps the system to identify at least one visual loop that guarantees reason­

able results from the global SLAM-based optimization. 

Before a pair of frames is registered, the presence of overlap larger than t D is 

verified (Line 5 in Algorithm 1) in order to preserve the registration stability. We 

used minimal 0.5 overlap in our experiments. This also plays the role of visual loop 

detection every time a place is revisited. 

Moreover, after the CLS registration is performed, we verify the result of regis­

tration (Line 8) using the error model described in Equation (7.7). As the reference 

range value, we take the median range of the source point cloud. In our experi­

ments, we used tolerance values t r = 0.01 and t a = 0.05 representing tolerance of 

approximately 0.5° in rotation and 5 cm in positional error. 

For outdoor mapping, the absolute position and orientation are provided by the 

G N S S / I N S subsystem with P P K (Post Processed Kinematics) corrections. While 

the global error of these poses is small, relative frame-to-frame error is much larger 

when compared to the accuracy of pure S L A M solution. Therefore, we combine 

our S L A M (in the same way as described above) with additional edges in the 

pose graph representing the global position in some geodetic frame, as shown in 

Fig. 7.15b. 
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Algorithm 7.1: Progressive refinement of 6D0F poses {Pi.}£Li for sequence of frames {fi}^ 

by optimizing pose graph G. 

1: for d = 2 to f do 

2: for i = 1 to N do 

3: j := ( i+ d) mod N 

4: T i ^ - P ^ - P t 

5: Oij := O V E R L A P ( f i , f j , T i _ ^ j ) 

6: if Otj > t 0 then 

7: Tt_>j, e := C L S R E G I S T R A T I O N ( f I , f j , T ^ j , otj) 

8: if e ^ M E D I A N R A N G E ( f i ) • t r + t a then 

9: G := G U { E D G E ( i , j , T i ^ . j ) } 

10: end if 

11: end if 

12: end for 

13: P1/P2/ • • - / P N = O P T I M I Z E ( G ) 

14: end for 

15: return P I , P 2 , . . . , P N 

7.4.8 Pose Graph Verification 

After the registration is performed, a new edge is added into the pose graph only 

if the registration error is below a certain threshold modeled by Equation (7.7) 

(Line 8 of Algorithm 1). However, this simple rejection is not robust enough— 

some registrations are falsely rejected or accepted. After all overlapping frames 

are registered, additional verification is performed for all edges. 

Expected transformation Tfj is computed (Equation (7.9)) using alternative path 

T i , T 2 , . . . T K - 1, T K , as described in Fig. 7.16. The L 2 norm of positional difference 

between expected transformation Tfj and the transformation T|j found by registra­

tion (Equations (7 . io)-(7 . i2)) is considered as the error value related to this edge. 

Note that the positional difference is also affected by the difference in rotation and 

therefore it is included in this error. 

Tfj = T i T 2 . . . T K - i - T K (7.9) 

A i j = T 7 : 1 - T ? j (7.10) 

Aij = [Rijlttj] (7.11) 

eij = | | t i j | | 2 (7.12) 

For each edge, all alternative paths up to a certain length are found and their 

errors are estimated. We use paths of length up to 3 as a tradeoff between the time 

complexity and robustness. A n edge is rejected when the median of these error 
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values is below accepted threshold (10 cm in our experiments). This cannot be 

considered as target error of our reconstruction since the pose graph optimization 

process further decreases the cumulative error. The whole process is repeated until 

there is no edge to reject. 

Pi Pi 

Figure 7.16: Verification of edge (pi,pj) representing transformation is performed by 
comparison with transformation Ti • T 2 .. . T K of alternative path (blue) be­
tween ith and jth node. 

7.4.9 Horizontal Alignment of the Indoor Map 

While, for outdoor environment, the model is georeferenced and aligned with 

N E D geodetic coordinate frame (north, east, and down), there is no such possi­

bility when mapping indoors since the GNSS signal is not available. However, 

practical indoor applications of our 3 D mapping solution require at least horizon­

tal alignment—the alignment of gravity vector with Z-axis and the alignment of 

straight floors/ceilings with XY-plane in resulting 3 D model as Fig. 7.17 shows. 

This alignment is possible, since roll and pitch angles are provided by I M U (us­

ing measurements by accelerometers and gyroscopes) and extrinsic calibration of 

Velodyne sensors to the I M U frame C i estimated as described in Sec. 7.4.3. The sim­

plest solution would be to use these roll and pitch angles directly to align the 

L i D A R scans individually and deploy the S L A M only to estimate the remaining 

parameters (heading and translation). Unfortunately, this is not possible because 

the accuracy of roll and pitch angles is not sufficient—error in order of degrees hap­

pens during the motion. Since our goal is to reduce the cost of our solution, we did 

not want to use additional expensive hardware. We rather propose an alternative 

approach to estimate horizontal alignment from these noisy measurements. 

We can leverage the fact that there are multiple (thousands) of rol l /pi tch mea­

surements and only a single transformation for horizontal alignment needs to be 

computed. First, we are able to split each transformation (for each L i D A R frame) 

estimated by S L A M into the rotation and the translation 

P S L A M = [ R s L A M j t s L A M . ] • (7 - x 3) 

Our partial goal is to estimate horizontal alignment A H fulfilling Equation (7.14). 

The transformation of point cloud data X by S L A M rotations R S L A M and hori­

zontal alignment A H is the same, as the transformations of these data by I M U 
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Figure 7.17: The reconstruction built by our S L A M solution before (a) and after (b) the 
alignment of horizontal planes (floor, ceiling, etc.) with XY plane (blue circle). 

measured rotation R T M U (including the calibration C T ) . In addition, each rotation 

( S L A M or FMU provided) can be split into roll R R , pitch R P and heading R H 

(Equation (7.15)). Since the I M U sensor is not able to provide accurate heading 

information indoors, we supplement the heading R J J L A M estimated by S L A M . 

R I M U • C i • X = A H • R S L A M • X (7- x4) 

R S L A M • R I M U • R ? M U • C i = A h • R S L A M {7-^5) 

A - H = R S L A M • ^TMU • R ? M U • C i • R S L A M (7-^) 

Using Equation (7.16), we are able to estimate the (noisy and inaccurate) hori­

zontal alignment A H for each pair of S L A M and I M U provided rotations of the 

same timestamp. During the mapping, there are usually thousands of these pairs 

(10 pairs per second) which are synchronized. The precise horizontal alignment is 

then computed by averaging the quaternions [65] representing noisy partial align­

ments A H -

7.4.10 Intensities Normalization 

Another quality we would like to introduce into the 3 D model is the approximate 

surface "color" information to improve the ability of visual recognition of various 

objects (inventory, signs, etc.). To avoid additional H W , and preserve invariance to 

illumination conditions, we use the laser return intensity. However, these intensity 

values cannot be directly considered as surface reflectivity, since they are affected 

by various additional factors such as angle of incidence, range of the measure­

ment or gain of the particular laser beam. These factors were reported by previous 

works [42, 45, 44] and also confirmed by our experiments in Fig. 7.18. 
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Previously published works propose various closed-form solutions of intensity 

normalization for long range measurements (over 10 m) [42, 45, 44]. However, this 

is not applicable for smaller indoor environments and therefore we propose an 

alternative solution. If the normalized intensity represents only the surface reflec­

tivity, there should be no dependency on other factors and probability distribution 

of the intensities should be the same for different laser beams, angles of incidence, 

or ranges. 

40 
30 

i- I iiiiiniiiiiiilillil 
0 1 2 3 4 5 6 7 8 9 1011121314151617 18192021 2223 24 2526 27 282930 31 

Laser beam # 

(a) 

0 + 
© <0 0> ^ Q Q, £ $r#><$>4><§>&<§>'Q>'$><§><& 

Incidence angle [deg] 

(c) 

Figure 7.18: The dependency of laser return intensity on: the source beam (a); range of 
the measurement (b); and the angle of incidence (c). We are using 2 LiDAR 
scanners with 16 laser beams per each scanner, 32 beams in total. 
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(e) (f) (g) (h) 

(i) (i) 

Figure 7.19: Results of 3D reconstruction without (a), (c), (e), (g), (i) and with (b), (d), (f), 
(h), (j) the normalization of laser intensities. One can observe more consistent 
intensities for solid color ceiling (b) reducing the artifacts of trajectory, while 
preserving the contrast with ceiling lights. Besides the consistency, normaliza­
tion of intensities reduces the noise (d). The most significant improvement is 
the visibility of important objects e.g., markers at the electrical towers (f), (h) 
or emergency exit doors (j) at the highway wall. A l l these objects can not be 
found in the original point clouds (e), (g), (i). 
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Therefore, we discretize the space of ranges and angles with some small resolu­

tion (e.g., 20 cm and 1 °, respectively) and we distribute all the points of the point 

cloud model into a 3 D grid based on the source beam ID (already discrete), the an­

gle of incidence and the range. Our goal is to achieve that the intensity probability 

distribution w i l l be the same for each bin of points. Assuming normal distribu­

tion of surface reflectivities ("colors"), the same target distribution N ( |L , O - 2 ) w i l l 

be achieved within each bin by a simple transformation: 

N(u, a1) = N ( m , of) — + (u - m) 7 (7.17) 

where a 2 ) is the original distribution of laser intensities within i th bin. 

There are no ground truth data to perform any objective evaluation of our pro­

posed method for intensity normalization. We are only able to compare the results 

of 3 D reconstruction with and without the normalization. Examples of results can 

be found in Fig. 7.19. 

7.5 E X P E R I M E N T S 

This section presents mapping results of our system in various scenes and 

scenarios—outdoor environments where GNSS is available, indoor scenes with 

GNSS denied, small rooms, staircases, and a narrow corridor. A usable and pre­

cise solution must avoid so called "double walls" described in Fig. 7.3, which are a 

typical issue in 3 D reconstructions causing ambiguity. Unfortunately, evaluation of 

such duplicities cannot be performed automatically, thus the operator (a certified 

geodesist) verified the reconstructions for us by inspecting multiple slices across 

the model. Moreover, the data density and point coloring by the intensity readings 

are required for better visual recognition of various objects in the environment. A l l 

the raw data collected by our backpack solution, and also the 3 D reconstructions 

used in this evaluation, are publicly available 1 0. 

Regarding the precision, our goal is to achieve 5 cm relative precision (e.g., dis­

tance of the point from ground truth) denoted as e r . For outdoor environments, 

there are also constraints for absolute error 6 a in global geodetic frame. The aver­

age of this absolute error is required to be below 14 cm for position in horizontal 

plane and 12 cm for height estimation. However, the constraints for maximal error 

are set to double of these values—up to 28 cm for horizontal and 24 cm verti­

cal error. These values were obtained through consultation with experts in the 

field of geodesy and follow the requirements for creating the building models, out­

door vector maps, inventory check, etc. Global error constraints are applicable only 

l c h t t p : //www. f i t . v u t b r . c z / ~ i v e l a s / f i l e s / 4 R E C 0 N - d a t a s e t . z ip 

http://vutbr.cz/~ivelas/files/4REC0N-dataset
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outdoors, where some global positioning system is available. To sum up, in this 

section, we show that our solution provides: 

• sufficient relative precision e r under 5 cm; 

• global absolute error e a within the limits described above; 

• data density and coloring by normalized intensities for visual inspection; and 

• data consistency without ambiguity (no dual walls effects). 

7.5.1 Comparison of Point Cloud Registration Methods 

We compared our previously published CLS method [98] wi th different modes 

(online and offline) of state-of-the-art method L O A M [107] using the data of KITTI 

Odometry Suite [28] providing both the Velodyne L i D A R data and ground truth 

poses. The error metrics used in this evaluation are defined by the KITTI dataset 

itself. The data sequences are split into subsequences of 100,200,..., 800 frames 

(of 10,20, . . . , 80 s duration). The error e s of each subsequence is computed as: 

(718) 

(provided by [28]) where E s is the expected position (from the ground truth) and 

C s is the estimated position of the L i D A R where the last frame of subsequence was 

taken with respect to the initial position (within given subsequence). The difference 

is divided by the length l s of the followed trajectory. The final error value is the 

average of errors e s across all the subsequences of all the lengths. 
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Error e s (7.18) 

Sequence Length 
L O A M 

Online 

L O A M 

Offline 
CLS Single 

CLS Multi-

Frame 

0 4540 0.052 0.022 0.022 0.018 

i 1100 0.038 0.040 0.042 0.029 

2 4660 0.055 0.046 0.024 0.022 

3 800 0.029 0.019 0.018 0.015 

4 270 0.015 0.015 0.017 0.017 

5 2760 0.025 0.018 0.017 0.012 

6 1100 0.033 0.016 0.009 0.008 

7 1100 0.038 0.019 0.011 0.007 

8 4070 0.035 0.024 0.020 0.015 

9 1590 0.043 0.032 0.020 0.018 

Weighted 

average 
2108 0.043 0.029 0.022 0.017 

Table 7.2: Comparison of visual odometry error for SoA method L O A M and our CLS 
method. The experiments were performed on KITTI Odometry dataset [28]. 

For CLS, frame to frame (single) or frame to multiple (10) neighboring frames 
(multi-frame) registrations without any loop closures were performed. In L O A M 
experiments, both the original online version (providing real time performance) 
and offline version (with full procedure for each frame omitting approximations) 
was used. In all data sequences, except the short sequence No. 4 where the car 
drives only forward without any turns, our multi frame approach outperformed 
the L O A M solution. 

The experiment is summarized in Table 7.2 and it leads to the conclusion that 

our CLS approach outperforms L O A M wi th approximately 1 cm lower drift per 1 

m of trajectory elapsed. For clarification, L O A M can run in two different modes. 

In the online mode (10 fps), mapping is skipped for a certain number of frames, 

which are only roughly aligned. In the offline mode, which is approximately 3x 

slower, every frame undergoes the full mapping procedure. 

The precision of our method was estimated for frame-to-frame approach, where 

only consequent frames were registered, and also for the scenario, where each 

frame is registered with all other frames within a small neighborhood (10 neigh-
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(a) (b) 

Figure 7.20: Experimental environments Office (a) and Staircase (b), and the highlighted 
slices that were used for precision evaluation. 

boring frames used in this experiment). In this experimental multi-frame approach, 

the final pose is estimated by simple averaging. 

In our previous publication [98], the superior performance of CLS over GICP 

method (Generalized ICP) [88] was presented, too. A l l these evaluations led to the 

choice of CLS for the L i D A R frames registration in our 4 R E C O N backpack solu­

tion. 

7.5.2 Indoor Experiments 

For indoor evaluation of our system, we chose two different environments—the of­

fice and staircase in Fig. 7.20—where our partner company has already performed 

3 D mapping using different laser scanners and generously provided the accurate 

output models to us. The reconstructions from static FARO scanner achieving very 

high accuracy (in order of millimeters) were used as the ground truth. The same 

strategy has been already used for evaluation of other mapping systems [66,90,64]. 

For the office environment only, also the 3 D reconstruction created by ZEB-i so­

lution was provided to us. This allowed us to compare our solution in terms of 

accuracy, data density, model usability and completeness. 

To evaluate the relative error, all the models of the same environment provided 

by different scanners (FARO, Z E B - i , and our solution 4 R E C O N ) were aligned us­

ing ICP. As displayed in Fig. 7.20, several reference slices (8 slices per model, 16 

slices in total) were created for the evaluation of precision. Within each slice, the av­

erage error (in Table 7.3) was estimated as the average distance of the 3 D points 

to the ground truth model created by the F A R O scanner. Our solution achieved 

approximately 1.5 cm relative error on average, which is only slightly worse re­

sult than 1.1 cm error for Z E B - i that is burdened by the multiple limitations listed 
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(a) (b) 

Figure 7.21: Error e r distribution (the amount of the points within certain error) for our 
system 4 R E C O N and ZEB-i product. The experiments were performed for 
all test slices in Fig. 7.20 on Office (a) and Staircase (b) dataset. Note that the 
model built by ZEB-i was not available and therefore the evaluation is missing. 

below in this section. Moreover, we provide information about the distribution of 

displacement relative error in Fig. 7.21. The error was estimated for Z E B - i and 

different modes of our system: 

• in 4.RECON-10, the registrations were performed only within small neigh­

borhood of 10 nearest frames (1 s time window) and reflects the impact of 

accumulation error; 

• for ^RECON-overlap, the registrations were performed for all overlapping 

frames as described in Sec. 7.4.7 reducing the accumulation error by loop 

closures at every possible location; and 

• pose graph verification (see Sec. 7.4.8) was deployed in qRECON-verification, 

yielding the best results with good precision and no ambiguities. 

Both Z E B - i and our solution including pose graph verification achieved suffi­

cient accuracy below 5 cm. Moreover, the precision of 2 cm was fulfilled for more 

than 70% of data. Slightly better precision of Z E B - i solution was achieved thanks 

to the Hokuyo sensor with 4 x higher scanning frequency while preserving much 

lower vibrations compared with Velodyne L i D A R . 
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Dataset Slice # 
4RECON-

10 

4RECON-

Overlap 

4RECON-

Verification 
ZEB - i 

Office 1 2.50 1.71 1.49 1.44 

2 1.97 1.47 1.31 1.06 

3 1.70 i-75 1.55 1.22 

4 1.82 1.54 1.31 1.22 

5 1.93 1.63 i-53 1.44 

6 2.13 1.49 1.47 1.29 

7 2.09 1.68 1.37 0.97 

8 2.07 1.36 1.37 1.31 

Average 

e r (cm) 
2.01 1.62 1.41 1.14 

Staircase 1 3.23 2.11 1.81 -

2 3-99 1.87 1.60 -

3 2.63 1.65 1.61 -

4 2.74 1.71 i-53 -

5 2.42 1.68 1.50 -

6 2.98 2.67 1.67 -

7 1.76 i-75 1.29 -

8 1.82 1.67 1.56 -

Average 

e r (cm) 
2.74 1.82 i-57 -

Table 7.3: Relative error e r of our method and ZEB-i product within selected slices visual­
ized in Fig. 7.20. Presented values are average displacements (cm) of the points 
comparing with the ground truth point cloud obtained by FARO static scanner. 
The results are missing for ZEB-i and Staircase dataset since there was no recon­
struction using this scanner available. 
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(e) (f) (g) 

Figure 7.22: Color coded errors within the horizontal reference slice of the Office dataset 
(a)-(d) and vertical slice in Staircase dataset (e)-(g). Blue color represents zero 
error, red color stands for 10 cm error and higher. The ground truth FARO 
data are displayed in green. The results are provided for 4 R E C O N - 1 0 (a,e), 
4RECON-overlap (b,f), 4RECON-verification (c,g), and ZEB-i (d). For Office 
dataset, there are no ambiguities (double walls) even without visual loop de­
tection while both loop closure and pose graph verification is necessary for 
more challenging Staircase dataset to discard such errors. Moreover, one can 
observe that ZEB-i solution yields lower noise reconstruction thanks to the 
less noisy Hokuyo LiDAR. 
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(c) (d) 

Figure 7.23: The comparison of data density provided by ZEB-i (a,c) and our (b,d) solution. 
Since the ZEB-i solution is based on the Hokuyo scanner, the laser intensity 
readings are missing and data density is much lower compared with our solu­
tion. Multiple objects which can be distinguished in our reconstruction (lamps 
on the ceiling in the top, furniture and other equipment in the bottom image) 
are not visible in the ZEB-i model. 

Fig. 7.22 also shows the precision within representative slices—horizontal slice 

for Office dataset and vertical slice across model of Staircase. These slices demon­

strate the noise within data coming from different sensors—Hokuyo L i D A R for 

Z E B - i solution and Velodyne for our 4 R E C O N system—and also the precision for 

different modes of operation. For Staircase dataset, the necessity of pose graph 

optimization is also demonstrated. 

Our evaluations show that the precision of our 4 R E C O N backpack is comparable 

to the solution Z E B - i while fulfilling basic requirement for relative error below 

5 cm. Note that the error values are also comparable (and in some cases better) to 

the precisions of other solutions in Table 7.1. In our solution, higher noise can be 

observed comparing with Z E B - i . This corresponds with higher error values and it 

is the main reason for little lower accuracies. 

However, it is important to point out two most significant advantages of our 

solution comparing with ZEB solutions. First, our solution is usable in vast open 

spaces wi th fewer and more distant featuring objects, as is demonstrated in the 

next sections. In indoor environments featuring objects at distances significantly 

larger than 15-20 m [29], ZEB solutions based on the Hokuyo sensor fail. 

Second, our Velodyne-based solution is able to provide much higher data density, 

map completeness and visibility of objects in the scene. We chose two large surfaces 
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(the ceiling and the side wall in Fig. 7.23) wi th 230 m 2 in total area. Models of 

these surfaces created by Z E B - i solution achieved average data density 0.9 points 

per c m 2 (2.2 mill ion points in total). Models created by our 4 R E C O N backpack 

consist of more than 23 mill ion points, achieving much higher data density—10.1 

points per c m 2 . Better visibility of objects in Fig. 7.23 is achieved thanks to the laser 

intensity readings provided by Velodyne sensor and employing our normalization 

process as described in the Sec. 7.4.10. This might appear to be only a "cosmetic" 

property, but the visibility of the construction elements, equipment, furniture, etc. 

in the scene is important for usability in real applications—e.g., an operator needs 

to distinguish between the window and the blackboard. 

7.5.3 Outdoor Experiments 

Our system is a universal solution—both for indoor scenes, where the usability 

was proven by the previous section, and for outdoor scenes, including vast open 

ones. We tested and evaluated our system during a real task—high voltage lines 

mapping and measurement. The area of interest, including the details of some 

important objects, is visualized in Fig. 7.24. The main goal of this mission was 

position estimation of electric pylons (including footprint of the base, total height 

and the positions of the wire grips) and the heights and the hangings of the wires. 

Fig. 7.24 shows that these details can be recognized in the 3 D model. The usability 

of our 3 D reconstructions was also confirmed by the geodetic company we asked 

for manual data inspection and evaluation. 

In the same way as during the indoor mapping, the ambiguities in multiple in­

stances of objects disqualifies the reconstructions to be used in practical geodetic 

measurements. Such error in comparison with the desired result of the reconstruc­

tion is shown in Fig. 7.25. Multiple instances of the same object, blurred and noisy 

results were successfully avoided by our solution (see Figures 7.24 and 7.25). 

Since our solution integrates precise G N S S / I N S module for outdoor scenarios, 

the model is georeferenced—the coordinates of all the points are bound in some 

global geodetic frame. 

To verify the absolute positional accuracy of our model, we performed precise 

measurements on so-called survey markers. This is commonly used technique to 

verify the precision of resulting maps (including 3 D maps). Precise positions of 

the survey markers are estimated using specialized geodetic GNSS system, which 

is placed statically on the survey point for several seconds, until the position con­

verged. The precision up to 2 cm is achieved using RTK (Real Time Kinematics) 

which are received online via internet connection. 
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Survey markers (Fig. 7.26a) are highlighted using high-reflective sprays. Thanks 

to the coloring of point cloud by laser intensities, these markers are also visible in 

the reconstructions as can be seen in Fig. 7.26b. 

(b) (c) (d) (e) 

Figure 7.24: The example of 3 D reconstruction of open field with high voltage electrical 
lines (a). The model is height-colored for better visibility. The estimation of 
positions and height of the lines (b), towers (e), etc. was the main goal of this 
mapping task. The other elements (c,d) in the scene are shown for demonstra­
tion of the reconstruction quality. 

(a) (b) 

Figure 7.25: Example of ambiguities caused by reconstruction errors (a), which disquali­
fies the model to be used for practical measurements. We obtained such re­
sults when we used only poses provided by GNSS/INS subsystem without 
any refinements by S L A M or point cloud registration. Our solution (including 
SLAM) provides valid reconstructions (b), where both towers and wires (in 
this case) can be distinguished. 

The evaluation in Table 7.4 shows that our 3 D mapping for 0.5 km test track 

fulfills the requirements for absolute error, as described at the beginning of this 

section—average error below 14 cm for position in horizontal plane and 12 cm for 
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height estimation and maximal error up to 28 cm and 24 cm, respectively (double 

values of expected average error). 

Thanks to the ability of point cloud coloring by laser intensities, it is possible to 

also run such evaluation for the validation of each 3 D model, which should be used 

in real application. This is also an important quality, since there are requirements 

for double measurements in geodesy to ensure that the accuracy is sufficient. 

(a) (b) 

Figure 7.26: Geodetic survey markers painted on the road (a) is also visible in the point 
cloud (b) thanks to the coloring by laser intensities. 

Table 7.4: Errors measured (cm) on geodetic survey marker points at the beginning and at 
the end of survey track. The distance between the control points is 523 m. 

Ref. Point dX dY Horizontal Error dZ (Vertical) Total Error ea 

1 "5-9 —1.2 6.0 -15 .2 16.3 

2 - 5 . 6 0.5 5.6 -4-7 7-3 

7.5.4 Comparison of Single and Dual Velodyne Solution 

Finally, we compared the robustness of our dual L i D A R solution over the system 

with single L i D A R only. We computed reconstructions of the Office environment 

using our solution with two synchronized and calibrated L i D A R s (one aligned 

vertically and second horizontally) in Figure 7.27a,b and also using only single 

LiDAR—horizontal ly ( Figure 7.27c,d) or vertically aligned ( Figure 7.27e,f). 

Our evaluation shows that the dual L i D A R solution provides a valid reconstruc­

tion. However, the solution with horizontal L i D A R only is not able to provide ver­

tically correct alignment (Figure y.zyd), and vice versa, the solution with vertical 

L i D A R is horizontally misaligned (Figure y.2ye). 
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(e) (f) 

Figure 7.27: Comparison of reconstructions provided by dual LiDAR system—floor plan 

top view (a) and side view of the corridor (b)—with the reconstruction built 

using only single horizontally (c,d) or vertically (e,f) positioned Velodyne Li ­

DAR. The reconstructions are red colored with ground truth displayed in blue. 

7.6 DISCUSSION 

When we look on our 4 R E C O N mapping backpack in the context of the other 

available solutions (see overview in Table 7.1), we can summarize its advantages 

and disadvantages. 

Comparing to the ZEB products, our backpack achieves much higher data den­

sity, better visibility of the objects in the resulting model, higher comfort of data 

acquisition, and, most importantly, usability also in the outdoor featureless open 

spaces, including the option of georeferencing the reconstructed point map. How-
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ever, we must admit that ZEB scanners achieve better accuracy and lower noise in 

the models of indoor environments. 

In terms of universality of the usage, our solution also outperforms Robin and 

Akhka backpacks, which require GNSS readings and therefore indoor scanning is 

not possible. For outdoor tasks, Robin achieves better precision than our 4 R E C O N 

backpack, but it is also important to point out the very high price of the Robin 

solution. 

Laser mapping backpacks Pegasus, Viametris b M S 3 D and LiBackpack can be 

considered as the most similar solutions to our work. A l l these systems claim preci­

sion up to 5 cm, which is also the accuracy of 4 R E C O N (according to the evaluation 

in Fig. 7.20). The advantages of these solutions are more professional design and 

the presence of additional RGB cameras (for Pegasus and Viametris backpacks). 

The integration of panoramic RGB camera into our backpack is the plan for future 

work. Our solution on the other side provides open S L A M method in comparison 

with the proprietary solutions deployed in these backpacks, and also potentially 

much lower price. 

7.7 C O N C L U S I O N S 

This paper presents a dual L i D A R system for mobile mapping. Our solution can 

be easily carried as a backpack together with a reliable dual antenna GNSS / I N S 

system. This leads to the universality of its usage. In small or narrow indoor en­

vironments with many obstacles, two L i D A R sensors increase the field of view. 

O n the other side, in open outdoor spaces with lack of features, the reliable posi­

tional subsystem keeps the result accurate. 

Thanks to the type of L i D A R s used, our solution also brings multiple other ben­

eficial properties: data density, map completeness and coloring by laser intensities 

normalized by our novel algorithm. The intensities enables better visual recogni­

tion of the elements in the scene as well as the visibility of geodetic survey markers 

for checking the model validation. 

The proposed solution was evaluated in both indoor and outdoor scenarios. Dur­

ing the mapping of the office or staircase environment, our solution fulfilled the 

requirement of error below 5 cm and achieved a similar precision as solution ZEB-

1. The average error in terms of the points displacements is approximately 1.5 cm. 

For outdoor experiments, our reconstruction met the requirements for absolute pre­

cision with 11.8 cm average error in the global geodetic frame. This proves higher 

universality of our mapping backpack compared to the previous Z E B - i solution. 

In all our experiments, data consistency was preserved and unambiguous models 

were built. 



Part IV 

S E M A N T I C G R O U N D S E G M E N T A T I O N 

This chapter is based on the paper [96]. 





C N N F O R V E R Y F A S T G R O U N D S E G M E N T A T I O N I N 

V E L O D Y N E L I D A R D A T A 

8.1 A B S T R A C T 

This paper presents a novel method for ground segmentation in Velodyne point 

clouds. We propose an encoding of sparse 3 D data from the Velodyne sensor 

suitable for training a convolutional neural network (CNN). This general purpose 

approach is used for segmentation of the sparse point cloud into ground and 

non-ground points. The L i D A R data are represented as a multi-channel 2 D sig­

nal where the horizontal axis corresponds to the rotation angle and the vertical 

axis represents channels - laser beams. Multiple topologies of relatively shallow 

C N N s (i.e. 3-5 convolutional layers) are trained and evaluated, using a manually 

annotated dataset we prepared. The results show significant improvement of per­

formance over the state-of-the-art method by Zhang et al. in terms of speed and 

also minor improvements in terms of accuracy. 

8.2 I N T R O D U C T I O N 

Recent development in exploration and 3 D mapping of the environment surround­

ing a mobile robot aims at techniques which capture semantic information besides 

the simple geometrical properties. The analysis of scene dynamics was successfully 

used in the task of object detection (pedestrians, cars, bicycles,...) [101], and by fil­

tering out moving objects, 3 D maps capturing only static parts of the environment 

can be built [41]. Such maps are useful for the localization or the motion planning 

where measurements of moving objects are undesirable and introduce motion arti­

facts into the map. Successful methods for the detection and tracking of moving objects 

(DATMO) assume that the way, in which sensors are used, causes that only the ob­

jects (static or dynamic) are captured [92], or that the ground can be detected (see 

Fig. 8.1) and filtered out in the preprocessing stage [58, 17, 102, 6, 69]. For these 

purposes, we intend to reliably and efficiently segment the data to ground/non-ground 

parts. We consider the ground to be every surface traversable by commonly mov­

ing objects (pedestrians, cars, bikes, etc.). 

In these D A T M O systems, the ground detection is typically based on primitive 

features with low discriminative capabilities. The state of the art technique for 
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Figure 8.1: Expected segmentation of the Velodyne LiDAR point cloud into sets of ground 
(red) and non-ground (grey) points. 

robust ground segmentation by Zhang et al. [108] achieves good results in terms 

of accuracy by building a Markov Random Field (MRF) and inference using the 

Loopy belief propagation. Unfortunately the robustness of this method is achieved 

by compromising its time efficiency (over 2 minutes per frame). 

The Velodyne sensor - nowadays common source of LiDAR (Light Detection A n d 

Ranging) data - captures the full 3D information about environment, in contrast to 

simple range finders, providing information about occupancy in a certain height 

around the robotic platform only. Currently, the most powerful model HDL-64E 

covers full 360° horizontal field and 26.8° vertical field of view, and with up to 

15 H z frame rate, captures over 1.3 M of points per second. This sensor scans the 

surrounding area by 64 rotating laser beams while each beam produces one ring 

of 3D points (red circles in Fig. 8.1). 

Since the breakthrough in machine learning after introduction of AlexNet [49], 

the attractiveness of Convolutional Neural Networks (CNNs) has grown rapidly and 

this model was successfully used for many computer vision tasks including image 

classification, object detection, face recognition, semantic segmentation [61], etc. 

In this work, we deployed convolutional neural networks for the task of ground 

segmentation in sparse Velodyne point cloud data. We designed multiple networks 

with shallow topologies (3-5 convolutional layers) fulfilling the requirements for ro­

bustness and accuracy. We trained and evaluated them by using a hand-annotated 

dataset. 

The main contributions of this work are the following: 

• we show that the sparse 3D LiDAR data can be encoded into a multi-channel 

2D signal (analogous to H H A encoded range images [34] or L i D A R data 

encoding in the vehicle detection task [57]) and processed by convolution 

neural network; 

• new approach to ground segmentation in Velodyne point clouds using CNN which 

outperforms current state of the art in accuracy and time performance. 
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Besides this, we developed a semi-automatic ground annotation tool and we an­

notated a part of the KITTI tracking dataset. Source code of the annotation tool 

and L i D A R point clouds preprocessing methods, design and configuration of the 

trained convolutional networks, as well as annotated ground truth data are pub­

licly available 1. 

8.3 R E L A T E D WORK 

As mentioned above, we define the ground as a surface traversable by commonly 

moving objects. A similar definition has been already used for an outdoor robot 

[47]. The traversability estimation was performed using geometric features (ex­

tracted from stereo-vision) and texture features (from RGB images). By clustering, 

the labels are assigned to parts of the surrounding environment. Compared to our 

approach, this method requires explicit feature specification and different type of 

input data - stereo RGB vision, I M U , and motor current sensor. 

Convolutional networks were deployed for learning rich descriptors of RGB-

D data [34] useful for per-pixel object detection. The input of networks encodes 

horizontal disparity (equivalent to the range), height and normals angle. Our work 

proposes a similar type of encoding suitable for processing the sparse L i D A R data. 

Since the normals can not be robustly estimated in these data, the angles are not 

used. 

Many D A T M O (detection and tracking of moving objects) methods segment 

and filter out the ground measurements from L i D A R data in a preprocessing stage 

[58, 17, 6, 69, 82, 102, 81]. These approaches usually rely on primitive features 

with low discriminative capabilities like mean or variance of measured height in a 

certain small area, or changes in the elevation between the rings in Velodyne data. 

More traditional D A T M O methods operate over data from simple laser 

rangefinders [92], assuming the measurements provided by L i D A R positioned ap­

proximately parallel to the ground surface, capturing only the upright (moving 

and/or static) objects and not the ground. Over such data, the occupancy grid can 

be built and detection of movement is performed by particle filtering. 

When data from multiple laser sensors including Velodyne 3D L i D A R are fused 

[69], building the occupancy grid starts to be an issue, since the sensors cover a 

significantly larger area including the ground. The ground measurements must 

be recognized and filtered out in order to bui ld a valid occupancy grid represent­

ing free space, the space occupied by obstacles, and currently unobserved areas. 

For the sake of effectivity, authors [69] selected a computationally inexpensive ap­

proach where all measurements within a certain height range are considered to 

1 ht tps : / /g i thub .com/ robo t i t /bu t_ve lodyne_cnn 

https://github.com/robotit/but_velodyne_cnn
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Figure 8.2: Different results of ground segmentation methods, top: Simple height thresh­
olding can not deal with terrain elevation; middle: Loopy belief propagation 
[108] produces incorrect results when objects are close to the sensor; bottom: 
our method. 

be ground. Besides the sensitivity to selection of optimal thresholds, the robust­

ness/repeatability of such approach is far from the optimal (see Fig. 8.2). 

The motion detection generalized to motion field estimation [58] in a polar grid 

benefits from the large area covered by the Velodyne L i D A R scanner. The prepro­

cessing step, same as in the previously mentioned work - i.e. the ground detection 

and filtering - is performed as well. Using the simple thresholding, this method 

shares the same disadvantages. The areas (polar grid cells), fulfilling at least one 

of the following conditions, are considered to be ground: the average height fits 

an exactly defined range, the standard deviation of the height is below a certain 

threshold, or the difference between the minimal and the maximal height inside 

the cell is below another threshold. A very similar approach with only small modi­

fications was used by Asvadi et al. [6] in a D A T M O system operating over a regular 

orthogonal grid. The area within one grid cell is considered to be ground if both 

the mean height and the standard deviation of the heights fit below a predefined 

threshold. 

Other approaches analyse changes in the elevation in order to segment the 

ground in Velodyne L i D A R scans [82, 102, 81]: each vertical slice consisting of 

all points captured at exactly the same moment by all laser rays, is analysed sep­

arately. Three points A , B, C from adjacent rings form two vectors AF5 and BC\ If 

the dot product of these (normalized) vectors is above a certain threshold, a signif­

icant change of elevation - the breakpoint - is found. Such breakpoints form the 
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Figure 8.3: Ground detection by comparison of expected range difference with observed 
difference oi. Since 64 — 0 4 > th, the border between the obstacle and the 
ground is found [17]. 

border between the ground (points between the sensor and the breakpoint) and 

an obstacle (points behind the breakpoint). Besides the lack of robustness, this ap­

proach does not allow to reason about the space behind the first obstacle where 

the ground can be observed again. 

Analysis of ranges differences between two adjacent Velodyne rings (Fig. 8.3) 

was also used for the ground segmentation [17] in L i D A R data. O n the ideal flat 

horizontal surface, the expected range difference et between two adjacent rings 

can be computed, assuming the height and the vertical angle of each laser beam 

is known. This range difference decreases with increasing elevation of the surface. 

At the ideal vertical obstacle, this difference becomes zero. 

Besides the previously mentioned D A T M O methods, the ground detection and 

filtering plays important role in point cloud registration by scan segments match­

ing [22]. However, in a preprocessing step, the ground points are also detected by 

thresholding the mean and the variance of vertical height withing the cells of voxel 

grid [21]. 

The lack of accuracy and robustness in previously mentioned methods, mostly 

caused by the fixed thresholding of simple features with low discriminative power, 

was overcome by the inference in Markov Random Field (MRF) [108]. Although the 

introduced 3D volumetric grid is built by estimation of a slope in each vertical 

slice in a similar way to 2D occupancy grids, the final segmentation to ground/ob­

stacle is not made directly. A t first, based on the slope detected, the points are 

categorized as unknown, probably ground, probably obstacle, and probably obsta­

cle borders. This categorization implies the initial cost assigned to each volumetric 

element of the regular 3D polar grid. The key improvement is done by Loopy Belief 

Propagation inference in order to estimate ground height within a certain region. 

A l l measurements within this region with a smaller height are considered to be the 

ground points. The rest is classified as non-ground. Unfortunately, the robustness 

of this method is achieved by compromising its time efficiency. In our experiments 

with the original M A T L A B implementation, kindly provided by the authors, the 

processing of single Velodyne HDL-64E frame takes approximately 145s. 



122 C N N F O R V E R Y F A S T G R O U N D S E G M E N T A T I O N I N V E L O D Y N E L I D A R D A T A 

The key improvement achieved by our method is the reduction of time com­

plexity of the ground segmentation process to the fraction of the time required by 

Loopy Belief Propagation [108], while slightly better results in terms of accuracy 

were achieved as well. Processing of a single Velodyne frame by our Lo^+deconv 

network takes 140 ms on average, using only C P U . By using G P U (GeForce G T X 

770), the processing time is further reduced to 7 ms per frame. 

Simultaneously with our work, the Baidu research team [57] proposed a simi­

lar encoding of sparse L i D A R data into 2D matrices for the vehicles detection by 

convolutional neural networks. Our encoding differs from their work in polar bin 

aggregation of L i D A R points (described in Sec. 8.4.1) to improve the stability of 

prediction. 

8.4 PROPOSED G R O U N D S E G M E N T A T I O N M E T H O D 

The goal of our method is to assign a binary label ground/non-ground (8.1) to each 

3D point p £ P measured by the L i D A R sensor. The point cloud elements p are 

represented by 3 D coordinates originating at the L i D A R sensor position, accompa­

nied by the laser intensity reading and the ring ID identifying the source laser beam 

which was used to measure the point p = [p x, py, p z , p i , p T ] . Since we do not assign 

the ground label to each L i D A R point separately, we solve the assignment (8.2) of 

binary labels to all the points jointly. 

g : P ^ { 0 , D (8.1) 

G : P -> {0,1} | P | , P e P (8.2) 

8.4.1 Encoding Sparse 3 D Data Into a Dense 2D Matrix 

In order to process the Velodyne L i D A R data by a convolutional neural network, 

we encode the original sparse point cloud P into a multi-channel dense matrix M . The 

original 3D data are treated as a 2D signal in the domain of the ring (the ID of the 

source laser beam) and the horizontal angle, as illustrated in Fig. 8.4. The size of 

the resulting matrix M depends on the number of rings in the L i D A R frame (i.e. 

number of laser beams used) and the sampling rate R of the horizontal angle. In 

our experiments, we used Velodyne L i D A R HDL-64E with 64 rays and resolution 

R = 1°. 

A t first, the point cloud is aggregated into the polar bins b r , c (8.5) analogous 

to our previous work [98]. A l l the points assigned to the same bin share the same 

ring ID r (points captured by the same laser beam) and fit into the same polar cone 

c = cp(p) (8.6), computed according to the horizontal angle of the point. Each polar 
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Figure 8 4 : Transformation of the sparse Velodyne point cloud (a) into the multi-channel 
dense matrix (b). Each row represents measurements of a single laser beam 
done during one rotation of the sensor. Each column contains measurements of 
all 64 laser beams captured at a specific rotational angle at the same time. 

bin is encoded into the element m r c of matrix M in its r-th row and c-th column 

(8.3). Since multiple points fall into the same bin (the horizontal representation of 

our encoding is coarser than original Velodyne resolution), a single representative 

of the bin is found as the average (8.4). Moreover, since the horizontal index in 

the matrix M encodes the rotational angle in the 3D horizontal X Z plane, we can 

reduce the number of channels by replacing X Z coordinates p X / P z by depth (or 

range) value d = | |p x ,Pz| l2 without the loss of any information. 

e(b r , 

r,c — £[br,cj 

Y_ fry/IIPx,Pz||2'Pi] 
peb r, c 

| b r , c | 

b r ,c ={p G P | p r =TA(p(p) =C} 

<P(P) 
a tan(^) + 180c 

360° 

(8-3) 

(8.4) 

(8-5) 

(8.6) 

In case of empty bins (e.g. no measurement exists in this area due to the sensor 

limits), the value in the matrix M is linearly interpolated from the neighbourhood. 

8.4.2 Training Dataset 

The most serious issue in development of the proposed system was the lack of 

training data, especially missing annotations of ground data in the Velodyne scans. 

The developement of KITTI Semantic Segmentation dataset2 is still in progress 

and only small subsets are available at the moment. The only annotations rele­

vant to our task were created by Richard Zhang [109] in his work on semantic 

segmentation of urban scenes. However, Zhang used the L i D A R point clouds as 

a supplementary data only, and annotations were made for RGB camera images 

2 http:/ / www.cvlibs.net/datasets/kitti/eval_semantics.php 

http://www.cvlibs.net/
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breakpoints 
• • • • 

seed points 

> t i 
• # • 

" * — h u m a n annotat ion 

Figure 8.5: Flooding the human annotation from seed points along the ring. The ground 
points are red. When the breakpoint is found (first of blue not-ground points), 
the flooding is stopped. 

in the first place. These annotations were probably back-projected into the L I D A R 

frames and spread across consequent frames which caused serious inaccuracies 

in the ground annotations and made these data unsuitable for our training and 

testing. 

Therefore we prepared a semiautomatic tool for ground annotation in 3D Velodyne 

data 3. Using a pen-like drawing tool, the user highlights certain ground points as 

ground seed points p s . From these points, the annotation automatically floods along 

the ring until a breakpoint p b is found (see Fig. 8.5). The breakpoint is defined 

as the first point, where the height difference with respect to the previous point 

IPy — Py 11 > f i / o r wi th respect to the seed point | p b — p*| > T 2 , is above a 

respective threshold. When annotating the dataset, we found the values t i = 3 cm 

and t 2 = 7 cm work best as they save annotator's time and they reduce manual 

changes. 

Using this tool, we prepared accurate annotations of the ground in 3D L i D A R data 

for a subset of KITTI Tracking Dataset - the same data as was annotated by [109] in 

RGB images. The subset consists of 8 data sequences taken from moving vehicle in 

different urban and suburban environments. In total, there are 252 frames captured 

in 1 s interval. We randomly split those frames into training and evaluation set in 

70 : 30 ratio. 

Since the amount of available annotated data is quite small, we prepared auto­

matic artificial annotations for the rest of the KITTI Tracking Dataset (19 k frames) 

by thresholding simple features, like the mean and the variance of height, and 

the distance and the elevation differences between rings, as used in the previous 

works [58, 17, 6, 69, 82, 102, 81]. These artificial annotations are used for C N N s 

pretraining. The resulting parameters are used as initial weights of convolutional 

kernels for further training on more precise human annotations. 

We also tried to use data augmentation and generate artificial 3D L i D A R frames 

automatically. Unfortunately, this approach proved to be infeasible, since the avail­

able 3D models are not detailed enough, lack fine surface details, and substitute 

3 h t tps : / /g i thub.com/robof i t /bu t_ve lodyne_cnn/ t ree/master /ground-annota tor 

https://github.com/robofit/but_velodyne_cnn/tree/master/ground-annotator
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Figure 8.6: Topology of the four proposed CNNs including dimensions of intermedi­
ate data blobs (blue blocks) and the number of channels below each blob. 
Lo5+deconv consists of 5 convolutional layers plus single deconvolution to re­
store the original frame width and height. Loq-conv-dec process the input frame 
by 4 convolutional layers with decreasing size (7 ,5 ,3,3) of convolution kernel. 
In Lo3+deconv-inc, 3 convolutional layers with increasing kernel size are used. 
Deconvolution is used to restore original frame size in both this topology and in 
Lo^+deconv-inc-multich where the number of output channels are significantly 
larger comparing with other networks. Note: if the stride parameter N is set 
in (de-)colutional layers, the width and height of the output blob is (larger or) 
smaller N-times. 

this structure information (trees, bushes, curbs, etc.) by texturing flat surfaces (so 

called billboarding). 

8.4.3 Topology and Training of the Proposed Networks 

Because of the small amount of annotated training data, we used shallow CNN ar­

chitectures only. A l l the networks are fully convolutional. They consist of convolu­

tion and deconvolution layers with R e L U non-linearities. Gradient descent is used 

as the optimization method for the training. The most interesting and successful 

topologies we experimented with are presented in Fig. 8.6. 

The multi-channel matrix M , obtained by the encoding described in 8.4.1, is the 

input of all proposed networks. The probability of being a ground point p g = 

P(g(p) = 1) is estimated for each pixel of this matrix. Therefore, the output of all 

networks has the same size as the input matrices except the number of channels. 

The output channels represent probabilities p g and 1 — p g since the softmax is 

applied. 

Presented architectures (Fig. 8.6) differ in the type and number of layers used, 

dimension of convolutional kernels, and in the number of channels within each 

layer. Deconvolutional layers (previously also used in semantic segmentation [61]) 
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were used in 3 of 4 presented topologies, including the best topology Lo^+deconv, 

which performs best in our experiments. In topologies Lo^+deconv and Lo^-conv-

dec, the size of the convolutional layers is decreasing, when compared to the other 

two topologies. The effect of a significantly larger number of intermediate output 

channels is evaluated for topology Lo^+deconv-inc-multich. 

The input of the C N N , which is prepared as described in Sec. 8.4.1 Eq. (8.3-8.6), 

is normalized and rescaled (8.7). This applies only to the depth d and the height 

Py channels, since the intensity values of Velodyne sensor are already normalized 

to the interval (0; 1). In our experiments, the normalization constant is set to H = 3, 

since in usual scenarios, the Velodyne HDL-64E captures a vertical slice approxi­

mately 3m high. 

p ^ = ^ , d = log(d) (8.7) 

We applied this logarithmic rescaling for the depth channel to get approximately 

the same range differences between consequent rings for flat surfaces, both close 

and far from the sensor. The rescaling should suppress differences between the 

rings, due to varying distance from the sensor, and highlight those differences 

caused by the structure of observed scene - i.e. the obstacles (illustrated in Fig. 8.3). 

In the similar manner, the horizontal disparity was previously used as an input of 

a convolutional network, instead of using range value directly [34], what finally 

results in a normalization similar to ours. 

8.5 E X P E R I M E N T S 

The proposed convolutional networks were implemented, trained and evaluated 

using Caffe4 deep learning framework. The human annotated dataset and the au­

tomatically annotated dataset were both used for training and pre-training of the 

proposed networks. We compared the results of our C N N s with the results of the 

robust state-of-the-art method [108] (using the original M A T L A B implementation 

shared by the authors). It is necessary to mention one limitation of the Zhang's 

method. Because dimensions of the polar grid need to be set, the maximal range 

from the sensor is limited. In the experiments we used the 60m limit by default 

(and the 30m limit in the time performance test). In order to make fair evaluation, 

we computed the accuracy of our method for both the maximal range set to 60m 

(same conditions as for [108]) and the unlimited range (to illustrate behavior for 

more distant measurements). Also, since the Zhang's method has no parameter for 

tuning false positives to false negatives ratio, only a single precision/recall value 

can be computed instead of the whole PR curve. 

4 http:/ / caffe.berkeleyvision.org/ 

http://caffe.berkeleyvision.org/
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Figure 8.7: The accuracy of the proposed networks and the reference method [108] for 
comparison. See Table 8.1 for numerical results. 
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Figure 8.8: Comparison of the different C N N topologies. The networks were trained 
using the human-made annotations (label human-only), artificial annotations 
(automatic-only) and both datasets for initialization and training (label both). All 
LiDAR points were processed, or only the points within the 60m range (label 
near) were taken into the account. 

Fig. 8.7 shows the comparison of different networks with the reference 

method [108]. The results are also summarized in Table 8.1 by means of the aver­

age precision and F-score as the metrics of accuracy. A l l networks were pre-trained 

using the automatically annotated data, trained and evaluated using the human an­

notated data and only the points within the range of 60m were taken into account. 

The results (Fig. 8.7 and Table 8.1) show that the accuracy is quite similar for 

different network topologies. Better accuracy is achieved with the networks where 

the size of convolution kernels decreases (Lo^+deconv and Lo^-conv-dec CNNs) and 

also with larger networks. The accuracy of Lo^+deconv network is also slightly 

higher compared to the reference method [108]. Preserving the same recall we 

were able to achieve 0.5% better precision and vice versa: 0.1% higher recall while 
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AP 
Precision* Recall* Best 

recall=.992 prec=-924 F-score 

[108] - 0.924 0.992 0.957 

Lo5+deconv 0.996 0.929 0-993 0.969 

Lo4-conv-dec 0.995 0.914 0.990 0.966 

Lo3+deconv-inc 0.994 0.910 0.989 0.964 

Lo3+deconv-inc-multich 0.995 0.916 0.990 0.966 

Table 8.1: Average precision (area under the PR curve), precision, recall and the best F-

score of the proposed networks compared to [108]. *The precision (and the recall) 

was estimated for points where the recall (and precision respectively) is the same 

as the results of [108] (also displayed in Fig. 8.7 by red and blue line). The best F-

score is taken as the highest value of harmonical average of precision and recall 

within the whole PR curve. 

Figure 8.9: Ground segmentations (outputs of C N N Lo^+deconv, bottom) for different L i ­

DAR scans compared with human-made annotations (up). The results are near 

ideal but small differences are still visible under closer inspection. 

preserving the same precision. Also, since our method enables balancing FP :FN 

ratio, we were able to find an optimal operating point yielding better F-score. 

In Fig. 8.8, the precision-recall curves of different network topologies trained and 

evaluated in different ways are shown. We compared C N N s which were trained 

either by using the human-made annotations only (label human-only), or just by au­

tomatically annotated dataset (automatic-only), or by using both datasets together 

(label both). Moreover, we evaluated the accuracy of the situation in which all 

points are considered (label all), or when the maximal range is limited to 60m 

(label near) as used also by Zhang [108]. The examples of C N N outputs can be 

found in Fig. 8.9. 

The results depicted in Fig. 8.8 show that cases in which reasoning about the 

ground was made only within the certain range (label near) yield better results. 
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CPU only [ms] with GPU [ms] 

Lc>5+deconv 139 7.0 

Lo4-conv-dec 90 3.2 

Lo3+deconv-inc 8 1.2 

Lo3+deconv-inc-multich 355 6.9 

Table 8.2: Performance comparison of the proposed networks in terms of speed. The av­
erage processing time per single Velodyne LiDAR HDL-64E frame is presented. 
The mini-batches of size 4 were used (i.e. 4 frames were processed in parallel). 

This is expected, since the density of measurements in farther areas is much lower. 

Also, the C N N s trained with human annotated datasets behave more accurately 

than C N N s trained on artificial data (evaluation is always made using the human 

annotations). A n interesting fact is that this gap is less significant for networks 

with smaller architectures (e.g. L03 compared to L05). This is probably caused by 

higher generalization which compromises discriminative power when learned on 

real annotations. 

Table 8.2 shows the average processing time of proposed networks using C P U 

implementation (Intel 15-6500) and using G P U acceleration (GeForce GTX 770) on a 

standard desktop computer. These numbers indicate the usability of the networks 

for certain mobile robot platforms. Lo^+decov-inc requires low C P U consumption 

and therefore it is suitable also for small robots with low computational power. 

On the contrary, the Lo^+deconv topology is suitable for platforms where G P U 

acceleration is available because of the superior accuracy. 

As was said before, the main advantage of our method is superior time perfor­

mance when compared to the method of Zhang et al. [108]. In our experiments, 

when using the Zhang's M A T L A B implementation, the processing time of Velo­

dyne HDL-64E L i D A R frame was 145 sec and consumed 11 GB of memory on aver­

age (note: no memory swapping which would compromise the performance hap­

pened during the experiments). Also, when we decreased the maximal range (and 

also the size of the internal 3D polar grid) to 30m, the processing time dropped 

to 75sec per frame and the memory consumption to approximately one half. How­

ever, this is still really far from real-time performance. 
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8.6 C O N C L U S I O N 

We presented a real time and robust ground segmentation method of Velodyne 

L i D A R data which outperforms the current state-of-the art methods in both the 

accuracy and speed. Our results show that the sparse L i D A R data can be encoded 

into its dense 2D representation and effectively processed by C N N . Our method 

improved the precision of state of the art [108] (by 0.5%) and significantly improved 

speed of the ground segmentation process from minutes to 140 ms using C P U and 

7 ms with G P U acceleration. 

In this paper we demonstrate that C N N approach is suitable for simpler task of 

ground segmentation where the results are near ideal. In the follow-up work, we 

want to explore the potential of this approach in more challenging semantic seg­

mentation or move detection and also in quite different tasks of visual odometry 

estimation or point cloud registration. 

A s a secondary outcome of our work, we created the dataset with ground anno­

tated and made it publicly available along with the annotation tool. Such data can 

be used to design, train, and evaluate other ground segmentation approaches. 
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S U M M A R Y 





C O N C L U S I O N 

Mobile laser mapping plays an important role in a field of surveying, geodesy, 

construction, and even in planning of road maintenance. Compared to traditional 

approaches of geodetic survey, laser scanning is able to provide richer information 

about surrounding environment and - more importantly - it enables time efficient 

mapping of the large areas. 

This work introduces a way of development of a whole mobile mapping solu­

tion from smaller pieces of puzzle - novel algorithms for the odometry estimation 

and the point cloud registration. Moreover, the ground segmentation algorithm 

presented in the last chapter represents a source of semantic information, which 

can be automatically incorporated into the 3 D data. 

Compared to traditional approaches, the point cloud registration algorithms, 

described in the second part of this thesis, are designed especially for large and 

sparse data of 3 D L i D A R . The CLS (Collar Line Segments) algorithm overcame 

data sparsity by a random sampling of the point cloud by line segments. The 

evaluation proved the robustness and the accuracy with the odometry estimation 

error 1.7% (of elapsed trajectory length) for a standard KITTI dataset. 

O n the other hand, odometry estimation using convolution neural networks rep­

resents a faster alternative, when only translation motion parameters are required. 

While providing an online performance with G P U support, a 1,2% relative error 

of translation was achieved on the same KITTI dataset. This method is convenient 

especially in the situations, when an online preview of the odometry estimation 

is necessary and the rotation motion parameters are available from another source 

(e.g. from I M U sensor). 

A significant contribution of this work is the design and the realization of the 

mobile backpack laser solution, where the CLS algorithm plays the key role as the 

frontend of S L A M (Simultaneous Localisation A n d Mapping). The most significant 

contribution of this solution is the design with a synchronized and calibrated pair 

of Velodyne 3 D L i D A R S accompanied with a dual antenna G N S S / I N S solution. 

This combination provides universality for both small indoor and also large open 

outdoor areas. The evaluation showed, that the basic requirements - relative error 

below 5 cm and the average of absolute error of georeferencing under 14 cm - was 

fulfilled. Moreover, this solution provides high data density and normalized laser 

intensities in the resulting 3 D model, which enables better recognition of important 

objects during the inspection and manual post-processing. 
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CONCLUSION 

9.1 F U T U R E WORK 

From a scientific point of view, there are multiple areas of future work. The first 

one is the improvement of the accuracy. Our current development aims at deeper 

integration of the I M U sensor for the correction of a rolling shutter distortion, 

which is currently solved by a simple linear interpolation of estimated motion 

during the L i D A R rotation. 

Another interesting task is the integration of a spherical camera for both the 

creation of panoramic virtual tour around the environment, and also for colouring 

the point cloud. The colouring task would require a precise synchronization and 

an extrinsic calibration of this omnidirectional RGB camera. 

Third goal is the support for the arbitrary mono-antenna geodetic GNSS solution 

instead of currently deployed dual antenna solution. This improvement would 

make our backpack potentially cheaper and more accessible, since such GNSS 

solutions are even owned by smaller geodetic companies. 

The last - and lets say a non-scientific - future goal is the commercialization of 

this backpack mapping solution, which demonstrated its potential in the evalua­

tions presented in this work. 
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