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Abstrakt

Tato prace popisuje metodu analyzy translacniho pohybu uzitim kiizové korelace. Ukazu-
jeme, jakym zpusobem se chové funkce kiizové korelace obrazi s navzajem posunutymi
objekty, a jak nam to umoznuje nachézet jejich vektory posunu. Pro néaslednou imple-
mentaci je nalezena efektivni metoda pro hledani pouze pozadovaného poctu lokdlnich
maxim funkce.

Abstract

This thesis describes the method of following the multiple objects movement by means
of cross correlation. We are showing the form of cross-correlation function of functions
with mutually shifted objects and how it leads to search of their shift vectors. For the fur-
ther implementation, there is introduced the effective method for search of required count
of function’s local maxima.
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Fourierova transformace, posunuté funkce, posunuté objekty ve funkci konvoluce, funkce
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keywords
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Rozsireny abstrakt

Monitorovani pohybu vice objektii v obraze je proces pouzitelny napiiklad ke studiu
bunécéného transportu mikroskopickych ¢astic, ¢i k popisu pohybu a socidlniho chovani
zivocisnych skupin. Dale mize byt pouZit i k pozorovani vzajemnych pohybi vesmirnych
téles, nebo k analyze zdznamii z dopravnich kamer.

Monitorovani pohybu vice objekti v obraze uzitim kiizové korelace je zobecnénim
metody pro hledani translace posunutych obrazi. Toto je totiz pouze monitorovani
pohybu jediného objektu, kterym je cely obraz. Standartni registrace obrazi je pro-
ces hledani podobnosti mezi obrazy, to zahrnuje hledani jejich posuni, rotace a zmény
méfitka. Bereme-li v ivahu obraz slozeny z vice objekt, hleddme pouze posuny téchto
objektii. Rozeznéni rotace a zmény méritka by totiz nemuselo byt mozné bez ziejmého
vztazného bodu.

Obecné hledani vzajemnych posunt objektu 1ze realizovat pomoci metod detekce a sep-
arace struktur a jejich naslednym porovnanim. Tato metoda nicméné vyzaduje, aby
struktury v obraze byly jasné rozpoznatelné a a definované. Na druhou stranu na korelaci
zalozené metody, které jsou dale popisovany v této praci, uméji rozpoznat translaci ztézi
viditelnych nebo i okem nerozeznatelnych objektu (napiiklad pii vysokém dynamickém
rozsahu). Tyto metody v8ak nemaji dobré vysledky, nebo je nelze vibec pouzit, pro
obrazy poftizené s rozdilnou délkou expozice.

Korela¢ni metody pouzivané pro sledovani pohybu jediného objektu pouzivaji prevazné
fazovou korelaci. Fazova korelace je kiizova korelace po znormovani. Toto normovani
korela¢ni funkce posunutych obrazi piindsi ziejmé matematické vysledky v podobé Di-
rakovy distribuce, coz vede k vysoké piesnosti registrace obrazu. Pii monitorovani pohybu
vice objekti v8ak toto normovéani jiz k tak zfejmym vysledkiim nevede, proto se v odvo-
zovani matematického aparatu omezujeme vyhradné na kiizovou korelaci. V implementaci
pak ale fazovou korelaci pouzivame, protoze i pres to, zZe nemé tak ziejmé matematické
oduvodnéni, jako v piipadé jediného objektu, poméaha ke zpiesnéni vysledki pti hledani
posuvii.

Fazova i kiizova korelace pracuji s Fourierovy spektry obrazi, proto druhou kapitolu
dedikujeme popisu Fourierovy transformace a jejich vlastnosti. Ukazujeme, jakym zpi-
sobem pusobi Fourierova transformace na posunuté obrazy a na obrazy s posunutymi
objekty. Definujeme zde i konvoluci funkei a jakym zpisobem je kiizova korelace kon-
vertibilni na konvoluci. V8echny tyto koncepty predstavujeme prostfedky funkcionalni
analyzy ve spojitém tvaru.

Nicméné v programové implementaci pouzivame algoritmus Rychlé Fourierovy trans-
formace (FFT), ktery vyuziva diskrétni Fourierovu transformaci. Proto tieti kapitola
predstavuje vSechny koncepty uvedené v druhé kapitole v diskrétnim piipadé. Ke korek-
tnimu definovani v8ech téchto pojmi navic zavadime periodizaci funkce a predstavujeme
digitalni obraz jako diskrétni funkci definovanou na kone¢ném poctu bodu uspofadanych
ekvidistantné do ¢tverce.



Ctvrta kapitola pak popisuje samotnou pocitacovou implementaci odvozenych metod.
Nejprve popisujeme metody hledani posuvi pro jediny objekt, které jsou detailné popsany
ve zdrojich (pfedevsim [1]). Popisujeme nutnost ipravy vstupnich obrazi, a to predevsim
jejich tvar a nutnost pouziti Hanningova okna k oSetfeni okraji obrazu. Nésledné defin-
ujeme i vahové funkce, které aplikujeme na Fourierova spektra obrazi k tomu, aby up-
ravily tvar funkce fazové korelace pro vyssi presnost. Ukazujeme i momentovou metodou
hledani posuni pro sub-pixelovou presnost vysledki. Nasledné predstavujeme algoritmus
pro hledani posuvi vice objektt jako modifikaci algoritmu pro hledani translace jediného
objektu. Posuvy hledame jako lokalni maxima funkce fazové korelace a to tak, ze hledame
maximum globélni, které po zaznamenani vysledku smazeme a hledame dalsi. Nakonec
testujeme presnost implementovaného algoritmu a ospravedliujeme tvrzeni, Ze automati-
zace procesu hledani posuvi vice objektu uzitim kiizové korelace neni mozna.
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Chapter 1

Introduction

The Following of multiple object movement can be used in studies of microscopic
particles transport in cells, or to describe the movement and social behaviour of organisms
in the group. It can also be used to observe the mutual movement of space objects
or to analyse the records taken by traffic surveillance system.

The Following of multiple object movement by means of cross-correlation is generaliza-
tion of the Finding mutual shift of shifted images (that means the Following of the move-
ment of single object, which is whole image). On the other hand to the standard image
registration (e.g. recognizes shifts, rotation and scale), we are working only with transla-
tional movement represented by shift vectors. It could not be possible to find rotations
and scales of the multiple objects without clear reference point.

The mutual shift search can be executed by the identification of object structures
in the image and matching them separately to be followed. However, this method requires
the structures to be clearly visible in the image. On the other hand, the correlation based
method (described further in this thesis), can even recognize the movement of barely
or not visible structures. It is inapplicable to images with different exposition though.

The correlation method of the translational movement analysis generally uses the phase-
correlation function. It demonstrates the results with high precision if used to follow
the movement of a single object. However, to follow the multiple objects movement we
need to use the cross-correlation function, because the norming of spectra does not bring
as clear mathematical results as in one object case. Despite this fact, the phase-correlation
function is used in the implementation. Reasons to do so are enlisted in Chapter 4.

The phase-correlation uses the Fourier spectra of the images, therefore we are devoting
the Chapter 2 to introduction of the Fourier transform and its properties in R%2. However,
we use the Fast Fourier transform algorithm, which is the implementation of the dis-
crete Fourier transform, in computer programs implementation of the phase-correlation
function. Therefore, we are dedicating Chapter 3 to describe the discrete Fourier trans-
form and its properties for functions defined on a finite number of points (which arranged
in square represent the digital image) together with cross-correlation and phase-correlation
function. Chapter 4 deals with implementation of the above mentioned method in com-
puter program for one object at first (based on the source [1]), then with implementation
of the adjustments of this method to follow the multiple objects movement.
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Chapter 2

The Fourier transform

At first, we will establish all the theory for the continuous functions. Despite the fact
that the digital image is not continuous but discrete, we will summarize the theory for well
known continuous functions in the first distance. In that case we can use the conclusions
of the Mathematical and Functional analysis.

2.1 Basic notions

First of all, let us define some basic concepts, which will be used in the following text.
There will be mostly concepts used in Functional analysis and they will not be defined
with proper background. Yet the related mathematical theory can be found in sources
mentioned in each definition. The exactness of the unmentioned mathematical theory
is not essential for purposes of this thesis, it serves mainly for deeper understanding.
Therefore, it is omitted.

Definition 2.1. (Improper double integral)|[l] Let f(z,y) be a function R? — C.
Let R = (a,00) X (¢,0),a,c € R. If the following limits exist and are equal

b

d b
lim / fz,y)dy | dz = lim / f(z,y)dz | dy = A,

(b,d)—>(00,00) (b,d)—>(00,00)

d

then we define
[[ sty = a
R

Analogically, the integral is defined for R = (—00,b) X {(¢,00), R = (a,00) x (—00,d)
and R = (—o00,b) X (—o0,d). Furthermore, if all the following integrals exist and are
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finite (or in case some integral are infinite, they have same sign)

//fxydxdy = B,

/ f:cyda:dy:C,

/ f(x,y)dedy = D,

(—o0,0)
/ f(z,y)dedy = F,
(—00,0)2
we define .
//fxydwdy—/ flz,y)dedy = B+ C+ D + E.
oo oo (o002

Definition 2.2. (Dirac distribution)|9] The two dimensional Dirac distribution is
a functional on the basic space. It is singular distribution and is represented by the integral
identity with testing function ¢(z,y) as follows:

775(%y)s&($,y)dwdy = ¢(0,0).

—00 —0O0

Where §(x,y) fulfils

/ / d(z,y)daedy =1, 6(z,y) =0 if (x,y) # (0,0).

—00 —0O0

More about functionals, basic space and distributions can be found in [9].

2.2 The Fourier transform and inverse Fourier trans-
form

The Fourier transform is the essential mathematical instrument in the Image analysis.
Because the image is two dimensional, we omit the one dimensional case completely.
Therefore, we are using the two dimensional case directly.

Definition 2.3. (The Fourier transform of functions in £(R?))[8] Let f(x,y) €
L(R?). The Fourier transform of function f is a function F{f}(¢,n) = F(&,n) : R? — C

defined as o
F(é-un) = / /f(x’y)ei(15+yn)dxdy.

—00 —00

Function F'is also called the Fourier spectrum of function f.

17



Definition 2.4. (Inverse Fourier transform of functions in £(RR?))[8| Let function
G(¢,n) € L(R?). The inverse Fourier transform of function G is a function F ' {G}(z,y) =
g(z,y) : R? — C defined as

1 [ee] [ee] .
9(9673;):@/ /G(§7n)e‘($5+y’7)d§dn-

—00 —O0

The Fourier transform and also inverse Fourier transform exist and are bounded func-
tions ([1]). However, the inverse Fourier transform of the Fourier spectrum of some func-
tion in £(R?) may not even be defined or it could happen that F~ ' {F{f(z,y)}} # f(x).
The previous inequality can be shown on functions f(z,y) and g(z,y) which differ on set
of cardinality zero. They have the same Fourier transform which obviously leads to men-
tioned inequality.

Theorem 2.5. (Fourier inversion theorem for functions in £(R?)) [7] If function
f(&,m) € L(R?) and is continuous on R?, then for every (£,71) € R? holds

_ il 1x§+yr] 76
f(x,y) = 15%47#// (& ne

—00 —00

= dedn.
If also F(&,n) € L(R?) then

FUFI@ = 57 | [ FEmemacdn = f(a.)

—00 —0O0

Proof. A proof and its general derivation can be found in [6]. O

2.3  Shift theorem

In this section, we are defining the shifted function, the function consisting of objects
and the function with shifted objects. They are all defined to best suit the continuous
representation of digital image. The shift theorems follow the definitions of shifted func-
tion and function with shifted objects to show, how the Fourier transform works applied
to these functions. We will consider the function to have just two objects at first and show
the general n-object case after that.

Definition 2.6. (Shifted function) Let f(z,y) € L(R?) and let g, yo € R given num-
bers. The function f,(z,y) is shifted function of function f(x,y) by zo in x axis and by y
in y axis iff

fsh(ma y) = f(.CE — o, Y — yO)

The vector (zg,yo) is called shift vector.

Theorem 2.7. (Shift theorem) Let f(z,y) € L(R?), let F(&, n) be its Fourier spectrum
and let fo,(z,y) be its shifted function by vector (zg,v0). Let Fyu(§,n) be the Fourier
spectrum of the shifted function fy,(x,y). Then it holds

FSh(§7 77) = F(g7 n)e_i(fﬂco-ﬁ‘nyo).
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Proof. The proof taken from [1].

Falbom) = / / flx = xo,y — yo)e T dady =

s=r—x9) v=5+x9 ds=dv |
t=y—y y=t+y dt=dy

—00 —00

= //f(87t)e—i(s£+tn)e—i(§xo+nyo)dsdt:F(&n)e—i(gxﬁnyo).
0

Definition 2.8. (Multiple objects in function) Let n € N be given number, let
function f(z,y) € L(R?) and also functions fi(z,y) € L(R?) for each i = 1,2,...n.
Function f(x,y) consist of n objects iff

flx,y) = Zfi(:v,y)-

We call functions f;(z,y) the objects.

The function with multiple objects is defined as continuous case of multiple objects
in the image. The objects in an image are often represented by set of pixels which always
move together (they all have the same shift vector), or on the contrary are stationary
considering other objects (i.e. background). So the object defined on R? is represented
by function f;(x,y) which is non-zero on the object set and zero elsewhere. This guarantees
that in the summation, the object’s values are not changed (we are only adding zero,
because the objects are not overlapping). For purposes of this thesis we will distinguish
only objects which have different shift than the rest of the image.

Definition 2.9. (Function with shifted objects) Let f(z,y) be a function with n
objects, let z;,y; € R given numbers for each ¢ = 1,2,...n. Function g(z,y) is function
with shifted objects considering f(x,y) iff

g(z,y) = Z file — i,y — vi).
i=1

We say that object 7 is shifted by vector (z;,v;).

Let us remark that each object f;(x,y) of function f(z,y) is shifted in function g(z, y).
Therefore, we can say that objects f; s (z,y) = fi(x — x5,y — y;) are shifted functions
of functions (objects) fi(z,y) by vectors (z;, ;). Also considering n = 1, we are obtaining
the definition of the shifted function. So we can say, that the shifted function consists
of only one object, which is shifted.

Theorem 2.10. (Shift theorem for functions with two objects) Let f(z,y) be
a function with two objects (n = 2), let Fi(&,n) and F»(£,n) be Fourier spectra of its
objects fi(z,v), fo(x,y). Let g(z,y) be function with shifted objects considering f(z,y)
and let G(&,7n) be its Fourier spectrum. Then it holds

G(&,n) = F1<€,n)e—i(£a:1+ny1) + Fg(f,n)e_i(&”"y?),
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Proof.

Gl = / / gla,y)e T dzdy =

—00 —OQ

= / /(fl(if — 21,y — 1) + fo( — 2,y — y2))e D dady =

—00 —0OQ
oo o0

B / / filz — 1,y — y1)e S dady +

—00 —0Q

+ / / fol@ — 22,y — yo)e VN dady =

s=x—x, r=8+xz; ds=dx
| t=y—y oy=t+y dt=dy | _

U=r—2y r=u+xy du=dx

v=y—y y=v+y dv=dy

(e oo o}

= //fl(s,t)e_i((s”l)§+(t+y1)")dsdt—I—

—00 —0O0
[ ol o]

. / / Fola, v)e )R @20) gy —

—00 —0Q0

= //fl(S,t)e—i(86+tn)e—i(:c1£+ym)dsdt_|_

—00 —00
oo o0

+ //fz(u,v)e_i(“H””)e_i(”“y”)dudv:

—00 —00

= Fi(& n)e Cotmn) L [y (& p)eiCmtm2)
O

Theorem 2.11. (Shift theorem for functions with n objects) Let f(x,y) be a func-
tion with n objects and let F;(£,n) be Fourier spectra of objects f;(x,y) for each i =
1,2,...n. Let g(z,y) be function with shifted objects considering f(z,y) and let G(§,n)
be its Fourier spectrum. Then it holds

G(&,n) = ZFi(g’ n)e @iétyin)
=1

Proof. Proof can be derived as outward generalization of proof of the Theorem 2.10. [

2.4 Properties of Fourier transform

Let us introduce some basic properties of the Fourier transform. They are not essential
for finding the shifts of the images, but they are used in some of the proves that follow
in next sections.

20



Theorem 2.12. Let f(z,y) € L(R?) and let F(£,n) be its Fourier spectrum. Then

F{f(=z,—y)} = F(=§ —n).

Proof.
0 = _S —i(so+tT)
F-&=m) = | 7220 | =Flo) = [ [ f(s.ne e ase =
_ —i(—sé—tn) _|r=—s dz = —ds _
/ /f(s,t)e dsdt F——y dt = —dy
= / / f(—l’, _y)e_i(x€+yn)dxdy = .F{f(—l', _y)}
O
This theorem is just special case of Scale-change theorem if we consider « = —1. It
1
says that F{f(az,ay)} = S F (é, E). The exact formulation of Scale-change theorem
o o«

can be found together with its proof in [1].
Theorem 2.13. |5] Let function f € £(R?). Then
@ Flf)} = 4w F -y},
0 FA) = P -y
If f is also continuous and its Fourier spectrum F(&,7) € £(R?), then
©  FIFS@n)) = (-2, —)
@ FUFMAE N = g (-r )

Proof. Proof taken from [1].

()

- 1 i(x
AiF 1{f(—;];7 —y)} = 47'(2H / / f(—l’, _y)e( §+y77)dxdy —
| s=—2 ds=—dx |
| t=—y dt=-dy |
= [ [ sspe s = F s

21



F{f(z,y)} = 4x*F H{f(—z,—y)} \_

472
S F ) = FH{f (o))

L ca )} = F S ()}

472

The last equality was obtained by substituting —z for x and —y for y.

(c)

FF{fe.y)}) = / / F(&,m)e @ gdy =

—00 —0O0

— //F(f,n)ei(x(_g)w(_”)dfdn:

—00 —00

g = _5 dO’ = —d£ o rr N B i(xa—i—y'r) -
T=-0 dT:—dT] _//F( g, T)e dodr =

—00 —0O0

= 4W2‘F_1{‘F{f(_x> _y)}} = 47T2f(—1', _y)'

(d)

[e.e]

f_l{f_l{f(x, y)}} _ ﬁ / / (4_717-2 / / f(57 t)ei(s£+tn)d8dt) ei(a:£+y7l)d§dn =

—00 —O0 —00 —0O0

1 o0 (o) (o @] o0 . '
= o3 / / / / f(s, t)e =5 dsdt | ef@Hvmdedny =
m

u=—s du= —ds
v=—t dv=-—-dt

1 o0 o0 [o¢] o0 . '
T 16 / / / / f(=u, —v)e N dudy | M dgdn =
T

—00 —00

= 4%2?—1{?{]“(—:5, —y)}}t = #f(—m, —Y)-

]

Example 2.14. [5] Let us consider f(z,y) = 6(x—x,y—1yo). Then the Fourier transform
of the shifted Dirac distribution can be computed as

o0

F{é(x —zo,y —yo)} = / / Sz — 20,y — yo)e @ dzdy = e iwotvon),

—00 —00
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Next let us consider f(z,y) = ¢!(*0*+%%)  Then the Fourier transform of this function
can by computed as

f{ei(xom+yoy)} — / ei(wox+yoy)e—i(x£+yn)dxdy:

—00 —00
o0

- / / e lemr vl dydy = 6(€ — wo, 1 — o).

This is more generally shown in [5].

Theorem 2.15. [5] Let f(x,y) € L(R?) and F (&, n) be its Fourier spectrum. The Fourier
spectrum of the complex conjugate of function f is the complex conjugate of its Fourier
spectra with reversed axes

F{ (@9} = F (=€ —n).
Proof. Proof taken from [5].

Fif (@, y)} = / / £ (e y)e @ dady = / / £ (2, y)e I dady =

*

— | [ [ rapererontmasy | < F(-g. -,

where the third equality holds because for a € R is €' = cosa + isina, e '* = cosa +
isin(—a) = cosa —isina. Hence e = (e79)". O

Theorem 2.16. [5] Let f(z,y) € L(R?) and continuous, let F(£,n) € L(R?) its Fourier
spectrum. Then the inverse Fourier transform of the complex conjugate of spectrum F
is the complex conjugate of function f with reversed axes, i.e. in every point where f is
continuous it holds

FHE (&)} = f(-2, —y).
Proof. Proof taken from [5].

FUPEn) = 55 [ [ Fremetsmdsy -

—00 —O0

1 7 * —i(—x&—
= W/ /F(ﬁ,n)e (=e&=ym qedpy =

—00 —O0
*

1 oo oo l
_ i(x(—¢€ — _rx
— |4 [ [ Femeetontiagy | = (- -y).

—00 —00

[]

Theorem 2.17. [1] Let f(x,y) € L(R?) and continuous, let F(£,n) € L(R?) its Fourier
spectrum. Function f is real function (i.e. f(z,y) = f*(x,y) V(z,y) € R} iff F(&,n) =
F*(_£’ _77)'
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Proof. Proof taken from [5]

1. Let us suppose that f is real function. Then it holds
F(§n) = F{f(x,y)} = F{f (z,9)} = F*(=§ —n).
2. Let us suppose that F(£,n) = F*(—¢, —n).Then it holds
fla,y) = FHF(En)} = F H{E (=& -0} = [(z,y).

]

Corollary 2.18. [1| Let f(z,y) € L(R?) be a real continuous function with a Fourier
spectrum F(&,n) € L(R?). Let G(£,n) be a bounded function R? — R such that

G(&,n) = G(—=£,—n). Then

is real.

Proof. Proof taken from [1]. If f is real, then according to Theorem 2.17 it holds

Multiplying the equality by G we obtain

F(&,n)-G(&n) = F (=€, —n) - G(=¢§,—n) = (F(=¢, —n) - G(=¢, —n))".

Since G is bounded, there is no doubt about existence of the inverse Fourier transform.
And according to the Theorem 2.17 again,

is real. O

2.5 Convolution and its properties

The convolution is often used in the Image analysis because of its compatibility with
the Fourier transform which is shown int Theorems 2.22. and 2.23..

Definition 2.19. (Convolution)|[8] Let functions f(x,y),g(z,y) € L(R?). The convo-
lution of functions f, g is function

oo oo

o) = fa) s gle) = [ [ Fstgle = sy - Hasat

—00 —00

Theorem 2.20. 1] Let functions f(x,y), g(x,y) € L(R?). Then f x g € L(R?).

Proof. Proof taken from [1]. We start by proving that f(z,y) - g(u,v) € L(R?), i.e

oo

1]

|f(z,y)g(u,v)|dudvdrdy < oo.

8\8
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Let us tart by

[ ol o]

77//|f($ay)9(u’”)|dudvdxdy:

—00 —O0 —00 —O0
(o oluNNe ol SHENe o]

////|f:ry g(u, v)|du dvdz dy =

—00 —00 —O0 —OO

[ [t (//Wdudv)dxdy

—00 —O0

Let us denote

oo o0

[://|g(u,v)|dudv.

—00 —00

Since g € L(R?) therefore 0 < I < oo. Hence we can use Fubini’s Theorem it holds

/7\fxy (//guvdudv)dmdy
/7|f(x’y)|dxdy//|9(U,U)|dudv<oo.

Thus f(x,y) - g(u,v) € L(R*Y). By making the substitution u = p — s,z = s,v = ¢ — t,
Yy = z we obtain

////f uvdudvdxdy—////f(s,t)g(p—s,q—t)dsdtdpdq,

which says that function

oo

(f*9)(p,q //f —s,q —t)g(s, t)dsdt

—00 —0O0

belongs to L£(R?). O

Theorem 2.21. [1] Let functions f(z,v),g(z,y) € L(R?) with Fourier spectra F (&, n),
G(&,n). Then

F{f(z,y)*g(x,y)} = F(&n) - G n).
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Proof. Proof taken from [8].

F{f*g

}

/ / ( / f(s,t)g(x — s,y — t)dsdt) e i@ qrdy =

/ / (/ / f(s,t)g(x — s,y —t)e l‘xm")dxdy) dsdt =

/ /f(&t) ( /g(fc - &yt)ei(zgwn)dxdy) dsdt =

‘pzx—s r=84+0p dx:dp'

g=y—t y=t+q dy=dgq

/ / f(s,t) (/ / g(p, qe HHoIeHtaEn dpdq) dsdt =
/ /f(S t (/ / p7 P§+q77) —i(s&+tn) dpdq) dsdt =
[ [ e masar / / 9(p, q)e P Apdg —

O

Theorem 2.22. [1] Let functions f(x,y),g(x,y) € L(R?) and continuous with Fourier

spectra F(€, 7).

G(€,1) € £(R?). Then

F{f(z,y) - g(x,y)} = —F(&n) G n).

472

Proof. Proof taken from [1].

F{f -9}

// (z,9)g(x,y)e lm§+yndxdy_

1 o oo
// F//F(U,T) @ty dgdr | g(z,y)e @+ dady =
7r

F/ /F(J,T) //g(:c,y)ei(x(g")*y(”ﬂ)dxdy dodr =
™

—00 —00 -

—0o0 —0O0
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Theorem 2.23. (Distributivity of convolution) Let f(xz,v),g(z,y), h(z,y) € L(R?).
Then it holds

fy) x (g(2,y) + h(z,y)) = [z, y) * g(z,y) + f(z,y) * bz, y).
Proof. Let us denote k(x,y) = g(z,y) + h(x,y). Then it holds

) * (g(ey) +h(ey) = floy)*k(e,y) = / / F(s,Ok(x — s,y — t)dsdt =

— 7 7 Fls,)(glx — s,y —t) + h(z — s,y — t))dsdt =
= /OO /Oof(s,t)g(x — s,y — t)dsdt +
+ 7 7f(s,t)h(x — 5,y — t)dsdt =

= flo,y)*g(x,y) + f(z,y) * h(z,y).

2.6 Cross correlation, phase correlation

The phase correlation is the most effective tool for obtaining the shift of two func-
tions. It is normalized cross correlation and the norming is possible only for one object.
The norming is based on the suppression of the high frequencies of the Fourier spectrum.
However, it is only possible to use the cross correlation for more objects in the function.

Definition 2.24. (Cross-power spectrum, normalized cross-power spectrum)|1]
Let functions f(z,y),g(x,y) € L(R?) have Fourier spectra F(&,n),G(&,n). The cross-
power spectrum of functions f, g is function C;,(&,n) : R — C defined as

Crg(&m) = F(§,n) - G*(&,n).

The normalized cross-power spectrum is function Z; ,(&,n) : R* — C defined as

Definition 2.25. (Cross-corelation function, phase-correlation function)|l| Let
functions f(z,y),g(z,y) € L(R?) have Fourier spectra F(£,n),G(¢,n). The function
Qfg(x,y) : R? — C defined as

Qrglw,y) = F HCry(&,m)} = F HF(En) - G*(&m)}

is called the cross-correlation function of functions f,g. Function Py4(z,y) : R? — C

defined as

Zf,g(f, 77)

Pyoley) = FHZyy(€m)) = F! {

is called phase-correlation function of functions f,g.
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Theorem 2.26. (Cross-correlation function of real functions)[l| Let functions
f(x,y), g(z,y) € L(R?) continuous real (f = f*, g = g*) and with Fourier spectra F(¢,n),
G(¢,m) € L(R?). Then the cross-correlation function of these functions is real.

Proof. Proof taken from [1]. Using Theorems 2.5, 2.16, 2.22 we can compute
Qo(z,y) = FHFEn) -G En)}=F {F{f(z,9)}  Flo'(—2,~y)}} =
which is a real function. O

Remark 2.27. Noticeably, the cross-correlation function can by transformed to convo-
lution as follows:

Qrg(z,y) = flx,y) * g" (=2, —y) = f(z,y) * g(—x, —y),

where f(z,v),g(z,y) € L(R?) continuous real. This matter of fact is often used for easier
computation in the Image analysis. It will also be used as useful property of cross-
correlation function in some of following proves.

Theorem 2.28. (Phase correlation function of shifted functions)[l] Let f(z,y) €
L(R?) and let F(&,n) be its Fourier spectrum. Let us consider fg,(z,y) shifted function
(see Definition 2.6) of function f(z,y) by vector (zo,yo) and let Fy,(€,n) be Fourier
spectrum of the shifted function. Then the phase-correlation function of functions f, f.
is Dirac distribution shifted by (—xq, —yo)

Py s (,y) = 6(x + w0,y + Yo)-

Proof. The proof taken from [1]. The Shift Theorem 2.7 implies that

F(g’ 77) ) F*(f, 77) (e—i(xo£+yo77))* = ei(xo§+y07]).
|F(&n) - F(&n)e(zo&tyon) |

Zrpn(&n) =
Therefore

Pf:fsh(x’y) - ]:_I{Zf;fsh(fﬂ])} = f—l{ei(zoé—l-yon)} =
f_‘fl{efl(f(*xo)Jﬂi(*yo))} = (5(;(;' + Zo, Y + yO)'

]

Obviously the phase-correlation is the perfect tool for finding mutual shifts of shifted
functions. The only remaining task is to find the only non-zero element’s coordinates
and the shift can be obtained after multiplication with —1.

Theorem 2.29. (Cross-correlation function of shifted functions) Let f(z,y) €
L(R?) continuous real and let us suppose function fg,(z,y) be shifted function of function
f(z,y). Then the cross-correlation function of functions f, fs, has its global maximum

in [_ZIZ'[), _y()]a Le.
vafsh(l‘7y) S Q.ﬁfsh(_l‘[)) _yO) v(:L'7 y) G R2
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Proof. The one dimensional proof can be found in [10]. Let us begin with equality

(F(5,6) = f(5 — 2 — 0,1 — y — o) =
= [As.t) = 2f(s,6) f(s — & — w0, t —y — yo) + f*(s — & — o, t —y — yo)-

By integrating both sides we obtain

// f(s—z—a0,t —y—yo)) dsdt =
//f28td8dt—2//f8t f(s—z —xo,t —y — yo)dsdt +
- //fQ(s—x—xo,t—y—yg)dsdt.

The last integral can be modified as follows

//fQ(s—x—a:O,t—y—yo)dsdt =
= //fQUUdUdU—

u=s—x—x9 du=ds
v=t—y—y, dv=dt

s=u ds=du

t=v dt=dv
= / / f2(s,t)dsdt.
Using the modification we obtain
/ / f(s,0)f(s —x —xo,t —y — yo)dsdt =
oo o0 1 [e.@] oo
/ / f3(s,t)dsdt — 3 / / (f(s,t) = f(s —x — xo,t —y —yp))” dsdLt.

Since the last integral is non-negative, we can write

7 7f(5775)f(8 —x —xo, b —y — yo)dsdt < /OO 7f2(8,t)dsdt.

—00 —O0 —00 —0o0

Now let us formulate the integral form of the cross-correlation function of shifted functions:

Qrrn(r,y) = fla,y)x fo (=2, —y) = f(z,y) * f(—2 — 20, —y — ) =

= 7 7f(s,t)f(s —x — xo,t —y — yo)dsdt.

—00 —00
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And for (x,y) = (—x¢, —yo) we obtain

o0

Q7.1 (—T0, —Y0) //fst f(s,t)dsdt = //fZStdet.

—00 —00 —00 —00

Then the previous inequality can be rewritten as

vafsh(‘% y) < qufsh(_x07 _y()) V(l‘, y) € R,

Qrr(T,y)

0 ‘ T
y=0

Figure 2.1: Typical shape of autocorrelation function showing clear global maximum

On the other hand to phase-correlation function, it is not so easy to find the shift using
cross-correlation. The task is to find the global maximum (its coordinates) of the cross-
correlation function and then to multiply it with —1. There would be an issue if the func-
tion had more than one global maximum. This case fortunately can not happen, because
the cross-correlation function of an image with itself (autocorrelation function) has very
specific shape shown in the Figure 2.1. The cross-correlation function of shifted images is
just the shifted autocorrelation function.

Theorem 2.30. (Cross-correlation function of functions with two shifted ob-
jects) Let f(z,y) € L(R?) continuous real and it has objects fi(z,v), fo(z,y). Let g(x,y)
be function with shifted objects according to f(z,y) by shift vectors (x1,y1), (22, y2) which
are sufficiently different. Then the cross-correlation function of functions f, g has local
maxima [—x1, —y;] and [—x2, —ys].

Proof. Tt holds

Qro(z.y) = [flz,y)xg(—z,—y) =
= (filz,y) + falz,y) - (fi(=7 — 21, —y — 1) + fo(—T — 22, —y — 1)) =
= filz,y) x fil—2 — 21, —y — 1) + fi(2,y) * fo(—2 — 22, —y — yo) +
+ fa@,y) * fil—x — 21, —y — 1) + folz,y) * fol—2 — 22, —y — yo) =
= Qppiw tQrfoon T Qrifoan + Qrofrons

which is summation of positive functions with sufficiently far global maxima. It means,
that maxima are preserved as local maxima. O
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We require the shift vectors to be sufficiently different for the maxima to stay maxima
in summed function. If the maxima are to close, they will merge in one, or they could
became even more close. Because of the very specific shape of autocorrelation function,
there is no problem in existence of local maxima in the summed function. The global
maximas in original functions are significant enough.

If the objects fi, fo are not the same, there will not be formed another maxima, because
they are not correlated. On the other hand, there will be formed two new maxima if
fo(z,y) = fi(x — zo,y — yo) (i.e. the objects are just shifted). The coordinates of the new
maxima would be [—xy — x2, —yo — Y2, [to — %1, Y0 — y1], which can be easily proven
analogically to proof of the Theorem 2.29. These maxima are comprising the mutual
position of the objects and their shifts together.

Theorem 2.31. (Cross-correlation function of fuctions with n shifted objets)
Let f(z,y) € L(R?) continuous real and it has objects f;(z,y), i = 1,2, ...,n. Let g(x,y)
be function with shifted objects according to f(x,y) by shift vectors (x;, y;) which are suf-
ficiently different. Then the cross-correlation function of functions f, ¢ has local maxima

[—x;, —y;]. And it holds
Qrglz,y) = Z Z Qfirfion-

i=1 j=1

Proof. Proof can be derived as outward generalization of proof of the Theorem 2.30. [
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Chapter 3

The discrete Fourier Transform

3.1 Digital image

At first, we need to define what do we mean by digital image to work with them.
The digital image is two dimensional discrete representation of real-world scene that rep-
resents a momentary event from the three-dimensional spatial world which is created
by a digital camera. The digital image like this contains an additive noise. It changes
image we wanted to capture and we try to get rid of it in digital image processing. It
is usually caused by increased temperature of camera sensor or some dust on the lens.
To further image processing done in this thesis, we assume the image to be without addi-
tive noise. The images without additive noise can be also created in graphic programmes,
but they are no longer real-world representations (i.e. photography). We will use them
as testing images.

We will consider the image to be a two dimensional discrete function of the square
shape in following chapters. That means that we will know the values of function only
on integer coordinates. The values of an image are also consider to be integer, when we
want to display it by some output displaying device. Yet, we will work with complex-
valued (or real-valued) images in following chapter. This approach is more general and al-
lows us to be more precise.

Definition 3.1. (Digital gray-scale image)[l| Let R = {0,1,..,N — 1}?>, /N € N
and let W ={0,1,...,w — 1}, w € N. Function

flz,y): R — W

is called a digital gray-scale image. Where N is called the image width and the image
height. Elements of R are called pizels and value of f in pixel (z,y) is called the pizel
value. The value of w determines the image dynamic range. The dynamic range is n bits
per pizel (it is an n-bit image) if w = 2"

An image is usually defined to be rectangular, but it is sufficient for needs of this thesis
for image to be square for phase correlation (or cross correlation) to work properly.

We usually use matrix to represent image and we call it image matriz. However there
is no sense to use operation defined to matrices for image matrix, because it is just table
of pixel values in coordinates (x,y). Every operation applied to image matrix is meant
to be applied on each pixel separately.

The dynamic range of the image is given by the memory representation of the image
in computer. The n determines, how much bits need to be used to save one pixel. We use
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the dynamic range of this form to best use of the memory. Also the output displaying
devices are made to display in classic dynamic range.

Definition 3.2. (Digital color image)[l| A digital color image is a triple of digital
gray-scale images (7, g, b) which are called the red, green and blue color channels.

For purposes of image registration we convert the digital color image into gray scale
image. To do that we compute a convex combination of the red, green and blue color
channels

f(x,y) = Round(c,r(z, y) + cog(x,y) + crb(z,y)),
where ¢, ¢g, ¢, € (0,1) and ¢,+c4+c¢, = 1. The constants ¢,, ¢,, ¢, should be chosen to min-
imize the standard deviation of additive noise in image f. There is no rule for choosing
constants that works for all images. For general images (taken without any color filters)

we use assessment around
1 6 2
Cr=—,Cg==,Ch= —.

9 9 9

Definition 3.3. (Additive noise)[l] Let f be a digital gray-scale image represent-
ing an ideal image (containing no additive noise), let n be a digital gray-scale image
of the same size as f, whose pixel values are rounded independent realization of random
variable X, which usually has normal distribution. Let

hz,y) = flz,y) +n(z,y) if0< flz,y) +n(z,y) <w,
e if f(x,y) +n(z,y) >w

then we say that image h contains addilive noise. Image n is called noise image.

3.2 The Discrete Fourier transform and inverse Fourier
transform

Definition 3.4. (Discrete Fourier transform)|8| Let f(z,y) : {0,1,...,N — 1} X
{0,1,..,.N — 1} = {0,1,..., N —1}> — C,N € N. The discrete Fourier transform
of function (image) f(z,y) is function D{f}(&,n) = F(&n) : {0,1,..,N —1}*> —» C
defined as

—1IN-1

D{f}(&n) ZZf w,y)e” ¥ (@),

=0 y=0
Function F'is also called the Fourier spectrum of function f.
Definition 3.5. (Inverse discrete Fourier transform)(8| Let function (image) f(z,y)
be a function {0,1,..., N —1}?> = C, N € N and let F(&,n) be its discrete Fourier trans-

form. The inverse discrete Fourier transform of function F'(£, n) is function D™ F}(z,y) =
g(z,y) : {0,1,..., N — 1}* — C defined as

N—-1IN-1

D HFHw,p) = 3z O F(E m)e e,

g:o 77:(]

Theorem 3.6. (Fourier inversion theorem )[1| Let f(x,y) be a function (image)
{0,1,..,N —1}* - C,N € N and let F(&,n) be its discrete Fourier transform. Then
the inverse discrete Fourier transform of function F(£,n) is function f(z,y), i.e

D HD{f(z,y)}} = f(z,y).
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Proof. Proof taken from [1].

| NoiN- .
D_l{D{f(fE>?/)}} = 33 F(gm)ew(ﬂﬁ{ﬂm):
£=0 n=0
N—-1N-1N—-1N-1

€=0 =0 s=0 t=0
| NN N—1N-1
= — f(S,t)Z &5 (@—s) % (y—1)
s=0 =0 ¢=0 1=0
| NN N-1 &\ /-1 .
2mi 2mi
- = F(s.) (eﬂm) ) < (eww)) )
s=0 t=0 £=0 n=0
N=L o N=L oo
let us denote g(s) = > (e~ @=9)¢ and g(t) = (e W=t g(s) is finite geometrical
=0 n=0
series, therefore we can compute its sum. If e¥ @) =1 (ie. = s), then g(s) = N .

Otherwise, x — s € Z — {0} and

27r1($ 8) N

()_1-( > _1 e27ri(xfs)_ 1-1 0
g S) = 1_6217\;1(32 8) 1_62£1(x S) 1_e2]Gl(x S) - °

Similarly,

N ify=t
t) =
9(1) {0 else.
Therefore,

DD ()} = 13 f(9) - N - N = f(zy).
[

On the contrary to the Fourier transform, the discrete Fourier transform always exists
due to the fact that the summation is over a finite number of points. We also do not need
to make restrictions to the functions as we need to in continuous case.

To further work with images (especially with shifted images) we need to define the pe-
riodized functions (images), so it would be possible to work with coordinates, which lay
out of function domain.

Definition 3.7. (Periodization of function and its Fourier spectrum )[1| Let
f(x,y) be a function {0,1,...,N —1}> — C,N € N and let F({,n) be its Fourier
spectrum. The periodization of the Fourier spectrum F' if function F(S,n) 1 72 — C
defined as

2

—1N-1
flx oA (@Etyn)

Il
=)

T y=0

The periodization of function f is function f(x,y) 72 — C defined as

2

| NoIN-l

27”£E
f(xy*m F(&,n)e ¥ wsrom),
€

I
o

n=0

34



Remark 3.8. [1] For further usage of periodized functions let us remark some basic

equalities. Let f(z,y) be a function {0,1,..,N —1}> — C,N € N. Then for every
(z,9),(&n) € {0,1,...N —1}* and k,l € Z it holds
fle,y) = flz+kN,y+IN),
In particular
(& n) = F(&n), ( 3 77) F(N - 5 N — )-

Definition 3.9. (Discrete Fourier transform of periodized functions)|1| Let f(z,y)
be function {0,1,...., N — 1}*> — C, N € N. The discrete Fourier transform of the peri-
odization of function f f(x,y) : 22 — C is function D{f}(&,n) = F(&,n) : {0,1,..., N —
1}2 — C defined as

=
=

N Cam,
F(&n) = = f(z,y)e v @&t

8
Il
=)
Il
o

Y

Definition 3.10. (Inverse discrete Fourier transform of periodized functions)[1]
Let f(z,y) be a function {0,1,..., N —~1}2 — C,N € N and let F(&,n) be its discrete
Fourier transform with periodization F(&,n) : Z* — C. The inverse discrete Fourier

transform of function F(£,7) is function D~ F}(z,y) : {0,1,..., N — 1}*> — C defined
s i | Voo
D HFY ) = o5 3 3 Fle e
£=0 n=0

Corollary 3.11. [1] Let f(z,y) be a fu

spectrum F'(€,n). For every (x,y) € {0,1, ...

D{f(z,y)}

o o {fen})

Proof. The claim is consequence of Definitions 3.9, 3.10 and Theorem 3.6.

Corollary 3.12. [1] Let f(z,y) be a function {0, 1, ...

nction {0,1,..., N—1}?> — C, N € N with Fourier
N — 1}2, it holds:

D{ @)},
! {F(ﬁ,n)} = f(z,y).
]

N —1}* — C, N € N with Fourier

spectrum F'(¢,7n). For every k,[ € Z it holds:
FEN-1I4N-1 A
D{f(z,y)} = Z Z fla,y)em ¥ @&,
k-i—N 1I4+N—-1
DUF(&n)} = Z Z (€,m)e ¥ (e,

Proof. The proof taken from [1]. The first claim is consequence of the fact, that both func-

tions f and e~ ¥ @) for fixed &,m € Z are N-periodic. The second claim is consequence
. ad 2mi . .
of the fact that both functions F' and e® @&+ for fixed .,y € Z are N-periodic. O
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3.3 Shift theorem for images

This section serves to introduce the concept of the shifted images and objects in the im-
age. We will use the periodization of the image, because the shifts could lead out
of the function domain. We will consider only integer shifts, because non-integer ones
would lead out of the function domain. Even so, the mutual shifts finding method intro-
duced in following chapter will compute even the non-integer shifts.

Definition 3.13. (Shifted periodized images) Let image f(z,y) be a function {0,1, ...,
N —1}? — C,N € N, let f(x,y) be periodization of function f and let zg,y0 € Z be

given numbers. The function fg,(z,y) is shifted image of image f(z,y) by vector (zo,yo)
iff

fsn(z,y) = f(x — 20,y — ¥0)-

Theorem 3.14. (Shift theorem for periodized images)[1]| Let image f(z,y) be func-
tion {0,1,..., N —1}> — C, N € N and let F(§,n) be its Fourier spectrum. Let fo,(x,y)
be shifted image of image f(z,y) and let Fy,(£,n) be its Fourier spectrum. Then it holds

Fun(€,m) = e X @ostwom) (¢ ).

Proof. The following proof is shown in [1].

_2mi(g ~ _ 2mi
Fa(&m) = fon(z,y)e™ N @t — Flz — 2o,y — yo)e~ v @&ty —

N—1—x¢ —l—yo
— ¢ # (@&tyon) Z Z f(s,t)e*%(s“t”) = ef%(m&yon)F(é, n)-

s=—xg t=—xo
The last equality is due to Corollary 3.11. O]

Definition 3.15. (Shifted images in greater scale) Let fg(x,y) be an image (of greater
scale) {0,1,.., N —1}> — C, N € N. Let zo,y0 € Z, k,l € Ng, M € N be given numbers
such that

M < N,
k420 >0, k+M+zo> N—1,
l+yo >0, [+M+yo>N—1

and let function f be

fay) {fg(a:,y) if (z,y) € {k b+ 1, k+M—1} x {L,I+1,..,1+M—1}
z,y) =
0 else.

An image g(z,y) : {0,1,..., N — 1}?> — C is shifted image of image f if it holds

max{0, 20} <z <min{N —1,N — 1+ ¢},
max{0,yo} <y <min{N — 1, N — 1+ 1y},

0 else.

- f(x —x0,y —yo) if
g(fL‘,y) -
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This is illustrated in [1] together with the definition.

Theorem 3.16. (Shift Theorem)[1| Let f(x,y),g(x,y) be shifted images in greater
scale and let F'(&,m),G(&,n) by their Fourier spectra. Then it holds

G(€,n) = e~ X @& p(e p),

Proof. Proof taken from [1].

N—-1N-1 ketM —1+x0 I+M—1+yo
27i 27i
G(&n) = gla,y)e” ¥R = > gla,y)em ¥ O =
e=0 y=0 z=k+zo  y=l+yo

k4+M—1+zq I4+M—1+yo

_ 2wy
_ Z Z Fl@ — 0,y — yo)e T (w+yn) _

z=k+xzo y=I+yo
k+M—-1t+M-1

= Z Z f(s’t)e—%(f(%ro)-%n(t-ﬁ-yo)):
s=k t=l

' k+M—114+M—1 , .
= e Wt NN (s t)em R (S = o7 F (ottwon) p(g ).
s=k t=l

s=1x—x
l=y—"Yo

]

We are introducing the concept of images cropped out of the greater scale because it
is the easiest way to obtain testing image for finding mutual shift of shifted images. We
are not using it further in this thesis though.

Definition 3.17. (Multiple objects in image) Let n € N be given number, let images
f(z,y), fi(x,y) be functions {0,1,...., N —1}> — C, N € N for each i = 1,2, ..., n. Image
f(z,y) consists of n objects f;(x,y) iff

flx,y) = Zfi(x,y)-

Introducing this concept of multiple objects in image could be problematic, if we
were trying to create an image by the summation of multiple images. We know from
the definition of the digital gray-scale image, that the image function can reach only non-
negative values and the values are bounded. That could lead to summation of images,
which result could overcome the dynamic range. Hence, the object image functions could
take its values even from negative integer numbers. However, this is not the concept
of creating image consisted of multiple objects but the formal description of an image,
which is created in classical way.

Definition 3.18. (Periodized image with shifted objects) Let f(z,y) be an image
with n shifted objects f;(z;,y;) and let fl(x, y) be their periodizations, let z;,y; € Z be
given numbers for each i = 1,2,....,n. Image g(z,y) : {0,1,..., N —1}> — C,N € N is
image with shifted objects considering f(z,y) iff

g(z,y) = Z fz(ﬂf — Ty, Y — Yi)-
i=1
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To work with shifts, we need to consider periodized image again. Same as in continuous
case, let us remark that each object f;(x,y) of image f(x,y) is shifted in image g(x,y).
Therefore, we can say that objects f; on(x,y) = fi(r—x;, y—y;) are shifted images of image
functions (objects) fi(z,y) by vectors (z;,y;). Also considering n = 1, we are obtaining
the definition of the shifted image. So we can say, that the shifted function consist of only
one object, which is shifted.

Theorem 3.19. (Shift theorem for images with two objects) Let f(z,y) be a func-
tion with two objects (n = 2), let F1(£,n) and Fy(&,n) be Fourier spectra of its objects
fi(z,y), fo(z,y). Let g(x,y) be function with shifted objects considering f(x,y) and let
G(&,n) be its Fourier spectrum. Then it holds

27i

G(€,n) = Fy(&,m)e ¥ @& | [y(¢ p)e N (226+w2m)

Proof.
N-1N-1 .
G(En) = g(x, y)e~ T e _

=0 y=0
N—-1N-1 |

= (File — 21,y — y1) + folz — 20,y — yo))e” v @&y =
=0 y=0
N—-1N-1 -

- fi(x — 21,y — yl)e—%(%ﬂm) +
=0 y=0
N-1N-1 A

+ ~2($ — X9,y — y2>ef%($5+yﬁ) —
=0 y=0

S=x—2x r=s8+ux
1 1 NlIllel

| t=y—y y=t+uy 27 (5421 )E+(t4y1)n)
C u=x—22 T=u+ s Z Z Ji(s,t)e *

V=Y—Y Y=UV+Ys

+ Z Z falu, v)e™ K (wre)er )

N—1—21 N—1—y1

s=—z1 t=—wy

N—1—29 N—1—y2

+ Z Z f2 u,v)e” T (ugtom) o= 2 (226 +y2m) _

u=—=xz V=—Yy2

= Fi(& n)e” ¥ @&0D) 4 Fy(g p)em ¥ (@atrum),

s=—x1 t=—y1

O

Theorem 3.20. (Shift theorem for images with n objects) Let f(z,y) be an image
with n objects and let F;(£,n) be Fourier spectra of its objects fi(z,y) for each i =
1,2,...,n. Let g(z,y) be an image with shifted objects considering f(x,y) and let G(§,n)
be its Fourier spectrum. Then it holds

=D F(& e ¥ s,
=1

Proof. Proof can be derived as outward generalization of proof of Theorem 3.19. O]
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3.4 Properties of discrete Fourier transform

As in continuous case, we are introducing some basic properties of the discrete Fourier
transform which we are using in following sections.

Theorem 3.21. [8] Let image f(z,y) be a function {0,1,...,N —1}> — C,N € N
with Fourier spectrum F(§,n) and let f,F be their periodizations. The discrete Fourier
transform of function f with reversed axes is function F' with reversed axes. The inverse
discrete Fourier transform of function F' with reversed axes is function f with reversed
axes, i.e.

D{f(-z,—y)} = F(-¢&—n) = F(N-&N —n),
’1{5(—&—77)} = f(=z,—y) = f(N—z,N —y).

Proof. Proof taken from [1].

=

N-1N-1
D {f(-s.-0)} - e Ferm | 3= | _
t=—y
=0 y=0
= Z Zfst T = F(=¢,-m).
—N+1t=—N+1

The last equality is due to the Corollary 3.12. The second claim is obtained from the first
one by applying discrete inverse Fourier transform to its both sides. This step always
works due to Theorem 3.6. [

Theorem 3.22. [4] Let image f(z,y) be a function {0,1,..., N—1}* — C, N € N and let
F'(§,m) be its Fourier spectrum. Then the Fourier transform of the complex conjugate
of function f is F*(—¢, —n) i.e.

D{f*(x,y)} = F*(=¢ —n).

Proof. proof taken from [1].

N—-1N-1 —1N-1
D{f'wy)} = DY [laye FEm = sz z,y)e ¥ =
z=0 y=0 z=0 y=0
N—-1N-1 ' *
= ( N flay)eF ‘Iﬁ‘y”)) = F*(=¢,—n).
=0 y=0

O

Theorem 3.23. [1| Let f(x,y) be a function {0,1,...,N —1}> — C,N € N. Then it
holds

(2)  D{D{f(x,y)}} = N*f(~z, ),
() DD ) h = 1),
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(c)

(d)

Proof.

(b)

(c) is obtained from (a) by applying the inverse discrete Fourier transform to both its
sides

(d) is obtained from (b) by applying the discrete Fourier transform to both its sides, or
by substituting —z for x and —y for y and dividing both sides by N2,

Theorem 3.24. [1] Let image f(z,y) be a function {0,1,...
and have Fourier spectrum F(£,n). The function f isreal, i.e. f(z,y) = f*(z,y) V(x,y) €

{0,1,..., N —1}2iff F(&,n) = F*(=¢,—n).

D{f(a.y)} = N*D {f(=z,—p)}.

D {f(z,y)} =

Proof taken from [1].

D{D{f(x,y)}} =

DD (z,9)}

N?

Lp {f(—:v, —y)} :

= D DU )} = e )

Proof. Proof taken from [1].

1. Let us suppose that f is a real function. Then Theorem 3.22 implies that

F(&n) =D{f(z,y)} = D{f*(z,y)} = F* (=& —n).
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2. Let us suppose that F(&,7) = F*(—¢,—n). Then Theorem 3.22 and the Theorem
3.6 imply that

flz,y) =D HEE )} =D H{EF* (=& —n)} = D H{D{f (z,y)}} = f*(2,y).

[]

Corollary 3.25. [1] Let function f(z,y) : {0,1,...,N —1}> — R, N € N. Let function
G(&n) :{0,1,..., N — 1}> — R such that G(¢,n) = G(—&,—n). Then

D HF(&n) G(&n)}
is real.
Proof. Proof taken from [1]. According to Theorem 3.24 if f is real, then
F(&n) = F* (=& ).
By multiplying the equality by G, we obtain
F(gm) - G(&n) = F7 (=€, —n) - G(=&,—n) = (F(=¢,—n) - G(=&,-m)) .
Then again according to Theorem 3.24

D H{F(&n) -G n)}

is real. O

3.5 Discrete periodic convolution

The discrete periodic convolution is the most used tool in image processing. It is
usually used with much smaller kernel. We will also use the discrete periodic convolution
to reduce complexity of the computations.

Definition 3.26. (Discrete periodic convolution)[8] Let images f(z,y),g(z,y) be
functions {0,1,...., N —1}?> — C, N € N. The discrete periodic convolution of functions
f, g is function {0,1,..., N — 1}?> — C defined as

i
i

h(z,y) = f(z,y) x g(z,y) = f(s,)g3(x — s,y —1).

t

Il
=)
Il
=)

S

Theorem 3.27. [1] Let images f(z,y), g(z,y) be functions {0,1,...., N—1}?> — C,N € N
and have Fourier spectra F'(§,n),G(&,n). Then

D{f(z,y) * g(z,y)} = F(§n) - G(&n).
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Proof. Similar proof can be found in [8]. Let h(z,y) = f(x,y) * g(z,y), then

N-1N-1 /N-1N-1
27i
Diblz.y)y = ( > fls0g(x — s,y — t)) o~ W @ty —
z=0 y=0 s=0 t=0
N—-1N-1 N—-1N-1 _
- I (s Z (x— s,y —te 1($5+y"):‘pzx_3
=0 y=0 s=0 t=0 q=y—t
N-1N-1 N—1—-s N—1—t
= f(s Z Z G(p, q)e~ R (@rs)s+(arom —
=0 y=0 p=—s q=—t
N-1N-1 N—1-s N—1—t

M

F(s,t)e — 28 (st+tn) Z Z iy 28 (pé+qn) _

p=—s q=-t

i
=]
[e=]

Y

I
=

]

Theorem 3.28. [4] Let images f(z,v), g(z,y) be functions {0,1,..., N—1}* — C,N € N
and have Fourier spectra F(§,n),G(£, 7). Then

D{f(2,9) - 9(r.9)} = 5 F(€.1m) = GlE.m).

Proof. Proof taken from [1]. Let h(z,y) = f(z,y) * g(z,y). Using the Fourier Inversion
Theorem 3.6 we can compute D{h(x,y)} as

D{h(z,y)} = f(x,y)g(x,y)e—%(i&yn) _

Theorem 3.29. (Distributivity of discrete periodic convolution) Let images f(z,y),
g(z,y), h(z,y) be functions {0,1,...N —1}* — C, N € N. Then it holds

f(z,y) = (g(z,y) + h(z,y)) = f(2,y) * g(z,y) + f(z,y) * h(2,y).
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Proof. Let us denote k(x,y) = g(x,y) + h(z,y). Then
—1

f(z,y) * (g(x,y) + h(z,y) = flx,y) *k(r,y) = fls,k(z —s,y—t) =

t

=
=

Il
o
Il
=)

S

=

fls,0)(g(x — s,y =) + bz — 5,y = 1)) =

I
i\

=2

I
(]

P03 — 5,5~ 1)+ 3 Fls, )z — 5,5 — 1)) =

if
o

I
=

z,y) * g(z,y) + f(z,y) * h(z,y).
]

3.6 Cross correlation, phase correlation

The concept of cross correlation and phase correlation is very similar to the continuous
case, it brings the same problems with the same solutions.

Definition 3.30. (Cross-power spectrum, normalized cross-power spectrum)|3|
Let images f(x,y),g(z,y) be functions {0,1,...., N — 1}*> — C, N € N and have Fourier
spectra F'(§,n),G(&,n). The cross-power spectrum of functions f, g is function Cf4(&,n) :
{0,1,..,N —1}? — C defined as

Cf,g(é, 77) = F(fﬂ]) ) G*(gu 77)
The normalized cross-power spectrum of functions f, g is function Zy (¢, 1) : {0,1,..., N —

1}? — C defined by

_ F(&m) - G'(&n)
Zrg(&m) = |F(&n)-G(En)|

Definition 3.31. (Cross-correlation function, phase-correlation function)|1] Let
functions F(z,y),G(z,y) : {0,1,.... N —1}> — C, N € N have Fourier spectra F(,n),
G(&,m). The function Qs 4(z,y) : {0,1,..., N — 1}> — C defined as

Qrg(z,y) = D H{Cry(&,n)} = DTHF(En) - G*(&,n)}

is called cross-correlation function of functions f,g. Function Py, (z,y) : {0,1,...,N —
1}?> — C defined as

Pyyfey) = D HZyy(€ )} = D' {

is called phase-correlation function of functions f,g.

F(&n) - G*(&n) }
[F'(&,n) - G(&n)l

Theorem 3.32. (Cross-correlation function for real functions)|1]| Let f(x,y), g(x,y)
be functions {0,1,..., N —1}> — R, N € N (real functions) and have Fourier spectra
F(&,1n),G(&,n). Then the cross-correlation function of these function is real.

Proof. Proof taken from [1]. Using Theorems 3.6, 3.22 we obtain
Qrg(z,y) = DHEEn) -G (&)} =D {D{f(z,9)} - D{g*(—z,—y)}} =
= f<x7y) * g(—l’, _y)7

which is a real function. O
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Remark 3.33. Noticeably, the cross-correlation function can be transformed to convolu-
tion as follows:

Qrg(z,y) = flz,y) * g" (=2, —y) = f(z,y) * g(—z, —y),

where f(x,y), g(x,y) € L(R?) continuous real. This matter of fact is often used to reduce
complexity of the computations. It will also be used as useful property of cross-correlation
function in some of following proves.

Definition 3.34. (Discrete impulse function)|l]| Let d(x,y) be a function defined

on {0,1,...., N —1}? as
A y) = {1 if (x,y) = (0,0),

0 else.

function d is called discrete impulse function.

For the purposes of finding mutual shifts, we need to consider the cross-power spec-
trum, cross-correlation function, normalized cross-power spectrum and phase correlation
function to be periodized. We assume the periodization of these functions because we need
to obtain negative coordinates for the positive shifts (see following theorems). However,
this will lead to existence of periodized maxima too.

Theorem 3.35. (Phase-correlation function of shifted images)|1] Let image f(z,y)
be a function {0,1,..., N —1}> — C,N € N and let F(£,n) be its Fourier spectrum.
Let us consider fg,(z,y) to be a shifted image (see Definition 3.13) of f(x,y) and let
F,(€,m) be its Fourier spectrum. Then the phase-correlation function of functions f, fy,
is the discrete impulse function shifted by (—zg, —yo)

Pf:fsh <x7 y) = d<x + :'U()) y + yO)

Proof. Proof taken from [1]. Shift Theorem 3.14 implies that

F(&m) - F*(&n) <e‘%<xof+yon)>*

— o (wo&tyon)
F(&n) - Pl e ot

Zr 1 (&m) =

Further, according to the Theorem 3.23 (d) we can write

DZyp 6} - NQD{Zf’fsd—fv—W}:NzD{ Fm) <

-1N-1

_ Z Z e = ($0€+y077 — 2% (zgtym) _
N2

_0770

N
= < P i :c-&-m) (Z y+yo> _

1 N-1 N-—1 )
= = (E (e 2;(:5—&—3:0)) ) <§ (e—%vm(y-i-yo))n)'
N
0

n=

Similarly to the proof of the Fourier Inversion Theorem 3.6, let us denote g(x) =

N_l 1 E N_l 1
> <e x (‘””0)) and g(y) = > <e_W(y+yO)) Where both functions g(x) and g(y) are
£=0 n=0
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finite geometrical series. If x = —xq+ kN (k is arbitrary integer number), g(x) = N since
all elements of the series are equal to 1. Otherwise

27i N
1— <e*T(x+x0)> 1 — e—2mi(z+o) 1-1
1 —e N (z+z0) 1—e N (z+z0) 1—e N (z+z0)
Analogically,
N ify=—y+IN, €7,
9(y) =
0 else.
Hence,
1 if (z,y) = (=20 + kN, —yo + IN)
Prg(,y) = D H{Zpye(€,m)} = for some k,1 € Z,
0 else
= d(x + 20,y + yo)-
O
Qs (2,y)
—N 0 N x

y=0

Figure 3.1: Typical shape of discrete autocorrelation function showing clear periodic
global maxima

On the contrary to continuous case, there is more than one global maxima. However,
we know, that their location is N-periodic. Which was proven. The shape of discrete
autocorrelation function can be seen in Figure 3.1.

Theorem 3.36. (Cross-correlation function of shifted images) Let image f(z,v)
be a function {0,1,....,N —1}> — R, N € N and let us consider fy(z,y) to be a shifted
image (see Definition 3.13) of f(z,y). Then the cross-correlation function of functions
f, fsn has its global maxima in [—xz¢ + kN, —yo + (N], where k,l € Z i.e.

vafsh(m7y) < vafsh(_mo + kN, —Yo + lN) \V/(ZE, y) € R?.
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Proof. Let us begin with equality

(f(s,t)—f(s—m—xo’t_y_yo)y:
= f2(87t)_Qf(svt)f(s_m_x[)?t_y_yO)+f2(8—1‘—$07t—y_y0).

By summation of both sides we obtain

N
-
—
)

~
N~—
|
KH(
—~
»
|
8
|
)
e
~
|
<
|
<
=
~—r
~—
[\
I
~
[ V]
—~
)
~
N~—
|

s=0 (=0 —0 =0
N—1N—-1 ) N-IN-1

- 2 f(s,)f(s —x —wg, t —y —yo) + (s —x—x0,t —y — )
s=0 t=0 s=0 t=0

N-1N-1 i
Zf($7t)f(3—$—$0,t—y—yo) =
s=0 t=0
N-1N-1 | V1N i )
- IHCOEE (Fls) = Fls =z =0t =y~ ) .
s=0 t=0 s=0 t=0

Since the last sum is finite and its members are non-negative, we can write

N—1N-1 N—-1N-1
Z f(S,t)f(S—l’—ZE(),t—y—yo)S fQ(S,t).
s=0 t= s=0 t=0

Now let us formulate the summation form of the cross-correlation function of shifted
functions:

Qrrn(my) = fla,y) = fi(—2,—y) = f(2,9) * f(—2 — 20, —y — yo) =
N N

vafsh(_$0+kN’ _y0+lN>: f(S,t)f(S,t): f2(57t)'

Then the previous inequality can be rewritten as

Qf7fs}z($7y) < Qﬁfsh(_xo + kN, —yo + lN) V($, y) € R?.
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Theorem 3.37. (Cross-correlation function of images with two shifted objects)
Let image f(z,y) be a function {0,1,..., N — 1}* — R, N € N and let it have ob-
jects fi(z,y), fa(z,y) (see Definition 3.18 of image with shifted objects). Let g(x,y) be
an image with shifted objects according to f(x,y) by shift vectors (x1,41), (x9, y2) which
are sufficiently different. Then the cross-correlation function of functions f, ¢ has local
maxima [—x1 + ki N, —y1 + 1 N] and [—x9 + ko N, —yo + [oN| where ky, ko, 11,15 € N.

Proof. 1t holds

Qre(z,y) = [flz,y)*g(—z,—y) =

(filz,y) + folz, ) - (fi(—2 — 21, —y — 1) + fol—7 — 29, —y — 1)) =
fila,y) * fi(—x — @, —y — ) + fila,y) * fol—2 — 22, —y — o) +

+ folw,y) * fi(—z — 21, —y — 1) + oz, y) * fo(—2 — 20, —y — 1) =
Qv fron T Qratoon T Qrvfon T @ianfions

which is summation of positive functions with sufficiently far global maxima. It means,
that maxima are preserved as local maxima. O

Theorem 3.38. (Cross-correlation function of functions with n shifted objects)
Let image f(z,y) be a function {0,1,..., N — 1}> — R, N € N and let it have objects
filz,y),i = 1,2,...,n. Let g(x,y) be an image with shifted objects according to f(x,y)
by shift vectors (z;,y;) which are sufficiently different. Then the cross-correlation function
of functions f, g has local maxima [—z; + k;N, —y; + [;N] . And it holds

Qra(@,y) =D Qrofyun-

i=1 j=1

Proof. The proof can be obtained as outward generalization of proof of Theorem 3.37. [
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Chapter 4

Implementation

We will focus on implementation of the previously introduced mathematical conclu-
sions in this chapter. In first three sections, we will establish the basic form of input images
for the algorithm to work properly. Next, we will introduce the algorithm for computing
the shifts of shifted images and the sub-pixel precision of finding those shifts. At last, we
will consider images containing multiple objects and computing the shifts of the objects.
We are considering Finding the shifts of shifted images at first, because the algorithm is
similar to Following of multiple objects movement to this point. It is also more showing.
The next section is devoted to further adjustment of the previous algorithm for purposes
of finding multiple shifts. And we are testing the precision of the algorithm in last section.

For purposes of this thesis, we will consider idealized testing images (i.e. images
without any noise). That does not mean, that the algorithm does not work for non-
idealized images taken by some camera. The following adjustments of the image will deal
with most of the problems, which will be shortly mentioned.

All the theoretical background except the last section is drawn from [1] if not said
otherwise.

As introduced in Chapter 3, the digital gray-scale image has integer values. All
the spectra computed as defined in the Chapter 3 have non-integer values on the other
hand. To visualize the spectra, we consider them to be digital image too. This causes
no problem, because the cross-correlation function of real functions is also real (as proven
in Corollary 3.25). Thus, we transform the values to fit into fitting dynamic range
and round them. We also display all the spectra in logarithmic brightness scale to better
see the non-zero values.

4.1 Input images

At first, let us discus the size of the input gray-scale image. Generally the N can
be arbitrary. However, for speeding up the Fast Fourier Transform algorithm [2]| used
for computing the discrete Fourier Transform, we need the N to be composite number. If
N is a prime number, the number of elementary operations (a multiplication and addition
of two complex numbers) is N2. If N = Ny N,...Ny, N, € N,V = 1,2, ...k then the num-
ber of operations needed is N ZL N;. In particular, for N = 2F there is 2k N = 2N log, N
elementary operations required. Therefore, we will use N’s which are divisible by higher
power of 2, at least 16, better 256 or higher, and which are not divisible by a high prime
number.

If we are working with images which are smaller than N X N, we center the image inside
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the N x N square image and surround it by black area. Let us assume that image f has
width p and height v. Let N € N be previously discussed form such that p < N,v < N.
Then we create image f. from image f by

flx—po,y—w) fp<er<pt+p-—Lnly<uw+r-1
Felwy) =9, olse

N — N —
where 19 = L 5 'UJ SV = L 5 VJ. As shown in [1].

4.2 Window function

The discrete Fourier transform works either with periodic images or makes them pe-
riodic (see Definition 3.7). And in general case, an image does not have the same values
on the edges and by periodizing an image we obtain image with great jumps in values
on the+previous edges. They often lead to incorrect results. Therefore, it is neces-
sary to ensure that the edges are smoothed out. This is done by multiplying the image
by suitable function so called window function. Commonly used window functions are
the Gaussian and the Hanning window functions. They both are zero or almost zero
on the edges and one on the majority of image interior.

Definition 4.1. (Gaussian window function)|1| Let sets
A = (—a,a) x (—b,b), a,b € Ry,
B = {(z.yha®+y*<r’l,  reR].

Let 0 € RT be a given number. Let p(X, A) be the distance of the point X = (z,y) from
set A, i.e
p(X,A) =inf{d e R,d = p(X,Y),Y € A},
where p(X,Y) is the Euclidean metric. Then function
X A)
wer(T,y) = e o?
is called the rectangular Gaussian window function. Function
(X, B)
wGC<I> y) =e o’
is called the circular Gaussian window function.

Definition 4.2. (Hanning window function)|1| Let sets A, B and metric p be same
as in previous definition. Then function

1 X, A

— (1 + cos M) if p(X,A) <o,
U)HR(Z',ZD = 2 g

0 if p(X,A) >0

is called the rectangular Hanning window function. Function

1 X. B

— (1 —i—COSM) if p(X, B) < o,
wHC(x7y) = 2 g

0 if p(X,B) > o

is called the circular Hanning window function.
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The window functions are defined symmetrical with center in [0, 0], applied to images
they need to be shifted by (%, %), i.e. the image f is multiplied by a window function
wle—5y-3%)

1| wer(,y), wee(r,y)
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Figure 4.1: Graph of a y = 0 cut of function wggr(z,y), wee(z,y) for r = a, from [1]
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Figure 4.2: Graph of a y = 0 cut of function wygr(z,y), wgc(x,y) for r = a, from [1]

We are using the Hanning window function in the implementation. That is due
to the zero on the edges, which it creates. On the other hand, Gauss window func-
tion does not create zeros necessarily, it creates almost zeros, which are sufficient after all.
However, it preserves smaller part of the image for the same ¢ and has steeper decrease.

As we can see at Figures 4.1 and 4.2, the choice of set A or B together with appropriate
o is significant. With wrong choice of the previously mentioned, we could end up with
edges not even almost zero.

The rectangular window functions keep more information of the image. However, there
is still some information about image edges. It is not necessary to apply the same image
function to both images, in some cases it can be even preferable to use different image
functions, depending on the distribution of structures in the image.

4.3 Low-pass weight function

The usage of low-pass together with high-pass weight functions is very good way
to get rid of the influence of additive noise and variable impulse noise. They also reveal
hardly visible structures in high dynamic range image. Noises are mainly represented
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in the highest spatial frequencies of the image spectra, hardly visible structures (for ex-
ample largest-scale structures such as optics vignetting and diffuse light in the optical
system) are mainly represented in the lowest spatial frequencies of the images. We use
the low-pass weight function to suppress the highest spatial frequencies of the image
and the+high-pass weight function to suppress the lowest frequencies. The way of using
these weight functions is to multiply the Fourier spectra by them.

However, the high-pass weight function is mentioned only for completeness, it is not
used in the implementation. It might seem that it is not necessary to use the low-pass
weight function too. In artificially made images, there is no additive or variable impulse
noise. But as we can see in the program, the Gaussian low-pass weight function (see
Definition 4.4) helps to bring up the peaks of the phase-correlation function and it helps
with more precise computation of sub-pixel shifts too, as will be mentioned later.

Definition 4.3. (Low-pass high-pass weight function)[1]| Let r1,r9, 01,09 € Rt such
that r1 < ro. Function H,, ,,(&,n) : R? — (0,1) defined as

(

4
0 if m(éﬁ + 772) < (7’1 — O'1>2

2
W(Tl—ﬁx/f2+n2> A
p if (1, —o01)? < m(

_J)1
HT1,01 (fa 77) - 5 1 -+ cos 52 + T]2) < T%

1 else

\

is called high-pass weight function. Function H™72(¢,n) : R? — (0, 1) defined as

/ . 4
1 if m(ﬁQ +0) <73
2
roo 1 W<r2_ﬁvg2+n2)
H™ (5777) = 5 1+ cos o if 7’% S m(fQ +7’]2) < (7’2 +0'2)2
0 else

\

is called the low-pass weight function. Function H™222(£, n) : R? — (0, 1) defined as

1,01

H2>22(6,m) = Hyy 0y (§,m) - H™72(€,m)
is called the low-pass high-pass weight function.

The low-pass high-pass function can be seen in Figure 4.3.

Further, we will consider only the low-pass weight function, because (as mentioned)
we are using only it in the program. The alone low-pass weight function can be seen
in Figure 4.4.

Like window function, the low-pass weight function is defined symmetrical with center
[0,0]. Applied on images, it needs to be shifted by (%, %), i.e. we multiply the Fourier
spectra of the images by function H"2 (f — %, n— %)

It is possible to use different weight functions on each image. For instance, we can
estimate different additive noises in images in some cases. However, choosing appropriate
parameters is complicated and it is usually done manually.

In most cases, the computed shifts are not less precise, if we apply the low-pass function
only once on the normalized cross-power spectrum of the images (the reason why it is
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Figure 4.3: Graph of a n = 0 cut of function H[>22(&,n), shown in [1]
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Figure 4.4: Graph of a n = 0 cut of function H™72(&,n)

used the normalized spectrum will be explained later). It fastens the computations and it
enables us to avoid dividing by zero. Then the formula for modified phase correlation is

N F(&n) - G*(&n) )}
D 1 {H72,02 (
[F'(&m)] - G(&,n)l
which remains real due to Corollary 3.25.

If there is no need to use low-pass function (as in our case with no additional noise
in artificial created images), it can be replaced by the Gaussian low-pass weight function.

Figure 4.5: Details of peaks of the phase-correlation function (normalized autocorrelation

function) with Gaussian low-pass weight function applied to the normalized cross-power
spectrum, where A = 2,4,8,16, ..., 1024
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Definition 4.4. (Gaussian low-pass weight function)|[l] Let A\ € RJ. Function
Hy(&,n) : R? — (0,1) defined as
Ry
H)\ (57 7]) =€ N?

is called the Gaussian low-pass weight function with parameter .

Influence of the A\ parameter of the Gaussian low-pass weight function is illustrated
in Figure 4.5.

4.4 Finding shifts of shifted images

As said, we will find the shifts of shifted images at first. Let us summarize all the mod-
ifications and algorithms and after that, let us describe particular steps. The further
described algorithm is the algorithm used in the program executed after uploading the in-
put images (best in *.bmp format) and after clicking on button Find translation only.
The method is taken from [1].

All the methods and procedures used to find shifts of shifted objects were developed
by prof. Miloslav Druckmidiller.

Let us denote f, fo, to be input images, which we are finding the shift of. For com-
puting the Fourier transform, we will use a square N x N (where N is an even number).

1. Multiplication of the images f, f,, by Hanning window function, obtaining images

fw; fsh,w

2. Centering images f,,, fsnw in the square N x N pixels, obtaining images f, fsh.c
3. Computing the normalized cross-power spectrum Zy,_ s, = of images f., fon.c

4. Multiplication of Z;, by Gaussian low-pass weight function, obtaining function
Zw

5. Computing the modified phase-correlation function as inverse discrete Fourier trans-
form P of Z,,

6. Finding the shift vector (—zo, —yo) as the coordinates of the global maximum
of function P i.e. the coordinates [xg, yo]

By the choice of first applying the Hanning window function before the step 2, we
are choosing to make the most of the image unchanged. We could swap the steps 1 and
2, but this way, we are keeping more information. In the program we can manually set
the window function’s parameters.

The normalized cross-power spectrum assures, that all the spatial frequencies are
brought to consideration with same weight. There could occur problem with division
by zero though. This problem appears in pixels with some of the spectra zero valued. It
is treated in the program. When it comes to division by zero, there is no dividing at all
and we consider just the cross-correlation spectrum value in this pixel. This does not lead
to mistakes in finding shifts, because the value remains zero.

We also use the normalized cross-power spectrum to follow shifts of multiple objects
in image, despite the fact that there is no theoretical justification as in case of finding

93



shift of shifted images. It does not bring as clear result as the Dirac impulse. But it is
beneficial too, because it helps to get the peak in correlation function to be steeper, which
leads to better recognition of similar shifts.

For the fourth step in the algorithm, we are choosing the A of the Gaussian low-pass
weight function. The form of the parameter is A = 2 and we are manually setting the a.

Step five is executed as defined in the Definition 3.5.

The output generated by the last step are the integer coordinates of the maximum
valued pixel. The shift vector can be more precise (sub-pixel) by bringing to consideration
even the neighbouring pixels. This will be more precisely described in following section.

It can happen that the shift vector is incorrect. It can be solvable by manual change
of the low-pass weight function parameter.

4.5 Sub-pixel precision

This section derives from [1].

According to shape and values of the neighbourhood of the peak, there can be more
precise estimation of the shift than only integer valued position of the global maximum.

We use the method based on geometric moments in the program. The sub-pixel
precision estimate (2o, 7o) of the shift vector is computed as

(o, T0) = (Ml,o Mo,l)
’ Mo,1’M0,1 ’

where M}, is the geometric moment computed over a circle with center [z, yo] and radius
e € R, ie.

Mk,lzzzxkylP@O‘f’xayO‘f‘y)a k7l20)17

x2+y?<e

where P(x,y) is the modified phase correlation function computed in the algorithm in Sec-
tion 4.4.

The parameter € needs to be manually set in the dependency on the size of the non-
zero area around peak and its shape. The e-area taken in consideration in the calculation
is shown in the thumbnail.

4.6 Following of multiple objects movement

Theoretical results for Finding shifts of multiple objects in image are in Theorems 2.30,
2.31, 3.37 and 3.38. They all assume that objects are identical but shifted (as defined
in Definitions 2.9 and 3.18).

So we are looking for local maxima in the modified phase correlation function computed
by the algorithm introduced in Section 4.4. This part is more up to user than the previous
parts. In the images with just one shift-vector, it is usually not so difficult to find the global
maxima. In the case of Following of multiple objects movement, there could be a lot
more incorrect results (i.e. local maxima which are not representing any shift vector,
but for example the similarity of the objects). Thus, it is up to user to decide whether
the result is the one which is wanted.

As is shown in the Theorems 3.35 and 3.36, the phase correlation function is periodic
as result of periodicity or periodization of the input images in process. The peaks farther
from the [0,0] are representing the periodized objects shifts. There are no obstacles
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in Following of multiple objects movement, though. That is due to the fact, that the phase
correlation function has lower values farther from the [0,0]. In other words the local
maxima close to the [0, 0] have higher values than the ones farther.

This allows us to follow the multiple objects movement without high complexity
of the computations. The first shift vector is found as global maxima of the phase correla-
tion function (and with sub-pixel precision). The next shifts are found after transforma-
tion of the phase correlation function. The peak found in previous step must be deleted.
That is performed by setting of the values of the peak and the pixels surrounding it to %
of the peak value. The size of the deleted surroundings is manually set by the user.
The next shift is then found as the global maximum of the transformed phase correlation
function.

The program used to implement the algorithm of Following multiple objects movement
was developed by prof. Miloslav Druckmiiller and then modified. All the adjustments were
made in units FFT and MainFormPhaseCorr.

The algorithm is executed by clicking on button Find multiple object translation
as follows:

Let us denote f,g to be input images, which we are following the multiple objects
movement in. For computing the Fourier transform, we will use a square N x N (where
N is an even number).

1. Multiplication of the images f,¢g by Hanning window function, obtaining images
Jw; Gw

2. Centering images f,, g, in the square N x N pixels, obtaining images f., g.
3. Computing the normalized cross-power spectrum Z, ,. of images f., g.

4. Multiplication of Z; , by Gaussian low-pass weight function, obtaining function
Zy

5. Computing the modified phase-correlation function as inverse discrete Fourier trans-
form P, of Z,,

6. Finding the shift vector (—z1,—%;) as the coordinates of the global maximum
of function P; i.e. the coordinates [x1,y]

7. Finding the estimate of the sub-pixel shift vector by the geometrical moment method
(see Section 4.5), obtaining estimate (—z1, —71)

8. Deleting the peak [x1, ;] together with its € surroundings, if Find next
transformation is executed, obtaining transformed function P

9. Finding the shift vector (—zs, —12) as the coordinates of the global maximum
of function P, i.e. the coordinates [xg, ys]

10. Finding the estimate of the sub-pixel shift vector by the geometrical moment method,
obtaining estimate (—Zq, —7s)

We can repeat the steps 8.-10. after executing the Find next transformation, if we

are not satisfied with the results or if we need to find next shift. All found shifts are
recorded. The program can be seen in Figure 4.6.
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Figure 4.6: Program at work and with thumbnail after deleting the first global maximum

As mentioned above, it is possible to get the result which does not represent any
of the shift vectors. In the Following of multiple objects movement, we can not revise
it just by changing the low-pass weight function’s parameter. It is due to the fact, that
the phase correlation function needs to be recomputed after the parameter change. This
would lead to restoration of all the deleted maxima. That would obviously compromise
the process. Thus, while obtaining result, which is not representing any of the shift
vectors, we are just looking for another shift, ignoring the incorrect result.

Figure 4.7: Hlustration of incorrect shift search due to the similarity of the shift vectors.
The shift vectors of the objects are (17,4;3,8) and (20;3,8). Images illustrate the cuts
of the phase correlation function with parameters of Gaussian low pass function equal to 4,
8, 16, 32, 64 (from the left). Clearly, the peaks of the last one are not distinguishable
from each other

There are also restrictions on the form of image to proper work of the algorithm.
As mentioned in the theoretical bases, the shift vectors need to be sufficiently different,
or the peaks will merge and the algorithm can not distinguish them. On the other hand,
if they are not sufficiently different and neither are almost the same, the shift vector
of the almost merged peaks will be incorrect (it will be almost correct but not very
precise). This is illustrated in Figure 4.7.
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[9,02;—13,98]

[—17,98; —3,98]

+

[16,98; 3,02]

-

[~10,02; 12,98]

Figure 4.8: Tllustration of incorrect shift search due to the similarity of the objects (they
are same in this case). On the left are input images (master image on the top, image
with shifted objects on the bottom) with shift vectors (17,4;3,8) and (—17,4;—3,8).
The shifts are not clear, but from the found two shifts there have to be chosen the related
ones

Other problem mentioned in the Theorem 2.30 may occur if some of the objects are
similar or even same up to shift. This leads to creation of high local maxima as well.
It is up to the user to judge which shifts are relevant in this case. This is illustrated
in Figure 4.8.

There could also be another instance of incorrect shift search if the shift is too large.
This means that if the shift of the object is greater than £ or ¢ in dependence of relevant
axis, i.e. if the shift is greater than the half of the size of image f. Due to the periodicity
of the function and due to the fact, that the maxima closer to [0,0] are greater than
the farther ones, there would be found a local maxima which is not linked to any shift. It
is again up to user to decide, whether the found shift is relevant or not. This can be seen
in Figure 4.9.

Due to the above mentioned problems and needs of user’s judgement, it is clear that
the process of Following the multiple objects movement by means of cross correlation can
not be automatized.
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[—73,07;—19,70]

[—39,88; 24,99

Figure 4.9: Illustration of incorrect shift search due to the too large shift. On the left
are input images (master image on the top, image with shifted objects on the bottom),
the size of the images is 128 x 128 and shift vectors of the shifted objects are (39, 8; —25,6)
and (80;75). The lower peak clearly does not correspond to any of the shift vectors.
Neither there is peak representing the second shift vector in next found coordinates in this
case

4.6.1 Testing precision on simulated data

The testing of the precision of implementation was executed on more the 30 artificially
made testing images. For the simplification of the image creation, the original objects
are white shapes on the black background. They were individually shifted by prede-
fined shifts into all combinations of basic directions. The sub-pixel shifts were realized
on the first decimals and by means of bilinear interpolation. The shifted objects were
summed as defined in the Definitions 2.8, 3.17 with particular emphasis on them not
to overlap and by the rules for the algorithm best to work as mentioned above. Most
of the images consist of two objects however, there are also images with only one object
or with three objects.

All the testing images are square with size N = 128 and they are enclosed on the CD.
There is one master image (reference image, which are all the shifts related to) named
(C for circle, S for square, T for triangle), first number attached to letter represents the shift
in x axis, the second number in y axis. There are another images with shifted objects
with known shifts described in their names as explained.

The testing was executed with sub-pixel method mentioned in the Section 4.5. The best
estimations of the first shifts were performed by individual choices of low-pass weight func-
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tion’s parameter and e-surroundings to best fit the known shifts.
However, the next shifts search can be affected only by the choice of the e-surroundings.
On the contrary to the Finding the shifts of shifted image (which can be performed
precise up to the third decimal), the Following of multiple objects movement is precise
only to the whole pixels. There were deviations up to 0,8 in all directions and even
in coordinates of the first peak, which could not be improved even by altering of both
mentioned parameters.
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Chapter 5

Conclusion

The main goal of this thesis was to describe the method of Following the multiple
objects movement by means of cross correlation, to generalize it for two and more objects
and to implement it.

The second chapter introduces the continuous Fourier transform and the inverse Fourier
transform. There are presented the concepts of the shifted functions, the objects in the func-
tion and the function with shifted objects. There is also shown the impact of the Fourier
transform applied to the shifted functions and the function with shifted objects consider-
ing the original functions. The convolution and the concept of cross correlation are also
introduced in this chapter. We are introducing the cross-correlation function of shifted
function in order to find their shift. Then we generalize it for two and more objects
and show, that it can be used to follow the multiple objects movement. The second chap-
ter serves to basically define all the notions mentioned above by means of the Functional
analysis.

The third chapter presents all concepts of the first chapter in the discrete case. It is nec-
essary to work with digital images, which are the discrete analogy of continuous function.
There is also presented the periodization of the function essential for work with shifted
images. We are introducing the cross-correlation function of shifted images in discrete
case as well. There is also proven, that the discrete cross-correlation function of func-
tions with shifted objects can be used to find their shifts. Which is the theoretical base
for further implementation.

The fourth chapter describes the implementation of the aforesaid principles. At first,
we are introducing the algorithm of Finding shifts of shifted images. The form of the in-
put images is pointed out, especially their size and the window function and low-pass
weight function, which have to be applied to the images. Furthermore, we are introduc-
ing the algorithm of Finding shifts of shifted images. This algorithm leads to the algorithm
of Following the multiple objects movement directly. There are also shown the problems
connected to the algorithm, primarily including the form of input images. Thus, we jus-
tify the statement, that the process of following of multiple objects movement by means
of cross correlation can not be automatized. Lastly, we are testing the precision of the al-
gorithm and finding out, that it computes with precision in whole pixels on the artifi-
cial made images. That is the degradation of the precision performed by the algorithm
of Finding the shifts of the shifted images.

60



Bibliography

[1] DRUCKMULLEROVA, Hana. Phase-correlation based image registration. Brno, 2010,
Master’s thesis, Fakulta strojniho inzenyrstvi Vysoké uceni technické v Brné.

[2] NOVY, J. Digital filtering and compression in image processing and volume render-
ing. Brno, 2005. PhD thesis. Brno University of Technology, Faculty of Mechanical
Engeneering. Vedouci prace Druckmiiller, M.

[3] DRUCKMULLER, Milos. Phase correlation method for the alignment of total solar
eclipse images. The Astrophysical Journal. 706. 2009, (2), 1605-1608. ISSN 0004-637X.

[4] CIZEK, Vaclav. Diskretni Fourierova transformace a jeji pouziti. Praha: SNTL -
Nakladatelstvi technické literatury, 1981. Matematicky seminai SNTL, sv. 16.

[5] KOMRSKA, Jiti. Fourierovské metody v teorii difrakce a ve strukturni analyjze: texty
prednesené na FSI VUT v Brné studentim 3. rocniku oboru "Fyzikdlni inZenyrstvi”

, 4. rocniku oboru "Presnd mechanika a optika” a doktorandim v roce 2000. Brno:
VUTIUM, 2001. ISBN 80-214-2011-1.

[6] STEIN, Elias M. a Guido WEISS. Introduction to Fourier analysis on FEuclidean
spaces. Princeton, N.J.: Princeton University Press, 1971. ISBN 0-691-08078-x.

[7] FOLLAND, G. B. Fourier analysis and its applications. Providence, R.I.: American
Mathematical Society, 2009. Sally series (Providence, R.1.), 4. ISBN 0821847902.

[8] BEZVODA, Vaclav. Dvojrozmérnd diskrétni Fourierova transformace a jeji pouZiti.
Praha: Statni pedagogické nakladatelstvi, 1988.

9] FRANCU, Jan. Moderni metody esent diferencidlnich rovnic. Vyd. 2., rozs. Brno:
Akademické nakladatelstvi CERM, 2006. ISBN 80-214-3329-9.

[10] Stack.exchange.com |online]. [cit. 2019-05-23]. Dostupné 7
https://dsp.stackexchange.com/questions/31240/how-to-prove-that-the-
peak-of-the-autocorrelation-function-is-at-zero-lag

61



Used symbols

aObhAaENzZ
&

*

S

,_
Q
[

SRR

D_l
f(z,y),9(z,y)

N
fl(xvy)

n
fsh7 fi,sh
F(&n),G(&:n)

Fi(&,n)
-Fsh(g7 T])? E,.sh(gu 77)
(i, yi)

fxg_
f.9, fi
Crg(&:m)
Zf79(5777)
Qfé](xvy)
Pﬁg(m?y)
6(z,y)
d(z,y)
i, v

WGR, Wge, WHR, WHC

the set of natural numbers

the set of integer numbers

the set of real numbers

the set of complex numbers

space of all functions R? — C with finite integral of | f|
class of continuous functions with continuous derivatives
the complex conjugate of a € C

the integral part of real number a

the Fourier transform, see Definition 2.3

the inverse Fourier transform, see Definition 2.4

the discrete Fourier transform, see Definition 3.4

the inverse discrete Fourier transform, see Definition 3.5
functions from £(R?) or functions {0,1,..., N —1}* — R,
N eN

size of the domain of functions defined on {0,1,.... N — 1}?
— R, N € N, N is supposed to be even number

objects of the functions, see Definitions 2.8,3.17

number of objects in the function, see Definitions 2.8,3.17
shifted functions of functions f, f;, see Definitions 2.6,3.13
the Fourier spectra of functions f(z,y), g(z,y), see
Definitions 2.3, 3.4

the Fourier spectra of objects f;

the Fourier spectra of shifted functions fq,, fisn

the shift vector of object f; s, or shift vector of shifted
function fy,, see Definitions 2.6, 3.13, 2.9, 3.18

the convolution of functions f, g, see Definitions 2.19, 3.26
the periodization of functions f, g, f;, see Definition 3.7
the cross-power spectrum of functions f, g, see

Definitions 2.24, 3.30

the normalized cross-power spectrum of functions f, g, see
Definitions 2.24, 3.30

the cross-correlation function of functions f, g, see
Definitions 2.25, 3.31

the phase correlation function of functions f, g, see
Definitions 2.25, 3.31

the Dirac distribution, see Definition 2.2

the discrete impulse function, see Definition 3.34

the width and height of the input image, see Section 4.1
Gaussian and Hanning, rectangular and singular window
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A

fc; Je, fsh,c

(T, Us)

functions, see Definitions 4.2, 4.1

the parameter of Gaussian low-pass weight function, see
Definition 4.4

the centred input images surrounded by black area, see
Section 4.1

the sub-pixel estimation of shift vector, see

Section 4.5

the radius of the surroundings of the peak in sub-pixel peak
search, see Section 4.5

the radius of deleted surroundings of the peak, see
Section 4.6
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Appendix

CD with program in Delphi 7 and with testing images in *.bmp.
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