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Econometric Evaluation of Phillips
Curve Theory and its Predictive
Abilities

Ekonometrické zhodnoceni teorie
Phillipsovy krivky a jejiho vyuziti pro

prognozy



Summary

This work analyses the relationship between irdlatand unemployment with regard to the
Phillips curve theory. It briefly explains the mdaerms and how the theory about the theory
about this relationship was developing over tinhés focused on an analysis of the empirical
data of inflation and unemployment in Taiwan and @zech Republic. It uses a classical
linear regression model and ordinary least squagthod of parameter estimation. In this
work there are created and tested linear and hgperinmodels and later on also models
augmented by inclusion of the adaptive expectatidinempirically shows based on the
analytical results that the relationship betwediaiion and unemployment has, in accord
with the theory, an inverse character and the togdier shape of the curve gives a better fit
than simple linear. It also shows that includingtt/e expectations in the model improves
its properties. However, an econometric model gyito explain inflation only by
unemployment and adaptive expectations that woudd shitable for reliable inflation

forecasting was not found.

Keywords: econometric model, inflation, linear regressiBhillips curve,

prediction, unemployment



Souhrn

Tato prace analyzuje vztah mezi inflaci a nesmanosti s ohledem na Phillipsovitivku.
Strkné vyswtluje hlavni pojmy a jak se teorie o tomto vztahthdm doby vyvijela.
Soustedi se na analyzu empirickych dat inflace a nésémanosti na Taiwanu a @eské
republice. Pouziva klasicky model linearni regrasmetodu nejmensSicttverai na odhad
parametii. V této praci jsou vytvieny a testovany linearni a hyperbolické modely z0§j0
také modely vylepSenéiiganim adaptivniho @kavani. Empiricky, na zakladvysledk
analyzy, ukazuje, Ze vztah mezi inflaci a negstmanosti ma v souladu s teorii inverzni
charakter a Ze hyperbolicky tvatikky je lepSim proloZzenim dat nez jednoduchy linéar
Takeé ukazuje, Ze zahrnuti adaptivniltelkavani do modelu zlepSuje jeho viastnosti. Nicinén
ekonometricky model, snazici se v§i inflaci pouze pomoci neza¥stnanosti a
adaptivniho ocekavéani, ktery by byl vhodny ke spolehlivémiegipovidani inflace nebyl

nalezen.

Kli ¢ova slova: ekonometricky model, inflace, linearni regresdl|lipbova kiivka

Predpo¢d’, nezanistnanost
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1 Introduction

The four main objectives of the economic policy erakare usually to keep high economic
growth, low unemployment, low inflation and longftebalance of payments. However, the
historical experience suggests that to fulfil hkge tasks simultaneously is impossible. Some
of them might be even in contradiction. The topi¢his diploma thesis is an analysis of the
possible relationship between unemployment anctiofh with regard to the theory of the
Phillips curve. It is intended to look criticallyt #his theory and attempt to quantify the
suggested relationship between the inflation andmpioyment by employing a suitable

econometric model.

This relationship was examined since 1920s. It bedeved that the answer was the Phillips
curve as constructed in 1950s. However, the widda seemed dead after the occurrence of
stagflation in 1970 which was in complete contridic with this theory. There have been
written various works focusing on this issue sitieen. Some were in favour and tried to
improve the theory by adding other factors sucthasxpectations and supply shocks, which
can shift the Phillips curve, and others were gipopposing the idea of any possible trade-
off between inflation and unemployment regarding Whole relationship only as a statistical
exercise. Yet, until today, there has not beenrgte final answer.

The currently prevailing opinion generally acceptsdthe majority of economists is that
there is a short term relationship between thaiioih and unemployment as it is suggested
by the theory of the Phillips curve in its origirfarm. However, in the long term the Phillips
curve becomes a vertical line when the econompésating at its production possibility level
and the unemployment is at its natural rate or NAIR
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2 Objectives of the thesis and methodology

2.1  Objectives and hypotheses

The topic of this diploma thesis is an analysis tbé possible relationship between
unemployment and inflation with regard to the tlyeairthe Phillips curve. It means, whether
there is a trade-off between the unemployment aftation.

The main hypothesis isThere is an inverse relationship between inflation and

unemployment as it is suggested by the theory ofe&hPhillips curve.”

The first aim of this diploma thesis is to provedisprove the main hypothesis on the basis of
the empirical data analysis. We will start with iwéginal theory of the Phillips curve with
unemployment and inflation as the only variableswiever, we will also look at the later
research that included another variable into thdeho

A supplementary hypothesis f&n econometric model based on the theory of the Rltips

curve can be used to forecast future inflation.”

The second aim is to determine whether it is péssduse a model based on this theory for
reliable predictions of future inflation if the dapatory variables were known. The

qualitative character of the relationship will beamined in certain limits as specified in the

methodology part and it will also be attempted wargify the relationship in order to prove or

disprove the theses.

2.2  Methodology

The data used throughout this work were obtaineth fthe respective statistical offices as

they were published online, that is from the Czstzttistical office, Ministry of labour of the
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Czech Republic and Directorate General of Budgetcofinting and Statistics (Taiwan).
There were used the monthly time series. It wagddddo use a change consumer price index
(CPI) as a measure of inflation in the models mdtef wage rates used originally by Phillips.
In order to avoid the seasonal influence the iidtarate was measured as the change of the
CPI with regard to its value in the correspondingnth previous year. It was recognised there
has been a change in the methodology of reportiegunemployment rate in the Czech
Republic since June 2004 and this issue was resdbyeincluding a dummy variable

representing this change into the model.

For the statistical calculations there were usedams Gretl 1.8.5 and an analysis Tool Pack

that is an add-in program of the Microsoft Excel@0

2.2.1 Main steps of the approach

The main methodological tool used in this workhe ainalysis of the empirical data. In order
to do so there are employed the tools of econoasefparticularly the linear regression model.
It is done in eight steps:

a) Formation of an economic model

Here, the hypothesis or hypotheses based on tm®edo theory are formed.

b) Construction of a mathematical model

In this part the hypotheses are translated intontathematical language. The main thing here

is to decide about the right functional form of thedel.
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c) Specification of an econometric model

The stochastic variable or the error term is intEdl into the model because a pure
mathematical dependency among the economic vasiabieery unlikely to occur.

d) Collection of the data

In this work there are used the time series of uhemployment rate and inflation rate
(represented by Consumer Price Index — CPI) fosehaountries obtained mainly from the
appropriate statistical offices.

e) Parameter estimation of the model

The linear regression and the Ordinary Least Sqoatod — OLSM are used to estimate
parameters of the models.

f) Economic verification

Economic verification means that the propertiethefestimated model are compared with the

assumptions that we made while forming the econonudel in ste).

g) Statistical verification

In the statistical verification there are tested $tatistical properties of the model such as the
fit of the model, significance of the estimatedgraeters and the assumptions behind the used

classical linear regression model.

16



h) Making a prediction based on the model

In the last step the endogenous variable is cakaildased on the known values of the

exogenous variable or variables.

2.2.2 Assumptions of the model

For the purposes of this work it was decided to the classical linear regression model
(CLRM). In order to do so we always need to be awartkthiese are five basic assumptions
behind this model that need to be fulfilled to gest linear unbiased estimatoBL.UE) by

the ordinary least square meth@LSM). According to (Gujarati, 1992) these assumptions

are:

a) The explanatory variables are nonstochastic; haheir values are fixed numbers.
b) The expected, or mean, value of the disturbanoe iezero.

c) The variance of each disturbance term is constaitpmoscedastic.

d) There is no correlation between any two error teli¥e autocorrelation)

e) There is no exact linear relationship among the laagiory variables. (No

multicollinearity)

If any of these assumptions does not hold, theeedanger of getting estimators that are not
BLUE or getting unreliable results of the statiatiproperties of the model. Therefore, as a
part of the evaluation of estimated models’ prdpsrit is necessary to check whether these
assumptions hold. In case there is an indicatiah $bme of the assumptions were broken in
the model, then it is necessary either to changerthdel in order to eliminate this problem or

it has to be kept on mind when making any conchssizased on such a model.
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3 Literature overview

3.1  Economic theoretical background

3.1.1 Inflation and its measurement

The general definition of inflation statednflation is an increase in the average level of

prices” (Maitah, 2009) In other words it can be also seena weakening of the real

purchasing power of a given currency. In case égative value, decrease of prices, there is
used the term deflation. It can be measured byowarprice indexes. Probably the most
widely used index is the consumer price indéflk). However, there are many more indexes
such as GDP deflator or Producer price index. Theeetwo main reasons why the CPI was
chosen rather than some of the other indexes.l\instis probably the most important

measurement of inflation for employees. It is basadthe consumer basket of goods they
usually need to buy. Therefore it should reflea tihanges in the real purchasing power of
their wages better than in the case of other ineleRecond reason was the availability of the

monthly data.

The only small complication of the CPI is the f#at it is an index with a fixed base. Its
value shows how the price of a given consumpticskéain the current period differs from

the price of the same basket of goods in the bagedoby taking the price in the base period
as 100. However, it is easy to calculate the iiflatrate and the statistical offices often

publish both the index and the inflation rate.
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There are different ways how the inflation is repoted:

a) Inflation rate measured as an increase in avenagesh CPI.

b) Inflation rate measured as an increase in CPI cozdpaith the corresponding month

of preceding year.
c) Inflation rate measured as an increase in CPI cozdpaith preceding month.

d) Basic indices - Inflation rate as an increase ith €pared with the base period.

3.1.2 Expectations influence on inflation

Expectations are one of the most important facioefisiencing the development of many
macroeconomic variables. It is well known that hietpolicy makers can influence the
expectations about the future development of aeitalexes to the desired direction, they can
achieve similar effects as if they used some moyeiafiscal policy. On the other hand, it
can also have an undesired effect offsetting therpial impacts of the economic policy. For
example if there is the situation of the econongwahg down. One of the often used
measures in such case is an expansionary moneihey parried out by the central bank. It
can happen that the central bank for example deesethe basic interest rate in order to
support the economic growth in such situation. Hoevethe effect will be none or even
opposite. This can be explained if we considerekistence of expectations. The economic
actors have learnt over time that the central bactis this way in a situation like this.
Therefore they expect the central bank to decrdesénterest rate even before it happened
and adjust their decisions to this expectatiorihdf central bank than decreases the interest
rate by some amount, the effect is much weaker éxpected and it can even seem to have
the opposite effect if the expected measures wigheeh
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Inflation is one of the economic variables that strengly affected by expectations. It is well
known even by the general public. Therefore, itogical that for example in case of the
collective bargaining the employees will tend tdk &sr higher nominal contracts if they

expect a higher inflation in the future. On theesthand, they will not be so demanding if
they expect a low inflation rate. We can categotieeexpectations according to its formation
as adaptive and rational.

Adaptively expected inflation

The assumption behind the adaptive formed inflaisotinat the economic subjects base their
decision on the inflation in the previous periodpariods. The expectations, however, will
probably not be formed only on the basis of theviptes real values of inflation. The
economic subjects can learn from experience so Wikyprobably also take the previous
mistakes into account. Therefore it can be expetttathey will form their expected inflation
with regard to the inflation in the previous periadd also with regard to the difference
between the inflation in the previous period andirttexpectations in that period. This
approach will be used in tlelapter 4 of this paper when a model based on the expeotatio

augmented Phillips curve will be formed.

Rationally expected inflation

According to this theory the economic subjects db form their expectations only on the

basis of the past experience (adaptively explaingtie previous paragraph). They are more
likely to use all available information regardingtb the past and the future development.
(Muth,1961) Their information is not exactly corréait it should be correct on average. This

allows avoiding the systematic errors. At the baegig of this subchapter there was used the
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example of the central bank using the expansiormargetary policy (decrease interest rates)
in order to boost the economy. It was argued thateconomic subjects might anticipate such
move and adjust their expectations accordingly.tTihaexactly the example of rational
expectations. Of course they would still probalalget the past development into account but
they would also consider this assumption about rtftnetary policy. The same can be
expected about the potential measures of the fisdaly as well.

3.1.3 Money wage rate vs. Inflation

The original Phillips’ research was focused on theney wage rate, particularly the
production workers. It represented the total cqsts employee including not only the
remuneration of the employee but also the benafitsincome tax. It was believed that these
costs were crucial for the pricing decision of fnirhe original Keynesian models of
macroeconomic fluctuations were usually based eraisumption of rigid wages. It was later
on, in 1970 when this idea was gradually aband@ameldthe new models began to be built on
the premise of rigid prices rather than wages. &hera strong linkage between the money
wage rates and inflation. We can see that increas#lation causes a strong pressure on the
increase of money wage rates, which increases rb@ugption costs and can lead to even
higher inflation.

It also needs to be mentioned here that Phillipsig original work did not distinguish
between the real and nominal wages. That is pa&ssiblhe world of rigid prices or a stable
price changes rate over time; however, it is noy gaitable if there is no a stable average rate
of changes of prices. As Friedman (1968) argues:;, fferiods or countries for which the rate
of change of prices varies considerably, the Risilturve will not be well defined.” This can
be resolved either by using the rate of changesaf wages or it should be better said the
anticipated real wages because the employees chammire at the time of negotiation about

wages what the inflation would be exactly. Friedn{&a968) further suggests that in the
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empirical analysis of the Phillips curve there banused the rate of change of the price level,
in other words inflation, as an independent vadabl

3.1.4 Unemployment

“The unemployment rate measures the percentagehafse people wanting to work who do
not have jobs.”’(Maitah, 2009) If we add those who are employeslwill get the total labour
force. People who do not belong to any of the alsategories (working or seeking to work)
are not included in the labour force. It is impattéo understand the definition of the labour
force in order to understand the data on the uneynpént rate because the definition of who
is included in the labour force and who is not d#fer from country to country. Then we
can get different and sometimes unexpected quawdteesults of our analysis that can be

caused by these differences.

Types of unemployment:

Frictional unemployment usually means short term unemployment caused tymplete
information in the labour market. It representatigkly short periods of time after employees

quit the previous job and before they begin newsone

Structural unemployment refers to the people spending long time out of jolis usually
caused by a structural change in the economy asudtiregy obsolesces of certain skills. It
includes people with an inadequate or very limgetof skills.
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Cyclical unemployment is related to the economicley“lt is the difference between the
actual unemployment rate at a given time and theralerate.”(Maitah, 2009)

Seasonal unemploymenis connected with the seasonal character of cejtdis such as

building industry, life guard at the beach or sigtructors.

Natural rate of unemployment is defined as the sum of the frictional and strradt
unemployment by (Maitah, 2009). It is defined as ploint where the original Phillips curve
crosses the x axes and later on was replaced bgotlealled no accelerating inflation rate of
unemploymentNAIRU ) that is supposed to be, according to Phelps aedrfRan, a level of
unemployment that generates stable inflation. tusth be found where the slope of the

Phillips curve is zero or in the intercept of tbad term Phillips curve and the x axis.
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3.1.5 History of the Phillips curve theory

Figure No. 1: The Phillips Curve

AWy
W,

(%0)

u (%o0)
Source: author

Attempts to analyse a possible relationship betwedation and unemployment can be
traced back to 1920s to the American neoclassmat@nist Irving Fisher. He published his
finding in the article: A statistical relation beten unemployment and price changes that was
published in the International labour review in dubh926. (Mach, 2001) However, the
discovery of the inverse relationship between tidla and unemployment is usually
attributed to A. W. Phillips; a New Zealand’s ecomst, who analysed the collected data on
unemployment and the wage rate changes in the QK fi861 to 1957. Based on this
research, he concluded that there was an invelatoreship between those two variables.

These results were published in his most famousclart The Relation between
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Unemployment and the Rate of Change of Money WaggesRin the United Kingdom, 1861-
1957. The general form of the Phillips curve is ideul in the Figure No. 1 where
unemployment\) is plotted on the horizontal axis the rate ofrdieaof money wage rates

(Awg/wy1) on the vertical axis.

From that we can draw three main characteristickefhillips curve:

a) Itis downward sloping.
b) It has a hyperbolic shape

c) Itintersects the x axis.

The intuitive logic behind this inverse relationsis that when the unemployment rate is very
low it is difficult for the employers to find emplees. They are forced to attract them by
offering higher wages. Higher wages than resulhore spending at it creates a pressure on

prices to increase therefore it can be associaitbdhigher inflation.

On the other hand, when the unemployment rategis, lii is easy for the employers to find
employees and there is not this pressure on thesvtagincrease, therefore there is not this

upward pressure on prices so we expect lower iaflat

An important question about the practical use efttieory of the Phillips curve is whether we
can use monetary tools to influence the unemploymaga. When Phillips stated his theory it
was praised and it was believed that it providethéopolicy makers a powerful tool to adjust
the unemployment rate to their will by simply chamggthe inflation rate. Monetary policy
makers can easily influence the inflation rate bgrgging the base interest rates or changing
the quantity of money in the market. Phillips’s Wwa@uggested that this relationship holds

over almost 100 years (at least for the UK) andptfodlem of changes in real versus nominal
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wages was addressed P. A. Samuelson and R. M. $ob960s. They simply substituted the
rate of change of the nominal wages by the ratenftdition (change of the price level).
Phillips curve was then defined as the inversetioiahip between the rate of inflation and
the rate of unemployment. This relationship wapssingly stable for relatively long periods
of time in many countries. Therefore, it was a ubkébol of macroeconomic policy as it
allowed to the policy makers to decide betweered#fitiated combinations of unemployment

and inflation rates.

In 1970s there occurred a problem of stagflati@tagflation is undesirable rates of both
unemployment and inflation together.{Maitah, 2009) This raised a criticism of the Rpd
curve theory because it is with direct contradictrath the assumption of a trade-off between
the inflation and unemployment rates and stagftatannot be explained by this theory.
American economists Edmund S. Phelps and M. Friedraaalysed the problem of
unemployment-inflation relationship more deeplirg into consideration also the problem
of information in the economy. The economic sulgeckever actually have the full
information about the actions of others and to eagrextent act on the basis of their
expectations. Based on this assumption, they fatadlthe expectations-augmented Phillips
curve. (In 2006 was Phelps awarded the Nobel Rnizrzonomics for his analysis of inter-
temporal trade-offs in macroeconomic policy ands tihesearch was one of his main
contributions.) According to this theory, inflatiolepends not only on unemployment but also
on the expected inflation. Then we can explaindbeurrence of stagflation. Simply put, the
higher the expected inflation, the higher the iaiation and it can happen that even if the
unemployment is rising, the effect of high expedtsthtion can be stronger and cause the
real inflation to rise as well. As we will see ohapter 4, the quantification of these
expectations is actually one of the biggest prokleinwe want to create an econometric

model based on this expectation augmented Phdlipge.

Phelps and Friedman also used the term naturabfateemployment, which we can identify
on the original Phillips curve in the intersecttioé curve with the x axis and which occurs if

the economy operates in the long run on its fulepbal.
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That can be explained if we realize that real wagjesuld adjust to the equilibrium in the
labour market. That is the point where the supphg @alemand for the labour are in
equilibrium. In such case if the government tries¢duce unemployment by expansionary
fiscal policy, it will cause an increase of inflati and consequently an increase of expected
inflation. The expected inflation will always eveatly adjust to any level of the real inflation
and the rate of unemployment will also return t® matural rate. Therefore, we should
distinguish between the short-term Phillips curne #he long-term Phillips curve. Because
the wages and consequently unemployment tend ttogbe natural rate in equilibrium, the
long run Phillips curve must be actually vertical @depicted inFigure No. 2 Wheren is
inflation, u means unemployment; is the natural rate of unemploymebBC stands for the

long run Phillips curve an8PGC, ; are the short run Phillips curves.

Figure No. 2: Long run Phillips curve
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T
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Source: author
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We can explain the mechanism of upward shiftingtstesm Phillips curve when we imagine
that the government wants to decrease the unemplatybelow its natural level by using
monetary tools. They can do it in the short-termd e economy can get above its production
possibility curve. It will be result in higher iafion, which will result in higher expected
inflation. The expected inflation will then shifte Phillips curve upwards so that the rate of
unemployment rises back to its natural level batittflation remains higher. We can imagine
it as a move fronsPGC, to SPC, in thefigure No. 2

3.1.6 Supply shocks

In 1973 after the Jomkipur war between Israel andaition of Arab countries, Organization
of Petroleum Exporting Countrie©OPEC) deliberately decreased the oil production and
stopped exporting crude oil into the countries swgtported Israel. It caused the biggest oil
shock in history with the prices almost quadruplinga short time. They lowered the
production for a long time in order to secure higineome. This is an example of a shock to
aggregate supply. (Mankiw, 2003) It had direct iotpan firms and shifted the aggregate
supply to the left because such a large increas®sit of a major input reduces the amount
of production at every price level. In other wovds had a situation with an increase of prices
accompanied by a decrease of outmtadflation). A left shift of the aggregate supply is
consequently followed by a right shift of the shtarm Phillips curve. When the output of the
economy decreases, firms need less workers andngmployment rises. At the same time
we have higher prices so the inflation rate is érgtdiow long will last the effect of such is
supply shock is not exactly surét depends on how people adjust their expectatiook
inflation.” (Mankiw, 2003) If the economic actors use theoradl expectations approach and
see the inflation caused by the supply shock oslyaaemporary situation, the expected
inflation will not change. However, if they seeait a more permanent situation or if they use
just the adaptive expectations approach, the effiethe expected inflation can last for longer

time.
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3.1.7 The Phillips curve and the aggregate demand and spjy

The model of aggregate supply and aggregate dearargtrongly connected with the Phillips
curve and they allow an explanation of the possibicomes depicted by the Phillips curve.
“The Phillips curve simply shows the combinationg mflation and unemployment that
arise in the short run as shifts in the aggregaterdand curve move the economy along the
short-run aggregate-supply curve.{(Mankiw, 2003) Let's assume a short run aggregate
supply and aggregate demand model in an economkingobellow its potential. We can
imagine such a situation if we look at thgure No. 3 and consider the equilibrium in the
pointA. If the aggregate demand shifts to the right,née equilibrium is in the poirB. It is
clear that both the output and the prices havenri¥¢e can then see the link between the
Phillips curve and aggregate supply and demandthAssconomy worked in B, the prices
were lower and the output as well, therefore fewerkers were needed. When the situation
changed from A to B, There is higher level of psiaghich means higher inflation and also
the output is higher, therefore there are more emsrikneeded so the unemployment should
decrease. This shows clearly how the policy makewdd influence the shifts along the

Phillips curve because there are many tools hoshifb the aggregate demand.

Figure No. 3: Short run aggregate supply and aggrede demand
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3.2  Detection and solution of the practical problem othe regression analysis

3.2.1 Heteroscedasticity of the error term variance

If the error term in the model is heteroscedastie,estimators obtained by t&.SM are not
BLUE anymore because the estimate variances dDU&M estimators are biased. (Gujarati,
1992)

For the detection of this problem, there is a sexwplalitative graphical way to get some idea
whether it should be suspected it or not. The uedglor their squares can be plotted against
the variables of the model and checked whetheethppears to be a certain pattern. This
approach is formalized in tHeark test The idea of this test is to run simple regressioh
the model’s residuals against each variable ofhibdel as in thequation 1, whereg stands

for the error term of the examined model ahdtands for the variable.

In(e:)? = By + By In(Xy) + g (Equation 1)

Then there would be tested the hypothesis Byat= 0, which would mean there is no
heteroscedasticity. This method is not very goadHe models used in this work because the
variables such as inflation or expected inflatiam diave a negative value in some periods,
therefore it would be impossible to use the loganit form of the function. It is necessary to
change theequation 1in a way that there could be used negative vabiethe variable.
Therefore, it was chosen to use the method sugbestéGlejser, 1969). That is to use the
absolute value of the error term instead of squarek other functional forms of variables
such as linear or rational, which are possible fisthe negative values. Heteroscedasticity is
not expected to occur in the models used througtiositpaper as it is usually a problem of

the cross-sectional series rather than time series.
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3.2.2 Autocorrelation of the residual

According to (Gujarati, 1992), if there is the awdoelation problem in the model, the
consequences can be similar as in the case obke&gtasticity. Again thOLSM estimators
are notBLUE and their variances are biased. The usuahd F values are consequently
unreliable. There could appear high values of tbpisted coefficient of determination
suggesting the model is a good fit and the parasmetn seem significant as a result of this

issue even if the model is actually bad.

In order to detect this problem, there can be assunilar graphical method as in the case of
heteroscedasticity. The values of the residuallmasimply plotted against time and then if
there appears to be a certain pattern, it is likkgre is the autocorrelation of the residual.
However, there will be employed some more formdlistatistical methods to detect the
autocorrelation problem in this work. Probably thest widely used method is tibirbin-
Watson d statisticscalculated as in thequation 2

d = Yo (e —€e_1)?

5 (Equation 2)

n
t=1%t

the error term in the peridd

n the sample size

The computed value af is always between 0 and 4. Valuesdatlose to O (resp. 4) suggest
there is a positive (resp. negative) autocorrafatio case the value is around 2, it is an
evidence of no autocorrelation. In order to be nezise about the decision whether or not
there is the autocorrelation, there can be foubdl&ed values of the upper bouhgand the
lower boundd,, which depend on the chosen level of significamzember of observations
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and the number of explanatory variables in the rhobleen it can be said that there is no

autocorrelation in case the condition in drgiation 3holds.

de (dy;4—dy) (Equation 3)

However, there are certain limits when usingdrsatistics because it cannot be used in case
of autoregressive models; that are models wheggeld endogenous variable is included
among the explanatory variables. In such a casentore appropriate to use tBairbin h

statistics, which is expressed in tleguation 4

h=p ’#ar(b) (Equation 4)
[ the estimator of the autocorrelation coefficient
N the sample size
var(b) the variance of the coefficient of the lagged eixgd variable

var(b) can be obtained from the results given by the estagistical package as the square of
the standard error of the appropriate parameter thadestimator of the autocorrelation
coefficientp can be estimated from the statistics according to thequation 5 (Gujarati,
1992)

N

p=1- (Equation 5)
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Durbin showed that for a large enough sample aneingihe null hypothesis thpt= 0, theh
statistics follows the normal distribution. It leatb a simple rule that the null hypothesis is
rejected in cask > critical value of the normal distribution at the given significanlevel.
(e.g. 1.96 for. = 0.05)

An occurrence of the autocorrelation problem in samh the following models is expected
because it happens relatively often in case ofntioglels based on the time series. If that
happens, it will be resolved by transforming thedeloequation into a different form where

the error term would not be auto correlated.

3.2.3 Multicollinearity

In case of a perfect multicollinearity, that medhat a vector of any explanatory variable
would be an exact linear combination of the vecwirshe other explanatory variables, it
would not be possible to estimate the parametetheofnodel by using thOLSM because

there would simply be more unknowns than equatidhs. model would be under identified.
However, even the imperfect multicollinearity caause a problem in the model. Although
the estimators in such a case would stillBi¢JE, it might not be possible to specify the
exact influence of particular explanatory variablas the explained variable and some
variables might even seem to be insignificant, wheing the standardstatistics, in spite of

having a strong influence according to the the&ior. example the statistical outcome of the
model can display a high value of the adjusted fmeit of determination together with

insignificant partial parameters but a significasiinultaneous effect of the explanatory
variables. Simply put there could appear rathetredictory statistical properties of a model

containing the multicollinearity issue.

When examining the model on the presence of miliinearity among the explanatory
variables, it is not a question whether there is arot the multicollinearity in the model but a
question of its degree. (Gujarati, 1992) Therewvam@ous signs on its presence in the model

that should cause an alarm if they occur. For exanfpthe model exhibits some of the
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confusing results as mentioned in the previousgrapd, it should be a warning that it might
be caused by multicollinearity. Another possibilitydetect this issue is to check the pairwise
correlation between each two explanatory variablasthis work, if the value of the
coefficient of correlation is higher th&n8, it is considered to be a sign of high probabidify
the presence of multicoullinearity in the modelisTissue can be resolved by many methods
ranging from exclusion of one or more explanatoayiables from the model to different
mathematical operations exercised on the variafilas. choice depends on the particular

situation.

3.2.4 Functional forms

Because the method chosen for the modelling inghpser was th€LRM , the functions on
which it is applied must be linear in the parangtdihat means théthe conditional mean

of the dependent variable will be a linear functioof the parameters.(Gujarati, 1992) It
was considered to use some other function sucheasemi-logarithmic function, logarithmic
function or the power function, however, in order use theOLSM for the parameter
estimation such functional forms would have to ibedrized. For the linearization process it
is usually necessary to use the logarithm of onenore variables instead of the original
variable and that would be a problem because valti@sflation or expected inflation can
have negative values and the logarithm functiaefined only for positive values. Therefore
it was decided not to use other than linear fumstim the parameters. As for the functional
form with regard to the variables, there are noitintby the used model. There are only
limitations by the negative values of some of thaables. In this work there were compared
models based on the expected linear relationship hyyperbolic relationship between the

inflation and unemployment rates.
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4 Analysis and discussion of the empirical data

4.1  The Czech Republic

All calculations in this part are based on the remnthly data on inflationQGPl) and
unemployment in the Czech Republic from JanuanB8182une 2010. We can see these data
plotted in theFigure No. 4

Figure No. 4: Inflation vs. Unemployment in the Czeh Republic (1998 - 2010)
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4.1.1 Linear model

The first model is based on the original Phillipsve theory; it means there is expected to be
the relationship only between unemployment andafidh without any other influence. We
formed theequation 6 wherer stands for inflation antd for unemployments expresses the

stochastic variable.

me=y1 + 72Ut + &; 71>0,y2<0 (Equation 6)

Based on the theory, we expect the coefficignio be positive and the coefficieps to be
negative because we assume the negative relaobshiveen inflation and unemployment
and also that the curve should cross the x (ungmat) axis and unemployment can never

have a negative value.

The estimated curve obtained by application oflitiesar regression on the data is then:

n, = 14.538- 1.363U,; (Equation 7)

The economic verification is positive because theve is downward sloping as it was
expected (- 1.363 < 0). However, when we look atdfatistical verification, the results are
not satisfactory. In th&able No. 1 we can see, that the adjusted coefficient ofrdeteation

is rather low (only 0.462) despite a sufficient rnanof observations.
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Table No. 1: Regression statistics of the linear noel

Multiple R 0.683
R Square 0.466
Adjusted R Square 0.462
Standard Error 2.13p
Observations 150

Source: own calculations

Table No. 2: ANOVA statistics of the linear model

df SS MS F Sgnificance F
Regression 1 589.191 589.191 129.204 6.47E-2pP
Residual 148 674.905 4.560
Total 149 1264.096
Coefficients | Sandard Error t Sat Lower 95% Upper 95%
Intercept 14.538 1.003 14.488 12.555 16.521
Y2 -1.363 0.120 -11.367]  -1.600 -1.126

Source; own calculations

When we look at théable No. 2 we can see the analysis of the variance. It shbatsboth
parameters are significant at our chosen levelgsfifcance ¢ = 0.05). However, we have
omitted one important fact in our model. The metilogy of the unemployment calculation
in the Czech Republic has been different since 204. We have decided to include this
influence into our model by introducing a dummyighte D. This variable has the value of O

during the whole period before July 2004 and it &fterwards. The econometric form of our

model will then be:

me=Y1 + YUt +y3Dt + 7aDiUr + &; 71> 0,y2<0 (Equation 8)
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Our expectations regarding the coefficieptsandy, are as before but we do not have any
expectations regarding the coefficients and y, because they represent only a technical
variable introduced in order to include unspecitdi@cts of the methodological change in the
unemployment rate computation. Coefficigaexpresses the change of the intercept term and

Y4 Stands for the change of slope.

The estimated curve will then be:

&, = 24.737 — 2.404)- 14.138D+ 1.3930U;; (Equation 9)

The results in theequation 9 are again in accord with our expectations as @wshthe
negative relationship between inflation and unemplent rates. We can also see how the
methodological change for the unemployment calmndainfluenced our model. After the
change occurred, the intercept goes down by 14al@Bthe slope gets more gradual (less
steep) by 1.393.

Table No. 3: Regression statistics of the linear ndel with a dummy variable

Multiple R 0.871
R Square 0.759
Adjusted R Square 0.754
Standard Error 1.44%
Observations 150

Source: own calculations

As we can see in théable No. 3 the adjusted coefficient of determination inceshs
significantly after including the dummy variable Blore than75% of the variance of the

inflation rate is explained by the variance of eMpgenous variables. In the table No. 4, we
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can see that all parameters of the model are gignifat the chosen level of significanoex
0.05. This shows, together with an increased adjusiefficient of determination, that
including the influence of the changed unemployneahtulation methodology was the move

in the right direction.

Table No. 4: ANOVA statistics of the linear model wth a dummy variable

Sgnificance
df SS MS F F

Regression 3 958.980 319.660 152.960 7.3E-45
Residual 146 305.115 2.090
Total 149 1264.096

Coefficients | Sandard Error t Sat Lower 95% | Upper 95%
Intercept 24.737 1.104 22411 22.555 26.918
Y2 -2.404 0.125 -19.188  -2.652 -2.157
Y3 -14.138 1.447 -9.774| -16.997 -11.279
Ya 1.393 0.173 8.059 1.051 1.734

Source; own calculations

4.1.2 Hyperbolic model

In our second model we suppose a hyperbolic shépkeoPhillips curve and change the

function accordingly. We can see the new forregaation 5

=71+ 72U+ yaDe + 1aDU T + g ¥1<0,y2>0 (Equation 10)

The estimated curve based on the same datasenigtitheequation 11

f, =-13.119 + 143.1690 + 8.6030 — 88.9820U;* (Equation 11)
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The change of the functional form from linear tgasbolic seems to be the right thing to do
because as we can see from thble No. 5 the adjusted coefficient of determination
increased again. AImo&t1% of the inflation variance is now explained by #weogenous

variables’ variances.

Table No. 5: Regression statistics of the hyperbalimodel with a dummy variable

Multiple R 0.902
R Square 0.813
Adjusted R Square 0.809
Standard Error 1.27p
Observations 150

Source; own calculations

In thetable No. 6we can see that all parameters of the model grefisant at the chosen
level of significance o = 0.05). That again supports our choice to chahgemodel. We
should also notice that the signs and sizes oéstienated parameters table No. 6comply

with our theoretical assumption formed in ggiation 5

Table No. 6: ANOVA statistics of the hyperbolic moel

Df SS MS F Sgnificance F

Regression 3 1027.936 342.645 211.832 5.70K-53
Residual 146 236.160 1.618
Total 149 1264.096

Coefficients | Sandard Error t Sat Lower 95% Upper 95%
Intercept -13.119 0.766 -17.12 -14.633 -11.605
Y2 143.169 6.37(Q 22.47 130.579 155.760
Y3 8.603 1.053 8.171 6.523 10.683
Y4 -88.982 8.252 -10.78 -105.291 -72.673

Source; own calculations
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4.1.3 Expectations augmented model

In the next step we decided to introduce anothegemous variable into the model. That is
the expected inflatiome. By including the expected inflation into the mbdes will get the

expectation augmented hyperbolic Phillips curvehanform ofequation 12

me=y1 + 72Ut + yaDy + yaDU T + s + g v1<0,y2>0,ys>0 (Equation 12)

The apparent problem of this approach is how terdahe values of the expected inflation.
We decided to use the method of adaptive expentdtiomation. Under this method,
expected inflation is estimated as a weighted e the real and expected inflation rates

in the previous period. [Mach, 2001] We can sexjiressed in thequation 13

% =%+ j(mer - ) (Equation 13)

The constant in theequation 13is a coefficient of adaptation. It expresses hawck]y the

expected inflation converges to the real inflatipdach, 2001] We decided to run a series of
model calculations for various values jegt <0.1; 0.9>.Then they were compared on the
basis of their properties. Our target was to getnaproved model that would represent a
better fit; therefore our aspiration was to get adei with a higher value of the adjusted

coefficient of multiple determination.

Obviously we also had to take into account somer#iieal assumptions about the coefficient
of adaptation. In thequation 8it can be seen that the coefficient of adaptagixpresses how

strongly the expected inflation depends on the ebgge(resp. real) inflation in the previous
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period. The higher (resp. lower) the valuej pothe stronger the influence of the real (resp.

expected) inflation in the previous period on tRkpexted inflation in the current period.

After the series of tests with different value oive decided to choose the model with 0.8

for two reasons. Firstly the model has a higheuealf the adjusted multiple coefficient of
determination than the previous model and secom@\think that the real inflation in the
previous period has much higher influence on thgeeted inflation in the current period than

the previous expectations.

We can see the result with estimated parametehegquation 14

f,= -0.229 + 3.538\)' + 0.2260 + 1.5430U,* + 0.908% (Equation 14)

We can see that the results are in accord withtteory. Fromtable No.7we can see that it
seems tha®5% of the variance of the inflation is now explainggdthe model. However, we
need to look more carefully on the statistical @rby of the model before deciding whether it

is really such a good fit.

Table No. 7: Regression statistics of the expectatis augmented hyperbolic model

Multiple R 0.975
R Square 0.951
Adjusted R Square 0.950
Standard Error 0.630
Observations 149

Source: own calculations
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When we look at theable No. § the model still seems to have all the desirabdgacteristics.
All coefficients apart ofy, are significant atol = 0.095. It is not a big problem, becaugge
represents only a technical dummy variable. AlsoRh= 699, suggests a high significance of

all parameters together.

Table No. 8: ANOVA statistics of the expectationsuegmented hyperbolic model

df SS MS F Sgnificance F

Regression| 4 1110.335 277.584 699.038 3.321KE-93
Residual 144 57.181 0.397
Total 148 1167.51¢4

Coefficients | Standard Error t Sat Lower 95% Upper 95%
Intercept -0.229 0.720 -0.311 -1.653 1.195
Y2 3.538 7.326 0.481 -10.943 18.018
Y3 -0.226 0.673 -0.33f -1.556 1.105
Y4 1.543 5.960 0.259 -10.238 13.323
Y5 0.908 0.043 21.20] 0.823 0.993

Source: own calculations

Here we have to look whether the assumptions ofitiear model as stated in ticbapter
2.2.2hold. When we tried to test the autocorrelatiorthef residual, we first calculated the
value ofd from the Durbin-Watson test (sequation 2. We computedl = 0.903 It would
suggest a strong positive autocorrelation of tis&dreal as the appropriate indecisive interval
is (1.679; 1.788 However, we have to be careful here becausentogducing an expected
inflation into the model we actually included cantanfluence of the lagged inflation on itself.
It means that our model is to some extend autossiye and therefore the simple Durbin-
Watson test might not be appropriate in such a.c@kerefore we tried to use the more
suitable Durbin h test where we considered the @rpeinflation to be a lagged explained
variable. We estimated the coefficient of autodatren based on thequation 5and then

calculated h valué = 7.85from theequation 4 It is much larger thaid.96 which is the
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critical value for our 5% significance level, so Wave a clear indication of a first order

autocorrelation of the residual.

In order to resolve this problem, we have decidedransform theequation 12 into a

different form. We can assume that the error tean be expressed bguation 15

& = per1t U (Equation 15)

Wherep is the autocorrelation coefficient amndis a stochastic variable. We have already
estimatedp when computing the Durbin statistics. We transformquation 12by rewriting

it in the period — 1 and multiplying byp.

priet=71p +¥2pUes ™ + ¥3pDe1 + ¥4pDr1Uia™ + yspmes® + pecs; (Equation 16)

Then if we subtract thequation 12from theequation 16 we will get:

m —pme =Y1(1 —p) + 'YZ(Ut_l - PUt-l_l) +v3(Dt —pDr1) + 'Y4(DtUt_l - PDt-lut-l_l) +y5(m® —
pme1©) + & — per1; (Equation 17)

If we useequation 15and use symbal to express a weighted change from the brackets, we

can rewrite thequation 17as:

Amy=q1 +y2AU; " + 3ADt + 1 ADUCT + ysAmS + w; (Equation 18)
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By using this transformation, we will lose the dtset of observations but we should get rid
of the autocorrelation problem. When we compareeitpgations 12 and 18, we can see that
the parameters are the same only with exception dut we can easily get the original

back because:

(Equation 19)

After running theOLSM on the same data to estimate the parametaguzttion 18 we get:

AR, = -1.039 + 26.598U; ' + 1.279\Dt — 13.60ADU;* + 0.732An%  (Equation 20)

We have succeeded in resolving the autocorrelgiroblem because the Durbin-Watson d
statics gives the value @f93 which is well within the intervall(788; 2.212 and the Durbin
h statistics 0f0.62 also does not suggest there should be the ausbation present in our

model.

Table No. 9: Regression statistics of the expectatis augmented hyperbolic model
without autocorrelation

Multiple R 0.912
R Square 0.832%
Adjusted R Square 0.827
Standard Error 0.510
Observations 148

Source; own calculations
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From thetable No. 9we can see that the adjusted coefficient of detextion is now lower
than in the model biased by autocorrelation ofrésdual; however it is still higher than in
the model without the expected inflation. We shoallb notice in théable No. 10that all

the parameters are now significant @t= 0.05 We were also unable to detect the
heteroscedasticity in the model by both plotting tesiduals and their squares against the
variables and also by the Gejsler test as desciibétkchapter 3.1.1 We also checked for
the multicollinearity and found only a high part@rrelation between the variablBsand
DU™. That is understandable because of the naturbeotlummy variable and it does not
require any further measures especially when wesearthat there are not the other signs of

the multicollinearity problem such as insignificgrarameters.

Table No. 10: ANOVA statistics of the expectationaugmented hyperbolic model
without autocorrelation

df SS MS F Sgnificance F

Regression 4 183.406 45.852 176.592 2.868HK-54
Residual 143 37.129 0.260
Total 147 220.536

Coefficients | Standard Error t Sat Lower 95% Upper 95%
Intercept -1.039 0.480 -2.164 -1.989 -0.090
Y2 26.592 10.567 2.51 5.704 47.479
Y3 1.279 1.068 1.19¢ -0.831 3.390
Y4 -13.602 9.316 -1.46 -32.018 4.814
Vs 0.732 0.060 12.214 0.613 0.850

Source: own calculations

4.1.4 Discussion of the best fit

Based on the analysis of the results, the modeesepted by thequation 20is considered

to be the best fit for the data so it was decidedse the parameters estimated from this model
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for calculation of the theoretical values of iniitat. In the figure No. 5 you can see the
theoretical inflation plotted together with the Iredlation in the Czech Republiduring the
period on which the model was constru. That is from January 1998 to June 2010.
clear that the curves representing the theoredicdlthe real values are relatively close, wi
was expected because the modadjusted coefficient ofletermination wa« .83 so the
figure No. 4only confirms that the model is a good

Figure No. 5 Real vs. Estimated Inflation in the Czech Repubd (1998- 2010)
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The estimated parameters (table No. 1Q are in accord with the theory. It was expec
that the influence of the inversely taken unemplegtnon the inflation would be positiv
That is certainly true because tparametery, representing the influence of the inve
unemploymenton the slope of inflatic before June 2004 is positive and the sun

parameterg, andys, which represen this influence afterwardss positive as well. Positiv
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value of the parametes is also as expected because a higher expectadionflshould drive
the real inflation upwards as stated in the thedphe expectations augmented Phillips curve.

Table No. 11: Forecast of the inflation in the CzdtRepublic based on the equation 20

Inflation rate [%] Difference Standardized

Period Real Predicted Absolut¢ Relatiye deviation

2010 - July 1.9 1.3 0.6 29.39 0.21L
2010 - August 1.9 1.8 0.1 6.6% 0.0p
2010 - September 2.0 1.9 0.1 6.29% 0.0b
2010 - October 2.0 2.0 0.0 2.4% 0.0p
2010 - November 2.0 1.9 0.1 2.6% 0.0p
2010 - December 2.3 1.8 0.5 22.09 0.1p
2011 - January 1.7 2.0 -0.3 15.19 -0.1p
2011 - February 1.8 1.7 0.1 8.1% 0.06

Source: own calculations

It is clear that the model is relatively close be treality during the period on which it was
constructed. However, an important question is,thdeit is also close to the reality during
the following period. In order to show how the miogerks for the future data, it was applied
the data on inflation and unemployment in the CzRepublic from July 2010 to February
2011. In thetable No. 11there is a comparison between the real data datior and its
theoretical values during that period. It seems titia results of the theoretical inflation based
on the model are very close to the real data dufiegeight months period after the model
was constructed. The average difference betweeprddicted and real value is only 0.23%
which is 11.5% of the value. This is supportedhmy fact that the standardizddviation« 1.
However, it is necessary to be careful here. Thadstrdized deviation was based on the
period over which the model was constructed andrtfiation variance over that time was
much higher than during the last eight months. aherage inflation over the whole period
was around 3% spanning from over 13% even to atdligflation. The inflation over the last

eight months, on the other hand, was very staldanal 2%. Therefore it is possible to say
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that the model gives very good results for thelstaltuation as it has been since July 2011,
however, it is not quite sure, that it would givecls a good predictions for some more
unstable situation. It can suggest that the otffects which have influence on inflation and

which were not included in the model were relagvabnstant over that time. For example it

seems there has not been any supply shock in tbeh@epublic so the model works.

4.2  The Republic of China (Taiwan)

All calculations in this part are based on the remnthly data on inflationGPl) and

unemployment in the Republic of China (Taiwan) frdemuary 1978 to June 2010. We can
see these data plotted in fhigure No. 6

Figure No. 6: Inflation vs. Unemployment in the Repblic of Taiwan (1978 - 2010)
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4.2.1 Linear model

The first model is based on the original Phillipsve theory; it means there is expected to be
the relationship only between unemployment andafith without any other influence. The
form is the same as for the Czech Republic &petion No. § and the expectations about

the parameters are the same as well.

The estimated curve obtained by application oflitiesar regression on the data is then:

n,=8.037-1.759 U (Equation 21)

The economic verification is positive because the/e is downward sloping as we expected
(= 1.759 < 0. However, when we look at the statistical veafion, the results are not
satisfactory. In théable No. 12 we can see, that the coefficient of determinaisoextremely

low (only 0.267 despite a high number of observation.

Table No. 12: Regression statistics of the linear adlel

Multiple R 0.517
R Square 0.267
Adjusted R Square 0.266
Standard Error 3.939
Observations 390

Source; own calculations

When we look at théable No. 13 we can see the analysis of the variance. It shbatsboth
parameters are significant at our chosen leveigoiificance (. = 0.05). However, we have to
refuse this model because In this model, less @& of the variance of inflation is
explained by the variance of unemployment, whiah loa caused either by an omission of an
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important variable (resp. variables) or by a wrdagctional form. We supposed the latter

possibility and formed another model with changatttional form.

Table No. 13: ANOVA statistics of the linear model

Sgnificance
df SS MS F F
Regression 1 2197.913 2197.913 141.635 4.704E-28
Residual 388 6021.03D 15.518
Total 389 8218.943
Sandard Lower

Coefficients Error t Sat 95% Upper 95%
Intercept 8.037 0.459 17.51 7.135 8.939
Y2 -1.759 0.148 -11.90 -2.050 -1.469

Source: own calculations

4.2.2 Hyperbolic model

In our second model we suppose a hyperbolic shapkeoPhillips curve and change the

function accordingly.

m=Y1t 1(2Ut'1 + &, v1<0,y2>0 (Equation 22)

The estimated curve based on the same datasenigtitheequation 23

ft, = -3.430 + 14.551} (Equation 23)
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Again we can see that the estimated parametersigamith our initial assumptions as stated
in the equation 22 Nevertheless, the properties of the model aresatsfactory when we
look at the statistical verification. Although theefficient of determination is higher than in
the linear model (set@ble No. 19, it is still too low because it suggests thas l#s&an50% of

the variance of the inflation can be explainedhsyariance of the unemployment rate.

Table No. 14: Regression statistics of the hyperkiolmodel

Multiple R 0.670
R Square 0.448
Adjusted R Square 0.447
Standard Error 3.419
Observations 390

Source: Own calculations

In thetable No. 15 we can see that both estimated parameters ane sigaificant at our
chosen level of significancer (= 0.09. Though, we still cannot say that this model wioul
prove to us that there is a trade-off between tioitleand unemployment as suggested by our
theory. We can at least conclude that it was thlet nmove to change the functional form of

the model from linear to hyperbolic because itmigfly improved its fit.

Table No. 15: ANOVA statistics of the hyperbolic mdel

df SS MS F Sgnificance F
Regression 1 3684.498 3684.498 315.272 4.693E-52
Residual 388 4534.445 11.687
Total 389 8218.944
Coefficients Sandard Error t Sat Lower 95% Upper 95%
Intercept -3.431 0.408 -8.41¢ -4.232 -2.629
Y2 14.552 0.82( 17.75 12.940 16.163

Source: Own calculations
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4.2.3 Expectations augmented model

In the next move we decided, as in the case ofChech Republic, to introduce another
exogenous variable into the model. That is the etgok inflation n°. By including the
expected inflation into the model we will get theectation augmented Phillips curve in the

form of equation 24.

m=y1 +y2U +yamd + & ¥2>0,y3>0 (Equation 24)

The expected inflation is calculated again fromdbeation 13 As before, we decided to run

a series of model calculations for various valugse< 0.1; 0.9 >.

As in the case of the Czech Republic we chose aemaeith j = 0.8 as we believe that the
lagged real inflation has much stronger influencetlee expected inflation than the lagged

expected inflation. The estimated curve then foow

f, = -0.323 + 1.131} + 0.934° (Equation 25)

Table No. 16: Regression statistics of the expedi@ts augmented hyperbolic model

Multiple R 0.964
R Square 0.929
Adjusted R Square 0.929
Standard Error 1.22y
Observations 389

Source: Own calculations

53



Here we can see that the estimated parametersgane i@ accord with our expectations.
When we look at théable No. 16we can say that the adjusted coefficient of deteation
increased dramatically after we have included tteeted inflation into our model. It seems
now that almos®3% of the inflation variance is explained by the irseeunemployment rate
and expected inflation. It is almost as high asas in case of a similar model for the Czech
Republic but there was a problem with the autodatice of residual so we have to check for

it here as well before coming to any conclusion.

Table No. 17: ANOVA statistics of the expectationaugmented hyperbolic model

df SS MS F Sgnificance F

Regression Z 762P 3811 2583 1.124E-222
Residual 386 581 ?
Total 388 8203

Coefficients | Sandard Error t Sat Lower 95% Upper 95%
Intercept -0.323 0.158 -2.041 -0.635 -0.012
Y2 1.131 0.394 2.87] 0.357 1.905
Y3 0.934 0.018 51.19] 0.899 0.970

Source: Own calculations

Thetable No. 17shows that all the estimated parameters oéth&ation 25are significant at

o = 0.05 Durbin-Watsord statistics computed according to #guation 2was1.71and the
appropriate limits to reject the autocorrelatiomehare 1.84; 2.16. This result suggests there
IS a negative autocorrelation of the residual. Agae think it might not be appropriate to rely
only on this and we also run the Durlinstatistics because it is more appropriate for the
models which contain the lagged explained variateng the explanatory variables. The
result of h calculated from thequation 4 with p estimated from thequation 5ish = 3.
That is higher than the critical valde96 so the h test also indicates the autocorrelatiagheo

residual.
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We decided to resolve this problem by employingnalar transformation method as in the
case of the Czech Republic. We rewrotedqaation 24in the lagged form and multiplied by

the estimated coefficient of autocorrelation ta get

Pt = pyr + YopUia ™t + yapmea® + peca; (Equation 26)

Then we construct our model as the difference batwquations 24and26 and get:

e — pmes =v1(1 —p) + v2(Ut —pUir™) + ya(m® — pres®) + & — pees; (Equation 27)

If we assume thequation 15holds and we usa to express the operator of the weighted

difference, we can write:

Ame =1 + AU + AT + W (Equation 28)

If we comparesquations 24and28, we can see that the parameterandy, are the same in
both equations and the parameter could be consttuzack if we used thequation 19
therefore we still have the same expectations athmrh as stated in thegjuation 19 The

estimated equation is then:

AR, = -0.321 + 1.36AUt-1 + 0.918\nt® (Equation 29)
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We can see that the differences between the pagssr@equations 24and29 are very small.

We have succeeded in resolving the autocorrelgiroblem because the Durbin-Watson
statics gives the value @f94 which is well within the intervall(84; 2.1 and the Durbirh
statistics 0f0.62 also does not suggest there should be the autdation present in our

model.

Table No. 18: Regression statistics of the expediats augmented hyperbolic model
without autocorrelation

Multiple R 0.952
R Square 0.907
Adjusted R Square 0.906
Standard Error 1.214
Observations 388

Source: own calculations

Table No. 19: ANOVA statistics of the expectationaugmented hyperbolic model
without autocorrelation

df SS MS F Sgnificance F

Regression y, 5515.11 27575 1871.548 4.7E4199
Residual 385 567.3 1.473
Total 387 6082.3

Coefficients | Sandard Error t Sat Lower 95% Upper 95%
Intercept -0.321 0.155 -2.074 -0.625 -0.017
Y2 1.364 0.447 3.05( 0.485 2.244
Y3 0.918 0.021 44.06 0.877 0.959

Source; own calculations

From thetable No. 18 we can see that the adjusted coefficient of detextion is now
slightly than in the model biased by autocorrelatad the residual; however it is still much

higher than in the model without the expected tidla We should also notice in the table No.
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19 that all the parameters are now significant & 0.05 We were also unable to detect the
heteroscedasticity in the model by both plotting tesiduals and their squares against the
variables and also by the Gejsler test as desciibéte chapter 2.2.2. We also checked for

the multicollinearity and did not find anything gi&gting its presence in our model.

4.2.4 Discussion of the best fit

Based on the analysis of the results, the modeesepted by thequation 29is considered

to be the best fit for the data so it was decidedse the parameters estimated from this model
for calculation of the theoretical values of initaet. In thefigure No. 6 you can see the
theoretical inflation plotted together with the Ir@aflation in Taiwan during the period on
which the model was constructed. That is from Jan@78 to June 2010. It is clear that the
curves representing the theoretical and the rehalegaare relatively close, which was
expected because the model’s coefficient of detetiin wad.91 so thefigure No. 4 only
confirms that the model is a good fit on the data.

The estimated parameters (d¢able No. 19 are in accord with the theory. It was expected
that the influence of the inversely taken unemplegtnon the inflation would be positive.
That is certainly true because the parameterepresenting the influence of the inverse
unemployment on the slope of inflation is positiP®sitive value of the parametegyis also

as expected because a higher expected inflationlglive the real inflation upwards as
stated in the theory of the expectations augmeleitips curve.

57



Figure No. 7:Real vs. Etimated Inflation in Taiwan (1978- 2010)
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It is clear that the model is relatively close e treality during the period on which it w
constructed. Its adjusted coefficient cetermination is even higher than in the case of
Czech Republic model and it is also possible to isée the figure No. 7. However, an
important question is, whether it is also closdhe reality during the following period.
order to show how themodel works for the future data, it was applied da¢a on inflatior
and unemployment in the Taiwan from July 2010 tauday 2011. In thtable No. 20there is
a comparison between the real data on inflationtaadheoretical values during that pe.
It seems that the results of the theoretical ildfabased on the model are much further f
the real data during the seven months period #feemodel was constructed than it was in
case of the Czech Republic. The average differ&eteeen th predicted and real value
0.6% which is 100% of the value! There are extrgni®yj deviations from the model
August and September, while in December and Jartharynodel seems to give results v

close to the reality. At the same time the stanizeddeviation . However, it is necessa
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to be careful here. The standardized deviatiomfisenced by a big variance of inflation in
Taiwan over the examined period. The average iaftabver the whole period was again
around 3% but it was spanning from over 23% to lamost 2% deflation. The inflation over
the last seven months was, in contrast with thelCRepublic, relatively volatile. Therefore,
it is much clearer than in the case of the CzegbuBlkc that this model is not very reliable in

case of predicting inflation.

Table No. 20: Forecast of the inflation in Taiwan bhsed on the equation 20

Inflation rate [%] Difference Standardized

Period Real Predicted Absolute | Relative deviation
2010 - July 1.31 0.9 0.4 29.6% 0.0B
2010 - August -0.47 11 -1.5 325.1% -0.33
2010 - September 0.29 -0.2 0.5 174.6% 0.11
2010 - October 0.56 0.1 0.5 83.4% 0.1p
2010 - November 1.52 0.4 1.2 76.1% 0.2p
2010 - December 1.24 1.1 0.1 9.49 0.0B
2011 - January 1.10 1.1 0.0 2.69 0.0

Source; own calculations

59



5 Conclusions

The main hypothesis of this work was th&tere is an inverse relationship between
inflation and unemployment as it is suggested by &htheory of the Phillips curve.Most
economists accept that at least for the short titrene is a trade-off between these two
indexes but it is not exactly specified what is shert term and what is the long term. Phillips
showed that this relationship was stable for alM@¢tyears in England. But it was before the
policy makers were not aware of that and when itfiation was relatively stable over a long
time. Later on, after this relationship was disgedeand the policy makers started using it in
practice is stopped working. The theory was ce&di and condemned by some economists
and there were attempts to improve the theory ladingdsome other influences such as the
expectations and supply shocks and differencingvdxen the short term and long term

situation.

The analysis carried out in this work on the datamfthe Czech Republic and Taiwan
convincingly indicates that if there is simply exaed the relationship between the inflation
and the unemployment, its character is inverstligjrall the models constructed in this work
showed always the expected sign of the respectarangeter. Secondly, the respective
parameters were always significant @t< 0.05. When there was added the influence of the
expectations in the form of the adaptive expectdthtion, the unemployment was still
significant and with the expected direction of thifuence. This was true for both countries.
It was clear that the inclusion of adaptive expedctelation improves the models because in
both cases it increased the adjusted coefficierttetérmination. That supports the idea that
the original theory is a good base and rather #t@ndoning it, it is better to improve it by
adding other influences. When it is used by thécgahakers it is very important that they do
not forget to take into account also those othetiofa because if they focus only on the trade-
off between the rate of unemployment and inflatimal try to intervene, when the results are
not as they expected. For example, they need teratahd that it is not possible to use this

trade-off to keep the unemployment rate below dttral rate for a long time. They also need
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to understand that the Phillips curve can shiftrdiree, which can change the corresponding
values of inflation and unemployment significanfiyrey should also know that the economic
actors also behave rationally so if there is cergovernment policy, they can take it into

account in the form of expected inflation and tlsufting outcome can be again very
different from what was expected. The conceivablang influence of possible supply shocks

were also discussed in this paper. All those dhetors, however, do not change the fact that
there is a statistically significant inverse raaship between the inflation and unemployment

of the character as suggested by the theory d?Plhiéps curve.

Therefore, this work concludes, that on the bakih® analysis of the empirical data of The

Czech Republic and Taiwan, the main hypothesisaiama rejected.

As for second hypothesis, the results are uncomgn@lthough, the trade-off between the
rate of inflation and unemployment seem to be tptalely correct, its quantification in this
paper is not very reliable for predicting of théuie inflation. It gives better results than if we
used a simple average but the particular deviatainthe theoretical values from the real
values can be relatively high especially of théaitidn is relatively volatile over the examined
period. Therefore, it has to be concluded thatet@nometric models based on the theory of
the Phillips curve are not a reliable tool for fwasting of future inflation. In order to improve
the models it would be probably necessary to impitbre way how the expected inflation was
expressed. | would probably need to be some coribmaf the adaptive and rational
expectations and the coefficient of adaptatiorrabably dynamic and changes over time so it
cannot be in reality represented by a constantassdene in this work.

Simply put, the results of the analysis done is thork suggest that the qualitative character
of the Phillips curve theory is correct but the relsdas they were constructed are not suitable

for those who desire reliable quantification oftrelationship.
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7 Supplements
7.1  Supplement No. 1: The inflation rate in the Czech Bpublic [%] (original data)
Month

Year 1 2 3 4 5 6 7 9 10 11 12
1998 13.1 13.4 13.4 13.1 13.0 12.0 10.4 9.4 8.8 8.2 7.5 6.8
1999 3.5 2.8 2.5 2.5 2.4 2.2 1.1 1.4 1.2 1.4 1.9 2.5
2000 3.4 3.7 3.8 3.4 3.7 4.1 3.9 4.1 4.1 4.4 4.3 4.0
2001 4.2 4.0 4.1 4.6 5.0 5.5 5.9 5.5 4.7 4.4 4.2 4.1
2002 3.7 3.9 3.7 3.2 2.5 1.2 0.6 0.6 0.8 0.6 0.5 0.6
2003 -0.4 -0.4 -0.4 -0.1 0.0 0.3 -0.1 -0.1 0.0 0.4 1.0 1.0
2004 2.3 2.3 2.5 2.3 2.7 2.9 3.2 3.4 3.0 3.5 2.9 2.8
2005 1.7 1.7 1.5 1.6 1.3 1.8 1.7 1.7 2.2 2.6 2.4 2.2
2006 2.9 2.8 2.8 2.8 3.1 2.8 2.9 3.1 2.7 1.3 1.5 1.7
2007 1.3 1.5 1.9 2.5 2.4 2.5 2.3 2.4 2.8 4.0 5.0 5.4
2008 7.5 7.5 7.1 6.8 6.8 6.7 6.9 6.5 6.6 6.0 4.4 3.6
2009 2.2 2.0 2.3 1.8 1.3 1.2 0.3 0.2 0.0 -0.2 0.5 1.0
2010 0.7 0.6 0.7 1.1 1.2 1.2 1.9 1.9 2.0 2.0 2.0 2.3
2011 1.7 1.8

Source: Czech Satistical Office
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7.2  Supplement No. 2: The unemployment rate in the CzedRepublic [%] (original data)
Month

Year 1 2 3 4 9 10 11 12
1998 5.6 5.6 5.5 5.4 5.3 5.6 6.1 6.4 6.8 6.8 7.0 7.5
1999 8.1 8.3 8.4 8.2 8.1 8.4 8.8 9.0 9.0 8.9 9.0 9.4
2000 9.8 9.7 9.5 9.0 8.7 8.7 9.0 9.0 8.8 8.5 8.5 8.8
2001 9.1 9.0 8.7 8.3 8.1 8.1 8.5 8.5 8.5 8.4 8.5 8.9
2002 9.4 9.3 9.1 8.8 8.6 8.7 9.2 9.4 9.4 9.3 9.3 9.8
2003 10.2 10.2 10 9.6 9.4 9.5 9.9 10 10.1 9.9 9.9 10.3
2004 10.8 10.9 10.7 10.2 9.9 9.9 9.2 9.3 9.1 8.9 8.9 9.5
2005 9.8 9.6 9.4 8.9 8.6 8.6 8.8 8.9 8.8 8.5 8.4 8.9
2006 9.2 9.1 8.8 8.3 7.9 7.7 7.9 7.9 7.8 7.4 7.3 7.7
2007 7.9 7.7 7.3 6.8 6.4 6.3 6.4 6.4 6.2 5.8 5.6 6.0
2008 6.1 5.9 5.6 5.2 5.0 5.0 5.3 5.3 5.3 5.2 5.3 6.0
2009 6.8 7.4 7.7 7.9 7.9 8.0 8.4 8.5 8.6 8.5 8.6 9.2
2010 9.8 9.9 9.7 9.2 8.7 8.5 8.7 8.6 8.5 8.5 8.6 9.6
2011 9.7 9.6

Source: Ministry of Labour and Social Affairs of the Czech Republic
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7.3  Supplement No. 3: Inflation and unemployment rate$%] (original data)

Date 1978M01 | 1978M02 | 1978M03 | 1978M04 | 1978MO05 | 1978M06 | 1978M07 | 1978M08 | 1978M09 | 1978M10 | 1978M11 | 1978M12
Unemployment Rate 2.01 1.84 1.76 1.58 1.70 1.65 1.84 1.88 1.89 1.53 1.12 1.20
CPI growth rate 7.16 6.25 6.79 7.98 7.40 4.02 3.62 1.07 4.10 6.11 7.58 7.65
Date 1979M01 | 1979M02 | 1979M03 | 1979M04 | 1979MO05 | 1979M06 | 1979M07 | 1979M08 | 1979M09 | 1979M10 | 1979M11 | 1979M12
Unemployment Rate 1.29 1.30 1.19 1.09 1.18 1.13 1.54 1.54 1.41 1.17 1.20 1.23
CPI growth rate 6.19 5.88 7.18 7.34 8.32 9.55 10.87 11.68 13.54 12.30 11.10 12.52
Date 1980MO01 | 1980M02 | 1980M03 | 1980M04 | 1980MO05 | 1980M06 | 1980M07 | 1980M08 | 1980M09 | 1980M10 | 1980M11 | 1980M12
Unemployment Rate 0.95 1.10 1.06 0.93 1.19 1.30 1.52 1.62 1.36 1.26 1.20 1.25
CPI growth rate 16.69 18.48 17.50 15.81 17.02 18.91 18.64 18.31 19.02 21.44 23.35 22.21
Date 1981M01 | 1981M02 | 1981M03 | 1981M04 | 1981MO5 | 1981M06 | 1981M07 | 1981M08 | 1981M09 | 1981M10 | 1981M11 | 1981M12
Unemployment Rate 0.96 1.43 1.09 0.86 1.01 1.33 1.48 1.79 1.69 1.73 1.55 1.32
CPI growth rate 22.70 22.36 22.26 22.11 19.38 17.37 17.02 15.50 12.56 9.98 9.09 9.07
Date 1982M01 | 1982M02 | 1982M03 | 1982M04 | 1982MO05 | 1982M06 | 1982M07 | 1982M08 | 1982M09 | 1982M10 | 1982M11 | 1982M12
Unemployment Rate 1.36 1.62 1.32 1.49 1.98 1.95 2.21 2.65 2.68 2.77 2.71 2.79
CPI growth rate 5.06 2.96 2.76 2.62 3.64 2.89 244 4.51 2.30 2.05 1.91 2.42
Date 1983M01 | 1983M02 | 1983M03 | 1983M04 | 1983MO05 | 1983M06 | 1983M07 | 1983M08 | 1983M09 | 1983M10 | 1983M11 | 1983M12
Unemployment Rate 2.73 3.45 2.91 2.61 2.42 2.51 2.88 2.91 2.70 2.79 2.34 2.27
CPI growth rate 1.79 3.14 3.31 3.50 2.16 2.72 1.61 -1.41 -0.18 0.58 0.56 -1.19
Date 1984M01 | 1984M02 | 1984M03 | 1984M04 | 1984MO05 | 1984M06 | 1984M07 | 1984MO08 | 1984M09 | 1984M10 | 1984M11 | 1984M12
Unemployment Rate 2.34 2.75 2.09 2.01 2.11 2.23 2.52 3.02 3.03 2.77 2.25 2.21
CPI growth rate -1.14 -1.15 -1.28 -1.54 0.37 -0.49 0.40 0.82 0.83 0.48 0.75 1.65
Date 1985M01 | 1985M02 | 1985M03 | 1985M04 | 1985M05 | 1985M06 | 1985M07 | 1985M08 | 1985M09 | 1985M10 | 1985M11 | 1985M12
Unemployment Rate 2.03 2.15 2.49 2.28 2.57 2.53 3.44 4.10 3.62 3.45 3.28 2.91
CPI growth rate 1.61 1.43 1.19 0.51 -1.04 -1.07 -0.73 -1.53 -0.22 0.09 -0.76 -1.30
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Date 1986M01 | 1986M02 | 1986M03 | 1986M04 | 1986MO05 | 1986M06 | 1986MO07 | 1986M08 | 1986MO09 | 1986M10 | 1986M11 | 1986M12
Unemployment Rate 2.53 3.33 2.79 2.34 2.34 2.72 2.93 3.11 2.96 2.61 2.33 1.98
CPI growth rate -0.42 -0.95 -1.01 -0.25 0.19 0.59 0.24 1.25 2.12 2.00 2.00 2.63
Date 1987M01 | 1987M02 | 1987M03 | 1987M04 | 1987M05 | 1987M06 | 1987M07 | 1987M08 | 1987M09 | 1987M10 | 1987M11 | 1987M12
Unemployment Rate 1.92 2.37 2.03 1.72 1.94 1.75 2.02 2.08 2.07 2.01 1.86 1.82
CPI growth rate 1.38 0.93 0.14 0.22 0.12 -0.06 1.35 1.61 -0.55 -1.25 0.44 1.92
Date 1988M01 | 1988M02 | 1988M03 | 1988M04 | 1988MO05 | 1988M06 | 1988M07 | 1988M08 | 1988M09 | 1988M10 | 1988M11 | 1988M12
Unemployment Rate 1.77 1.70 1.79 1.59 1.74 1.83 1.94 1.87 1.62 1.54 1.48 1.41
CPI growth rate 0.56 0.34 0.57 0.34 1.46 2.02 0.86 1.43 1.40 3.06 2.25 1.10
Date 1989M01 | 1989M02 | 1989M03 | 1989M04 | 1989MO5 | 1989M06 | 1989M07 | 1989M08 | 1989M09 | 1989M10 | 1989M11 | 1989M12
Unemployment Rate 1.35 1.88 1.46 131 1.50 1.68 1.76 1.87 1.72 1.48 1.45 1.36
CPI growth rate 2.76 4.08 4.94 5.73 5.33 4.39 3.91 3.32 5.70 5.94 3.75 3.13
Date 1990M01 | 1990M02 | 1990M03 | 1990M04 | 1990MO05 | 1990M06 | 1990M07 | 1990M08 | 1990M09 | 1990M10 | 1990M11 | 1990M12
Unemployment Rate 1.31 1.60 1.51 1.32 1.48 1.67 1.96 2.10 1.98 1.73 1.80 1.52
CPI growth rate 3.85 2.81 3.32 3.42 3.72 3.62 4.79 5.66 6.53 3.24 3.93 4.57
Date 1991M01 | 1991M02 | 1991M03 | 1991MO04 | 1991MO05 | 1991M06 | 1991M07 | 1991MO08 | 1991M09 | 1991M10 | 1991M11 | 1991M12
Unemployment Rate 1.37 1.35 1.39 1.40 1.43 1.37 1.82 1.78 1.79 1.56 1.49 1.39
CPI growth rate 4.99 5.76 4.46 4.11 3.40 4.03 4.06 2.59 -0.72 2.49 4.81 3.88
Date 1992M01 | 1992M02 | 1992M03 | 1992M04 | 1992MO05 | 1992M06 | 1992M07 | 1992M08 | 1992M09 | 1992M10 | 1992M11 | 1992M12
Unemployment Rate 1.37 1.54 1.38 1.33 1.40 1.54 1.76 1.92 1.72 1.55 1.36 1.27
CPI growth rate 3.77 4.06 4.71 5.72 5.72 5.19 3.71 2.99 6.16 5.08 3.10 3.41
Date 1993M01 | 1993M02 | 1993M03 | 1993M04 | 1993MO05 | 1993MO06 | 1993M07 | 1993M08 | 1993M09 | 1993M10 | 1993M11 | 1993M12
Unemployment Rate 1.23 1.32 1.34 134 1.29 1.40 1.71 1.90 1.58 1.58 1.39 1.24
CPI growth rate 3.64 3.06 3.26 2.77 2.07 4.33 3.29 3.33 0.74 1.22 3.09 4.63
Date 1994M01 | 1994M02 | 1994M03 | 1994M04 | 1994MO05 | 1994M06 | 1994M07 | 1994M08 | 1994M09 | 1994M10 | 1994M11 | 1994M12
Unemployment Rate 1.20 1.66 1.52 1.38 1.43 1.53 1.85 1.99 1.65 1.62 1.48 1.41
CPI growth rate 2.92 3.93 3.31 3.07 4.38 2.14 4.14 7.06 6.69 5.07 3.88 2.66
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Date 1995M01 | 1995M02 | 1995M03 | 1995M04 | 1995MO05 | 1995M06 | 1995M07 | 1995M08 | 1995M09 | 1995M10 | 1995M11 | 1995M12
Unemployment Rate 1.38 1.70 1.53 1.53 1.63 1.77 1.95 2.09 2.03 2.02 1.95 1.90
CPI growth rate 5.24 3.43 3.87 4.44 3.29 4.68 3.86 1.71 2.01 2.87 4.23 4.57
Date 1996M01 | 1996M02 | 1996M03 | 1996M04 | 1996MO05 | 1996M06 | 1996M07 | 1996M08 | 1996MO09 | 1996M10 | 1996M11 | 1996M12
Unemployment Rate 2.03 2.10 2.24 2.21 2.35 2.60 2.97 3.19 3.03 3.05 2.86 2.60
CPI growth rate 2.29 3.76 3.01 2.83 2.88 2.38 1.45 5.04 3.85 3.68 3.20 2.53
Date 1997M01 | 1997M02 | 1997M03 | 1997M04 | 1997MO05 | 1997M06 | 1997M07 | 1997M08 | 1997M09 | 1997M10 | 1997M11 | 1997M12
Unemployment Rate 2.68 2.97 2.79 2.59 2.51 2.67 2.85 3.03 2.84 2.63 2.60 2.45
CPI growth rate 1.97 2.05 1.10 0.50 0.76 1.83 3.31 -0.57 0.62 -0.32 -0.52 0.26
Date 1998M01 | 1998M02 | 1998M03 | 1998M04 | 1998MO05 | 1998M06 | 1998M07 | 1998M08 | 1998M09 | 1998M10 | 1998M11 | 1998M12
Unemployment Rate 2.35 2.57 2.34 2.29 2.37 2.70 2.93 3.05 2.98 2.98 2.93 2.80
CPI growth rate 2.00 0.30 2.46 2.11 1.65 1.44 0.84 0.44 0.41 2.58 3.90 2.12
Date 1999M01 | 1999M02 | 1999MO03 | 1999M04 | 1999MO05 | 1999M06 | 1999MO07 | 1999M08 | 1999MO09 | 1999M10 | 1999M11 | 1999M12
Unemployment Rate 2.76 2.73 2.84 2.75 2.84 2.92 3.11 3.22 3.08 3.05 2.94 2.85
CPI growth rate 0.40 2.09 -0.47 -0.10 0.50 -0.84 -0.82 1.14 0.59 0.41 -0.89 0.15
Date 2000M01 | 2000M02 | 2000M03 | 2000M04 | 2000M05 | 2000M06 | 2000M07 | 2000M08 | 2000M09 | 2000M10 | 2000M11 | 2000M12
Unemployment Rate 2.74 2.91 2.83 2.73 2.78 2.89 3.06 3.16 3.10 3.19 3.23 3.27
CPI growth rate 0.51 0.92 1.12 1.24 1.59 1.36 1.45 0.28 1.62 1.02 2.26 1.65
Date 2001M01 | 2001M02 | 2001M03 | 2001M04 | 2001M05 | 2001M06 | 2001M07 | 2001M08 | 2001M09 | 2001M10 | 2001M11 | 2001M12
Unemployment Rate 3.35 3.73 3.89 3.96 4.22 4.51 4.92 5.17 5.26 5.33 5.28 5.22
CPI growth rate 2.36 -1.02 0.43 0.42 -0.22 -0.15 0.10 0.45 -0.52 0.97 -1.14 -1.68
Date 2002M01 | 2002M02 | 2002M03 | 2002M04 | 2002M05 | 2002M06 | 2002M07 | 2002M08 | 2002M09 | 2002M10 | 2002M11 | 2002M12
Unemployment Rate 5.14 5.12 5.16 4.98 5.02 5.11 5.23 5.35 5.32 5.31 5.22 5.04
CPI growth rate -1.68 1.42 0.01 0.21 -0.26 0.09 0.41 -0.28 -0.77 -1.70 -0.56 0.76
Date 2003MO01 | 2003M02 | 2003M03 | 2003M04 | 2003M05 | 2003M06 | 2003MO07 | 2003M08 | 2003M09 | 2003M10 | 2003M11 | 2003M12
Unemployment Rate 5.03 5.17 5.08 4.92 4.98 5.09 5.16 5.21 5.05 4.92 4.71 4.58
CPI growth rate 1.09 -1.52 -0.18 -0.10 0.32 -0.55 -0.98 -0.58 -0.22 -0.05 -0.47 -0.05
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Date 2004M01 | 2004M02 | 2004MO03 | 2004M04 | 2004MO05 | 2004M06 | 2004MO07 | 2004M08 | 2004MO09 | 2004M10 | 2004M11 | 2004M12
Unemployment Rate 4.53 461 4.45 4.36 441 4.54 4.62 4.67 4.50 431 4.14 4.09
CPI growth rate 0.01 0.64 0.90 0.95 0.92 1.74 3.34 2.55 2.79 2.39 1.53 1.62
Date 2005M01 | 2005M02 | 2005M03 | 2005M04 | 2005M05 | 2005M06 | 2005M07 | 2005M08 | 2005M09 | 2005M10 | 2005M11 | 2005M12
Unemployment Rate 4.06 4.28 4.15 4.04 4.10 4.22 4.32 4.36 4.14 4.07 3.94 3.86
CPI growth rate 0.49 1.94 2.30 1.64 2.30 2.38 2.40 3.57 3.16 2.74 2.50 2.21
Date 2006M01 | 2006M02 | 2006MO03 | 2006M04 | 2006MO0O5 | 2006M06 | 2006M07 | 2006M08 | 2006M09 | 2006M10 | 2006M11 | 2006M12
Unemployment Rate 3.80 3.92 3.87 3.78 3.84 3.98 4.05 4.09 3.96 3.90 3.86 3.81
CPI growth rate 2.67 0.98 0.41 1.23 1.59 1.73 0.79 -0.56 -1.23 -1.19 0.24 0.67
Date 2007M01 | 2007M02 | 2007MO03 | 2007M04 | 2007MO05 | 2007M06 | 2007M07 | 2007M08 | 2007M09 | 2007M10 | 2007M11 | 2007M12
Unemployment Rate 3.79 3.78 3.94 3.83 3.87 3.96 4.03 4.09 3.99 3.92 3.87 3.83
CPI growth rate 0.35 1.75 0.85 0.68 -0.02 0.13 -0.33 1.61 3.11 5.33 4.80 3.33
Date 2008M01 | 200802 | 2008MO03 | 2008M04 | 2008MO0O5 | 2008M06 | 2008MO07 | 200808 | 2008M09 | 2008M10 | 2008M11 | 2008M12
Unemployment Rate 3.80 3.94 3.86 3.81 3.84 3.95 4.06 4.14 4.27 4.37 4.64 5.03
CPI growth rate 2.94 3.86 3.94 3.88 3.71 4.97 5.81 4.68 3.10 2.39 1.94 1.27
Date 2009M01 | 2009M02 | 2009M03 | 2009M04 | 2009MO05 | 2009M06 | 2009M07 | 2009M08 | 2009M09 | 2009M10 | 2009M11 | 2009M12
Unemployment Rate 5.31 5.75 5.81 5.76 5.82 5.94 6.07 6.13 6.04 5.96 5.86 5.74
CPI growth rate 1.48 -1.33 -0.15 -0.46 -0.09 -1.98 -2.33 -0.82 -0.88 -1.89 -1.62 -0.25
Date 2010M01 | 2010M02 | 2010M03 | 2010M04 | 2010MO05 | 2010M06 | 2010M07 | 2010M08 | 2010M09 | 2010M10 | 2010M11 | 2010M12
Unemployment Rate 5.68 5.76 5.67 5.39 5.14 5.16 5.20 5.17 5.05 4.92 4.73 4.67
CPI growth rate 0.26 2.34 1.26 134 0.76 1.19 131 -0.47 0.29 0.56 1.52 1.24
Date 2011M01

Unemployment Rate 4.64

CPI growth rate 1.10

Source: Directorate General of Budget, Accounting and Statistics- The Republic of China (Taiwan)
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