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A B S T R A C T 
Artificial spin systems are convenient tool for exploring and manipulating unconventional 
exotic low-energy states directly in real space. Experimental realization of these system 
is made by pattering arrays of interacting nanomagnets with given geometry. First and 
also probably the most extensively studied artificial system have regular square lattice. In 
this work we deal with the modification of the square geometry that enable us to induce 
distinct magnetic phases of ice-type models. Results show that with appropriate tuning 
of the modification, several magnetic phases can be reached, including the disordered 
spin-liquid phase with trapped magnetic quasi-particles (magnetic monopoles). 

K E Y W O R D S 
Artificial spin ice, artificial magnetic spin systems, square lattice, magnetic phases, ice-
type model, vertex model, magnetic force microscopy. 

A B S T R A K T 
Umělé spinové systémy jsou vhodným nástrojem pro zkoumání a ovlivňování neobvyklých 
exotických nízko-energiových stavů přímo v reálném prostoru. Experimentální realizace 
těchto systémů jsou založeny na výrobě vzájemně interagujících nano-magnetů uspořá­
daných do požadované geometrie. Prvním a asi i nejvíce studovaným umělým systémem 
je prostá čtvercová mřížka. V této práci se zabýváme modifikováním této čtvercové ge­
ometrie, které umožní zachycení různých magnetických fází založených na modelech 
ledu. Výsledky ukazují, že vhodným nastaveném této modifikace lze realizovat různé 
magnetické fáze, včetně neuspořádané spinové kapalné fáze s uvězněnými magnetickými 
kvazičásticemi (magnetickými monopoly). 

K L Í Č O V Á S L O V A 
Umělé systémy spinového ledu, umělé magnetické spinové systémy, čtvercová mřížka, 
magnetické fáze, model ledu, vertex modely, mikroskopie magnetických sil. 
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1 Introduction 

1 INTRODUCTION 
For many years research in area of condensed matter physics was driven by efforts 
to understand low temperature states of natural materials. In some cases these low 
temperature states are unconventional and often counter-intuitive. Prime example 
may be crystalline compounds such as ice and spin ice materials, which remains 
disordered even at low temperature. The cause of this puzzling and surprising be­
haviour is phenomenon of frustration, that can be described as inability to satisfy 
all the interactions at the same time, thus the interactions are competing between 
each other. 

The role of frustration in structurally ordered magnetic materials of natural ori­
gin was topic of extensive studies over past two decades. Experimental techniques 
used to probe those materials fails to provide local information about configuration 
of those systems and the systems must be studied in their full complexity. Over a 
decade ago artificial frustrated magnetic systems were introduced as a tool to study 
the phenomenon of frustration directly in real space with access to local information 
via magnetic imaging techniques. Those systems consists of arrays of nano-magnets 
that are typically fabricated by e-beam lithography techniques, which offers possi­
bility to tune the system at will. In recent years not only nature inspired geometries 
are explored but also synthetic systems that targets effects or phenomenons that are 
not present in the nature are fabricated. 

In this work we are working within the frame of those artificial frustrated magne­
tic systems. The main focus of this study is a new, previously not proposed geometry, 
that enable us to observe several magnetic phases by tuning one parameter of the 
system. The geometry is based on modification of seminal square lattice that may 
bee seen as distortion, thus we name the geometry distorted square lattice. 
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2 Ice, spin ice and related models 

2 ICE, SPIN ICE AND RELATED MODELS 
Main purpose of this chapter is to provide brief introduction and theoretical bac­
kground relevant to the aim of the thesis. Section 2.1 covers the historical develop­
ment, phenomenon of frustration and provides example of studied natural systems 
(water ice and spin ice materials). In section 2.2 the two-dimensional square lattice 
based models are introduced and their properties are discussed. Concept of artifi­
cial realizations of these spin models is presented in section 2.3 and examples of 
experimental realizations and their results are provided. Section 2.4 follows up with 
objectives and strategy of this thesis and the connection to previous experimental 
realizations is shortly discussed. 

2.1 Background 

In 1935 Linus Pauling [1] provided an explanation of Giauque's [2] zero-temperature 
entropy measurements of water ice. The explanation is based on a model in which 
each oxygen atom is surrounded by four hydrogen atoms, while two of them are 
placed at near position and two at far position (so called ice rules [3]). This Pau­
ling's model of hydrogen structure in water ice is a prime example of a frustrated 
system [4]. 

The studies of water ice were followed up by various theoretical works focused on 
systems with similar properties. Magnetic model that mimics the ice rules of crys-
talized water was introduced by Anderson [5] when dealing with ordering in spinels 
with tetrahedral geometry. This model may be described as antiferromagnetically 
coupled Ising spins on tetrahedral lattice. Similar model was proposed for triangular 
lattice by Wannier [6]. Those two papers represents cornerstone of frustrated mag­
netism research. 

In the 1960's and 1970's models inspired by Pauling ice model were studied ex­
tensively and solved exactly in two dimensions [7-9]. This is the case for Slater-KDP 
model [10] of ferroelectric, Rys F model [11] of antiferroelectric and ice model itself. 
These models are often referred to as ice-type models as they all incorporates the 
ice rules. Nowadays generalised ice-type models are known as vertex models [12,13]. 

In the 1990's study of frustrated magnets and related models received experimen­
tal boost in form of so called spin ice materials, which were introduced by Harris [14]. 
Typical spin ice materials are rare-earth pyrochlore oxides such as Ho2Ti 207 or 
Dy2Ti20"7 [4]. Those materials enabled scientists to reach experimentally the vertex 
models previously theoretically studied. However there is several disadvantages while 
experimentally studying those systems. Firstly, the experimental techniques do not 
provide local information about magnetic configuration as the acquired information 
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2.1.1 Frustrated systems 

is averaged over the bulk of the sample. Also the measurements must be done at 
low temperatures and the systems must be studied in their whole complexity. 

Experimental possibilities of studying frustrated magnetism and vertex models 
were significantly broadened in 2006 by Wang [15] in form of artificial frustrated 
magnetic systems. These systems are often referred to as artificial spin ice as they 
were introduced with intention to mimic properties of natural spin ice materials [16]. 
Thanks to the tunability through nanofabrication, possibility of accessing both local 
and global information, possibility to measure at room temperature and "easy of 
use" these systems became great interest of the community in recent years [16-18]. 

2.1.1 Frustrated systems 

Frustration is the inability to simultaneously satisfy all the bonds/interactions wi­
thin the system. In condensed matter systems two main sources of frustration are 
recognised. Frustration may arise either from strong structural disorder within the 
compound or geometry of the lattice combined with the type of the interactions 
(e.g. antiferromagnetic) [16]. The case of structural disorder leads to spin glass phe­
nomena [16, 19] and will not be further discussed in this thesis. The other case, 
frustration that comes from the lattice geometry, will be the main focus of this sub­
section (resp. thesis) and will be referred to as geometrical frustration. 

In the absence of disorder, frustration in magnetic systems (both artificial and 
natural) may arise from the lattice geometry and the nature of the interactions [18]. 
This may be illustrated using simple polygons such as triangle and hexagon with 
Ising like variables (+1/-1) placed in their corners [18,20,21]. In the context of 
frustrated magnets this variable may represent spin orientation (e.g. spin up/spin 
down). Now consider nearest-neighbour interaction that prefers alternating arran­
gement (i.e. antiferromagnetic). Figure 2.1a illustrates that antiferromagnetic inter­
action on triangular lattice leads to frustration of at least one bond (side of triangle) 
in any ground state configuration. Contrary to that, in case of hexagon, we are able 
to find the configuration where all the bonds are satisfied (Fig. 2.1b). This may by 
generalized into a rule (for ground state configuration), that in case of antiferro­
magnetic interaction the polygons with odd number of corners are always frustrated 
and the polygons with even number of corners are not. It is straightforward that in 
case of ferromagnetic interaction (and perfect ground state ordering) all polygons 
are unfrustrated. 

In case of hexagon there are just two possible ground state configurations (un­
frustrated), whereas for triangle there is six of them (all frustrated). When incor­
porated as building blocks into larger system (lattice) these two geometries behave 
differently. In case of hexagonal lattice the number of possible ground state configu-
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2.1.1 Frustrated systems 

Fig. 2.1: Possible ground state configurations for (a) triangle and (b) hexagon with 
antiferromagnetic interaction. Black and white circles correspond to spins pointing 
in-plane and out-of-plane respectively. Solid green line represents satisfied bond and 
red dashed line represents frustrated bond. The colours (black, white and orange) 
are chosen on purpose, to mimic typical contrast used for magnetic force microscopy 
images (see Fig. 2.4). 

rations does not depend on the system size. In other words, if we pick configuration 
of first hexagon, there is only one possibility how to link another hexagon to its side 
(Fig. 2.2). For corner sharing triangular lattice the number of possible ground state 
configurations is size dependent and it increase faster than the system size (Fig. 
2.3). Thus the ground state of such a system is macroscopically degenerate (number 
of possible ground state configurations increases exponentially with the number of 
triangles) [18], which leads to extensive magnetic disorder of the system. Because of 
that, even at low temperature statistical entropy per site remains finite (also called 
residual entropy), and the system is never frozen - the spins fluctuate down to very 
low temperature [18]. 

Fig. 2.2: Building of hexagonal lattice with antiferromagnetic interaction and ground 
state ordering. The configuration of the whole system is given by first hexagon and 
it does not depend on the system size. 

17 



2.1.1 Frustrated systems 

Fig. 2.3: Building of corner sharing triangular lattice with antiferromagnetic inter­
action and ground state ordering. The degeneracy of the ground state configuration 
increases with the system size. When adding next triangle to the lattice there are 
always three energetically equal possibilities. 

The example of experimental realization of those two geometries is provided in 
Figure 2.4. It is visible that for hexagonal lattice (Fig. 2.4a) we see almost per­
fect magnetic ordering, whereas for triangular lattice (Fig. 2.4b) we see disordered 
system. 

Fig. 2.4: Arrays of antiferromagnetically coupled nanodisks with (a) hexagonal and 
(b) triangular geometry imaged by magnetic force microscopy at room tempera­
ture. Black and white contrast corresponds to magnetization of the disks (spin in-
-plane/out-of-plane), orange is neutral background. Adapted from [18]. 
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2.1.2 Water Ice 

2.1.2 Water Ice 

In previous subsection example of 2D geometrically frustrated system was provided 
and resulting properties were discussed. The same phenomenon may be observed in 
3D system. The canonical example (and historically first studied frustrated system) 
is solid phase of water - ordinary ice (hexagonal phase Ih to be precise). 

In this phase the oxygen atoms are located at the centre of corner sharing tetra-
hedra, also known as pyrochlore lattice. Each oxygen atom then have four neighbou­
ring oxygen atoms, each connected through intermediate hydrogen atom (Fig. 2.5a). 
The hydrogen atoms are not placed in the middle of link between two oxygen atoms, 
but rather closer to one of them [1]. Thus in total there is 16 possibilities how to 
arrange hydrogen atoms around oxygen atom (4 hydrogen atoms, 2 possible positi­
ons for each). The lowest energy state has 2 atoms in close position (covalent bond) 
and 2 in far position (hydrogen bond), this is often shown by displacement vectors 
pointing in (close position) and out (far position) - Fig.2.5a). There is 6 possible 
configurations that fulfil this condition two in/two out (also known as ice rules [3], 
thus the ground state is six times degenerate. The ice rules itself comes from the 
strong chemical binding energy of water molecule and therefore electrostatic inter­
action energy is not minimized. This leads to frustration of effective proton-proton 
interaction. 

Fig. 2.5: a) Water molecule arrangement in ice, oxygen (open circle) is placed in 
the centre of tetrahedra and is connected to 4 protons (filled circles). The arrows 
pointing in/out represents close/far position respectively, b) Six possible ground 
state configurations (two in/two out condition), given by different orientation of 
central molecule of water, a) adapted from [4] and b) from [20]. 

When connected into corner-sharing tetrahedron lattice the system behaves si­
milar to a triangular lattice presented in previous subsection. The ground state of 
such a system is again macroscopically degenerate (number of possible ground state 
configurations also grows faster than the system itself), which leads to disordered 
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2.1.3 Spin ice materials 

proton structure in water ice. The residual entropy of ice was famously calculated 
by Pauling [1] and later confirmed by calorimetric experiment conducted by Gia-
que [22]. 

2.1.3 Spin ice materials 

As suggested by the name, the spin ice materials are natural compounds that exhi­
bit properties similar to a water ice (most notably the residual entropy) [4]. Typical 
spin ice materials are rare earth pyrochlores such as Ho2Ti 207 or Dy 2Ti 20"7 [4,23], 
and their study was initiated in 1997 by Harris [14]. The magnetic ions of these 
compounds (Ho 3 + or D y 3 + ) are located at junctions of corner-sharing tetrahedron 
lattice (also called pyrochlore lattice) - see Fig. 2.6a. These ions carry magnetic 
moments that are, thanks to strong single ion anisotropy, aligned along the line con­
necting centres of two corner-sharing tetrahedra (Fig. 2.6b) and may be described 
as classical Ising like spins at low temperatures [23]. Magnetic moments thus may 
be seen as an analogy of the proton positions in water ice (Fig. 2.6c), as they point 
in/out from the centre of tetrahedron. 

Fig. 2.6: a) Pyrochlore lattice with magnetic ions (red spheres) placed at junctions of 
corner-sharing tetrahedra. b) Magnetic moments of these ions act as Ising spins and 
can point either inward or outward from the centre of tetrahedra. c) Analogy between 
structure of water ice (Ih phase) and pyrochlore oxides, the red and white spheres 
represents oxygen and hydrogen atoms, respectively. The arrows represent spins (for 
pyrochlores) and hydrogen positions (for water), a) and b) adapted from [20], c) 
adapted from [23]. 

Because of the topological similarity pyrochlores may be seen as magnetic equi­
valent of water ice. These materials are in fact frustrated, the ice rules (two in/two 
out) for ground state configuration are valid and they exhibit residual entropy -
measured by Ramirez [24] for Dy2Ti 2 07 in 1999. 
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2.2 Square lattice based models 

2.2 Square lattice based models 
In previous two subsections the structure of water ice and pyrochlore crystals were 
discussed. Naturally, both of these compounds are three-dimensional. One may ima­
gine that it is helpful to reduce the dimensionality of the problem to ease the solution. 
In fact, only 2D models similar to water ice were solved exactly [7-9], whereas the 
3D ice-type models are solved only for special states [13]. The 2D analogue of wa­
ter ice is possible to obtain by projecting the pyrochlore lattice onto a plane (Fig. 
2.7a). Each tetrahedron is projected into a square, creating chequerboard pattern 
(Fig. 2.7b). More importantly the spins are also projected and they are located at 
corners of projected squares (again pointing inward or outward of the square). Thus 
we obtain a square lattice with coordination number 4 (at each junction 4 spins are 
meeting), that mimics the properties of water ice (resp. pyrochlore crystals) as each 
spin have 2 possible orientation. The configuration of such a lattice is possible to 
describe by vertex model, which describes local configuration of spins for each grid 
point (Fig. 2.7c). 

Fig. 2.7: a) Projection of pyrochlore lattice onto a plane, projection is done alongside 
(100 direction), b) Projected 2D square lattice (also known as 2D pyrochlore lattice). 
Analogies with pyrochlore lattice (blue circles represent rare-earth ions, arrows re­
present magnetic moments) and water ice (red dots represent oxygen atoms, arrows 
represent hydrogen position) are illustrated, c) Vertex representation of b). a) adap­
ted from [25]. 

Even though the 2D square lattice have different dimensionality, it provides good 
approximation of its 3D counterpart and is exactly solvable [13]. 
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2.2.1 16 vertex model 

2.2.1 16 vertex model 

The most general vertex model based on a square lattice geometry (introduced in 
Fig. 2.7) is the 16 vertex model, which includes all possible configurations. Each 
vertex is characterized by 4 Ising like variables (represented by spins with 2 possible 
directions), thus we have 2 4 = 16 possible vertices (see Fig. 2.8), as the name of the 
model suggests. 

Vi I V3 I V5 I V7 I Vg J Un J «13 J «15 I 

~t t i I i t \ c 

V2 f ''1 J «6 J U 8 J UlO J «12 J «14 I «16 f 

~1 1 t t t I t P 
Fig. 2.8: A l l possible vertex configurations for square lattice geometry. 

A n energy may be assigned to each vertex V{. Thus total energy of a local 
magnetic microstate (such as 4 by 4 vertices in 2.7c) is a sum of energy of individual 
vertices: 

16 

#tot = y^^iUj, (2.1) 
i=l 

where rii is number of V{ vertices within the system. 
When one consider spin-reversal symmetry (e. g. V\ —> 1*2) and rotational in-

variance by | (e. g. v3 —> v5), it is possible to divide vertices into 4 categories -
vertex types (Fig. 2.9). In fact, this division is very meaningful as vertices of same 
vertex type are equal in energy. This may be shown by assigning coupling strength 
between nearest- (Ji) and second-nearest ( J 2 ) neighbours within an individual ver­
tex (see Fig. 2.10a,b). The energy of individual vertex is than given as a sum of all 
6 neighbouring interactions (with - sign for favourable and + sign for unfavourable 
alignment1, illustrated in Fig. 2.10c). Thus the energy levels of vertex types are: 

Ei = - 4 J i + 2J 2 , 

En — —2Ji + 2 Ji 

Em = —2J\ + 2Ji 

Ew = 4Ji + 2J 2 . 

It is reasonable to assume that coupling strength of nearest neighbours is stronger 
than of second-nearest (Ji > J 2 ) , thus the energy increase from Type I to Type IV. 

1Antiferromagnetic interaction between the spins is considered. 

2J 2 — — 2 J 2 ; 

J 2 + J 2 = 0, 
(2.2) 
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2.2.1 16 vertex model 

A charge q can be assigned to each vertex configuration Vi as: 

4 

Vi,j = l 

where a = +1 for spin pointing inwards and a — — 1 for spin pointing outwards of 
the vertex V{. Therefore type I and type II vertices have no charge (q — 0), type III 
vertices have charge q = ± 2 and type IV vertices have charge q = ± 4 (see Fig. 2.9). 

Type I Type II 
q = 0 

Type III 
g = - 2 

Type IV 
q = -4 

V2 V4 

''-'7 «13 

1 1 

«15 

"8 «10 

+2 

«T 2 - j - «14 

t t 

q = +4 

« 1 6 -

Fig. 2.9: 16 possible vertex configurations divided into 4 categories - vertex types. 
Each vertex configuration v,i have assigned charge q. 

a) b) c) 

Fig. 2.10: Favourable (a) and unfavourable (b) alignment of nearest (J i , solid line) 
and second-nearest neighbours ( J 2 , dashed line), c) A l l interactions within type II 
(1*3) vertex. 
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2.2.2 6 vertex model 

2.2.2 6 vertex model 

In the 6 vertex model (also known as ice-type model), only vertices that satisfy 
the ice rules [1,3] (two in/two out pointing spins) are considered. This condition is 
fulfilled by the type I (2 configurations, Vi^) and type II vertices (4 configurations, 
^3_6) . Therefore 6 different vertex configurations are allowed (see Fig. 2.11), as the 
name of the model suggests. Generally, each of the allowed configurations will have 

Type I Type II 

V5 J Vq j 

a b c 

Fig. 2.11: 6 vertex model possible configurations that satisfy the ice rule (two in/two 
out). According to the spin reversal symmetry (eg. v\ —> V2), the system may be 
described by 3 parameters (statistical weights) a, b, c. 

distinct energy e«. By tuning these energy values, three characteristic models may 
be reached (Slater-KDP model, Rys-F model and ice model) [13]. 

Rys-F model 

Rys (1963) [11] proposed that model of anti-ferroelectric may by obtained by ap­
propriate choice of energies: 

ei = e2 = 0, e3 = e4 = e5 = e6 > 0. (2.4) 

The ground state configuration of such a model consists of type I vertices (vi and 
V2), that alternates in horizontal and vertical direction. Therefore the configuration 
is anti-ferroelectric (resp. anti-ferromagnetic for magnetic system) - see Fig. 2.12a. 

Slater-KDP model 

Slater (1941) [10] suggested that ferroelectric low-energy configuration of K H 2 P 0 4 
(potassium dihydrogen phosphate - K D P ) could be obtained by choosing proper 
energies: 

e3 = e4 = 0, ei = e2 = e5 = e6 > 0. (2.5) 

The ground state configuration is than dominated either by V3 or vertices 
(spin-reversal symmetry). Thus creating ferroelectric ordering (resp. ferromagnetic 
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2.2.2 6 vertex model 

for magnetic system). Alternatively e$ = e$ = 0 instead of 63 = e± = 0 leads to the 
same behaviour. Both possible ground state configurations are illustrated in Fig. 
2.12b,c. 

Ice model 

When discussing the properties of water ice, we noted that there is six possible 
ground state configurations around each oxygen atom (i.e. vertex points) - see Fig. 
(2.5). Therefore in ice model energies of all 6 vertices are set to be equal (and zero): 

ei = e2 = e3 = e4 = e5 = e6 = 0. (2.6) 

The ground state configuration of such a model is disordered and exhibits residual 
entropy. Both type I and type II vertices are present and their ratio is given by 
number of possible configurations for each type (2:4 for type htype II, respectively). 

b) 

t i t 
IQtOI 
t O i Q t 
I t I 

Fig. 2.12: a) Ground state configuration of Rys-F model with anti-ferroelectric (resp. 
anti-ferromagnetic) ordering, only type I vertices (v\ and 1*2) are present. Polari­
zation (resp. magnetization) loops (represented by red colour) alternates in direction, 
thus neglects each other. If all the spins are reversed, vertices V\ and v2 switch pla­
ces, b), c) Ground state configurations of Slater-KDP model with ferroelectric (resp. 
ferromagnetic) ordering, only type II vertices are present (1*3 in b) and v$ in c)). To­
tal polarization (resp. magnetization) of the system is illustrated by the red arrow. 
By reversing all the spins we change the vertex configuration from V3 to v± (for 
b)) and from v5 to v6 (for c)), the total polarization (resp. magnetization) reverses 
accordingly. 
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2.2.2 6 vertex model 

Phase diagram of the 6 vertex model 

In previous subsection the 6 vertex model was described from energy point of view 
(energy 6j was assigned to given vertex Vi) [23]. Therefore it is possible to assign 
statistical weight to each vertex as Ui oc exp(—q) where 6j is energy of vertex Uj. 
Assuming spin-reversal symmetry only three weights (a, b, c) allow the description 
of the system [13] (see Fig. 2.11). Four different regions may be found in the phase 
diagram of a magnetic system on a square lattice (see Fig. 2.13 [23]: 

• Anti-ferromagnetic (AF) phase (F model): the energy of a-vertices is set 
to zero, energy of b- and c-vertices is set to be equal and positive, i.e. a > b = c 
(more generally a > b + c). 

• Ferromagnetic (FM) phase (KDP model): the energy of b- or c- vertices 
is set to zero, energy of all others is set to be equal and positive, i.e. b > a = c 
or c > a = b (more generally b > a + c or c > a + b). 

• Spin-liquid (SL) disordered phase (Ice model): the energy of all vertices is 
set to be equal (often zero), i.e. a = b = c (more generally a,b,c < \{a + b + c)). 

1 

F M y 

i 

1.5 — / — 

^ 1 S L 

0.5 

A F F M 

0 i i 
0 0.5 1 1.5 2 

b/a 

Fig. 2.13: The phase diagram of the 6 vertex model. A F , F M , SL stands for anti-ferro­
magnetic, ferromagnetic and spin-liquid phase, respectively, a, b, c are statistical 
weights associated with vertices according to 2.11. Adapted from [23]. 
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2.3 Artificial realizations of spin models 

2.3 Artificial realizations of spin models 

The development of micro- and nanofabrication methods opened new possibilities for 
studying geometrical frustration and related phenomena in form of artificial frustra­
ted magnetic systems. Main motivation for these systems were to mimic physics of 
water ice and spin ice materials, thus these systems are often referred to as artificial 
spin ice [16,17]. These 2D systems consist of interacting elongated nano-magnets, 
that are arranged into a lattice of targeted geometry. Because of the size and shape 
these magnets are single-domain, thus can be described by classical Ising spin. The­
refore these systems may be interpreted as spin models and can be described by 
models of statistical mechanics (e.g. vertex models, introduced for square lattice in 
section 2.2). 

Compared to natural spin ice materials (subsection 2.1.3), artificial systems pro­
vide several advantages. In subsection 2.1.1 we described how the frustration may 
arise from the system geometry. In case of artificial systems, the geometry may 
be designed and tuned at will through the fabrication processes. The experimental 
methods used to characterize artificial systems are often more convenient than me­
thods used to probe their natural counterparts. For example, artificial spin system 
can be studied by Magnetic Force Microscopy (MFM) at room temperature without 
applied external field. Contrary to that, for studying natural spin ice materials low 
temperatures (typically < 20 K) and external fields are often required (e.g. neutron 
diffraction on pyrochlore crystals). Moreover artificial systems can be characterized 
directly in real space, thus both local and global information about magnetic orde­
ring is available (in case of natural spin ice materials information is averaged over 
the bulk of the sample). 

As stated previously, artificial systems were firstly introduced to mimic the phy­
sics of spin ice materials (pyrochlore crystals). Therefore, studied geometries were 
deduced from the 3D pyrochlore latice - 2D square lattice [15] (projection of py­
rochlore lattice onto a plane, illustrated in Fig. 2.7) and 2D kagome lattice [26] ([111] 
planes of pyrochlore lattice). These initial studies inspired many research groups and 
various geometries were studied (reviews [16-18]). Here geometries (and their expe­
rimental realizations) based on 2D square lattice will be discussed, as this geometry 
is the main focus of this thesis. 

2.3.1 Square lattice 

This geometry is based on projection of 3D pyrochlore lattice onto a plane (see 
Fig. 2.7 for details). Figure 2.14 illustrates concept of artificial realization of square 
lattice spin system. Elongated oval-shaped single-domain magnets are centred on 
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2.3.1 Square lattice 

bonds of a square net. Therefore their magnetic moments act as an Ising-like spins 
and effectively creates 2D square spin system, that can be described by vertex models 
(2.2). This geometry was introduced and experimentally realized (see Fig. 2.15a,b) 
by Wang et al. [15] with hope to mimic the exotic low-energy physics of spin ice 
materials. 

Fig. 2.14: a) Spin system obtained by projection of 3D pyrochlore lattice onto a plane 
(from Fig.2.7), red marks indicates centres of vertex-vertex links, b) Elongated oval-
-shaped single-domain magnets are centred between vertex points, c) Artificial spin 
system modelled by square lattice geometry. 

. • 

+!+! 

+ 

1 jim 1 jim 

Fig. 2.15: a) Atomic force microscopy image of artificial square system, b) Related 
magnetic force microscopy image, type I (pink), II (blue) and III (green) vertices 
are highlighted. Both images adapted from [15]. c) Typical ground-state like confi­
guration of artificial square lattice, patches of type I vertices (blue and green) are 
separated by type II vertices (red) and type III vertices (dark green and magenta). 

Even though the frustration is present within the system - only 4 from 6 inter­
actions within each vertex are satisfied in best case scenario (type I vertices), it does 
not lead to macroscopically degenerate disordered ground-state configuration. This 
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behaviour is consequence of the fact that magnetostatic interactions are stronger 
for nearest neighbours (perpendicular, coupling strength J\) than for second-nea­
rest neighbours (collinear, coupling strength J 2 ) , described in Fig. 2.10. Therefore 
energy of type I vertices is smaller than for type II vertices, and the system orders 
towards an anti-ferromagnetic ground state [15,18] (similar to Rys-F model). Typi­
cal experimental ground-state like configuration (Fig. 2.15c) is dominated by type 
I vertices with type II vertices acting as domain walls (small number of type III 
vertices is incorporated into this domain walls). 

Although the system failed to provide experimental realization of spin-liquid 
phase, it was and is often used as benchmark to prove that protocol used to bring 
sample to its low-energy state was efficient (e.g. [20], also this thesis - in fact 
Fig.2.15c is configuration of such a calibration lattice). 

2.3.2 Z-shifted square lattice 

In the same year (2006) Moller and Mossner provide theoretical proposal [27] how 
to reach the spin-liquid phase predicted by the square ice model. The goal is to 
level-up the energy of type I and type II vertices (Ei = En), thus the vertex ground 
state would be six-time degenerate (as for water ice - Fig. 2.5b). From Eq. 2.2 we 
can deduce that to reach this condition the coupling strengths J\ and J 2 must be 
equal. The proposal is based on tuning the ratio of coupling strengths J 1 / J 2 by ver­
tically shifting one of the sublattices of square lattice (see Fig. 2.16a) by distance h. 
Such a vertical shift reduces coupling strength J\ (nearest neighbours, perpendicu­
lar magnets) while leaving coupling strength J2 (second-nearest neighbours, collinear 
magnets) untouched. 

Experimental realization of this proposal was provided by Perrin et al. [28] (more 
detailed in [20]) and was successful in capturing of disordered spin-liquid phase. By 
shifting the parameter h it is possible to probe different phases of the 6 vertex mo­
del (Fig. 2.13). When h = 0 nm, the geometry is equivalent to previously described 
square lattice, which can be again used as calibration lattice (experimental configu­
ration in Fig. 2.16b). 

At some critical height hc the degeneracy is reached (Ei = En), and all 6 vertex 
configurations (allowed by ice rules) are equally likely to occur (ideally the vertex 
populations would be 1/3 type I and 2/3 type II). This leads to macroscopically 
degenerate low-energy manifold that is disordered and is in fact realization of spin-
-liquid phase (Ice model). Fig. 2.16c shows the vertex configuration for vertical shift 
h — 80 nm (close to disordered phase, vertex populations are: 52 % (type I), 39 
% (type II) and 9 % (type III). The configuration itself may be described as small 
patches of type I diffused in background (bigger patches) of type II vertices. Most 
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significant characteristics of spin-liquid phase were observed for lattices with vertical 
shift h = 100 nm. 

a) b) c) 

Fig. 2.16: a) Schematics of z-shifted square lattice geometry, sublattice (blue) is 
vertically shifted by h. Resulting experimental low-energy configurations for (b) 
h — 0 nm (square lattice) and (c) h — 80 nm (z-shifted square lattice). Blue, red 
and green squares represents vertices of type I, II and III respectively. A l l figures 
adapted from [28]. 

2.4 Thesis objectives and strategy 

The main goal of this work is to provide experimental scan through different phases 
of square spin model (6 vertex model), that were introduced previously in subsection 
2.2.2. Previous experimental works, based on square lattice geometry and its modifi­
cations, provided evidence of different low-energy manifold configurations (magnetic 
phases): square lattice [15] ( A F M phase), z-shifted square lattice [20,28] ( A F M , SL 
phase), connected square lattice with holes [29] ( A F M , SL, FM/l ine phase) or square 
lattice with circular islands [30] ( A F M , SL, FM/l ine phase). 

In this work we introduce previously theoretically not proposed modification of 
square lattice, that could enable reaching different low-energy configurations deter­
mined by tuning of single parameter of the system geometry (similar to h in z-shifted 
square lattice). This modification may be seen as distortion, thus we named it dis­
torted square lattice (DSL). Such a system could provide several advantages over 
previously experimentally realized ones. Firstly, the system is effectively two-di­
mensional, which leads to easier fabrication and magnetic imaging (compared to 
z-shifted square lattice). The system can be fabricated both in thin (several nm) 
and thick (approx. 25 nm) variant of magnetic layer (unlike the square lattice with 
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circular islands, that require thin magnetic layer to work). The nature of the inter­
action is similar to a regular square lattice (unlike the connected square lattice with 
holes). 

The modification itself is shown in Fig. 2.17 and can be described by single ge­
ometrical parameter - angle a (see Fig. 2.17a). If a = 45°, the system is equivalent 
to regular square lattice. When increased above this value, the lattice starts to be 
modified (distorted), which leads to uneven distance between two pairs of collinear 
magnets for each vertex (base gap g\ for one pair and bigger gap g2 for second pair). 
As the modification is altered in both principal direction of the square lattice, it 
does not lead to rectangular lattice (also experimentally realized [31]), but to the 
distorted square lattice (Fig. 2.17c). 

Fig. 2.17: a) Artificial realization of DSL vertex by 4 magnets, basic geometrical 
parameters are illustrated: width w, length /, distortion angle a, base gap g\ and 
increased gap g2. b) Coupling strengths in DSL vertex configuration: J1 (perpen­
dicular pair), J2 (collinear pair with gap g\) and J2 (collinear pair with gap g2). c) 
DSL system of 4 by 4 vertices. 

Idea behind the modification is similar to a z-shifted square lattice. Again we 
aim to tune the ratio of coupling strengths between nearest (perpendicular, J x ) 
and second-nearest neighbours (collinear, J2). The distortion leads to two pairs of 
collinear magnets, that have distinct magnet to magnet distance (gap). Therefore 
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we must distinguish coupling strength J 2 (collinear magnets with base gap g\) and 
coupling strength J 2 ' (collinear magnets with increased gap #2), illustrated by Fig. 
2.17b. When a is further increased (above 45°) J\ is reduced, J 2 is constant and J 2 ' 
is reduced. Thus the ratio J i / ( J 2 + J 2 ' ) /2 is tunable and it is possible to find ac 

for which the ratio equals to 1 and the condition for spin-liquid phase is reached. 
The effect of the modification (distortion) can be summarized into following special 
cases leading to distinct low-energy configurations: 

• a = 45°, J i > ( J 2 + J 2 ' ) /2, ordered A F M phase (as for square lattice) 
• a = ac> 45°, J\ = ( J 2 + J 2 ' ) /2, disordered SL phase 
• a > ac, Ji < ( J 2 + J 2 ' ) /2, ordered FM/l ine phase 

As the proposed modification is "in-plane", lattices with various level of distortion 
can be fabricated next to each other on one sample (silicon chip), therefore all the 
lattices will have the same process history. This is much more convenient for scanning 
through the phase diagram than the z-shifted square lattice, where several samples 
are needed (one sample —> one height shift h). 

Similarly to the previous works [15,28], it is expected that the low-energy confi­
guration of the artificial system will not be perfect realization of the 6 vertex model 
(type I and II vertices only), therefore local charge defects (type III vertices) can 
be trapped within the system. In case of being trapped within the SL phase, these 
charges may be seen as magnetic monopoles (utilizing the dumbbell representation 
of magnetic moments) [32]. 

For the DSL new constraint regarding type III vertices emerges from the lattice 
geometry. When the lattice is distorted (a > 45°), vertices that have spins co-di-
rectionally aligned with the smaller gap g\ (see Fig. 2.18) are more likely to occur. 
In other words, net magnetic moment of type III vertex must be aligned with the 
smaller gap g\ (see Fig. 2.19b). Therefore it is possible to divide type III vertices, 
based on the lattice geometry, into two groups. Favourable vertices (F) that follow 
this rule (gi horizontal —> v$, vio, V13, vu) and unfavourable (NF) that does not 
follow the rule (vj, v8, i>n, t>i2). 

To summarize, the main aim of the thesis is to experimentally probe the phase 
diagram of the 6 vertex model utilizing the DSL geometry. There are three main 
objectives for this work: 1) reach to a SL phase, 2) observe and analyse trapped 
magnetic monopoles within the SL phase, 3) determine whether the geometry is 
suitable to test the theoretical proposal of spin fragmentation [33], that is linked 
with the monopole density. 
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Fig. 2.18: DSL geometry and consequence of the modification on type III vertices. 
For vertex with horizontal (resp. vertical) gap gi, vertices with horizontal (resp. 
vertical) co-directional spins are preferred. Darkgreen arrow represent net magnetic 
moment of each vertex. Blue (-2) and red (+2) dots visualize "magnetic charge" in 
the vertex center. 

Fig. 2.19: a) DSL system of 4 by 4 vertices, b) Visualization of the type III geometry 
constraint for this system. Blue (red) squares represents smaller (bigger) gap in 
horizontal direction, respectively. Green arrow represents preferred direction of net 
magnetic moment. 
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3 METHODS 
Main purpose of this chapter is to briefly describe methods used in this thesis. The 
motivation is twofold: 1) prove that the techniques are suitable for this work, 2) 
describe them separately so the chapter 4 can focus mostly on the results, thus be 
more compact and "lighter". 

3.1 Micromagnetic simulations 

Micromagnetic simulations are often used to benchmark ideas and obtain predicti­
ons how the system or its modification will behave. These simulations can be linked 
with experimental realizations through their inputs such as type of the material or 
geometrical parameters (shape, thickness). Two open acess software solutions for 
micromagnetic simulations (both based on finite difference discretization method) 
are available and widely used: O O M M F [34] (cited in almost 2700 publications, se­
veral studies related to the problematic [20,28,29,36]) and MuMax 3 [35] (cited by 
approx. 600 publications, several studies related to the problematic [21,29]). The 
advantage of the MuMax 3 software is that it is GPU-accelerated, thus it is much 
faster than C P U based O O M M F . 

In this work MuMax 3 was used to obtain qualitative estimate of how the energy 
levels (for ground state magnetization) of vertex types evolves with the system modi­
fication (distortion). The simulations were designed to mimic the fabricated samples 
as closely as possible, thus corresponding geometrical parameters and material con­
stants (for permalloy) were used. Magnetic layer thickness was on purpose set to 5 
nm (instead of 25 nm for fabricated lattices) to avoid vortex appearance in mag­
netization. Thus the simulations only provide qualitative estimate of energy levels 
(previously conducted simulations confirmed that layer thickness alone can not mo­
dify arrangement of the energy levels in square lattice [20]). 

To illustrate how the simulations were designed, the example of complete input 
code is provided in Appx A . l . Fig. 3.1 (produced by this input code) visualize how 
the simulations are conducted. Firstly, the initial geometry and its magnetization 
is defined (typical cell size of the simulation grid was 1x1x5 nm 3 , for the x, y, z 
respectively). In this case its vertex of DSL geometry (only 1/2 of each magnet is si­
mulated), w = 150 nm, / = 750 nm, a = 65°, g\ = 150 nm and initial magnetization 
is consistent with type II vertex configuration v% - see Fig. 3.1a. Only magnetization 
close to the outside edge (blue dashed region) is fixed, in other regions it is free to 
evolve. Initial magnetization in these regions is defined only in rectangular part of 
the magnet, rounded end is magnetized randomly. Than the energy of the system 
is minimized and resulting configuration is captured in Fig. 3.1b, it is clear that 
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magnetization at the rounded edges in the middle of vertex adjusts accordingly to 
its neighbours. MuMax 3 can also simulate magnetic force microscopy contrast of 
resulting configuration. Detail focused on the center of the vertex (purple dotted 
region in Fig. 3.1b) is shown in Fig. 3.1c. 

a) b) 

Fig. 3.1: a) Geometry and initial magnetization of type II vertex configuration (1*3 

illustrated in the inset). Green (up) and red (right) regions represents direction 
of magnetization. Blue dashed region indicates area with fixed magnetization (to 
mimic other half of the magnet), the rounded half-circles are magnetized randomly, 
b) Resulting ground state magnetization of same vertex, c) Simulated magnetic force 
image of central region of the vertex - dotted purple region from b). A l l three images 
are outputs of the code provided in Appx. A . l . 

Total energy of the simulated vertex configuration is also outputted and saved. 
A l l experimentally realized lattices (and all possible vertex types) were simulated 
and the resulting energy levels are presented in Sec. 4.3. 
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3.2 Sample fabrication 

3.2 Sample fabrication 
Conventional one-step lift-off process, utilizing electron beam lithography (EBL) 
and electron beam physical vapour deposition (EBPVD) was used for the sample 
fabrication. Individual steps of the fabrication process are illustrated in Fig. 3.2. 
Similar process was previously used for fabrication of artificial spin systems, for 
example [20,21,28,36]. 

d) e) f) 

Fig. 3.2: Sample fabrication process: a) suitable substrate is prepared (e.g Si), b) e-
-beam resist is spin-coated on top (e.g. P M M A ) , c) resist is exposed by E B L , d) resist 
(positive in this case) is developed, e) required material is deposited by E B P V D , f) 
excess material is lifted-off together with the remaining resist. 

Sample fabrication for this thesis was conducted by Y . Perrin at Institut N E E L 
(Nanofab facility) and C E A (only E B P V D ) , both in Grenoble. As the used expe­
rimental techniques are well-established (and thoroughly described in literature), 
following subsections are rather brief and aim to emphasize facts relevant to the 
quality of fabricated structures. S E M images of fabricated structures are provided 
in Sec. 4.2. Fabrication details are provided in Appx. B . l . 

3.2.1 Electron beam lithography 

E-beam lithography, combined with other fabrication techniques (such as material 
deposition, dry-etching etc.), is often used for pattering structures within the sub-
-micron resolution [37], in fact sub 10 nm resolution was reached [38,39]. 

The technique is based on interactions of electron beam with suitable material 
(e-beam resist). Electron beam modifies local properties of the resist layer, which 
leads to encoding of the latent image information (see Fig. 3.2c). To obtain the de­
sired structure, the resist must be developed. In case of positive electron resist (e.g. 
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P M M A ) , molecules in exposed areas are fragmented, therefore after application of 
developer dissolve faster than molecules in unexposed areas (see Fig. 3.2d). Thus 
positive resists are convenient for fabrication of low-dense structures (such as artifi­
cial spin systems, typically less than 20 % of the lattice region is covered), because 
of the lower exposure time. 

The quality of the fabrication depends on several factors determined by: e-beam 
writer/electron microscope itself (primary beam energy, beam spot size etc.), combi­
nation of resist/developer (contrast, resolution etc.), strategy of exposure (structure 
definition, exposure dose etc.) and scattering effects (proximity effect). The fabri­
cation of our artificial spin systems require relatively low-dense binary thin resist 
mask (see Fig. 3.2d) for following deposition and lift-off, thus scattering effects can 
be neglected. In our case the final quality of the structures is mostly determined 
by the profile of the mask (see Fig. 3.3), which is (for given combination of resist 
and developer) influenced primarily by the exposure dose. Too low dose can lead to 
missing structures or their parts, slightly lower dose sometimes causes "ears" (Fig. 
3.3f) and/or rougher edges. Correct dose leads to ideal profile of resulting structure 
(sometimes slightly higher dose is used, to prevent "ears"effect). Too high dose can 
result in lowering the resist thickness, which could affect the lift-off efficiency (com­
monly used ratio between resist thickness h and deposited material thickness t is 
3:1, at least). Therefore it is common practice to sweep the dose by small step (i.e. 
dose sets of lattices are fabricated), to increase probability of successful fabrication 
(also used in this thesis). 

| substrate (Si) Q resist (PMMA) ^ \ deposited material (NiFe) 

a) b) c) d) 

Fig. 3.3: Influence of the dose on the resist profile: a) low dose - undeveloped profile, 
b) slightly lower dose - moderately underdeveloped profile, c) correct dose - ideal 
profile d) slightly higher dose - moderately overdeveloped profile. Corresponding 
resulting structures after lift-off: e) no structure, f) structure have "ears", g), h) 
ideal structure. 
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3.2.2 Electron beam physical vapour deposition 

Evaporat ion based techniques are often used within the lift-off process, as they pro­

mise somewhat directional deposition because of the high vacuum of the chamber. 

This effectively reduces the side-wall deposition and usually leads to better results 

than other techniques (sputtering for example). Different mechanisms of providing 

the energy to heat/melt the material are used, most commonly direct thermal hea­

t ing or electron beam. 

In this work Electron beam physical vapour deposition [40] ( E B P V D ) was used. 

High-energy electron beam is focused on material to be evaporated/deposited, which 

is placed in the crucible within the vacuum chamber (see F ig . 3.4). The evaporated 

material then condense on the substrate/sample resulting in formation of deposi­

ted layer. To control the deposition rate (resp. layer thickness), E B P V D system is 

equipped wi th Quartz crystal micro-balance monitor which uses frequency response 

of a quartz crystal to estimate the amount of deposited material [41]. 

substrate holder 

heater eb-gun 

evaporator eb-gun 

vacuum chamber 

substrate 

heater eb-gun 

evaporator eb-gun 

vapor flow 

water cooled crucible evaporated material 

Fig . 3.4: Scheme of electron beam evaporator, adapted from [42]. 

3.2.3 Lift-off 

In order to remove resist mask and excessive deposited material the sample is sub­

merged into a solvent (compatible wi th used resist). Some solvents can be heated to 

improve diffusion and dissolving of the resist. To assist separation of excessive depo­

sited material and to prevent its redeposition, the sample is placed face-down into a 

hour-glass. Next step is to apply short ultrasonic bath treatment, that further im­

prove the separation of residual material. Than the sample is rinced in IPA in order 

to remove remains of lift-off solvent. Final ly, the sample is dried using nitrogen. 
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3.3 Sample demagnetization 
To recover low-energy magnetic configuration of artificial spin system, the sample 
must be demagnetized. There are two distinct approaches for the demagnetization 
protocols: field [43-46] and thermal [47,48]. When designing the artificial spin sys­
tems, one must keep in mind what type of demagnetization process is available 
(and will be used), as the system properties must be adapted (thickness, material 
etc.) [18]. For our experiment we have chosen the field demagnetization protocol 
which experimental apparatus is available at Institut N E E L and was previously 
used in several works [20,28,29,36]. Therefore the artificial spin systems were de­
signed to be athermal (t = 25 nm). 

In case of field demagnetization protocol, the sample is mounted on a rotating 
holder, that is placed within the field area. The sample is positioned in a way, that 
the applied external magnetic field is in-plane (with the nanomagnets). Usually, ac 
demagnetization field (sinusoidal shape) modulated by linear decreasing function is 
used (see Fig. 3.5). The initial field (Bmax) is set up well above the coercive field 
of the system elements (magnets). Therefore, until the time t\ is reached all the 
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Bo 

Fig. 3.5: Scheme of ac field demagnetization protocol, the effective zone is illustrated 
by the green line. 

magnets are flipping to align with the external field and no demagnetization is con­
ducted. When the time t\ is reached the applied field is no longer strong enough to 
force all magnets to align with the field and only spin-flips that leads to lowering 
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the total energy of the system are performed. After the time £2 is reached the ex­
ternal field is too low to reverse any magnet and the final configuration is reached. 
Nice demonstration of field demagnetization process is provided in Supplementary 
information of Perrin et. al. [28], in form of video. 

The efficiency of the demagnetization process is mostly determined by the len­
gth of effective zone (from t\ to £2)- Generally, longer effective zone leads to better 
demagnetized samples (closer to the low-temperature configuration), but the de­
magnetization dynamics prevents reaching of perfect ground-state configuration (in 
most artificial systems). Thus increasing the length of demagnetization process will 
not lead to a better demagnetized samples after some limit is reached. 

The photo of the experimental apparatus used in this work is provided in Fig. 3.6. 
In the experiment only the length/duration of demagnetization process was changed 
(reduced from 148 h to 72 h). The other parameters (initial field size, frequency of the 
ac field and R P M of the holder) were always set to the same values: - B m a x = 100 mT, 
/field = 250 mHz, /holder = 1200 R P M . Therefore the sample rotation (frequency) is 
much faster than the field alternation. To check that the initial value of magnetic 
field (-Bmax) is sufficient, the regular square lattice was saturated in (11) direction 
by this field, which lead to perfect alignment of all magnets (Fig. 3.8a), thus the 
initial field is strong enough. 

Fig. 3.6: Experimental apparatus for demagnetization protocol. The sample is atta­
ched to the end of the rotating plastic rod, which is placed within the field area. 

To determine whether the demagnetization process was efficient, regular square 
lattice may be used. If the captured magnetic configuration is close to expected 
ground-state (only type I vertices), the demagnetization protocol may be considered 
effective. Example of M F M images of saturated (as when demagnetization protocol 
starts, Fig. 3.8a) and demagnetized (Fig. 3.8b) regular square lattice is provided. 
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3.4 Magnetic imaging 

3.4 Magnetic imaging 

Several magnetic imaging techniques can be used to characterize magnetic configu­
ration of artificial spin system directly in real space, e.g Magnetic force microscopy 
(MFM), Photoelectron emission microscopy (PEEM) or Lorentz transmission electron 
microscopy (LTEM) [17]. Based on magnetic imaging technique to be used in ex­
periment, the design of artificial spin systems should be optimized/adapted, similar 
as with demagnetization protocol. In our experiment we choose M F M , as the tech­
nique is available (and well developed) at Institut N E E L and was sucesfuly used 
in previous works [20,28,29,36]. The thickness of fabricated magnets (t = 25 nm) 
should be enough to provide sufficient magnetic contrast, when imaged by the M F M 
technique. 

3.4.1 Magnetic force microscopy 

Magnetic force microscopy (MFM) is a magnetic imaging technique derived from the 
atomic force microscopy (AFM). Both techniques belongs to the family of scanning 
probe microscopy techniques. As the name suggests, the main idea behind these 
techniques is to characterize properties of the sample by scanning some probe over 
the sample. The information itself is then deduced from the interaction between the 
probe and the sample. As both techniques ( A F M - 1986 [49], M F M - 1987 [50]) were 
introduced more than 30 years ago, they are nowadays well-established and described 
in the literature (e.g. educational S P M manual [51], M F M review paper mentioning 
artificial spin systems [52]). Therefore only brief description of the techniques (and 
their application for measurement of artificial spin systems) is provided. 

M F M enables measurement of interaction between the probe (with magnetic 
coating) and stray field emerging from the sample. From the stray field it is possible 
to deduce the distribution of magnetization within the sample. To separate the 
magnetic component of the force interaction (tip-sample) the two-pass oscillatory 
method is used (see Fig. 3.7). The first pass (Fig. 3.7a) utilizes the tapping mode (tip 
is oscillated at a frequency close to the resonance) and the sample topography (Fig. 
3.7c) is recorded. Therefore the first pass is equivalent to an A F M scan. During the 
second pass (Fig. 3.7b) the tip shadows the topography of the sample (recorded in the 
first pass) with constant height offset h (set by operator), therefore the tip-surface 
distance is constant and the tip-sample interaction is dominated by magnetic force. 
As the tip/cantilever is also oscillated during the second pass, the M F M image is 
obtained by recording the changes of the amplitude or the phase. If the tip is repelled 
(resp. attracted) by the sample the phase shift is positive (resp. negative) [51], this 
is illustrated by the Fig. 3.7b,d). 
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3.4.2 Measurement details 

a) first pass b) second pass 

c) topography d) magnetic contrast 

O • • O 

Fig. 3.7: a) Illustration of first pass, which records the topography. Blue dashed line 
represents trajectory of the tip. b) Illustration of the second pass, which records the 
magnetic information. The tip with magnetic coating (arrow represent its moment) 
follows the trajectory recorded in (a) with height shift h, trajectory is represented 
by magenta dashed line. Based on magnetization of the elements (black arrows), 
the tip is either attracted (blue arrow) or repelled (red arrow), c) Visualisation of 
ideal topography scan of two magnets, d) Visualisation of ideal magnetic contrast 
image obtained for two magnets, magnetization consistent with (b). Gwyddion [53] 
color scale is mimicked: white (resp. black) represents positive (resp. negative) phase 
shift, orange represents no phase shift (background, non-magnetic). 

3.4.2 Measurement details 

The magnetic imaging was conducted at Institut N E E L ( A F M - S T M platform) uti­
lizing NT-MDT Ntegra microscope. In-house prepared magnetic tips with thickness 
of magnetic coating (CoCr alloy) ranging from 30 to 75 nm were used as probes. 
M F M two-pass oscillatory method (described above) was used. Typical lift height h 
of second pass was 50 - 100 nm. 

As the purpose of the magnetic imaging in this work is to resolve the spin configu­
ration of the system, the scanning parameters were optimized to obtain recognizable 
image within the shortest possible time (approx. 20 min per lattice). Typical values 
of scanning parameters (tuned based on the lattice size) are provided below: 

• Scan size: 25x25 - 38x38 um 
• Data points (resp. number of lines): 512 - 800 
• Scanning frequency: 0.4 - 0.5 Hz 

The lattices were always oriented the same way and the same scanning pattern 
(horizontal: left to right, vertical: top to bottom) was used. Example of topography 
and magnetic images acquired by the two-pass M F M is provided in Fig. 3.8. 
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3.4.2 Measurement details 
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(c) A F M , overall topography image (d) SEM, overall image 

Fig. 3.8: S E M and A F M / M F M images of fabricated regular square lattice: a = 45°, 
<7i = 300 nm, dose 5, demag 148 h (1). 

Above presented Fig. 3.8 illustrates several facts. Firstly, the subfig. a) verifies 
that the initial field of demagnetization protocol is strong enough, the image was 
obtained by saturating the sample in (11) direction in the experimental apparatus 
for demagnetization process. As the demagnetization process starts with this field 
the subfig. a) may be seen as magnetic configuration at the start of the process. The 
subfig. b) shows the magnetic image after the demagnetization process, thus we can 
directly compare before/after images. Also subfig. a), b) reveal that all magnets are 
single-domain. Subfig. c) shows that even topography recorded by "speed-optimi­
zed" A F M scan (approx. 3 - 4 data points per magnet width) captures the lattice 
geometry somewhat authentically (except the magnet height which is overstated). 
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3.5 Analysis of measured data 

3.5 Analysis of measured data 

Y. Perrin developed toolkit (Perrin toolkit) for analysis of artificial spin systems 
based on square lattice geometry, when working on z-shifted square lattice during 
his doctoral studies [20]. This toolkit requires spin-configuration as an input. It is 
possible to evaluate the lattice manually (from the M F M image), but it is rather 
time-consuming as each individual spin must be resolved (typical lattice used in this 
work has 840 spins and manual evaluation takes approx. 90 min). Therefore I de­
veloped semi-automatic evaluation M A T L A B script that enables extraction of spin 
(resp. vertex) configuration in more friendly manner and in shorter time (approx. 20 
min per lattice). The script is accompanied by another analysis toolkit, that provi­
des additional information (Brunn toolkit). How the codes work together (and their 
inputs/outputs) is illustrated in Fig. 3.9. 

M F M image 

Gwyddion pre-treatment 

MATLAB evaluation script 

! Vertex matrix 

Brunn toolkit 

Vertex populations 

Vertex map! 

Vertex and spin map! . i 

Vertex map overlays; 

F / N F type III vertices; 

; Spin configuration; 

Perrin toolkit 

Vertex populations 

Vertex map! 

Vertex and spin map! 
. i 
Charge map; 

Moment map; 
1 

Magnetic structure factor; 

Fig. 3.9: Diagram of analysis steps. Blue (resp. red) frames represent code develo­
ped by author (resp. Y . Perrin), dashed frames represent outputs. Double-arrows 
represent outputs used in this work, blue (resp. red) arrows represent unique output 
for given toolkit. 

Important steps of analysis and key outputs are described in following subsecti­
ons. Other (mostly derived) outputs are presented in Chap. 4 with intuitive descrip­
tion/introduction. 
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3.5.1 Pre-treatment 

3.5.1 Pre-treatment 

Pre-treatment of measured M F M images is conducted in open source S P M data 
visualisation and analysis software Gwyddion [53]. The main goal of this step is to 
obtain image of magnetic contrast, that is later used as input for evaluation script. 
As we are not interested in quantitative analysis of the image, any operation that 
leads to higher contrast/better image quality can be used. Typical data operations 
were: level data by mean plane, align rows (either matching or median method), 
rotation and distortion correction, cropping and manually setting the color range 
(to optimize contrast). 

3.5.2 Configuration extraction 

To speed-up and facilitate evaluation/extraction of spin configuration from magne­
tic image the M A T L A B evaluation script was created. Unlike the Image automatic 
analysis software (IAAS) created by V. Schanilec [21] for kagome geometry (3 mag­
nets are meeting at vertex point, 8 possible vertex configurations), my evaluation 
script requires manual evaluation of vertices. But as the evaluation is assisted by 
the code, it is much easier and faster than evaluate the configuration manually. The 
script assisted evaluation can be break-down to individual steps: 

1. M F M image import - User selects pre-treated M F M bitmap image. 
2. Marking lines/rows of M F M image - User marks all 4 lattice borders and 

first row and column (see Fig. 3.10a), than the vertex grid (how the image will 
be cropped) is shown (see Fig. 3.10b). 

3. Evaluation of borders - Based on previous step, the lattice borders are 
extracted and user is asked to evaluate them (b key for black dot, v key for 
white dot). 

4. Evaluation of vertices - Based on second step, the image is cropped to 
individual vertex images and 3x3 vertex images. User is asked to evaluate 
each individual vertex by pressing corresponding key (see Fig. 3.10c). The 3x3 
vertex image shows neighbouring vertices, thus assist the decision. If some 
vertex is not recognizable, user press x key. 

5. Vertex and spin map check - To provide user with direct feedback, the 
vertex and spin map is plotted (see Fig. 3.10d). The main purpose of this 
step is to check that there are no mistakes in evaluation of vertices. As each 
spin is defined from two neighbouring vertices, three outcomes are possible: 
agreement (spin is plotted either blue or red), conflict (spin is not plotted) or 
spin is defined only by 1 vertex as the other is not recognizable (spin is plotted 
green). The user than manually corrects undefined spins. 
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3.5.2 Configuration extraction 

6. Export of vertex matrix, spin configuration - Next step is to export 
vertex matrix and spin configuration, both to archive and to use for next 
procedures. These outputs are exported to a .txt file. 

7. Final output generation - Final step is to generate desired outputs, typi­
cally the basic range of outputs includes: vertex populations (.txt), vertex and 
spin map (image), calculated magnetic structure factor (image). The direct 
outputs (included in Brunn toolkit) are created/saved immediately, indirect 
outputs (processed by Perrin toolkit) can be automatically generated by run­
ning batch file, that triggers required scripts. 

(a) User marked borders and first row/column 
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Fig. 3.10: Illustration of main steps of M A T L A B evaluation script for regular square 
lattice: a = 45°, g\ = 300nm, dose 5, demag 148 h (1). 
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3.5.2 Configuration extraction 

It is worth to discuss more closely Fig. 3.10c,d to ensure that the transition from 
M F M image to vertex (resp. spin) configuration is described properly. Each vertex 
is defined by 4 circles (poles) that can be either black or white. The spin for each 
magnet is assigned (consistent with Fig. 3.7b,d) as arrow pointing from white pole to 
black pole, therefore we can use either arrow or pole representation (both illustrated 
in Fig. 3.11 for various vertex types). 

n=i>2 k=1>6 W=1>7 W=1>g 0=1>i5 

t t I t t 
O O • O O 

* - o « - o o - * — - « - o 
0 • o • o 

1 t I t 1 
Fig. 3.11: Equivalence of dot representation (that mimics M F M contrast) and arrow 
representation (introduced in Fig. 2.8) for different vertices. 

When plotting the vertex map in subfig. d) each vertex is represented by colou­
red square (colours are illustrated in subfig. c) by the frames): type I vertices are 
blue, type II are red, type III g = —2/g = +2 are darkgreen/magenta, and type 
IV are yellow. Spins are plotted on top of the vertex map to provide additional in­
formation, blue (resp. red) spins corresponds to spins oriented along (resp. against) 
x, y direction. 

To summarize, the M A T L A B evaluation script provides faster configuration ex­
traction than the manual analysis. It is also almost "mistake-proof as each direction 
of each spin is derived from both ends (thus two times). Another benefit is that con­
secutive analysis procedures/scripts can be started automatically, when the spin 
configuration is extracted. Experienced user can therefore analyse one lattice (20 x 
20 vertices) in approx. 20 minutes. The evaluation could be speeded up even more, 
if only each second vertex (chequerboard pattern) would be evaluated. We would 
lost the double information about each spin, but the process could be shortened to 
almost half the time. 

Naturally, one may recommend to automatize the evaluation process via image 
recognition techniques. In fact, the artificial spin systems are very good candidate as 
each spin can point only in two directions (up/down, resp. left/right), thus can be 
effectively described by Ising like variable. Same statement is valid for elementary 
objects of interest in M F M contrast, either white or black pole is present. As more 
than 60 000 different individual vertex images were manually characterized in this 
work, I would be tempted to try to use them as learning/validation set for some 
automatic algorithm in the future. 
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3.5.3 Vertex and spin mapping 

3.5.3 Vertex and spin mapping 

In Fig. 3.10d vertex and spin map generated by the Brunn toolkit was presented. It 
is also possible to obtain similar output when Perrin toolkit is used. Comparison of 
these outputs is provided in Fig. 3.12. 
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Fig. 3.12: Comparison of vertex and spin mapping for regular square lattice: a = 45°, 
<7i = 300nm, dose 5, demag 148 h (1). 

Main difference between these two outputs is that map generated by Perrin 
toolkit distinguishes separated type I patches by two colours - lightblue and light-
green, because of this functionality (and slightly better visual appearance) all the 
configuration mapping will be done by Perrin toolkit, when possible. 

3.5.4 Magnetic structure factor 

The magnetic structure factor (MSF) is a convenient tool to characterize the spin 
configuration of an artificial spin system, and is often used - e.g. [21,28-30]. MSF is 
numerically calculated as a Fourier transform of pairwise spin correlations (derived 
from the measured spin configuration) [18]. The output of this operation provides 
magnetic diffraction pattern (as in neutron diffraction experiments), which nicely 
visualize order/disorder of the system [18]. 

As in this work MSF is calculated by Perrin toolkit, only resulting magnetic 
diffraction pattern and their properties are discussed bellow. Thorough description 
of how the MSF is calculated is provided in Y . Perrin's Ph.D. thesis [20], less com­
prehensive in Methods of this paper [28]. Nice example of how the MSF is "vertex 
type distribution sensitive" is provided in this review [18]. 
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3.5.4 Magnetic structure factor 

Fig.3.13 illustrates typical magnetic diffraction patterns obtained for different 
magnetic configurations of square spin system (20x20 vertices). 
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Fig. 3.13: Magnetic configurations of square spin system: a) Ideal A F M ground-state 
configuration (only type I), b) Example of spin-liquid like configuration (mixture of 
type I and II), c) Ideal line configuration (only type II). For a) and c) associated 
magnetic structure factors (MSF) are provided in d) and f), respectively. Both MSF 
reveal clear magnetic Bragg peaks, e) Illustrates ideal MSF of spin-liquid phase, 
taken from [20], the MSF reveals characteristic diffused but structured background. 

If the magnetic configuration is ordered, the magnetic structure factor consist of 
strong Bragg peaks. Fig. 3.13 shows perfectly ordered A F M phase and line phase, 
therefore the Bragg peaks in associated MSF have strong intensity. If there are 
some imperfections, the intensity of these peaks start to be blurred (and loose on 
intensity). 

Subfig. e) shows ideal magnetic structure factor obtained by averaging many 
SL simulated configurations. In this case no Bragg peaks are present and the MSF 
consist of characteristically structured diffused background of disordered liquid-like 
phase. If there is some order left, we may see less even distribution of intensity and 
more intense peak can emerge. 
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4 Distorted square lattice 

4 DISTORTED SQUARE LATTICE 

4.1 Sample overview 
To experimentally probe the properties of DSL spin system, following lattices were 
designed, fabricated and studied. Two sets, each of 7 lattices, were fabricated for 
basic gap gi = 300 nm and g\ = 150 nm. Within each set, lattices differ by angle a 

(see Tab. 4.1), therefore first lattice is regular square lattice (a = 45°) and others 
have various level of distortion. Other geometrical parameters were same for both 
sets: L = 750 nm, w = 150 nm, t = 25 nm NiFe + 3nm A l . Geometrical parameters 
are illustrated in Fig. 4.1a. Typical size of the system for each lattice was 20 by 20 
vertices (Fig. 4.1b shows system of 4 by 4 vertices). 

Tab. 4.1: Overview of parameters for two sets of DSL systems. 

«[°] 9i [nm] 92 [nm] 92/91 [] «[°] 9i [nm] 92 [nm] 92/91 [] 

45 300 300 1.00 45 150 150 1.00 
50 300 358 1.19 50 150 179 1.19 
55 300 428 1.43 55 150 214 1.43 
60 300 520 1.73 60 150 260 1.73 
65 300 643 2.14 65 150 322 2.14 
70 300 824 2.75 70 150 412 2.75 
75 300 1120 3.73 75 150 560 3.73 

Fig. 4.1: a) Geometrical parameters of DSL geometry, b) DSL system of 4 by 4 
vertices. 
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4.2 Results of fabrication 

4.2 Results of fabrication 

In previous section we described the range of studied lattices (2 sets, 7 lattices 
each). Let's call these 14 lattices geometry package. During the E B L this package 
was patterned 5 times with varying exposure dose (from 240 uC/cm 2 to 320 uC/cm 2 , 
with step of 20uC/cm 2 ) . For the ease of description we will refer to them as dose 
1 (dl , lowest) to dose 5 (d5, highest). Therefore each lattice on the sample can be 
precisely described by three parameters: gi, a and dose. 

First step to determine quality of the fabrication is to verify, that all elements 
of pattern were transferred onto the sample. This condition is met by all d4 and d5 
lattices. In case of d3, based on lattice density some magnets are missing. Therefore 
we will mainly focus on d4 and d5 lattices, which provide us with 28 lattices in 
total (all with system size at least 20x20 vertices). S E M images of d5, g\ = 300nm 
lattices are provided in Fig. 4.2. 
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Fig. 4.2: S E M images of fabricated lattices: g\ = 300 nm, dose 5. 
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4.3 Results of micromagnetic simulations 

Next step of assessing the quality of the fabrication is to determine how well 
are the elements (magnets) patterned. It is expected that this will be also dose 
dependant. In our sample the best patterning quality is achieved for highest dose 
(d5), therefore d5 lattices will be our first choice. In fact, the pattering quality 
influence the properties of the system rather significantly and will be discussed in 
detail later (Ssec. 4.4.6). 

4.3 Results of micromagnetic simulations 

As the simulations were conducted after the fabrication, the main goal was to mimic 
the fabricated geometry. Also the simulations were conducted for lower thickness of 
the magnetic layer (£ s i m = 5 nm, t e x p = 25 nm,), so we must perceive them as qualita­
tive estimate only. Details on designing the micromagentic simulations are provided 
in 3.1. 

Fig. 4.3 shows results of the simulations for lattices with gap g\ = 300 nm. Total 
energy of each vertex (sum of magnetostatic and exchange energy) is normalized to 
the energy of non-distorted type I vertex {§2/91 = 1, tan(a) = gijgx)-

Type I 
Type II 
Type III F 
Type III NF 
Type IV 

g2/gl 

Fig. 4.3: The total normalized energy of vertex types with respect to the distortion 
of the lattice, g\ = 300 nm. 

Closer look at Fig. 4.3 reveals how the distortion modifies the energy levels of the 
vertex types. For the first lattice - regular (non-distorted) square lattice (#2/Qi = 1), 

we recognize 4 distinct energy levels as described by 16 vertex model (Ssec. 2.2.1, 
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4.3 Results of micromagnetic simulations 

Eq. 2.2), as expected the energy increase from type I to type IV. Type III F (resp. 
NF) stands for favourable (resp. unfavourable) alignment of net vertex moment with 
respect to the geometry (see Fig. 2.18). In case of regular square lattice we expect 
them to be equal in energy, which corresponds with the result of the simulation. 

With increasing distortion the energy gap between type I and type II is reduced 
to a point where they intersect. Here we expect the true degeneracy of 6 vertex mo­
del which should lead to the disordered SL phase (magenta dashed lines represents 
area of interest for SL phase, between 5th and 6th lattice). We also see that with 
increasing distortion the energy level of type III splits as expected (thus F configu­
ration is lower in energy than NF). To estimate further influence of distortion one 
more lattice (right to dashed lightblue line, 8th data point) with maximum distor­
tion allowed by the size of simulation world was added. We see that energy of type I 
further increase and in a "big-distortion"limit we can expect that the configuration 
will be dominated by type II and type III F vertices. The energy of type IV decrease 
but still remains the highest within the system. 

Similar trends can be observed for the lattice with gap g\ = 150 nm (see Fig. 
4.4). The intersection of type I and type II energy is slightly displaced towards more 
distorted lattice (represented by the magenta dashed line), therefore we can expect 
the SL phase for the 6th lattice. The "high-distortion"limit (behind dashed lightblue 
line, 8th data point) also show similar behaviour. 

g2/gl 

Fig. 4.4: The total normalized energy of vertex types with respect to the distortion 
of the lattice, g\ = 150 nm. 

When comparing the simulated energy levels of regular square lattice for gi = 
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4.4 Probing the phase diagram of DSL system 

300 nm and g\ = 150 nm, it is visible that for smaller gap the energy levels are more 
distant (e.g. energy difference between type I and type II). Therefore it would be 
reasonable to expect that with smaller gap, we should achieve more ordered ground-
-state like configuration (only type I). Later we will show, that it is in fact quite the 
opposite (see Ssec. 4.4.7). 

To conclude, the micromagnetic simulations support the proposed idea, that with 
various distortion we modify the energy levels of vertex types. Most notably, with 
proper critical distortion we should be able to reach the true degeneracy of the 6 
vertex model (i.e. ice model) and observe disordered SL phase. 

4.4 Probing the phase diagram of DSL system 

In previous section we have provided qualitative estimate of how the distortion 
affects the energy levels of the 16 vertex model, therefore it also influences the 
low-energy magnetic configuration of the system. To bring the lattices into their 
low-energy states we used field demagnetization protocol (details provided in Sec. 
3.3). After that the lattices were imaged by magnetic force microscopy (see Sec. 3.4) 
and their spin configurations extracted and analysed (see Sec. 3.5). This process 
(demag —> mfm —> analysis) was repeated several times. As all the lattices are on 
the same chip, we can be sure, that the demagnetization (field) history is same for 
all of them. Therefore we can compare their magnetic configurations directly and 
observe influence of the distortion. For sake of completeness we provide overview 
of which sets of lattices (dose 5, gi = 300 nm is referred to as d5g300 etc.) were 
measured after which demagnetization protocol. After first two demagnetization 
protocols, 148 h (1) and 72 h (2), it was determined that 72 h long demagnetization 
protocol is sufficient enough (as they perform similarly - see Fig. 4.5a,b). 

Tab. 4.2: Overview of demagnetization protocols and following measurements of 
lattice sets. 

demag protocol d5g300 d4g300 d5gl50 d4 gl50 d3g300 d3gl50 
148 h (1) V V V V 
72 h (2) V V V V 
72 h (3) V V 
72 h (4) V V V V V V 
72 h (5) V V V V V V 

set measured 5x 5x 4x 4x 2x 2x 
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4.4.1 Demagnetization efficiency assessment 

4.4.1 Demagnetization efficiency assessment 

Firstly, we need to determine whether the demagnetization process was efficient 
in minimizing the system energy. To determine the quality of demagnetization the 
regular square lattice (d5g300) will be used as reference lattice. We expect ground-
-state like A F M configuration dominated by type I vertices. The resulting reference 
lattice configurations for all 5 demagnetization protocols are provided in Fig. 4.5. 
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Fig. 4.5: Comparison of magnetic configurations measured on reference lattice (a = 
45 °, <7i = 300 nm, dose 5) after each demagnetization protocol. 

As the resulting configurations are rather consistent we can consider all de­
magnetization protocols equivalent. To proof this claim we state that on average 
the vertex populations for the reference lattice are: 74.95±0.61 %, 20.25±0.63 %, 
4.80±0.58 %, 0 % for type I, II, III, IV vertices, respectively. The population of type 
I vertices is comparable with field demagnetized regular square lattices from previ­
ous works [15,20,46]. Thus we consider demagnetization protocols to be efficient in 
bringing the system lattices close to low-energy manifolds. 
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4.4.2 Captured configurations and vertex populations 

4.4.2 Captured configurations and vertex populations 

For reasons that will be described and discussed later, we will now focus on d5g300 
lattice set. The effect of distortion can be directly illustrated by comparing measured 
magnetic configurations of lattices belonging to this set (see Fig. 4.6). We can see 
(except for the second image), that the number of type I vertices slowly reduces and 
the number of type II and type III vertices gradually increase with the distortion of 
the lattice. 

Fig. 4.6: Magnetic configurations of d5g300 lattice set measured after 72 h demag­
netization (2), selected corresponding magnetic structure factors are in Fig. 4.8 
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4.4.2 Captured configurations and vertex populations 

Fig. 4.7 shows how the vertex populations (averaged over 5 demagnetizations) 
evolve with the distortion of the lattice. 

1,0 1 1 1 1 1 1 1 1 1 1 1 1 

Type I 
Type II 

1,0 1,5 2.0 2,5 3,0 3,5 4,0 

g2/gl 
(a) Vertex populations 

1,0 - i — i 1 1 1 1 1 1 1 1 1 r 

0,0 i 1 1 1 1 1 1 1 1 1 1 1 

1,0 1.5 2,0 2.5 3.0 3.5 4,0 

g2/gl 
(b) Type III F / N F populations 

Fig. 4.7: Vertex populations (a) and relative type III populations (b) for d5g300 
lattice set averaged over 5 demagnetization protocols (resp. configurations obtaine­
d/measured after the demagnetization). Error bars represents standard error, the 
marking is consistent with the simulation results. 

Fig. 4.7 shows remarkable consistency when compared with the simulation results 
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4.4.2 Captured configurations and vertex populations 

(see Fig. 4.3) and illustrates expected consequences of distortion (modification of 
energy levels of type I and type II, and split of type III vertices - favourable and non-
-favourable alignment). Based on vertex populations (resp. magnetic configurations) 
we can estimate what magnetic phases were captured. Here we expect A F M like 
ordered phase for the first lattice, liquid-like disordered phase for the sixth lattice 
and FM/l ine ordered phase for the last one. The best way to confirm this is to 
calculate associated magnetic structure factors (Fig. 4.8). 

- 5 - 3 - 1 1 3 5 - 5 - 3 - 1 1 3 5 
qx (r.l.u) qx (r.l.u) 

(a) a = 45 ° (b) a = 70 0 

- 5 - 3 - 1 1 3 5 
qx (r.l.u) 

(c) a = 75 0 

Fig. 4.8: Magnetic structure factors for selected d5g300 lattices, corresponds to con­
figurations showed in Fig. 4.6. 

Magnetic structure factors presented in Fig. 4.8 have expected characteristic 
patterns (as presented in Fig. 3.13). More detailed description of captured magnetic 
phases (within the d5g300 lattice set) is provided in following subsections. 
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4.4.3 A F M phase 

4.4.3 A F M phase 

As expected, the A F M ground-state like configuration is captured on regular square 
lattice (no distortion, d5g300 a = 45 °). The overall summary regarding this phase is 
provided in Fig. 4.9. Subfig. a) shows typical low-energy manifold of regular artificial 
square lattice. Big domains of type I vertices (lightblue/lightgreen) are separated by 
domain-walls formed mostly by type II vertices (red). Charge defects (type III ver­
tices - darkgreen/magenta) are incorporated within these domain walls, and cannot 
move freely within the configuration. Subfig. b) provides a moment map of same 
configuration. Arrows on white background represents net vertex moment of type 
II vertices, which forms the domain-walls. Red squares represent closed loop confi­
guration of four type II vertices forming a small patch. Magenta/darkgreen circles 
represents type III vertices, their net moment is also drawn by black arrow. 

Subfig. c) shows overlay of all 5 vertex maps (for different demagnetizations -
see Fig. 4.5), blue/lightred/brown squares represent type I/II/III vertices that are 
always at a same position. We can see that only a fraction of type II vertices (4 to 
be precise) and one type III vertex appear at the same place for all 5 configurati­
ons. Therefore, we can say that the forming of domain walls is not driven by lattice 
defects and domain walls can run through the lattice in many ways. 

As the configurations (obtained after 5 demagnetization processes) do not differ 
substantially, the averaged (subfig. d) and individual (subfig. b) magnetic structure 
factor are almost the same. Only difference is that averaged one have slightly roun­
der Bragg peaks. 

As the magnetic configuration is not perfectly ordered, the Bragg peaks in ave­
raged MSF are less intensive and broader than for a ideal ground state (subfig. f), 
but placed at the same positions. 
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4.4.3 A F M phase 
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Fig. 4.9: A F M phase, d5g300 a = 45 °. 
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4.4.4 SL phase 

4.4.4 SL phase 

Disordered spin-liquid like magnetic configuration was reached for lattice with rather 
significant distortion a = 70 °, therefore the vertex populations differ substantially 
from an A F M ground state. Averaged populations of sixth lattice are: 22.75 %, 51.20 
%, 26.05 % for type I, II and III respectively. As the distortion is significant, the 
type III vertices are almost all (approx. 90 %) aligned favourably (type III F). 

(a) Spin configuration - demag (2) 

- 5 - 3 - 1 1 3 5 

qx (r.l.u) 

(b) Corresponding MSF to (a) 

-5 -3 -1 1 
qx (r.l.u 

(c) Ideal MSF [20] 

-1 1 

qx (r.l.u) 

(d) Averaged MSF (4 demags) 

Fig. 4.10: SL phase, d5g300 a = 70 °. 

Even thought the averaging of MSF helps to even out parts of diffused bac­
kground, still the overall intensity remains slightly higher than for an ideal disorde­
red spin-liquid phase. The vertex populations also differ from the ideal spin-liquid 
phase: true-degeneracy of 6 vertex model (1:2 resp. 33 % : 66 % in favour of type II 
vertices), both reduced approx. by 10 % (because of presence of type III vertices). 
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4.4.5 FM/l ine phase 

In subfig. c) and d) red circles mark pinch-points (typical features of spin-liquid 
phase). In d) pinch-points are much broader as their width can be directly linked 
with density of charged quasi-particles (type III vertices). The density of charged 
particles trapped within the SL phase is approx. two times larger for DSL system 
than in case of z-shifted system [28]. 

In case of disordered spin-liquid phase the charged quasi-particles are considered 
deconfined and they can move freely within the system (they are described as mag­
netic monopoles that interact via Coulomb potential) [18]. In case of DSL system 
their freedom of movement is constrained by the lattice geometry, as they must align 
their net moment with closer gap (i.e. they must rotate their net magnetic moment 
by 90° when moving to neighbouring vertex point). It is even possible that with 
a certain orientation of uncharged neighbours, monopole can get trapped by them 
(see Fig. 4.11). 

m 
Fig. 4.11: Example of monopole trapped by type I and type II vertices, extracted 
from Fig. 4.10a - marked by yellow frame. 

4.4.5 FM/line phase 

It is expected that distortion higher than ac will lead to FM/l ine phase, seventh 
lattice (a = 75°). This phase is prevailed by type II vertices. As the DSL geome­
try enables all 4 possible type II configurations, they tend to create polarized line 
arrangement (see Fig.3.13c). These lines are interrupted and influenced by type I 
and type III vertices, which can lead to characteristic lines in background of MSF 
pattern [30]. The overall summary regarding this phase is provided in Fig. 4.12. As 
there are recognizable Bragg peaks present within the magnetic diffraction pattern 
(Fig. 4.12d), the phase can be considered as FM/l ine ordered phase. 

Again type III vertices are present, they even significantly prevails over type I 
vertices. As the lattice is highly distorted, the type III vertices must align with the 
lattice geometry (type III F). This in fact limits the length (and ordering) of lines, 
as it is likely that the line will be broken by the perpendicularly aligned type III 
vertex (see Fig. 4.12a). Therefore the type III vertices bring more disorder to the 
system. If we look at the high-distortion limit (not-fabricated) in simulations (Fig. 
4.3, 8 data point) the new disordered phase of type II and type III F (ratio 1:1) may 
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4.4.5 FM/l ine phase 

be expected/reached. 

(a) Spin configuration - demag (2) (b) Corresponding MSF to (a) 

- 5 - 3 - 1 1 3 5 - 5 - 3 - 1 1 3 5 

qx(r.l.u) qx(r.l.u) 

(c) Ideal MSF - line phase (d) Averaged MSF (5 demags) 

Fig. 4.12: FM/l ine phase, d5g300 a = 75 °. 
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4.4.6 Influence of exposure dose 

4.4.6 Influence of exposure dose 

(a) dose 5, a (b) dose 5, a = 70° 

( 1
 ' - > 

r.—~) cznD CJZZD c m ) 
1 1 1 1 

• J 
(c) dose 4, a = 45° (d) dose 4, a = 75° 

(e) dose 3, a = 45° (f) dose 3, a = 75° 

Fig. 4.13: S E M images of fabricated lattices of artificial spin systems with g\ 
300 nm for different exposure doses. 

Fig. 4.13 shows that the quality of fabrication degrades with lower dose - magnets 
starts to be rougher (from top view) and for dose 3 it looks like there are vertical 
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4.4.6 Influence of exposure dose 

residues from the lift-off (ears), some of them broke off and lie on top of the magnets. 

(a) Vertex populations, dose 5 

(c) Vertex populations, dose 4 

Type I 
Type TT 
Type TIT F 
Type III NF 
Type IV 

g2/gl 

(e) Type III F/NF, dose 3 

Type TIT F 
Type 111 NF 

g2/gl 

(b) Type III F/NF, dose 5 

Type III F 
- Type 111 NT 

(d) Type III F/NF, dose 4 

g2/gl 

(f) dose 3, a = 75° 

Fig. 4.14: Averaged vertex populations of artificial spin systems with g\ = 300 nm 
for different exposure doses. Dose 5 and 4 averaged over 5 demags, dose 3 averaged 
over 2 demags. Error bars represents standard error, the marking is consistent with 
the simulation results. 
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4.4.7 Influence of gap size 

Fig. 4.14 shows how the quality of fabrication directly influences the vertex popu­
lations of artificial spin systems. Higher the dose, the better the system performs. 
Similar trend can be recognized from MSF as with lower dose all the patterns are 
more diffused. 

4.4.7 Influence of gap size 

(c) g i = 300 nm, a = 45° (d) gx = 300 nm, a = 75° 

Fig. 4.15: S E M images of fabricated lattices of artificial spin systems with dose 5 for 
different base gap sizes. 

Fig. 4.15 shows that lattices with both base gaps (gl50, g300) exhibits high-quality 
fabrication (dose 5). Therefore one would expect that with gl50 set it should be 
possible to reach closer to low-energy configuration for reference lattice (a = 45°). 
This is also supported by the simulations as there is bigger energy difference between 
type I and type II vertices for smaller gap (see Fig. 4.4 and 4.3). 
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4.4.7 Influence of gap size 

0.0 ' f - I — - T T 1 , 1 . , i , 1 0 , 0 - ' - , , 1 . 1 i 1 . 1 i 1 — 1 
1,0 1,5 2,0 2,5 8,0 3,5 4,0 1,0 1,5 2.0 2,5 3,0 3,5 4,0 

g2/gl g2/gl 

(c) Vertex populations, gl50 (d) Type III F/NF, gl50 

Fig. 4.16: Averaged vertex populations of artificial spin systems with g\ = 300 nm 
and gi = 150 nm for exposure dose 5. g300 averaged over 5 demags, gl50 averaged 
over 4 demags. Error bars represents standard error, the marking is consistent with 
the simulation results. 

Fig. 4.16 reveals interesting trend for gl50 lattices, as first 3 data points have com­
pletely unexpected positions. From the fourth point the system behaves consistently 
with the g300 set. 
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5 Conclusion 

5 CONCLUSION 
Since their introduction in 2006, artificial magnetic spin systems became of a great 
interest, as they enable exploring of low-energy unconventional magnetic phases di­
rectly in real space. Firstly, their research was driven by efforts to create a model 
systems that would mimic the properties of natural frustrated compounds. As they 
provide great tunability through the fabrication methods, they quickly became a 
tool for inducing targeted phenomenon or property of the system. 

In this work, we present a novel spin system geometry (acronym DSL) which, 
enables experimental scanning through the phase diagram of the seminal ice-type 
model (6 vertex model), by tuning a single geometrical parameter of its design. 
The proposed geometry was experimentally realized utilizing the conventional lift-
-off technique combined with electron beam lithography and the system lattices 
were brought to theirs low-energy configurations by field demagnetization protocol. 
Magnetic configurations (magnetic phases) were than measured by magnetic force 
microscopy. 

The results provide strong evidence that distinct magnetic phases were reached 
and that the tuning of the design is effective. With the appropriate tuning we were 
able to observe signatures of disordered spin-liquid phase, which is in fact expe­
rimental realization of well-known ice model. Our results also reveal that charged 
quasi-particles (magnetic monopoles) can be trapped within this liquid-like mag­
netic phase. In case of our system their dynamics seems to be different (than in 
previous experimental studies), as new constraint regarding their freedom of move­
ment emerges from the lattice geometry. As the tuning affects both, density of these 
quasi-particles and resulting magnetic phase, we cannot obtain spin-liquid phase 
with various densities. Therefore, our lattice cannot be used to test the theoretical 
proposal of spin fragmentation in a direct manner. 
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A Micromagnetic simulations 

A MICROMAGNETIC SIMULATIONS 

A . l Example of MuMax 3 input code 

Nx : = 2 0 4 8 ; 
Ny : = 2 0 4 8 ; 
Nz : = 1 ; 

s i z e X := 2048e 
si z e Y := 2048e 
s i z e Z := 5 e - 9 ; 

/ / S i m u l a t i o n w o r l d p a r a m e t e r s 

S e t G r i d S i z e ( N x , N y , Nz ) ; 
S e t C e l l S i z e ( s i z e X / N x , s i z e Y / N y , s i z e Z / N z ) ; 

/ / G e o m e t r i c a l p a r a m e t e r s 
w: = 150e —9; 
1 :=300e - 9 ; 
r : = 7 5 e - 9 ; 
g x : = 1 5 0 e - 9 ; 
gy : — 322e—9; / / t h i s c h a n g e s 
k : = 0; 
be : = 50e —9; 

/ / S i m u l a t i o n p a r a m e t e r s 
smu : — 8 ; 
E d g e S m o o t h = s m u ; 
s t i m e : — 5e—9; 
s n a p s h o t f o r m a t — " p n g " 

/ / M a t e r i a l p a r a m e t e r s 
/ / p e r m a l l o y 

M s a t = 8 0 0 e 3 ; 
A e x = lOe —12; 
a l p h a — 0 . 5 ; 

/ / T a b l e s e t t i n g s 
t a b l e a d d v a r ( smu , " S m o o t h " , " " ) ; 
t a b l e a d d v a r ( s t i m e , " s i m u l a t i o n t i m e " , " s " ) ; 
t a b l e a d d v a r ( gy , " g a p y " , " n m " ) ; 
t a b l e a d d ( E . e x c h ) ; 
t a b l e a d d ( E . d e m a g ) ; 
t a b l e a d d ( E . t o t a l ) ; 

/ / G e o m e t r y l o a d 
s e t g e o m ( i m a g e S h a p e ( " g l 5 0 _ k 5 . p n g " ) ) ; 
s a v e a s ( geom , " i m a g e S h a p e " ) ; 

/ / g e o m e t r y d e f i n e d by B W b i t m a p 

/ / S i m u l a t i o n 

d e f r e g i o n (1 
d e f r e g i o n (2 
d e f r e g i o n (3 
d e f r e g i o n (4 

d e f r e j 

d e f r e j 

d e f r e j 

d e f r e j 

o n ( 5 
o n ( 6 
o n (7 
o n (8 

r e c t ( 1-bc ,w) . t r a n s l ( ( ( 1/2) * ( 1-be ) + r + ( ( 1 / 2 ) * gx ) ) , 0 , 0 ) ) ; 
r e c t (1-bc ,w) . t r a n s l ( - ( ( 1 / 2 ) * ( 1-be ) + r + ( ( 1 / 2 ) * gx ) ) ,0 ,0 ) ) ; 
r e c t (w, 1-bc ) . t r a n s l (0 , ( ( 1 / 2 ) * ( 1-be ) + r + ( ( 1 / 2 ) * gy ) ) , 0 ) ) ; 
r e c t (w, 1-bc ) . t r a n s l ( 0 , - ( ( 1 / 2 ) * ( 1-be ) + r + ( ( 1 / 2 ) * gy ) ) , 0 ) ) ; 

r e c t ( b c , w ) . t r a n s l ( ( ( l / 2 ) * be + ( 1-be ) + r + ( ( 1 / 2 ) * gx ) ) ,0 ,0 ) ) ; 
r e c t ( b c , w ) . t r a n s l ( - ( ( l / 2 ) * b e + ( 1-be ) + r + ( ( 1 / 2 ) * gx ) ) , 0 , 0 ) ) ; 
r e c t (w, be ) . t r a n s l (0 , ( ( 1 / 2 ) * be + (1-be ) + r + ( ( 1 / 2 ) * gy ) ) , 0 ) ) ; 
r e c t (w, be ) . t r a n s l (0 , - ( ( 1 / 2 ) * be + (1-be ) + r + ( ( 1 / 2 ) * gy ) ) , 0 ) ) ; 

/ / s a v e ( r e g i o n s ) ; 

/ / V e r t e x s i m u l a t i o n 
m . s« • t R e g i o n ( 1 , u n i f o r m ( 1 , 0 , 0 ) ) ; / / r i g h t w i n g 
m . s« i t R e g i o n ( 2 , u n i f o r m ( 1 , 0 , 0 ) ) ; / / l e f t w i n g 
m . s« i t R e g i o n ( 3 , u n i f o r m (0 , 1 , 0 ) ) ; / / u p w i n g 
m . s« i t R e g i o n ( 4 , u n i f o r m (0 , 1 , 0 ) ) ; / / d o w n w i n g 

m . s« t R e g l o n ( 5 , u n i f o r m ( 1 , 0 , 0 ) ) ; / / r i g h t w i n g B C 
m . s« t R e g i o n ( 6 , u n i f o r m ( 1 , o , 0 ) ) ; / / l e f t w i n g B C 
m . s« t R e g i o n ( 7 , u n i f o r m (0 , 1, 0 ) ) ; / / u p w i n g B C 
m . s« t R e g i o n ( 8 , u n i f o r m (0 , 1, 0 ) ) ; / / d o w n w i n g B C 

/ / F r e e z e m a g n e t i z a t i o n at t he bo u n d ar i e s 
f r o z e n s p i n s . s e t R e g i o n (5 , 1) 
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A . l Example of M u M a x 3 input code 

f r o z e n s p i n s . s e t R e g i o n (6 , 1) 
f r o z e n s p i n s . s e t R e g i o n ( 7 , 1) 
f r o z e n s p i n s . s e t R e g i o n (8 , 1) 

M F M L i f t = 8 0 e - 9 ; 

s n a p s h o t (m) ; 
s n a p s h o t (MFM) ; 
r e l a x ( ) ; 
r u n ( st i me ) ; 
s n a p s h o t (m) ; 
s n a p s h o t (MFM) ; 
t a b l e s a v e ( ) ; 
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B Fabrication 

B FABRICATION 

B . l Fabrication process details 

1. Resist preparation 
• Substrate: p-doped Si (100) wafer (thickness: 275 /an) 
• Resist: Allresist A R - P 679.04 ( P M M A , 950 K , 4 % solids content, ethyl-

-lactate solvent) 
• Technique: spin coating (4000 R P M , t = 60 s) 
• Soft bake: hot plate (180° C, t = 5 min) 
• Final thickness: approx. 160 nm (measured via optical profilometer) 

2. E-beam exposure 
• Device: S E M Zeiss Leo 1530 (with lithography kit - Raith E L P H Y Plus) 
• Primary beam energy: 20 keV 
• Beam aperture: 7.5 /im 
• Beam current: 10 - 20 pA (at sample) 
• Exposure dose (nominal): 300 //.C/cm 2 

• Stamp size: 5.2 x 5.2 nm 
3. Development 

(a) First bath: (1:2) M I B K T P A , t = 30 s 
(b) Second bath: IPA, t = 60 s 
(c) Drying by nitrogen 

4. Deposition 
• Technique: E B P V D 
• Material: permalloy (Ni80Fe2o), t = 25 nm 
• Capping layer: A l , t = 3 nm 
• Chamber pressure: p — 1 x 10~5 mbar 
• Deposition rate: 1 A / s 

5. Lift-off 
(a) Lift-off bath: Remover P G (based on NMP) , heated to 80 °C, t = 60 min 
(b) Ultrasonic treatment (approx. 10 s, low power) 
(c) Cleaning bath: IPA 
(d) Drying by nitrogen 
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