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ABSTRACT

This thesis addresses the research on modern methods in automatic Flight Con-
trol System design and evaluation, as seen from the perspective of state-of-the-art
and future utilization on Unmanned Aerial Systems. The thesis introduces a Flight
Control System design process with a special emphasis on the Model-Based Design
approach. An integral part of this process is the creation of the aircraft’s mathemat-
ical model employed in the flight control laws synthesis and the composition of a
simulation framework for the evaluation of the automatic Flight Control System’s
stability and performance. The core of this thesis is aimed at flight control laws
synthesis built around a unique blend of optimal and adaptive control theory. The
researched flight control laws originating from the proposed design process were
integrated into an experimental digital Flight Control System. The final chapter
of the thesis introduces the evaluation of the designed automatic Flight Control
System and is divided into three phases. The first phase contains the Robustness
Evaluation, which investigates the stability and robustness of the designed control
system within the frequency domain. The second phase is the controller’s Perfor-
mance Evaluation employing computer simulations using created mathematical
models in the time domain. As for the final phase, the designed Flight Control
System is integrated into an experimental aircraft platform, serving as a testbed

for future Unmanned Aerial Systems, and subjected to a series of flight tests.
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ABSTRAKT

Tato prace je zaméfena na vyzkum modernich metod automatického fizeni letu
a jejich ovéfeni s ohledem na soucasny stav poznani a budouci vyuziti bezpilot-
nich letadlovych systémii. Prace predstavuje proces ndvrhu automatického sys-
tému fizeni letu s dlrazem na pfistupy z oblasti ndvrhu zaloZzeného na mode-
lovani (Model-Based Design). Nedilnou soucdsti tohoto procesu je tvorba matem-
atického modelu letounu, ktery byl vyuzit k syntéze zakonti fizeni a k vytvoreni
simula¢niho ramce pro evaluaci stability a kvality regulace automatického systému
fizeni letu. Jadro této prace se vénuje syntéze zakont fizeni zaloZenych na unikatni
kombinaci teorie optimélniho a adaptivniho fizeni. Zkoumané zakony fizeni byly
integrovany do digitalniho systému fizeni letu, jenz umoziiuje vysoce pfesné au-
tomatické létani. Zavérecna ¢ast prace se zabyvd ovéfenim a analyzou navrzeného
systému fizeni letu a je rozdélena do 3 fazi. Prvni fdze ovéfeni obsahuje evaluaci
robustnosti a analyzuje stabilitu a robustnost navrZzeného systému fizeni letu ve
frekvenéni oblasti. Druha faze, evaluace kvality regulace, probihala v rdmci po¢i-
tacovych simulaci s vyuZzitim vytvofenych matematickych modeld v ¢asové oblasti.
V posledni fazi ovéfeni doslo k integraci navrzeného systému fizeni letu do exper-
imentdlniho letounu, slouZiciho jako testovaci platforma pro budouci bezpilotni

letadlové systémy a jeho evaluaci v ramci série letovych experimentti.
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INTRODUCTION

The market segment of Unmanned Aerial Systems (UAS) experienced a remarkable
upturn over the period of last decades. The UAS utilization evolved in a response to
emerging new advanced technologies and an associated high demand for applica-
tion flexibility in serving the surveillance, entertainment industry and cargo trans-
port. Various manned aircraft platforms, which were originally designed for sport
and recreational flying, could play an important role in the future UAS develop-
ment, providing accessible and flexible airframes enabling a cost-efficient holistic
design and development. A seamless system integration into the air traffic net-
work places strict demands on operational safety, reliability and robustness of UAS.
Addressed elements serve as prerequisites for the future design of advanced auto-
matic flight control techniques in this fast evolving segment.

Higher demands on flight endurance and load carrying capacity motivate the
conversion of traditionally piloted aircraft to an Unmanned Aerial Vehicle (UAV).
However, increased safety requirements have to be considered during such trans-
formation, as well as proper training of UAV operators. Inexperienced UAV opera-
tors with limited flight experience can be ill-prepared for solving critical in flight
situations related to bad weather conditions, failures or emergencies, which can
suddenly evolve into serious accidents. New technologies aimed at enhanced UAV
automation and safety improvements are therefore quickly being introduced to
the market. However, these rapidly emerging solutions require thorough testing
during the design, development and pre-production stages [14, 34].

This thesis introduces the reader to a Model Based Design (MBD) approach in
the Flight Control System (FCS) development, harmonized with the state-of-the-art
standards, best practices and regulatory requirements. The MBD process usually
starts with the aircraft dynamic model development and simulation framework
components description. This phase is followed by the control system synthesis
and is concluded with system evaluation performed at first within the simulation

environment and subsequently during real flight experiments.



INTRODUCTION
1.1 HISTORICAL BACKGROUND

This section will briefly introduce the history of the FCS design from the first gyro-
scope based devices through more complex systems using the air-data and radio

navigation for precision navigation tasks to state-of-the-art digital FCS.

1.1.1  First Autopilot

The first attempts to construct an automatic pilot are noted in England at the begin-
ning of the 20" century when Sir Hiram Maxim published a book that contained
his aeronautical experiments. The automatic pilot was a gyroscope based stability
augmentation system. Orville and Wilbur Wright employed a similar idea in their
flight experiments as their Flyer I aircraft appeared to be highly unstable.

The first advanced gyro-based autopilot was invented by Sperry Corporation
in 1912. Its functionality was presented by Lawrence Sperry, the son of Elmer
Sperry, a famous inventor and founder of Sperry Corporation, during the aviation
safety contest held in Paris in 1914. The Sperry’s autopilot maintained straight
and level flight by controlling the elevator and rudder connected to a gyroscopic
heading indicator and attitude indicator via a hydraulic linkage. The ailerons were
not connected, as the wing’s dihedral provided sufficient roll stability. During the
demonstrations, Lawrence Sperry and his french mechanic Emil Cauchin flew sev-
eral times along the river of Seine while the astonished crowd and contest jury
watched them speechlessly. The first fly-over was performed with Sperry’s hands

off the control stick, while during the following demonstrations both, the mechanic

and the pilot, stepped out of the cockpit and stood on the aircraft wings [58].

Figure 1.1: Sperry’s autopilot on a Curtis biplane. Sources [4, 58]

The main motivation for installing the gyroscopic autopilot into an aircraft was
the reduction of pilot workload, as piloting a plane without any automatic control

device was a physically exhausting experience. To a certain level of abstraction, the
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contemporary autopilot designs, provide physical and mental workload reduction,

similar to Sperry’s original invention.

1.1.2 Electro-mechanical Era

In a response to emergency circumstances, Honeywell developed a more sophis-
ticated electro-mechanical automatic flight control system during the World War
I (wwii). This device, designated as the C-1 autopilot, was the most widely used
flight automation system onboard the allied WWII bombers, especially the Boe-
ing B-17 and B-29 aircraft. The autopilot was still built around the information
originating from 3 gyroscopes, sensing the aircraft attitude in roll, pitch and yaw.
The electrical signals from gyroscopes were passed through amplifiers driving the
electro-mechanical actuators, which controlled ailerons, elevator and rudder. Using
this technology, in combination with the Norden bombsight, improved the preci-
sion of high altitude operations. The autopilot became publicly known at the end
of the wwil, when it was installed in the B-29 bombers, dropping the atomic bombs
on Japan. The C-1's main purpose was to reduce pilot fatigue by automatically fly-
ing the airplane in straight-level flight. Figure 1.2 shows the C-1 autopilot’s control

panel.

Figure 1.2: Honeywell C-1 autopilot control panel. Sources [1, 3]

The C-1 autopilot’s success during the Wwil led to establishing the Honeywell
Aero division, which became responsible for the development and production of
a series of avionic systems in the following decades [80].

However, improvements to autopilot’s navigation complexity was achieved by
another famous name. William P. Lear, an American inventor, businessman, and
founder of the Lear Jet company introduced the F-5 autopilot, capable of automat-
ically landing using radio-based navigation. For this invention, Lear was awarded

the Collier trophy in 1949 [31].
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1.1.3 Digital autopilots and Fly-by-wire

The development of first transistors, digital computers, and microprocessors dur-
ing the 1970’s drove the design of more lightweight autopilots capable of complex
computational tasks. At the same time, faster, larger and higher-flying jet aircraft
started replacing the propeller ones. However, one of the first fully digital control
systems was designed for a space application and integrated into the Apollo pro-
gram’s lunar modules. The first generation of jet transport aircraft that employed
a digital flight control system included the Boeing 757/767 and Airbus A310, the
first airliners equipped with the "glass cockpit" technology. The flight deck of these
aircraft became a combination of electronic graphical displays and proven electro-
mechanical instruments. The advances in microprocessor technology delivering
higher computational performance stimulated a broad integration of digital Flight
Management System (FMS) for solving navigation tasks and as a consequence led

to flight crew reduction, making the flight engineer/navigator role obsolete [8].

LS

Figure 1.3: Vought F-8C Crusader equipped with a digital FBW system. Sources [65, 66]

The Fly-by-Wire (FBW) aircraft control concept introduced a major technologi-
cal leap in aviation. The system replaced the classical mechanical controls with
electric signals propagated from the control stick to the flight control computer,
which then commands digitally controlled electro-mechanical actuators to drive
the aircraft control surfaces. In other words, the pilot is no longer controlling the
aircraft control surfaces directly but instead controls the motion of the whole air-
craft using a closed-loop FCS. The FBW technology stimulated the utilization of
complex digital autopilot designs and enabled safe manual aircraft control over
expanded flight envelope. It also enabled an introduction of relaxed longitudinal
stability aircraft aimed to achieve higher maneuverability. The first aircraft using
a unique digital FBW control system was an experimental F-8C Crusader, which
flew with an adopted Apollo digital flight-control computer and an inertial sens-
ing unit. The unique feature of this F-8C aircraft was that it operated completely
without mechanical control system backup. Figure 1.3 shows the NASA-operated

F-8C Crusader experimental aircraft with a digital FBW system installation. The in-
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troduction of a digital FBW control technology into a commercial airliner originated
with the Airbus A32o0. Its typical sidestick, replacing the mechanical steering wheel,
became a "signature” element of Airbus aircraft, defining its digital flight control

philosophy. Figure 1.4 shows the flight deck of an early Airbus A-320 aircraft with

a sidestick control [22].

Figure 1.4: Airbus A-320 with a sidestick. Sources [26, 90]

As stated in the previous subsections, the complexity of automatically control-
ling an aircraft increased from the first autopilot designs in the 1920’s to present-
day designs. Before introducing the digital flight control automation, pilots were
much closer to direct aircraft control than they are today. The advancement in
control automation put a barrier between the pilot and the actual aircraft control
surfaces. The advantage of this step surfaced through in-flight pilot workload re-
duction, which allows her/him to redistribute attention in favor of navigation tasks
and changing the pilot role to flight supervisor. However, the drawback of such re-
lief from direct aircraft control opens discussion on reduced situational awareness
and declining attention. Figure 1.5 introduces the advancements in flight automa-
tion during the 20t century. The growing gap between the pilot and the aircraft

can be observed for modern FCS architectures.

1.1.4 Remotely Piloted Aircraft Systems

The history of the Remotely Piloted Aircraft Systems (RPAS) started with the first
radio-controlled aircraft called Radioplane OQ-2 used by both, the US Army and
US Navy during the Wwil. These aircraft served mainly as targets for the mili-
tary pilot training [67]. Unfortunately, the pilotless planes gained a bad reputa-
tion for being unreliable and expensive during the post-war era. One of the first
RPAS, which helped to alter public opinion, was the RQ-2 Pioneer developed in
cooperation between the USA and Israel in the 1980’s. With its 5.1 m wingspan
and powered by a two-cylinder two-stroke engine, this aircraft was mainly used
for reconnaissance and surveillance tasks in military operation during the Persian

Gulf, Bosnia, Kosovo and Iraq campaigns. Another step in the RPAS evolution is the
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Figure 1.5: Evolution of aircraft control complexity. Source [8]

MQ-1 Predator, originally designed for aerial reconnaissance, but after an upgrade,
equipped with AGM-114 Hellfire missiles. The Predator’s communication with the
ground control station was enabled by a satellite link providing world-wide com-
mand and control in real-time capability. Further development in RPAS segment
led to the the RQ-4 Global Hawk, which is considered to be one of the largest and
the most advanced RPAS. It is a high-altitude long-endurance surveillance aircraft
with 40 m wingspan and a maximum speed of 629 km/h. It contains sophisticated
sensor systems as synthetic aperture radar, electro-optical and thermographic cam-
era. The Global Hawk can be operated automatically to execute a flight plan or be
remotely controlled via a satellite link [2, 21, 88]. For illustration purposes, Figure
1.6 shows another modern RPAS, the MQ-9 Reaper, with its operator station con-

taining various informative displays and the Hands on Throttle and Stick (HOTAS)

control set.

Figure 1.6: RPAS operator station and MQ-9 Reaper. Sources [72, 92]
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1.2 STATE-OF-THE-ART IN FLIGHT CONTROL SYSTEM DESIGN

State-of-the-art control law designs, applied to large transport aircraft FCS, benefit
from employing the classical control theory using linear control techniques for a
control law synthesis. The Stability Augmentation System (SAS) or Control Aug-
mentation System (CAS) are usually composed of a cascade of transfer functions
and designed by employing linear control techniques. A linear approach to control
system synthesis has several advantages over the nonlinear one, e.g., the linear
control system synthesis is widely introduced in the literature, along with the ap-
paratus for linear closed-loop system stability determination. Another advantage
is in the linear control system design’s acceptance by the certification authorities,
as the stability of the closed-loop can be determined.

The task of SAS is not to navigate the aircraft to a specific heading or climb to
a defined altitude, but to assist the pilot in stabilizing the aircraft’s attitude. This
system is usually necessary for most high-performance aircraft with intentionally
reduced stability. The SAS uses the information from onboard sensors, usually from
rate gyroscopes and accelerometers, to produce negative feedback to damp out
the oscillatory aircraft motion. A good practice in FCS engineering is to design the
longitudinal and lateral-directional SAS separately, as the associated longitudinal
and lateral-directional modes can be decoupled for most of the flight phases. Basic
types of SAS are the pitch, roll, and yaw dampers that utilize the angular rate
measurements to stabilize the aircraft motion. Figure 1.7 shows a block diagram of

an angular rate SAS.
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Figure 1.7: Stability Augmentation System.

A CAS is usually employed when high precision command tracking is required.
Tasks executed by high-performance aircraft, as maneuvering to its physical limits,
require precise control of selected variables, namely the acceleration or angular
rates. When compared to SAS, which "only" improves the aircraft handling qualities,
the CAS enables the pilot to perform various tasks dependent on precise command
tracking, for example, high load factor maneuvering, flight path tracking during
an approach and landing, or maneuvering during precise targeting. Basic variables

employed in the design of respective CAS are the pitch-rate, normal and lateral
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accelerations. Figure 1.8 depicts a block diagram of acceleration CAS which also
contains the pitch rate stability augmentation introduced in Figure 1.7 and a PI-

controller for reference acceleration tracking.
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Figure 1.8: Control Augmentation System.

In most cases, the FCS system serves navigation purposes as maintaining com-
manded altitude, heading, Mach number or airspeed. Other modes may involve
an automatic control of specified climb rate or aircraft attitude. All these modes
enable pilot overload reduction during the flight. Concerning the mentioned fea-
tures, the FCS design must comply with legislation specific time domain evaluation
criteria, namely the steady-state error, rising time and overshoot during transient
motion. The FCS design shall consider respective transient effects during the FCS
engage and disengage phases. The best practice is to initiate commanded variables
with current values to avoid unwanted and, in some cases, unsafe oscillations, orig-
inating from a large difference between commanded and current measured value.
Figure 1.9 shows a block diagram of an altitude-hold FCS. It contains feedback
loops of pitch rate stability augmentation, pitch angle hold, and above that, an

altitude hold loop containing the controller G, in a transfer function form [87].
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Figure 1.9: Altitude-hold mode.

One of the classical control approach limitations is that a control system’s com-
plexity rises with an increasing number of loops (angular rates, attitude, naviga-
tion, etc.) and the number of inputs/outputs (measured states and control com-
mands). This limitation can be resolved by employing modern control design tech-
niques that consider the aircraft model in a state-space representation and assesses

the FCS for all of its inputs and outputs at once by solving one matrix equation.
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This unifying approach augments the difference in classical control design, which
resolves every single loop separately.

Boeing researchers Wise and Lavretsky successfully employed a modern con-
trol design technique known as Linear Quadratic Regulator (LOR). The LOR is a
Multi-Input Multi-Output (MIMO) linear control approach that relies on the con-
trolled plant in state-space representation. The LQOR is according to [57] one of the
most widely used control algorithms. It is a state feedback control technique with
excellent robustness characteristics in gain and phase margins and outstanding
regulation performance. It is successful in minimizing control usage and has a
convenient implementation. This technique solves problems of regulation, but it
can easily be extended to command tracking system by adding an integral term.
However, this method has some drawbacks as well. For the stability margins to be
guaranteed, all states have to be observable. The LOR lacks the noise attenuation
capabilities, thus the best practice dictates to use a noise-canceling filter to can-
cel out the sensor noise. Another drawback of the LOR method is the fact that it
requires tuning of weighting matrices. These matrices are necessary for feedback
gain calculations. Since the LOR can be used as a baseline control technique for the
FCS design, it will be described in detail in following chapters.

A common practice in the FCS integration process is to manually tune the FCS
parameters. This practice consumes time and imposes additional costs. On the
other hand, the approach introduced in this thesis is focused on Model-Based
Design. It utilizes high fidelity aircraft dynamics model for analytic computation

of controller settings.

1.3 GOALS AND CONTRIBUTION OF THE THESIS

This work’s main contribution can be seen in the complexity and completeness of
the FCS design process. It begins with the composition and analysis of a Light Sport
Aircraft (LsSA) mathematical model, which is later employed in the FCS design. The
aircraft model will be used in the simulation framework core that serves the FCS
evaluation. The process will continue by investigating various control system meth-
ods, their implementation on the target hardware platform and evaluation of their
stability, robustness characteristics and performance during computer simulations.
Availability permitting, the testing can be optionally augmented by utilization of
high fidelity 6 DoF full flight simulator. The whole design process is finalized with
the integration of a complete FCS into an experimental aircraft and an execution of
flight tests. Figure 1.10 shows the experimental LsA, which will be used as a testing

platform for the designed Fcs.
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Figure 1.10: Testing platform for Flight Control System design.

1.3.0.1 High Fidelity 6 DoF Nonlinear Aircraft Model

One of the most critical elements of a model-based FCS design is the composition
of a controlled plant’s high fidelity dynamics model. High fidelity mathematical
representation of a real aircraft has to account for its various subsystems as the
aerodynamics, mass and inertia model, sensor and actuator models, etc. to build a
reliable framework for the FCS design. Model validation will be performed by com-
paring the model outputs to measurements collected during flight experiments.
Flight measurement data collection and its processing using modern system iden-

tification techniques contributes to the high fidelity design process.

1.3.0.2 Investigation of Modern Flight Control Methods

Since an experimental LSA has been selected as a testing platform for the FCS imple-
mentation, the focus is aimed at linear state feedback or output feedback classes of
control methods that can be augmented by the adaptation loop. The relatively lim-
ited flight envelope of an experimental LSA, defined by its applicable range of veloc-
ities and altitudes, enables a linear baseline controller design. As one of the design
requirements is the overall robustness of the control system, the LOR technique will
be explored. Model uncertainties will be canceled using adaptive augmentation of
the baseline controller using Model Reference Adaptive Control (MRAC) method

with its implementation tailored for the LSA dynamic model.

1.3.0.3 Practical Evaluation of the Designed Flight Control System

The FCS design process will be finalized with the flight experiment proving suitabil-
ity of the researched design approach. The in-flight testing provides full evaluation
potential compared to computer simulation, and underlines the relevancy of the
whole design process. The experience to be gained during the flight test leads
to an indisputable improvement potential for the whole FCS design process. The
evaluation procedure will be composed of a series of automatic flight tasks, e.g.,

coordination in turns, maintaining aircraft attitude in steady level flight or optional
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heading and altitude changes. The evaluation framework will be inspired by the
SAE-ASg94900 standard Flight Control Systems - Design, Installation, and Test of
Piloted Military Aircraft. Using this standard augments the relevancy of the FCS

design.

1.3.0.4 Automatic Approach System for Light Sport Aircraft

The Automatic Approach System (AAS), as a component of the Automatic Landing
System, can be found onboard large transport aircraft. This technology requires
both the aircraft and the airport to be equipped with sophisticated and expensive
radio-navigation equipment, Instrument Landing System (ILS), which provides the
aircraft with information about its precise position relative to the airport runway.
The AAS will utilize a combination of smart affordable technologies as Inertial
Measurement Unit (IMU), Global Navigation Satellite System (GNSS), and Air Data
Measurement unit. The AAS can therefore play an essential role in the segment
of safety features at airports not equipped with ILS. Concerning the above men-
tioned statement, a successful implementation of an AAS designed without radio

navigation technologies can be seen as one of the main contributions of this thesis.

1.3.0.5 Research Goals

The thesis itself focuses on the research of modern control theory methods, their
application in unmanned aviation, stability and performance evaluation during
the computer simulations and flight experiments. The following list summarizes

the main research goals of the thesis.

® Research and implement a high fidelity 6 DoF nonlinear model of a LSA for

the FCS design and evaluation.
* Research and implement suitable aircraft control techniques.

* Evaluate researched control approaches using a high fidelity FCS design

framework.

¢ Integrate the researched FCS control laws into an experimental digital control

system onboard a LSA and perform series of practical flight test evaluations.

1.4 OUTLINE OF THE THESIS

The introductory part of this thesis, summarizing historical development of au-
tomatic flight control systems, is followed by Chapter 2 dedicated to Flight Dy-
namics theory, which starts with introducing the 6 DoF nonlinear aircraft model,

introduces all aspects of the aircraft motion accounting for respective forces and

11
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moments acting on the aircraft and its position changes. The aircraft motion itself
is described by a set of first order differential equations called Equations of Mo-
tion (EOM). The chapter continues with the description of the linearization process,
which leads to state-space representation of linear models. The linear models are
used in the subsequent FCS design process steps. The general linearization algo-
rithm is followed by forming respective linear state-space models that describe the
longitudinal and lateral-directional motion of modeled aircraft.

The thesis continues with Chapter 3 that describes components for building an
aircraft simulation model. The chapter starts with a description of the mass and
inertia models and the definition of the gravity model. The subsequent sections
introduce the aircraft propulsion system virtualization, composed of a piston en-
gine model supplemented with propeller characteristics and models of sensor and
actuator dynamics. The chapter continues with a mathematical description of the
surrounding atmosphere, which contains details on continuous turbulence mod-
els further utilized within the simulation framework. The turbulence models use
Dryden spectral representation taken form MIL-HDBK-1797 [23]. The subsequent
section describes abstraction of aerodynamic forces and moments. The chapter is
concluded with a description of the Plant model, which is a combination of the
aircraft dynamics model with models of sensors and actuators.

Chapter 4 introduces the parameter estimation process employed to improve the
aircraft dynamics model fidelity. The chapter describes in detail state estimation
techniques, as Kalman Filter, and introduces the Equation-Error method used for
aerodynamic parameter estimation. It is concluded with the results of aerodynamic
parameter estimation.

Chapter 5 describes the design of the control system itself. This chapter starts
with a description of the baseline controller design, which contains a LOR tai-
lored for command tracking purposes. Furthermore, it includes a description of
the Linear Quadratic Gaussian (LQG) method, which is a Kalman Filter containing
extension of LOR. The Kalman Filter serves as a state estimator for the case when
not all states are observable. The adaptive augmentation of the baseline controller
called MRAC, which utilizes the Lyapunov stability theory of dynamic systems, is
introduced as a next component of Chapter 5 and is responsible for canceling out
the matched model uncertainties that may influence aircraft dynamics.

Chapter 6 describes the digital FCS implementation process. The first sections de-
scribe the implementation of the researched control laws. The chapter is concluded
with the code generation process description.

The performance of the researched FCS is evaluated in Chapter 7. The first
part summarizes computer simulations results and employs robustness and per-

formance evaluation tools in frequency and time domains. The following sections
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present results of flight experiments. They describe the results of the designed FCS
testing during aerial navigation when the test pilot performed heading command
and altitude or airspeed select tasks. The SAE-ASg4900 inspired evaluation of the
FCS is introduced in this chapter. The last section of this chapter introduces an AAS
results through measurements of aircraft state and control actions during a test
flown automatic approach procedure. The final chapter summarizes the thesis and

suggests directions for future research.

13






FLIGHT DYNAMICS

This chapter introduces the description of aircraft motion through a set of first
order nonlinear differential equation known as EOM. These equations define the
translational and rotational velocities, derived using second Newton’s law. The set
also contains kinematic and navigation differential equations describing aircraft at-
titude, respectively, its position. The following parts describe simplifications made
to the nonlinear model. This simplification process is known as linearization. Lin-
ear models in state-space representation are prerequisites to FCS design techniques
investigated in this thesis for the flight control design tasks.

The mathematical notation used in this thesis is based on following standards

[45, 46, 47].

2.1 SECOND NEWTON'S LAW

A mathematical description of aircraft motion is a nontrivial complex assignment.
For its simplification, the dynamic model’s structure considered in this thesis will
evolve from rigid body point mass approximation in inertial Newtonian space.
Despite its complexity, the dynamic modeling of an aircraft will start from the
basic laws of physics, utilizing the Newton’s second law [68]. As a first step, we
will define the position of an arbitrary point P in a 3-dimensional inertial frame
and assign it vector designation r”. Figure 2.1 introduces the position of point P
with respect to both Inertial and Earth-Centered Inertial (ECI) frames defined using

=P =R =RP
4 Ir

T, T vectors.

P = [x,y,z] (2.1)

The absolute (inertial) velocity of an arbitrary point P relative to the ECI frame

equals
. d\! . . . .
vI — a _[—_'P — (FP)I — (VP)I — (?R)I + (FRP)I
= () 4+ (@) x (F) + (1RP)F + (@'B) x (RP), (2.2)
where (%)I expresses the derivative in Inertial frame I. Variables @'F and @B

define Earth and body rotation with respect to the Inertial frame I. The absolute
(inertial) acceleration of an arbitrary point P relative to ECI frame is expressed by

equation 2.3 [87].
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I

Figure 2.1: Position of an arbitrary point P with respect to Inertial (I) and ECI (E) frames.

Source [87]

= (VR)EB 4 (wEB) x (VR)E 4 2(@™F) x [(@'F) x ()]

+ (B™)B x (FRP) + (@) x [(@'B) x (7] (23)

The momentum change of a body in an inertial (unaccelerated) reference sys-
tem is equal to the sum of the forces acting on the body, as expressed by equa-

tions 2.4 and 2.5.

Pt) = J VIEP, t)dm (2.4)

> F

Il
7 N

1
J VI(RP, t)dm (2.5)

I
N

For the purpose of this abstraction, we are assuming the quasi steady mass

defined by equation 2.6 and the rigid body assumption defined by equation 2.7.

%11 =0 (2.6)
d\® e
(dt> (FP) = 0 (27)

The translational rigid body equations of motion with respect to the round ro-

tating Earth can be described by equation

External forces

’_/:? Transportrate Aircraftrotation
“\EB Z(F JB ~EO ~ OB ~G\E
(V)B =  m — | Mgo ((UK Jo + (wK )B x K)B
— (Mgo | 2wiF)o x (VE)§ +(@8)o x (@)oo x (F%)o (2.8)

Coriolis acceleration Centrifugal acceleration



2.1 SECOND NEWTON'S LAW

The term External forces describes the sum of all forces acting on the rigid body.
The Transport rate term is the rotation caused by the round Earth surface. Air-
craft rotation expresses the rotational motion of the rigid body caused by the mo-
ments acting on the rigid body. The Coriolis and Centrifugal acceleration terms
are caused by the Earth’s rotation.

Newton’s second law of motion is also used to describe the rigid body angular
momentum. The temporal change of angular momentum is equal to the sum of all

external moments referenced to the center of the Earth.

AO() = J (1) x (VP (t)dm (2.9)

I
((ft) HO(t) = ) (M) (2.10)

Based on the assumed quasi-steady mass and rigid body properties introduced
in equations 2.6 and 2.7 respectively, and by supplementing the assumption on

quasi-steady mass distribution expressed by equation 2.11

a\B
<dt> IR=0, (2.11)

it is possible to describe the rotational motion of a rigid body by employing

equation 2.12 with respect to the round rotating Earth

External moments Inertiacross coupling
~1B\B Gy—1 -G T -
(@GR =I)gE | D (MS)p  —(wiP)p x (I)pp ()8 (2.12)

Equations 2.8 and 2.12 describe the translational and rotational motion of any
arbitrary point that behaves like a rigid body. Their derivation was taken from
[39]. The rigid body nonlinear equations of motion, applicable to a flight simula-
tion problem, will be expressed using the above-defined differential equations. To
complete the description, we will add equations describing the attitude in Euler
angles or quaternions and the position equations in the WGS-84 frame or North-

East-Down (NED) frame [39].
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2.2 NONLINEAR EQUATIONS OF MOTION

Before the rigid body nonlinear equations of motion for an aircraft will be defined,
we will summarize the assumptions made during the modeling process in the

following list [51, 86]:

* Reference point is in the Center of Gravity (CG).

Rigid body aircraft (%)B (FRP) = (¥RP)B,

Non-rotating Earth ( w?f) =0.

Flat Earth (cI’)EO) =0.

* Quasi-steady mass m = d—T ~ 0.

: o B
Quasi-steady mass distribution ()"~ I} =0.

Some of these assumptions will contribute to the simplification of equations 2.8
and 2.12. The previously stated assumptions are valid, as we are addressing a LSA
with a fairly limited flight envelope whose dynamics is rather slow as it usually
flies at subsonic speeds and small angles of attack. In another case, if for example,
the high-performance fighter aircraft would be described, it would be necessary
to consider the effects of rotating spherical Earth, variable aircraft mass, and the
equations of motion would become much complex. The extensive description of
translational and rotational equations of motion can be found in [10, 27, 85, 75].

The translational motion is influenced by different types of forces acting on the
aircraft, namely the aerodynamic forces originating from the airflow over the air-
frame, gravitational forces caused by Earth’s gravity and propulsion forces due to
aircraft propulsion system.

The linear momentum time variation is equal to the sum of all external forces

acting on the rigid aircraft, as introduced in equation (2.13).
dp = d [ap
= F = . . .
at E 0t JT (t)-p(t)-dV (2.13)

The following equation represents a vector in the Body-Fixed Frame (BFF), rotat-

di)y _ [/d0) o
(o), (), oo )

where subscripts I and B refer to the Inertial and the BFF, respectively. Equations

ing at an angular rate w:

2.15-2.18 show the translational equations of motion in a vector format in the BFF.

= =, —

(Vk)B = o (F§)p — (@k)p % (Vk)B, (2.15)
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where the variable (F¢)g describes the vector of total (T) forces acting in the air-
craft CG (G) notated in the BFF (B) that can be described by the sum of gravitational,

aerodynamic and propulsion forces
(FFle =) (FS)g = (FQ)e + (FR)e + (FF e, (2.16)

and the variable (Vi )p is the vector of aircraft kinematic velocities (K) expressed
in the BFF

(Vi) = [uk, v, wi] T (2.17)

The description of the translational motion of an aircraft in BFF coordinate frame

is introduced in equation 2.18.

UK X§ + XS +X¢ p UK

\')K = a Yg +Y]§ _|_Yg —_ q X A% (2.18)
. G G G

e ], LR +Z5 + 1§ s Ty wk ]y

Equivalently, the translational motion of the aircraft can be described using fol-

lowing parameters, true airspeed V, angle of attack o and angle of sideslip 3

D (Xp)p cos(o)cos(f)

VvV = - - — gsin(y) (2.19)
& — L —(Xp)p sin(a) g cos(t) cos(y)

~ mVcos(p) mV cos(p) Vcos(B) H Y

+ [q—tan(P)(p cos(«) + rsin())] (2:20)
ho— QJF —(Xp)p cos(o) sin()

. mV mV

+ %cos(y) sin(p), (2.21)

where variables D, L, and Q are the aerodynamic drag, lift and crosswind force
and variables vy and u are the flight path and bank angle, respectively. The result-
ing rotational motion is generated by the aerodynamic, inertial and propulsion
moments acting on the aircraft.

The derivation of the rotational rigid-body equations of motion is also based
on Newton’s second law. Let H be an angular momentum, then the angular
momentum time derivation equals the sum of all external moments acting on the
body. B

% =) M= %(Fp(t) x VP(t)-m) (2.22)
As the angular momentum is simply given by the equation 2.23.

H=I @ (2.23)
Variable I defines the inertia tensor and & is the angular rate vector.

@ =[p,q1" (2.24)
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The vector differential that defines the time variation of angular rates was al-
ready expressed in equation 2.12, where 5 (M ©)g is the sum of moments acting

in the aircraft’s CG and matrix Igg is the aircraft inertia tensor defined by equation

(2.25).

Ixx —Ixy —Ixz
Igp = —Ixy ILyy —Iyvz (2-25)
—Ixz —lyz 1Izz

A detailed form of the momentum equation is shown in equation 2.26, where the
moment vector is expressed as the sum of aerodynamic a propulsion part. Since
the reference point is assumed to be at the CG, the gravitational force does not

contribute to the creation of additional moments around the CG.

p LR +L§ p p
q| =l | MS+MS | —| q| x| gq (2.26)
T . Nf\ + NS B L Ty

-
The vector { [_/G\ MS\ N S\ ] represents aerodynamic moments and vector

T

[ LS MS NS } defines the propulsion moments acting around the aircraft’s

CG. The equation 2.26 can be rewritten in a derived form as

1
po= 5 [L.LS + LN
1
+ 3 [Tz (Inx — Tyy + Lz)pq — (12, — Lo Ty + 12,)qr] (2.27)
1
4 = —MF+— [La(r?—p?) = (Lo — Lz)pr] (2.28)
Lyy Lyy
. 1
T = K |: XZ]—A =+ IXX :|
+ Z [ Lix yy + Ixx)Pq xz(Ixx — Iyy + Izz)qr] ’ (2-29)
where the variable A is defined by equation 2.30
A=Ty—1,—12, (2.30)

The aircraft’s attitude in flight is defined using quaternions. This technique has
a major advantage over the standard Euler angles stemming from avoiding the
manipulation of singularities arising from the aircraft pitch angle reaching the

value of £7. The attitude differential equations are shown in equation 2.31.

do 0 —p —q -r qo
a0 Tlp 0 v —g q1
7 — (2.31)
42 q - 0 p qz
NCEN T 9 —p 0 | | 93]



2.2 NONLINEAR EQUATIONS OF MOTION

A mandatory condition the quaternions must fulfill is its unit normalization

introduced in equation 2.32.
agtai+ai+ai=1 (2:32)

The following functions were employed for the transformation of the quater-
nions to standard Euler angles that describe the aircraft attitude with respect to

the NED frame.

-1 q192+9093
¢ tan 2 g et a3
0 | = | sin '(—2[q193 — qoq2]) (233)
P tan_1(2 q293+9091 )

ag—ar—as+a;
The definition of the aircraft attitude using Euler angles is still essential, espe-
cially for its readability to humans. For the sake of completeness, we introduce the

Euler angles differential equation below.

¢ 1 sin(¢)tan(0) cos(¢)tan(0) P

6 |=1]0 cos() —sin(¢) q (2.34)
H sin cos(¢)

ll) 0 ﬁ cos((g) T

The aircraft position can be defined in different frames, the most used ones are
the NED frame, that has cartesian coordinates and expresses aircraft position with
respect to selected reference point and the spherical WGS-84 frame and describes
aircraft position using geodetic latitude, longitude and height. The position equa-
tions using NED frame are introduced in 2.35. The translational velocities from

equation 2.18 are transformed from BFF to NED frame.

PN VN ug cos(x) cos(y)
PE =1 Vg =Mos | vk =V | sin(x) cos(y) (2.35)
Po |, Vo |, wk |, —sin(y)

Mog isa 3x3 transformation matrix defining the relationship between the NED
frame and the BFF using Euler angles and trigonometric functions described in the
Appendix A. Another type of position differential equation can be described by
airspeed V, the flight path angle v, and flight path azimuth x often called track.

Position in NED frame is defined by the vector

Po = PN, PE, PDJ (2.36)

and accounts for a Flat-Earth assumption. Transforming the position vector from
Flat-Earth to the geodetic coordinates or inversely is a common process defined by

equations C.2-C.7 shown in Appendix C.
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However, the geodetic coordinates can be computed by using the aircraft veloci-

ties as well

E
. _ VK
Ae = ((Nu+he)c05(ue))o (237)
E
. _ Uk
He = (Mu T hg ) o (2:38)
he = (—wKk)o, (239)

where the variable Ag describes the geodetic longitude, variable g is geodetic
latitude and hg the geodetic height. The additional variables M, and N, are

defined by equations

M. — a 1—e?
" T (1—eZsin®(pg))3/2
1—¢e?
= Ny——+—5—— 2.40
u]—EZSinz(p,G) ( 4)
a
N, = (2.41)
1—e2sin?(ug)

The constants used in the previous equation that describe the size and shape of

the Earth are shown in Table 2.1.

Table 2.1: WGS-84 Ellipsoid constants.

Description Symbol Value Units
Equatorial radius a 6378137.0 [m]
Polar radius b 6356752.3 [m]
Flattening of the Earth f= azb 0.0034 [1]
Earth eccentricity e=/T(2—A1) 0.0818 [1]

For the purpose of this thesis, the wind is expressed as a velocity vector in BFF,
as shown in equation 2.42. For the high fidelity simulation, this velocity vector is

calculated from the Dryden continuous turbulence model, specified in Chapter 3.

uw

(Vwls = | ww (2.42)

ww B
For the computation of the aerodynamic velocities necessary for expressing aero-
dynamic angles, the aircraft velocity vector and the wind velocity vector have to

be subtracted.

Ua UK Uw
(VA)s = VA = VK - vw (243)
WA Wk ww
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The aerodynamic airspeed Va , angle of attack «a and angle of sideslip

BA can be expressed using equation 2.44.

Va \JUA Fva +wh

an | = tan~! [VL‘L’—;‘} (2.44)
—1 VA
Paly fan [wwﬂ B

In case of the no-wind condition i.e. wind velocities are equal to zero, the aero-
dynamic airspeed, angle of attack and angle of sideslip are equal to their kinematic

counterparts Vi, ok, Bk [87].

2.3 SYSTEM LINEARIZATION

It is a well-known fact that the dynamic behavior of most physical systems ex-
hibits a nonlinear character. However, there are many examples of cases which
behave almost linearly, when subjected to small disturbance in system variables.
State-of-the-art engineering practice is to substitute the nonlinear model by its lin-
ear approximation, which is to be obtained through nonlinear system linearization
around equilibrium points. The linearization process described in this thesis build
up references [41, 71, 87]. State and output equations of a nonlinear dynamic sys-

tem are described by equations 2.45 and 2.46.

x(t) = f(x(t),u(t) (2.45)
y(t) = hix(t),u(t)) (2.46)

Terms f(:) and h(-) are nonlinear functions of system state x(t) and system
input u(t). A linearized model is created around an equilibrium point x4, which
is in aerospace terminology known as the trim point. One of frequently used trim
points in the linearization of aircraft dynamic models is for the steady-level flight

condition. The trim point has to fulfill the condition defined by equation 2.47.
Xtrim = f(Xeq,Ueq) =0 (2.47)

The expression basically says that aircraft states in trim condition remain con-
stant. This close vicinity of equilibrium point is possible to express through A vari-

ables:
Ax(t) = x(t) —=Xeq = x(t) =Xeq +Ax(t) (2.48)
Au(t) =u(t) —uUeq = uft) =ueq +Au(t) (2.49)

Ay(t) =y(t) —yeq = Y(t) =yeq +Ay(t), (2.50)
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where u.q is constant input. Linearized model is obtained using Taylor series
approximation of nonlinear vector functions f(-) and h(-) arround the equilibrium
point by assuming only the first order of expansion and neglecting higher orders.

Equation 2.52 shows the first order of Taylor expansion.

Xeq FAX = f(xeq +AX(t), Ueq + Au(t))
of of
= f(Xeq,Ueq) + ™ . [X(t) —Xeql + 3u N [u(t) —ueql (2.51)
Yeq TAY = h(xeq +Ax(t), Ueq + Au(t))
oh oh
= h(Xeq/Ueq) + x . [x(t) _Xeq] =+ nu G [u(t) _ueq] (2.52)

Because derivation of equilibrium state is equal to zero and output in equilib-

rium state is equal to h(xeq,Ueq), we can write down equations 2.53 and 2.54.

of of
Ax(t) = —| Ax(t)+ — .
x(t) ox o x(t) 0o Au(t) (2.53)
oh dh
Ay = —| Ax(t)+ — .
y 3% |oq x(t) g Au(t) (254)

Then it is possible to simplify state and output equations by expressing the
Jacobians as constant state-space matrices, i.e., system matrix A, input matrix B,

output matrix C, and feed-forward matrix D defined by equations 2.55-2.58

of
A= (2.55)
x Xeq/leq
B= of (2.56)
ou Xeqrlteq
oh
C= x (2:57)
X Xeq,Ueq
oh
= u (2.58)
u Xeq/leq

Equations 2.53-2.54 for near equilibrium point conditions are equivalent to

state-space representation of a linear dynamic system as described by equa-

tions 2.59 and 2.60 [9, 13],

Ax(t) + Bu(t)
Cx(t) + Du(t),

(2.59)
(2.60)

where A,B,C,D are expressed by Jacobi matrices assuming equilibrium point

x(t) = Xeq and u(t) = ueq [87]. Figure 2.2 shows the above-defined state-space

system in a block diagram where the gains are assumed to be system matrices.
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u | I,”f+ th.[ x rg\\ 4L; y

Figure 2.2: Block diagram of a dynamic system in state-space representation.

2.3.1  Aircraft Longitudinal Motion

The equations describing aircraft longitudinal motion can be considered decou-
pled if the lateral-directional state variables in differential equations describing the

aircraft motion are equal to zero.

B=p=r=vk=¢=t=x=0 (2.61)

/7777777777777 77777777777777

Figure 2.3: Longitudinal motion states.

The longitudinal motion state and input variables are defined in Table 2.2 [87].
The assumption of motion decoupling will lead to the simplification of previously

defined equations of motion, which describe the aircraft’s longitudinal motion.

D (Xp)pcos(x)

V = —— 4+ 2277 gsin(y) (2.62)
m m

, — b (Xpesinla) g

&= -y v —i—vcos(y)—i-q (2.63)
1

q = IiM/G\ (2.64)
Yy

Y = q—« (2.65)

h = Vsin(y) (2.66)

Aerodynamic drag D, lift L and pitch moment M§ used in the longitudinal
equations of motion are defined in Chapter 3 by equations 3.53 and 3.54. Defi-

nition of force and moment coefficients Cp, C; and C,, used in linearization of
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Table 2.2: Longitudinal states and inputs.

Variable type Name Nomenclature
Velocity \%
Angle of attack o
Pitch rate
States
Flight path angle Y
Geodetic height h
Thrust lever position o1
Inputs
Elevator deflection de

longitudinal equations of motion can be found in equations 3.55, 3.57 and 3.59. The
quantities § and £, used in these equations, are dimensionless pitch rate and
angle of attack rate, which are normalized using mean aerodynamic chord ¢ and
airspeed V.

Before the linearization itself, the longitudinal equations of motion are expressed
in a form of equation 2.67, which is followed by performing partial difference of

every equation according to the state, state derivative and input.
f(x,%,u) =0 (2.67)

The results of these partial derivatives are formed into a longitudinal state-space

model.

2.3.1.1 Linearization of Velocity Equation

The velocity equation in a form defined by equation 2.67 has below written form.

. D (X
0=V+4+—— (Xp)g cos(a) + gsin(y) (2.68)
m m

The set of equations 2.69 - 2.73 shows the partial derivative of velocity equation

2.68 with respect to longitudinal state variables.

ofy 1 (0D | o(Xp)s cos( o)
v |, ml|ov|, oV |, 0
B 1 [0Cp _ SGo  9(Xp)B
- [ v |, Sqo+2Cplo A + v, cos(xg)
Sqo [0Cp 2Cplo
_ — X :
i [av e = (260)

(2.70)
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oty
aq

v

ofy
oh

0
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1 [oD o(X .
— { —( (Xr)e cos(xp) — (Xp)B Sln(“o))]—gCOS(Yo)
m | dx |, ox | o
1 1 0(X
—qoSCp, — — (Xr)e os(xp)
m m o0« 0
1 .
— {(XP)B sin(op) —mg COS(YO)]
m 0
Lo=goSCLlo

Sq 1 0(X
390 (e g — 22X | ) = X
m m x|,
19D B Sqo ¢© o
maq  m 2Ve Pa T X (271)
g cos(vo) (2.72)
l a—D —a(XP)B cos( o)
m|oh |, oh |, 0
Sqo op 1 0(Xp)B

i I S = —X .
mpo o |, plo T on OCOS(OCO) h (2.73)

The set of equations 2.74 - 2.76 introduces partial derivatives of velocity equation

with respect to state derivatives V,& 4,7, 9

ofy
v | (2.74)
ofy _ 1 ]ob _a(XP)B cos( o)
o0& |, mlox |, A& |, 0

Sgo ¢ 1 9(Xp)B

= 2% ° Ccp. — — = X, )

Ve P T ok OCOS(oco) & (2.75)

oty | afv| _atv| (76)

The partial derivatives of velocity equation with respect to the longitudinal input

variables §., &1 are defined bellow

dfy 19D Sqo

= —_ = — = —X .
0de |o made |, m Cos. o (@77)
ofy 19(Xp)B
351 |, 51 s cos(xp) 5t (2.78)

2.3.1.2 Linearization of the Angle of Attack Equation

The angle of attack equation 2.63 that will be linearized was expressed in the form

of equation 2.67.

L —(Xp)psin(a) g

OZOH_W_T_VCOSW)_q (2.79)
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The following set of equations introduces the partial derivatives of the angle of

attack equation with respect to the longitudinal state variables.

VLOCX()%O
ofe | 1 L  —(Xp)slosin(ao) cos(vo)
oV |, Vg [m m 9 0
1 [oL o(Xp)p | .
+ Ve [6\/ , 3V Osm(cxo)}
doS oCL 1T [o(Xp)p | .
= 2C V,
mvg[ to+Vogy | | T mve | av |, Sn(®)
- 7y (2.80)
Of 1 [oL 9(Xp)B

o

= o in(o g .
mVa X _
0 mVy [aa o ox 051 (o) + ( P)B|0COS((X0)] Ve sin(yo)

QoS T [o(Xp)s | .
S omV Cro.+ mVoy [ dow |, sin(xo)
1 .
+ — [(Xp)Blocos(xg) —mgsin(yo)]
mVo
Do=CploqoS
GoS T [o(Xp)g | .
— Yo - — 7 .
ol + o [H502 | siniagl| = 2o ey
o | 1 OL| . qoS ¢ -
aq |,  mVoaq |, = Vo2V e T 1= TZa (282)
Ofy g .
— = —-sin 2.8
v o Ve (vo) (2.83)
af(x _ 1 % a(XP)B Sin(oc )
oh |, mVo |0x |, O |, °
GoS 0p 1 [0(Xp)B .
- 9 - — 7 .
mVopo ah |, Lot mvg | e |, S n (284)

The next set of equations expresses the partial derivative of angle of attack equa-

tion with respect to longitudinal state derivatives.

negligible
——

ot | _ g, 1o 1 Tale)s

JoS ¢
L =1—27Z4 .
+ mV() 2VO CL(X Zoc (2 85)
AT A U A I (2.86)
AN od | 9Y |o Oh |o
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The following set of equations describes the partial derivatives of angle of attack

equation with respect to longitudinal model inputs.

of s 1 oL Sdo

- o~ 7 .
35e |, mVo 08¢ |, mVo -t S (287)
0f o 1 a(XP)B . -
35 |, ~ mVo 06r , sin(xp) = —Zs, (2.88)

2.3.1.3 Linearization of the Pitch Rate Equation

The pitch rate equation 2.64 in the form for linearization is shown in equation 2.89.

. 1
0=q-—MS§ (2:89)
IUU

The following set of equations expresses the partial derivative of the pitch rate

equation with respect to longitudinal state variables.

%i\j o= —Iy:agtg :_ql(;zc [\Lﬁﬁ;‘f O] =—My (2.90)
%‘;‘1 = aai}j 0:0 (2.93)

The following set of equations expresses the partial derivative of the pitch rate

equation with respect to longitudinal state derivative variables.

ofg | 1 IM§  goStc ¢ B

|y T Ty 0x Iy, Ve me T M (2.94)
— =1 (2.95)
99 |o .
ai_q - % =ai_q =0 (2.96)
AV o W |, oh |,

The following set of equations expresses the partial derivative of pitch rate equa-

tion with respect to longitudinal input variables.

ofq 1 aM§ goSc

= —— =— C =-M .
0% |o I,y 0dc Lyy o o (297
ofq
%1 , =0 (2.98)
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2.3.1.4 Linearization of the Flight Path Angle Equation

The following equation that describes the flight path time derivative angle will be

used in the linearization process
0=y—q+«& (2.99)

The partial derivatives of the flight path angle equation with respect to the lon-

gitudinal state variables are defined by following equations

of,,

— = -1 (2.100)
9q |o

of, | of, | ofy | of, |

BV s~ x|y Ay |y R g " (2.107)

The partial derivatives of the flight path angle equation with respect to the lon-

gitudinal state derivative variables are defined as

of

a—;(/ , = 1 (2.102)
of,,

— = 1 2.10
7 |, (2.103)
ai}’ = E)j :ai_”’ =0 (2.104)
oV o 9q | Oh |o

The partial derivatives of the flight path angle equation with respect to the lon-

gitudinal input variables are defined as

of, | ofy

35, 0: ﬂ o_ (2.105)
2.3.1.5 Linearization of the Height Equation
The height equation in a form defined by equation 2.67 is shown below.
0 =h—Vsin(y) (2.106)

Following equations describe the partial derivative of the height equation with

respect to state variables.

ofn .

v . = —sin(yo) (2.107)
of

Zh = —Vjpcos(yo) (2.108)
oY |

ofn _ofp | Oofn |

Do .~ 2ql,” on O—O (2.109)
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Partial derivatives of the height equation with respect to state derivatives are

described by following equations.

aL,h = 1 (2.110)
oh |o

ofn ofn ofp 0fh

Zh = | ="1="t] =0 (2.111)
VAN o0& |[o 09 | OV |

Moreover, the equation 2.112shows the partial derivatives of the height equation

concerning system inputs 6 and 0.

LN
00T

ofp
0 aée

=0 (2.112)

0
To summarize, we can write down all linearized longitudinal equations in fol-

lowing order, the airspeed, angle of attack, pitch rate, flight path angle, height and

position equation.

0 = —XydV—Xugdax—Xqdq+ gcos(yo)dy — Xndh+ 8V — X8«
— X5.0(8e) — X5,0(87) (2.113)
0 = —ZydV—Zyda—(Zq+1)0q+ vi sin(yo)dy — Zndh+ (1 — Z4)d&
0
— Z5.8(8e) — Z5,0(57) (2.114)
0 = —MydV—Mgda—Mgdq—Med&+ 8§ —Ms,5(e) (2.115)
0 = —d6q+d&+dy (2.116)

0 = —sin(yp)dV —V,cos(yo)dy + dh (2.117)
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2.3.2  Aircraft Lateral-Directional Motion

Nonlinear state differential equations which describe the decoupled lateral-

directional motion, namely the roll and yaw motion, are expressed by a set of

equations 2.118-2.122. Table 2.3 contains the list of the aircraft’s lateral-directional

motion model states and inputs [87]. Equations 2.118-2.122 will serve as a baseline

for the following linearization.

A

YB

Zo Zg
Front View

L7777 77777777777777777777777

Figure 2.4: Lateral-directional motion states.

Table 2.3: Lateral-directional states and inputs.

Yg Top View

Variable type Name Nomenclature

Angle of sideslip

Roll angle

Heading

States
Roll rate

Yaw rate

¢ e & ™

=

Aileron deflection
Inputs

Rudder deflection

or

s Q  —(Xp)gcos(a)sin(B) ¢ :
p = mV+ TV —I—Vcos(y)sm(u)

+ (—rcos(a)+psin(w))
)

+ 1 cos(¢p) tan(0)

.e..
I

p + qsin(¢) tan(6

sin(p) | cos(d)
cos(0) T cos(0)

[L.LS + LN§]

=
Il
a

Lz (Iex — Lyy + 122)pq — ( — Lo lyy + Iiz)qr]

Dl=D>=D>l=D>=

[
[L:LS + LixN§]
[(13

LixI yy T Ixx)pq Lz (Tx — Iyy + Izz)qr]

(2.118)

(2.119)

(2.120)

(2.121)

(2.122)
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The expression sin(jt) from equation 2.118 can be redefined as

sin(y) = cos(0)

= cos(y) cos(@) + tan(y) tan(p) (2.123)

Aerodynamic cross-wind force Q , roll moment LS and yaw moment N§ used
in lateral-directional equations of motion are defined by equations 3.53 - 3.54. The
force and moments coefficients Cq, C; and Cy, used in the linearization of lateral-
directional equations of motion are expressed in equations 3.56, 3.58 and 3.60. The

B are dimensionless roll an yaw rates normalized using the

quantities % and
wingspan b,, and airspeed V.

Similarly to the linearization process of longitudinal motion, equations 2.118-
2.122 have to be converted to a form defined by equation 2.67. After that, the
partial derivatives of the lateral-directional motion equations with respect to state
variables, input variables and state variable derivatives will be performed in order
to express the linearized parameters of the state space model matrices.

The conditions expressed by equation 2.124 are considered for the linearization

of the lateral-directional motion in steady-level flight.
Bo=do=0qo=0 (2.124)
2.3.2.1 Linearization of Angle of Sideslip Equation

The first step in lateral-directional motion linearization is expressing the partial
derivatives of the sideslip equation with respect to the lateral-directional motion
state derivatives.

1

ofg 1| 2Q| | alXe)s —— ——
A = | 33 cos(xp ) sin +(X cos(xp) cos
B |, mVo | 9B | B |, (o) sin(Bo) +(Xp)Blo cos(ep) cos(Bo)
9 osin(u)
Vo cos(vo) B |
|
tan(vo)
QoS (Xp)Blocos(xo) g .
GoS 1 )
= _chﬁ + o [(Xp)Blo cos(ap) —mgsin(yo)]
Do=q0SCplo
_ oS _ _
T TV [CQB Cplo] =Yg (2.125)
of
hd 4 = 9 cos(0p) cos(dg) = 9 cos(0p) (2.126)

b |[p  Vocos(Bo) — Vo
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o | 1 0Q doS bw
Wl T mVoop o M) T Ty gy, o TR e)

= —Yp —sin(oo) (2.127)
ofp _ 1 0Q _ oS bw
or |o  mVo or |, eos{ao) = mVy 2Vo Ca. +eos(ao)

= —Y; +cos(xg) (2.128)
o
il £4 ) 2.12
% |, (2.129)

The following set of equations expresses the partial derivatives of the sideslip

equation with respect to the lateral-directional motion state derivatives.

afﬁ 1 0Q oS bw

Rl [ e N P Ul LN P .
B o mVo 3B |, mVo 2V, " B (2.130)
of of of of

a—.ﬁ - B :T'B za—,ﬁ =0 (2.131)
¢ o o o P 1o T lo

The partial derivatives of the angle of sideslip equation with respect to lateral-

directional motion input variables are defined by equations 2.132 and 2.133.

ofp 1 0Q q0S
S| T T vias | T o CQs, =Y _
0da |o mVyp 084 | mVp Qsa da (2.132)
ofp 1 2Q q0S

= —_— - _ — _‘Y .
00+ [o mVp 08 [,  mVo Cas, 8y (2.133)

2.3.2.2 Linearization of Roll Angle Equation

The first step in linearizing the roll angle equation is expressing its partial deriva-

tives with respect to the lateral-directional motion states.

a& = —qcos(dp)tan(6p) + rsin(dp) tan(6p)
b |,

= —fptan(8y) =0 (2.134)
ofy | _
|y —1 (2.135)
e = —cos(¢do)tan(0y) = —tan(0p) (2.136)
or |,
oMy | _ My | _
- o 0_0 (2.137)
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The following set of equations expresses the partial derivatives of roll angle

equation with respect to the lateral-directional motion state derivatives.

of

Mo | _ (2.138)
0 o

f f f f

e | _ e 0o 0o, (2.139)
B lo — a0 ly ol o o

The partial derivatives of the roll angle equation with respect to lateral-

directional motion input variables are defined by equation 2.140.

oty
004

_ 0ty
0 aér

=0 (2.140)
0

2.3.2.3 Linearization of Heading Angle Equation

The first step in linearizing the heading angle equation is expressing its partial

derivatives with respect to the lateral-directional motion state variables.

ofy, cos(do)  sin(do) _ 6o

00 |, - cos(0p) cos(0p)  cos(0o) =0 (2.141)
ofy, ~cos(do) B 1

or | cos(6p)  cos(6p) (2:142)
oty oy | Ofy

Ty — S T g 2.1
3B | o |~ o | (2.143)

The following set of equations expresses the partial derivatives of heading angle

equation with respect to the lateral-directional motion state derivatives.

ary

- = 1 (2.144)
o o
f f f f
M = a—w = a—w = a—w =0 (2.145)
B o op [p 0p [ OF |y

The partial derivatives of the heading angle equation with respect to lateral-

directional motion input variables are defined by equation 2.146.

ofy
34

_ oty
T

=0 (2.146)
0
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2.3.2.4 Linearization of Roll Rate Equation

The first step in the roll rate equation linearization is expressing its partial deriva-

tives with respect to the lateral-directional motion state variables.

of 1 oLS ONS GoSb
57[; 0 - A [Izz a[? 0 +Ixz E)BA 0] B _qOA = [IZchﬁ +Ixzcnﬁ]
— 1 (2.147)
of 1 LS NS 1 2
W, - A [I“ o | ey ]_AIXZ(IXX_I%-HZZ)/EO\
0 0 0
GoSbw b
of 1 LS ON§ 1 -
L R A AL e
GoSby, b
- _qOZAW ﬁ (I2zCr, + Ixz2Cn ] = =Ly (2149)
afp _ afp _
@ 0 _ @ O_O (2.150)

The following set of equations expresses the partial derivatives of the roll rate

equation with respect to the lateral-directional motion state derivatives.

ofp | 1[1 LS o ON§ ]
B lo  ALTOB o OB o

qOSbw bw _

—ISRY 3 (= Cry el | =14 (2.151)
ofp
- =1 (2.152)
P o
'Oi'p = ai? :ai_p =0 (2.153)
0 o o O o

The partial derivatives of the roll rate equation with respect to lateral-directional

motion input variables are defined by equations 2.154-2.155.

_ U 9k A | 2 C
%4 | A [I“ 350 |o T 080 | o [122Cry, +1xzCny, ]
= —Ls, (2.154)
ofp | 1 oLS ONS |1 qoSbw
00+ |o T A |: = 0%+ |o The 08+ | T 2A [Izzclér + IXZCnf’r]

(2.155)
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2.3.2.5 Linearization of Yaw Rate Equation

The first step in yaw rate equation linearization the is expressing its partial deriva-

tives with respect to lateral-directional motion state variables.

of 1 LS ONS GoSbw
37[; 0 - A [IXZ op |y +IXXW 0 T 2A [IXZClﬁ +IXXC“£"]
— N (2.156)
0
of, 1 oL ONR LNt 2730
P o A [Ixz o o e P o ATz = oy +Ta)"q0
JoSbw b
— o ﬁ [1Cl, + L Cr,y | = =Ny (2.157)
df 1 LS ONg 1 ~
ol - a [I"Za? T 0] bty ) a0
doSbw b
- _qOZAW ﬁ (IxzCy, + LixCn,l = —N; (2.158)
afr afT'
ofy L (2.159)
% | 5 |, 59

The following set of equations express the partial derivatives of the yaw rate

equation with respect to the lateral-directional motion state derivatives.

[ 2]
Blo AT o T o
GoSbw b

- —q°2AWﬁ[IXZc1B+IXchB]=—NB (2.160)
a—ff = 1 (2.161)
ot |,
af.r = % :af'r =0 (2.162)
¢ |o o o 9P o

The partial derivatives of the yaw rate equation with respect to lateral-directional

motion input variables are defined by equations 2.163-2.164.

of; 1 oLS ONG doSbw
004 0 A |:Ixz 354 o +1lxx 354 0 A [ xz\“ls, + Lix néu]

= N (2.163)
of 1 a[_% aN/(i qOSbw

pu— e I — I ) I
3r |o A [ X255, . FLx 35: |y A [ xzCly, + XXCnET]
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To summarize, we write down all linearized lateral-directional equations in the
following order, the angle of sideslip 3, roll angle ¢, heading angle 1, roll rate p,

and yaw rate 1.

0 = —Yﬁéﬁ—vi&b—(Yp—i—sin(oco))ép—(Yr—cos(oco))ér—kﬂ—YB)f)B
0

- Yéaé(éa)_Y&Mér) (2-165)
0 = —dp—tan(0o)or+ 5 (2.166)
0 = —Lér—i-&b (2.167)

~ cos(8p) 107
0 = —LpdB—Lpdp—L,dr— L0 +5p—Ls,5(50) — Ls,5(5,) (2.168)
0 = —NpSB—Npsp— Ny —Nydp + 5% — Ny, 8(8a) —N5,8(5;)  (2.169)

2.4 AIRCRAFT STATE-SPACE REPRESENTATION

The aircraft model to be utilized in the FCS design contains the aircraft’s longi-
tudinal and lateral-directional motion description in the form of its state-space
representation introduced in the previous section. As defined in previous section,
it is possible to decouple the overall state-space model the longitudinal and lateral-
directional motion. The condition for steady level flight can be defined by equa-

tions 2.170-2.175.

p=d=p=q=1r=0 (2.170)
V=a=4g=0=y=h=0 (2.171)
Bob=tb=p=t=0 (172
vV =V (2.173)

x = X (2.174)

= 6o (2.175)

The subscript 0 in equations 2.173 - 2.175 denotes the trim condition. The
longitudinal motion’s state vector xion contains following listed flight quantities:
airspeed V, angle of attack «, pitch rate g, flight path angle v and altitude h. The
input vector of longitudinal motion won is composed of the throttle lever position
57 and the elevator deflection d.. Based on linearized longitudinal equations 2.113

- 2.117 it is possible to express the components of the longitudinal state-space
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model, i.e. the system dynamic matrix Ajon, and system input matrix Bion, that
will be composed of coefficients computed during the linearization process. The
experience shows, that derivatives Cy,, Cp, and C;,, are very small, therefore
the coefficients Z4, X4 and My can be neglected, which simplifies the resulting
state-space model.

Equations 2.176 through 2.179 introduce the longitudinal motion’s state-space

model with the state vector xion and the input vector uign,

Xlon = AlonXton + BlonUion (2'176)
Yton = ClonXton, (2.177)
where
Xlon = [v/ &, q/ Y, h]T (2.178)
Uion = [OT, 5e]T (2.179)

Equations 2.180 and 2.181 introduce the internal structures of the longitudinal

model’s state matrix Aion and the input matrix Bion [87].

Xv X Xq —gcos(yo) Xn
Zv Zy Zq+1 _T/% cos(vo) Zn
Alon = | My My Mg 0 Mhn (2.180)

—Zy  —Za —LZq y;c0s(vo) —Zn

| sin(yo) O 0 Vo cos(vo) 0 |
Xs;  Xs,
Zs, Zs,
Bion = Ms, Ms, (2.181)
—Ls, —Ls,
L 0 0 p

Variables X, Z, M are force and moment coefficients, that are constant for speci-
fied trim point condition defined by a combination of velocity and altitude, and are
computed during linearization process derived in the previous section. Variables
Vo, Yo are aircraft states at a trim point. In case of fully observable state vector, the
output matrix Cion, from equation 2.177 is represented by a simple 5x5 identity
matrix [37].

The lateral-directional motion model state x14¢ is composed of flight quantities
including sideslip angle {3, roll angle ¢, heading angle 1, roll rate p and yaw
rate 1. Input variables of lateral-directional motion are the aileron 6, and rudder
&+ deflections, which create the input vector ujq¢. As the derivative of angle of

sideslip doesn’t have a significant effect on the lateral-directional model dynamics,
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the related derivatives Yy, L5 and N5 can be neglected. This assumption simplifies
the lateral-directional model’s system matrix Aiq¢ and input matrix Biqt.
The following equations define the state-space representation of lateral-

directional dynamics [87].

Xlat = AlatXlat + BlatUtat (2.182)
Ytat = CratXiat (2.183)

Xlat = [B/ d)/ll’/p; T]T (2184)
Ulat = [Ba/ BT]T (2185)

Equations 2.186 and 2.187 introduce internal structures of the lateral-directional

model’s state matrix Aiq¢ and the input matrix Byq¢.

i Y V%cos(oco) 0 Yp+sin(xp) Yr—cos(xo) ]
0 0 0 1 tan(8)
Atat = | 0 0 0 0 00 (2.186)
L 0 0 L, L,
| Ng 0 0 Ny N, ]
_ - ;
0 0
Blat=| 0 0 (2.187)
Ls, Ls,
| N&o N, |

Variables Y,L, N are, similarly to the longitudinal case, the force and moment
coefficients, which are constant for the specified trim point and are computed
during the linearization process. Variables Vj, g, 6o again refer to aircraft state
at trim point. The output matrix Ciq¢ from equation 2.183 is a 5x5 the identity
matrix as in the longitudinal motion, which means that all lateral-directional states

are assumed to be observable.



AIRCRAFT SIMULATION MODEL

This chapter introduces the subsystems and mathematical background necessary
for building an aircraft simulation model, which will be used throughout the fol-
lowing chapters as part of the researched designed flight control system frame-
work. In fact, the Equations of Motion derived in the previous chapter and their
linearized state-space models cover only one part of the model, namely the air-
craft dynamics, as shown in Figure 3.1. The remaining necessary flight simulation
subsystems will be described in the following sections. The chapter starts with a
description of the mass, inertia and gravity models. The subsequent paragraphs
are dedicated to the modeling of the propulsion system, and sensor and actua-
tor dynamics. The sensor model is built up around a stochastic description of
the measurement noise using the Allan variance technique to precisely express
its noise characteristics. The dynamics of both, sensor and actuator models can
be conveniently expressed using second-order transfer functions. The chapter con-
tinues with the description of the atmospheric model, which contains a detailed
specification of the continuous turbulence model inevitable in the evaluation of
the researched flight control system’s performance. The final section describes in

detail the aerodynamic model.

T=Ff (u9 :B)
Subsystems Environment
6 o
0 "‘
de —# Aerodynamics r Atmosphere
51‘ 6a1 667 57'
l |
External forces
UK and moments UK
VK Rigid Body Equations of Motion | _ L yK
WK Time derivatives WK
Rigid body of rigid body .
PK states Translation DE states Z?K
aK aK
T T 7
TH Rotation DE K
0 Attitude DE 0
| v Lo ]

|

DN Position DE DN
PE PE
PD PD

Figure 3.1: State representation of an aircraft simulation model. Source [39]
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Chapter 3 is concluded with a description of a plant model, which is a com-
bination of the aircraft and actuator dynamics. This model will be used in the

subsequent chapters for the flight control system design.

3.1 MASS, INERTIA AND GRAVITY MODEL

The aircraft total weight m is computed as a sum of empty weight m.qn+ at specific
balance configuration and weight of other elements m;, accounting for the crew,

fuel or payload [53]. Total weight calculation formula is shown in equation 3.1.

M= Meont+ )M (3.1)

1

An instantaneous CG position xcg is defined by elementary weights and associ-

ated known CG positions of respective configuration elements using equation 3.2.

Xcg = XCGconfmCOTl:n—i_ Z‘i. XCGimi (32)

In order to calculate the rotational dynamics of a simulated aircraft, it is in-
evitable to carefully compose the resulting inertia tensor Igg [35, 49]. Equation
3.3 shows the inertia tensor’s structure, while equations 3.4-3.9 introduce the ten-

sor’s elements computation.

Iep = | I Iy —Ly. (3-3)

Lo = Jm(yz+zz)dm (34)
I, = L(xzﬂz)dm (3-5)
e = | (2 +ytam (36)
Ly = | (jam (57)
L, = Jm(yz)dm (3-8)
L = J (xz)dm (3:9)



3.2 PROPULSION SYSTEM MODEL

The Gravity model is defined by force and moment vectors shown in equations
3.10-3.11, along with their transformations from NED frame to BFF. These transfor-
mations are necessary from the model compatibility perspective as other models

as aerodynamics or propulsion are developed in BFF [89].

Xg 0
(Fe)e=Mpo- | Yo | =Mgo- 0 (3-10)
Zg 0 m-g |,
Lg
(Mg)e =Mso- | Mg | =0 (3.11)
Ng 0

3.2 PROPULSION SYSTEM MODEL

The thrust of a propulsion system, made of for example 4-stroke reciprocity com-
bustion engine and propeller, is computed using propeller characteristics contain-
ing advance ratio J, thrust coefficient Ct, propeller diameter Dy.op and propeller
or engine revolutions nprop. At first, the advance ratio is defined by equation 3.12.
\

J= TtoronDoron (3-12)

The thrust coefficient Ct can be defined as a function of the advance ratio J.
Using the state-of-the-art engineering practice is to approximate this function by a

lookup table. The last step is expressing the thrust T using equation 3.13 [83].

T= CTpn%)ropD4 (313)

The engine model can be defined using a function relating the engine revolutions

to the throttle lever position and the instantaneous operating condition.

3.3 ACTUATOR MODEL

An important aspect of a digital FCS design is the consideration of the actuator’s
dynamic effects. The modeled actuator dynamics, with its time delays, influences
the aircraft’s overall dynamic behavior. The actuator model dynamics can be de-
scribed by a second order transfer function, with properties expressed in terms of

its natural frequency wqc+ and damping Cqct as shown in the equation (3.14) [30].

2
act

2
82+ 20qctWacts + W2y

w

Fact(s) = (3-14)
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To conveniently combine the actuator model with the state-space representations
of the aircraft’s longitudinal and lateral-directional motion, the transfer function
Fact(s) can be transformed into its state-space representation as introduced in

equations (3.15) and (3.16).

Xact = AactXact T BactUact (3.15)

Yact = CactXact (3.16)

The actuator’s state-space model for longitudinal motion contains a state vec-
tor composed of the throttle and elevator deflections along with their associated
deflection rates. The actuator model inputs for the longitudinal motion are the
respective command values defined in the equation 3.19. The lateral-directional
state-space actuator model, on the other hand, contains a state vector composed
of aileron and rudder deflections and their associated rates. The actuator model
inputs for the lateral-directional motion are the command values defined by equa-
tion 3.20. Equations 3.17 and 3.18 show the actuator model state vectors for the
longitudinal and lateral-directional motion cases, while equations 3.19 and 3.20, as
stated above, show the respective actuator model input vectors for the longitudinal

and lateral-directional case.

Xactlon = [07,87, 0¢8] ! (3.17)
Xactlat = [da,da, by, r] ! (3.18)
Uactlon = 07, 4 0e.,)" (3.19)
Uactiat = [Oapmgs Oromal (3.20)

The actuator’s state matrix Aqc¢, input matrix Byc¢ and output matrix Cqct are
introduced in equations 3.21, 3.22, 3.23, 3.24 and 3.25 respectively, and have the

same structure for both, the longitudinal and the lateral-directional motion.

_2651*“)5*( _w%T 0 0
1 0 0 0
Aactlon = (3.21)
0 0 —20s,ws, —w3
0 0 1 0
w%T 0
0

(3.22)

B act,lon —

o o o
(S




3.3 ACTUATOR MODEL

Variables ¢ and w represent the actuator’s damping and natural frequency for
thrust and elevator actuator model, respectively. This model is a part of the longi-

tudinal dynamics.

—2(5,ws, —w3. 0 0
1 0 0 0
Aa.ct,la.t - (3-23)
0 0 —205ws, —wi
0 0 1 0
w%a 0
0 0
Bact,lat = (3.24)
0 w35,
0 0

The lateral-directional motion’s actuator model contains natural frequency w
and damping ¢ characteristics differentiated by subscripts 84, 0 for the aileron
and the rudder control respectively.

The output matrix Cqc¢ introduced in the equation (3.25) is identical for both,
the longitudinal and the lateral-directional actuator model, and consist of only
two rows, as only the control surface deflections, without the respective rates, are

assumed to be measurable [51].

01 00
Cact = (325)
00 0 1
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3.4 SENSOR MODEL

An unmanned aircraft’s sensor network contains several measurement units that
influence aircraft state variables in a different manner. The aircraft’s accelerations,
angular rates and Euler angles can be measured by Micro Electro Mechanical Sys-
tem (MEMS) IMU, usually equipped with a magnetometer to sense the magnetic
field. The airspeed and pressure altitude are acquired through a pitot-static system.
Finally, the position of an aircraft is sensed by a GNSS receiver. Almost all sensors

add some errors into the measurement, either it is noise, drift or time delay.

3.4.1 Sensor dynamics

State-of-the-art sensors for UAV applications are mostly based on the MEMS technol-
ogy. The dynamics of such sensor can be conveniently modeled as a second-order
linear system and described by a transfer function. Example of sensor transfer
function is shown in equation 3.26.

2

— sens ( 26)
s2+ 2CsensWsensS + wﬁens 3

w
Fsens(s)

The sensor dynamics is characterized by its natural frequency wgens and by
the sensor damping Csens. A block diagram of sensor dynamics implementation

is shown in Figure 3.2.

Ys

Iy

Wn + 2 2 [7 dy./dt
i d?y /ot y/

i antl

(=]

2lw,

4
<

Figure 3.2: Block diagram of sensor dynamics.

3.4.2 Noise characteristics estimation

This section describes the process of sensor noise and bias estimations, which are
needed for high fidelity sensor modeling. Once estimated these parameters are
added to the clean signal in order to create precise sensor output signal comparable
to the real sensor output. The sensor bias can be computed through the utilization

of a simple mean calculation over selected signal length under steady conditions,
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as described in equation 3.27. In the case of specific forces, the signal needs to be

compensated for gravity effects [42].

1
b=y D A (3-27)
i=1
. T=3-dt
- »
3 dt
>
(@]
Overlapping Samples
Time

Figure 3.3: Time clusters for Allan variance calculation.

Signal noise power can be estimated by employing the Allan variance technique.
This method is usually applicable to oscillator frequency stability measurements.
The advantage of this approach is that it can be used without data-sheet infor-
mation and based only on the measured sensor signal. For this thesis’s purpose,
the Allan variance calculation of a gyroscope signal will be used for the algorithm
explanation. The first step of computing Allan variance is the integration of mea-
sured angular velocity samples w(t) over the time span t, which results in angle
o(t).

The Allan variance o2 (

T) can be computed as a function of T and <>, which
is an expression for ensemble average. Equation 3.28 shows the Allan variance
formula
1
2
T) =
(0 =53

Variable 7 is the so called cluster time, and its width is defined by the parameter

o < (Oks2m — 20k m + 0k)* > (3-28)

m as defined in the following equation.
T=m-dt (3.29)

After explaining ensemble average, the result could be written by equation 3.30.

1 N—2m
2(1) = 202(N—2m) Z [(ek—l—Zm —20k4m + ek)z] (3-30)

k=1
The parameter N is the total number of samples and m, as mentioned above,
the number of samples in an overlapping cluster time 7. This version of Allan

variance algorithm is called overlapping due to the time clusters defined by the
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parameter T being overlapping, as shown in Figure 3.3. The noise characteristics
can be estimated using the above-defined algorithm in a laboratory experiment,
in which accelerometer and gyroscope signals are recorded under steady condi-
tions. The noise characteristics are then extracted from measured signals. Figure
3.4 shows the Allan variance in all three axes of acceleration measurements. The

Allan variance value used for the noise signal generation is the functional value of
t=10° (3.31)

Figure 3.5 shows the measured acceleration noise in steady conditions and the

generated acceleration noise signal using Allan variance.
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Figure 3.4: Allan variance of acceleration measurements.
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Figure 3.5: Noisy acceleration signals in three axes.

The same process of Allan variance estimation can be applied to measurements
of angular velocities. Figure 3.6 shows Allan variances of gyroscope measurements
and Figure 3.7 depicts the comparison of measured angular rate noise and gener-

ated angular rate noise with the utilization of the Allan variance method.
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Figure 3.6: Allan variance of angular rate measurements.
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Figure 3.7: Noisy angular rate signals in three axes.
3.5 ATMOSPHERIC MODEL

Future implementations of an aircraft dynamic model include an atmospheric
model compliant to the international standard ISO 2533, which is useful for al-
titude ranges from -2 to 20 km (from the troposphere to lower stratosphere)[48].
This model is used to calculate important physical quantities, namely the air tem-
perature T, air density p, Mach number M and dynamic pressure g. The first step
in using the ISO 2533 model is to calculate the geopotential height Hg, which is
necessary for the calculation of the air temperature, static pressure and air density.
Te-h

Hg = — (3-32)

Following expressions define the above mentioned physical quantities for geopo-

tential heights from -2 to 11 km:

H
T=(+yree2) - Ts (3:33)
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Table 3.1: Atmospheric constants.

Name Nomenclature Value Units
Sea Level Temperature Ts 288.15 [K]
Sea Level Density 0s 1.225 [kg-m~3]
Sea Level Pressure Ps 1.013x10° [Pa]
Troposphere constant nTR 1.235 [1]
Lapse Rate YTR -6.5x1073 [K-m~1]
11 Km Temperature T11 216.65 K]
11 Km Density P11 0.364 [kg-m—3]
11 Km Pressure P11 2.263x10% [Pa]
Ideal Gas Constant R 287.05 [J-kg~ 'K ']
Adiabatic index K 1.41 [1]
HG TR
Pstat = (1 + VTR T—S)“TR*‘ “Ps (3-34)
Hg, 1
p=(1+vTr" Tis) "R pg (3-35)

The isothermal character of the stratosphere higher layers leads to different mod-
ified for temperature, static pressure and air density computation for altitudes be-

tween 11 and 20 km. Constants for both atmospheric layers are given in Table 3.1.

T="Tn (3.36)

— 20 (Hg—11000
pstat =p17-e T e ) (3-37)

— 90 (Hg—11000
p=pyy-e ®inHe ) (3-38)

Finally, with the availability for the air density and airspeed, it is possible to de-

fine the dynamic pressure and Mach number essential for expressing aerodynamic
forces and moments.

q=§-p-V (3-39)

ﬁ (3-40)
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3.5.1 Continuous Atmospheric Turbulence Model

The continuous atmospheric turbulence model as described in this thesis was taken
from the standard MIL-HDBK-1797 [23]. The model estimates continuous turbu-
lence contributions to aircraft translational and rotational velocities based on the
aircraft altitude, velocity, attitude and user setting of wind speed at 20ft altitude
(low altitude model) supplemented by the probability of exceedance coefficient
(high altitude model). The user may adjust parameters according to requested
turbulence severity. Table 3.2 shows parameter settings for 3 levels of turbulence

severity: light, moderate and severe.

Table 3.2: Severity parameters for high and low altitude conditions turbulence models.

Severity Wind velocity at 2o ft [kts] Probability of exceedance [1]
Light 15 107
Moderate 30 1073
Severe 45 107

3.5.1.1 Forming Filters

Equations 3.41-3.46 describe linear filters which process white noise on input and
generate transtational and rotational velocities affecting the aircraft state. Linear
filter parameters are adjusted with respect to scale lengths L., L,,L,,, turbulence
intensities oy, 0y, Oy, aircraft airspeed V and altitude h. Filter structure is identical
for low and high altitude conditions. Following subsection describes differences in
scale lengths and turbulence intensities. Parameter b,, represents the aircraft’s

wing span [23].

21, 1
Fu(s) = o — 41
uls) WV 15 G (341)
V3L
_ Lo T+57s
Fu(s) = oy W.H—FL—\}’S)Z (3.42)
L 1+\/§LW
Fuw(s) = ow ﬁﬁ (3-43)
/0.8 (7&-)176
Fo(s) = owy/~ - = (3-44)
VoL (2e)s)
R (3.45)
Fq(s) = 3 .
a T+ () " 345
V) (3.46)
Fo(s) = —Y  .Fy(s .
T+ (35)s -
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3.5.1.2  Low Altitude Model

The low altitude model describes scale lengths and turbulence intensities for alti-
tudes below 1000 ft. Scale lengths are affected only by the aircraft altitude, while
turbulence intensities are influenced by wind speed W5 at 20ft above the ground.

The velocity vector orientation in low altitude model is defined in the BFF [23].
h

Ly = L= |

B ¥ 7 (0.177 +0.000823h) 12 (3-47)

b =1 (349)

ow = 0.1Wz0 (3.49)
Ow

Tu = V= (3-50)

(0.177 +0.000823h)04

3.5.1.3 Medium/High Altitude Model

The high altitude model describes turbulence behavior above 2000 ft. The scale
lengths are constant as shown in equation 3.51, and turbulence intensities are de-
fined by a 2D lookup table, the graphical representation of which is shown in
Figure 3.8. Inputs to the lookup table are the aircraft altitude and the probabil-
ity of exceedance, set by the user according to requested turbulence severity. The

velocity vector of the high altitude model is defined in BFF.
L. =L, =L, = 1750ft (3.51)

Oy = Oy = Oy (3.52)

Altitude - Thousands of Feet

5 10 15 20 25 30
RMS Turbulence Ampitude [ft/s]

Figure 3.8: Continuous turbulence intensities based on the probability of exceedance.

Source [23]

The medium altitude velocities and angular rates between 1000 ft and 2000 ft
are determined as a linear interpolation between low and high altitude results and

are expressed in the BFF axis frame [23].



3.5.1.4 Turbulence Model Structure

3.5 ATMOSPHERIC MODEL

The inputs to the turbulence model described by a block diagram in Figure 3.9

are the geodetic altitude h, Euler angles ¢, 0,1, airspeed V, wind speed at 20 ft

above ground W, and the probability of exceedance. Outputs that influence the

aircraft simulation model are turbulence induced velocities and angular rates in

BFF. The turbulence model contains three main subsystems, as shown in Figure 3.9,
the Low Altitude Model, the High Altitude Model, and the function for assembling

the turbulence contributions. The white noise generator block computes turbulence

intensities and scale lengths. The Turbulence Filter blocks include implementation

of linear filters from equations 3.41-3.46.

h

Euler Angles

Low Altitude Model !

| Dryden States

Filter
Dryden Derivatives (Low)
Filters ,[

High Altitude Model |

| D

Filter : ryderl1 States
Dryden Derivatives (High)
Filters I

h o
] mensiies |

PoE Scale Lenghts

Turbulence
Contribution

Figure 3.9: Continuous atmospheric turbulence model.
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36 AERODYNAMIC MODEL

Aerodynamic forces and moments are influenced by the shape of the aircraft and
its configuration. Equations 3.53 and 3.54 introduce aerodynamic forces and mo-
ments as functions of the mean aerodynamic chord ¢, wing area S, wingspan b,,,
air density p, airspeed V, and aerodynamic force and moment coefficients of the

modeled aircraft [60].

D Co
1

Q| =5°V*S| cq (3-53)
L 3 CL

La by 0 O C

Ma 5 PVZS| 0 ¢ o0 Cun (3-54)
—

Na a 0 0 by Cn

Applicable drag Cp, side-force Cq and lift C coefficients, together with the roll
Cy, pitch Cr, and yaw C,, moment coefficients are defined by the following set of

equations [51, 87].
qc

Cb = Cp, +Co, -+ C, 30+ Co, 0 + Coy, e (3.55)
Cq=Cq,B+Cq, B;/ +Co, pzbv + chT;V +Co,8a+Cas b (3.56)
CL=Cr, +Crax+ CLaﬁ + CLq P© Cirs,. e (3:57)
CL=Cy,B+Cy, [52}1/ +Cy, pzbv +CL Z\V/“ +Cuy, 80+ Cuy 8r (3.58)
Crm = Cony + Crn, &+ Crny oo s C 4+ Crm, ;'\‘; + Cony, Be (3.59)
Cn = CnpB+Cn, th;;” +Cn, pzb\;” 4 Ch, T;\V/” + Cuy, 8a + Crg, s (3.60)

3.7 PLANT MODEL

The plant model is made of a combination of the aircraft and the actuator state-
space model connected via control surface deflections. The output of the plant is
a combination of the already defined state vector of the longitudinal or lateral-

directional aircraft model and the actuator state as defined by the equation 3.61

Xpl = [Xlat/lonrxact]T (3.61)



3.7 PLANT MODEL

The plant system for a longitudinal and lateral-directional motion can be defined

by equations 3.62 and 3.63.

A B C 0°>%2
Xpl _ lat/lon lat/lon‘“-act Xpl + Uact (362)
04><5 AClCt B(lCt
~———
Ap]_ Bp[
Xlon/1
Ypt = [ 10 } { on/tat ] (3.63)
N—— Xact
Cp

When assigning equations 2.180, 2.181, 3.21, 3.22 to the equation 3.62 we get
the plant dynamic matrix A,11on expressed by the equation 3.64 and input matrix

Bpiton shown in equation 3.65.

Aplion =
i Xv X Xg —gcosyo  Xh 0 Xt 0 Xs. ]
Zv Zs Zg —V%cosy() Zn 0 Zs, 0 Zs,
0 My O My Mn 0 Ms, 0 Ms,
—Zy —Zy —Zq4 —h%cosyo AN 0 0 0 0
sinvyo 0 0 —Vycosvyo 0 0 0 0 0
0 0 0 0 0 —25;ws; —wj, 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 —2(s5,ws, —wi,
| 0 0 0 0 0 0 0 1 0
(3.64)
_ , , i
0 0
0 0
0 0
Bption=1 0 0 (3.65)
w%T 0
0 0
0 w%e
L O O .
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The dynamic matrix of lateral-directional plant model is shown in equation 3.66.
Similarly, as the input matrix of longitudinal plant model, we can describe the

input matrix of the lateral-directional plant model by equation 3.67

Apliat =
| Yo v 0 Yp+s(ao) Yr—clao) 0 Ys, 0 Ys, ]
0 0 0 1 (00) 0 0 0 0
0 0 0 0 e 0 0 0 0
Ig 0 O L, L, 0 Ls, 0 Ls,
Ng 0 0 N, N, 0 N5, 0 Ns,
0 0 0 0 0 —2(5,ws, —wi 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 —205,ws, —wi
0 0 0 0 0 0 0 1 0
(3.66)
L
0o 0
0o 0
0 0
Bpltat = | 0 0 (3-67)
w%a 0
0o 0
0 w%r
L 0 0 J

Both dynamic and input matrices of longitudinal and lateral-directional plant
models contain information about the aircraft and actuator dynamics. Equation
3.68 describes the output matrix, which is the same for the longitudinal, as well
as lateral-directional plant model. The plant model is shown in a form in which it

will be later utilized in the sections dedicated to the FCS design process.

100000000
010000000
Cot=1001000000 (3.68)
000100000
(00001000 0



PARAMETER ESTIMATION

The process of building an aircraft mathematical model from flight testing cam-
paigns generally relies on System Identification techniques. The aim of this chap-
ter is introduce the aerodynamic model parameter estimation algorithms. There
are two main approaches to creating models. The first one is called the mathe-
matical modeling and is based on the knowledge of laws of physics used for the
description of system dynamics. This approach is rather analytical. The other ap-
proach uses the system’s input-output data collected during test campaigns. This
approach is rather experimental. The analytical approach has limited use in mod-
eling systems with complex structure and unknown parameters. At this point, the
parameter estimation approach on experimental data needs to be used. The math-

ematical models obtained through identification have following features:

e It is relatively easy to create them, but their validity can be limited to the

surroundings of a certain working point.

* Mathematical models created via identification usually do not have true

physical meaning.

¢ Assistance of domain expert is usually necessary during the process of the

mathematical model identification.

The expert opinion about choosing the right model structure or selecting and
pre-processing the correct input-output data for parameter estimation can be a
better strategy than performing the trial and error process of choosing the right
model structure and data set.

The motivation for creating mathematical models can be driven from the desire
of better understanding the modeled systems. An identified mathematical model
of an aircraft can be employed either in the process of control system design or
for creating high fidelity flight simulators. The identified aircraft model can be
used for a baseline FCS design and can also serve as a reference model in the
adaptive flight control design , which will be introduced in the subsequent chap-
ters. Figure 4.1 describes a general aircraft parameter estimation process using the
input-output data, a priory model values and selected model structure.

Following paragraphs will introduce the basic aerodynamic model structure
used in the parameter estimation along with the Equation Error Method estima-

tion technique, which will be explained later. The chapter is concluded with the
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input-output data used for the identification along with the resulting model. The
estimation algorithms presented in this chapter are inspired by [49, 51]. The inter-
ested reader is referred to [28, 33, 61, 70] for more in-depth insight into system

identification and parameter estimation.

Input manouver

Data acquisition Compatibility check

Parameter Estimation
Methods
Error

A priory values

Estimation algorithm Identification criteria

|

Models ‘
Model response - 1+
e, Mathematical model

Model validation

Figure 4.1: System identification process.

!

4.1 MODEL FOR PARAMETER ESTIMATION

The aircraft model used for parameter estimation describes contains a structure
made of force and moment coefficients. Equations 4.1 - 4.6 show a sample model

structure that to be used for actual parameter estimation.

Cp = CD0+CD¢X(X+ CDéeée (41)
Cy = Cy,+ CYB B+ CYér Oy (4.2)
Ct = Cry+Croa+ CLéeée (4.3)
Pby by
C, = Clo + Clﬁ B+ Cléaéa + Clér o + CLPW + ClrW (4.4)
C
Cim = Crmo+ Crmu@+ Cimg, 8¢+ Cin, ;Lv (4.5)
b b
Cn = Cng+CngB+Crg, 80+ Crg 8+ Cn, D 4 Cn 22 (46)

The model can be described in a simplified form by equation 4.7.
z=X0p+v (4.7)

where the parameters to be estimated are formed in the vector Op. An example

of the parameter vector for a roll moment coefficient Cy is shown in equation 4.8.
GP - [ClofCIB’CLEQ[C1§r1C1p’C1r]T (48)

The vector of measured states, called regressors, of the roll moment coefficient
Cy is formed in equation 4.9.

_ Pbw Thw
X - [1/ B/ 60./ 61‘/ ZVQ 7 ZVQ] (49)
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The vector of the so called measurements z that forms left side of equation 4.7,

is for the roll moment coefficient example expressed by equation 4.10.

z=[Ci(1),Ce(2), ..., Cu(N)IT (4.10)

Parameter N represents the number of measured data points used for parameter
estimation. Since the data contains the measured noise and errors, and the model
itself is only an approximation, it is suitable to define the vector of equation errors

v that is expressed by equation 4.11

(4.11)

The dimensionless force and moment coefficients, expressed in the equation 4.10,
are computed from variables measured during the flight experiment with using the
knowledge of the equations of motion and laws of physics. Forces coefficients in

BFF are computed using the acceleration measurements and thrust estimates.

Cx = magS—T (4.12)
_ My

Cy = as (4.13)
ma,

Cz = as (4.14)

These coefficients are converted in the next step using rotation about the mea-
sured angle of attack to the stability axis frame, which is often used for expressing
the aerodynamic force and moment coefficients. This rotation does not affect the

side-force coefficient Cy, which remains the same.

Cp =
CL =

—Cx cos(a) — Cz sin(x) (4.15)

—Cz cos(a) + Cx sin( ) (4.16)

Moment coefficient computations are based on the moment equations of motion
and the knowledge of moments of inertia and rotational accelerations that are

usually computed as a numerical derivative of angular rate signals.

o Ix . Ixz . (IZ_Iy)

G = asow I© 7 T (pq +T)+7IX ar (4.17)
_ Ly x—L) Lz 5 5
o L _. XZ (. ( y IX) ]

Cnh = T (p—qr) + L _ (4.19)
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4.2 EQUATION ERROR METHOD

In its most basic form, the Equation Error Method becomes the parameter estima-
tor based on the minimization of the sum of squared differences, i.e., the least-
squares estimator. This type of estimator requires a type of model that is linear in
parameters. The advantages of the least-squares estimator are simple implemen-
tation and low computational complexity. The aerodynamic force and moment
coefficients equations 4.1-4.6 fulfill the condition of linearity in parameter fits to
the required model structure expressed in equation 4.10. As stated above, the
least square estimator minimizes the sum of squared differences defined by cri-

terion J(0p) within the equation 4.20.

J(0p) = = (z—X0p) " (z—XOp)

= [6pXTX0p — 08X Tz —2"X0p + 277 (4.20)

—_ N =

N

The vector of parameters 0p that minimizes quadratic criterion J(6p) is defined

by equation 4.21
dJ(6r)
dop

and by expressing the parameter vector 0p form equation 4.21 its least square

=—2"X+0,(X™X)=0 (4.21)

estimate can be expressed by equation 4.22.
Op = (X™X) X"z (4.22)

The analysis of parameter estimate given by equation 4.22 can be done assuming
that the regressor X is without error, and the noise within the measurement z is
white and Gaussian. In that case, the output estimate {j can be expressed using
equation 4.23, which leads to computation of measurement variance o2 defined by
equation 4.24. Resulting estimate covariance matrix Pi; and standard deviation s,
which is the squared root of estimate covariance, can be expressed using equations

4.25 and 4.26.

g = Xop (4.23)
o z=9)'(z-9)
cov(p) = E[Bp—0p)(0p—0p)T]=62(X"X)"!
= [Pyl where 1,j=1,2,...,n, (4.25)

s(Op,) = /Py (4.26)



4.2 EQUATION ERROR METHOD
4.2.1  Differentiation of Noisy Data

The equations 4.17-4.19 for the computation of the roll, pitch and yaw moment co-
efficients contain the angular acceleration signals p, ¢ and  on their right sides. As
direct measurement of angular accelerations is difficult due to limited availability
and high cost of precise angular accelerometers, most algorithms compute the an-
gular accelerations using numerical derivatives of their angular rate signals. This
task can be very challenging since the angular rate measurements, especially those
provided by MEMS gyroscopes, are usually very noisy, and all the noise present
in a signal is multiplied after differentiation. The solution to this problem is, ac-
cording to [51], a combination of data smoothing algorithm with a differentiation
afterward. One way to perform the smoothed differentiation is to sequentially fit
noisy data with a polynomial, which is then differentiated. Another approach is
to smooth noisy data with an optimal Fourier smoother and than compute the
derivative in the frequency domain. This approach’s advantage is that it does not
process the data sequentially, but computes the derivative for the whole maneu-
ver. The polynomial used for sequential fitting can be a simple second-order poly-
nomial continuously fitted through 5 consecutive data-points. The polynomial is
expressed by equation 4.27

y=at’+bt+c (4.27)

Coefficients a, b and c are estimated using the least-square algorithms. Another
option can be in the utilization of the smooth noise-robust differentiator as the
Sawitzky-Golay filters with improved noise suppression based on least-squares
smoothing [79]. Table 4.1 shows different order numerical differentiators that can
be used for computing angular accelerations for the purpose of aerodynamic pa-

rameters estimation [38].

Table 4.1: Numerical differentiators.

Order Smooth Noise-Robust Differentiators
2(f1—f q)+f2—f >
5 8h
5(f]—f,] )+4(fz—f,2)+f3—f,3
7 32h
14(f1—F_1)+14(f2—F_2)+6(f3—F_3)+F4—F_4
9 128h
11 A2(f1—F_1)+48(fa—F _2)+27(f3—F_3)+8(fs—F_4)+f5—F_5

512h
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4.3 ONLINE PARAMETER ESTIMATION

The previously described parameter estimation method is applicable to a complete
set of collected data available after completing measurement campaign. This type
of method is called an offline parameter estimation, and it is perfectly suitable
for the baseline controller design purposes. However, for the advanced control
design techniques, it is more appropriate to derive model parameters from state
variables measurement online. The online parameter estimation can be described
as a process in which new incoming data is used to update an existing model. The
time variation of model parameters caused by changes in flight conditions, mass
redistribution caused by fuel burn, or the structural damage and failures can be
detected using online parameter estimation algorithms. The practical utilization of
online parameter estimation can cover the in-flight monitoring of parameters for
stability and control, testing or online fault detection. One of the algorithms that
can perform real-time parameter update is Recursive Least Squares [62]. The main
advantages of the online parameter estimation are summarized in the following

list [51]:

* The parameters are calculated online without the necessity of processing the

whole dataset.
¢ Time-varying parameter tracking.
* Identification of problems in parameter estimates.

* Parameters are available throughout the flight, which can help identify the

length of signals appropriate for excitation.
The main disadvantages can be seen in the following list:

e Model structure must be fixed.

¢ Estimated parameter variance can continually decrease, which is called co-

variance windup.

* The trade-off between rapid response to time variation of parameters and

smooth time histories of parameter estimates.
* The numerical problems can be caused by signal periods with low excitation.

¢ The data processing cannot be used during the online parameter estimation.

Figure 4.2 shows the utilization of the online parameter identification within the
scheme of an adaptive flight control system. Majority of adaptive control systems

are based on some online control system modification. In this case, the Online
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Parameter Estimation block, that combines the state estimation and aerodynamic
model identification, modifies the flight control system indirectly throughout an
onboard aerodynamic model. This model feeds the control laws with computed
forces and moments. Finally, the control laws generate commands for the actuators
attached to the control surfaces. The online parameter estimation method, which
combines the state estimation with model identification, is related to a two-step

technique.

J——

Onboard Aerodynamic
Model

Reference

Plant

Do
w

FM ! a, e, Or
Control Laws T

( Flight Control System | Measurements
: Reconstructed
i | Aerodynamic Model | Aircraft State State
Identification Estimation

Online Parameter Estimation

Figure 4.2: Online parameter estimation within adaptive flight control system.

The recursive least squares parameter estimation algorithm will be defined using
equations written in a recursive form, with a new update of variable expressed

by index k + 1. The first step of the online parameter estimation process is the

definition of the recursive regression matrix and its update by equations 4.28 - 4.30.

A = Alxxk) (4.28)
Ax

Axsr = (4-29)
Ax 41

akt1 = alxkt1) (4-30)

The variable xi is the current state measurement, the notation of equation 4.31

is used for the measurement vector update.

T Yi
Yy = |: Yyr Y2 ... Yk } Yicp1 = (4.31)

Yk+1
The process of online parameter estimation using the recursive least squares
algorithm starts with obtaining the initial parameter estimate 8y and covariance

matrix Py. The recursive loop is initiated by obtaining a new set of measured data
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(Xk+1,Yk+1), which is followed by formulating the regression matrix for a new

data point as shown in equation 4.32.

Ok+1 = [ T pilxks1) oo pmxkst) ] (4-32)

The subsequent step is calculating the Kalman gain Ky based on the regressor

matrix from the equation 4.32 and the current covariance matrix Py.

Kit1 = Prap.(axs1Praxsr +1)7° (4-33)

Equation 4.34 shows how the Kalman gain Ky 1 is used for the computation of

the parameter update.

Ok i1 =0k + K1 (Y1 — arr16y) (4.34)

The last step of online parameter estimation is the covariance matrix update com-
putation introduced in equation 4.35, then the process enters to the new iteration
step.

Pip1 =P —Kieprax 1Py (4.35)

A problem with using classical recursive least squares may occur since the new
data has the same weight as the old ones. This problem can be resolved by intro-
ducing the so-called forgetting factor A, which is a weighting factor applicable to
the new data. The only step that will be different in the process of recursive least
squares estimation is the computation of the Kalman gain, where the identity ma-
trix I is replaced by the identity matrix scaled by the forgetting factor Al as shown
in equation 4.36.

Ky = Pka-]|<—+1 (ary1Pragt +AD) ! (4.36)
4.4 STATE ESTIMATION TECHNIQUES

The state estimation is a technique that computes the state of a dynamic system
from the measured variables. The use-cases of state estimation, which is widely
used throughout the control system design, include the signal noise suppression,
signal reconstruction (in aerospace applications known as flight path reconstruc-
tion) and data fusion that improves the accuracy of the state estimate by com-
bining different sensors, widely used in navigation systems as Global Position-
ing System (GPS) or robotics application. One of the most utilized techniques for
state estimation, which will be described in this section, is the Kalman filter. The
Kalman filter was co-invented by Rudolph Kalman in 1958 during his work on
the Apollo project navigation computer and became quickly popular, especially

among the engineering community. The reason was its transparency. In contrast to
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the Wiener filter, which is based on frequency description and spectral factoriza-
tion, the Kalman filter operates in the time domain and with system state variables.
More details about the state estimation topics can be found in [5, 20, 50]. Kalman
filter is a linear optimal state estimator in the means of minimal variance, and its ba-
sic working principle is the calculation of weighted average between the measured
and predicted state, where the weight (Kalman gain) depends on the uncertainty
of the measurement, the higher the uncertainty, the lower the weight. It can be

expressed by a general equation 4.37

Xestimated = Xpredicted + K- (Zmeasured — Zpredicted) (4-37)

The motivation of using state estimation within the task of parameter estimation
is that the result of parameter estimation, i.e., the identified model is directly in-
fluenced by the quality of input-output data used. If the data is noisy and biased
or some necessary variables are missing, it is highly likely that the parameter esti-
mator’s performance will be poor. In other words, if there is garbage at the input
to the parameter estimator, there will be garbage at the output as well. Another
utilization of state estimation techniques is related to the control system design.
The state estimator, namely the Kalman filter, is an integral part of the LQG con-
trol technique, which will be researched in detail in Chapter 5. The LOG control
approach combines the Kalman filter with the state feedback control. The Kalman
filter assumes stochastic, affine, linear and time-variant system in a form defined

by equations 4.38 and 4.39.
x(t) = A(t)x(t) +B(tu(t) + G(t)w(t) x(to) =xo (4.38)
z(t) = HUx(t)+D(t)ult)+v(t) t=1t, i=12,... (4-39)

Matrices A, B, G, H, D are assumed to be known and possibly time-varying. The
variable w(t) is the process continuous white noise and v(t) is the measurement
white noise. The noise characteristics, namely the process noise mean E [w(t)], pro-
7]

cess noise covariance E [w(t)w(t) , measurement noise mean E [v(t)] and mea-

surement noise covariance E [v(t)v(t)T] are introduced in equations 4.40-4.43

Ew(t)] = 0 (4.40)
Ewtw(t)'] = Q) (4-41)
E(t)] = 0 (4.42)
Epvt)T] = R (4-43)

Before the definition of the Kalman filter algorithm it is necessary to discretize
the continuous system expressed in equations 4.38 and 4.39, which results in a
following discrete linear system described by equations 4.44 and 4.45.

X1 = Oxprxert +Wrrrwerr +Tepiwie (4-44)

Zk+1 = Higprxapr + Degpueet +viea (4.45)
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Table 4.2: Kalman filter variables definition.

Description Variable
Current real system state Xk
One step ahead real system state Xk+1
Current optimal estimated system state Ry x
One step ahead state prediction Ri1 %
One step ahead optimal state estimation R 1 k41

Variable @111 represents the system transition matrix, ¥y is the input dis-
tribution matrix, and I defines the noise input matrix. Table 4.2 defines some
variables that will be used throughout the Kalman filter description.

The first step in the Kalman filter definition is expressing the one step ahead
state prediction described by equation 4.46, which is followed by the computation

of the state prediction error covariance matrix expressed by equation 4.47.

Rip1,k = Pt kR + Yir1kuk,  Roo = Ro (4.46)

Ptk = QP @y + Ty 1,cQalt 100 Poo =Po (4-47)

The subsequent step is the Kalman gain calculation, which represents the relative
weight of difference between the measurement and estimate.

Kict1 = Prer 1 icHiy 1 (Hice 1 Prcen icHi g+ Ricer) ™! (4-48)

Afterwards the measurement update of the state estimate is introduced in equa-
tion 4.49.

R+ 1,x01 = K1,k + K1 (Ziep1 — Hiep1Rie01,x) (4-49)

Measurement error

As stated in equation 4.37 the optimal estimate X1 x+1 is a combination of
the biased state estimate X1 and the estimated measurement error scaled by
the Kalman gain Ky 1. The state estimation error covariance matrix is computed
at the end of the recursive cycle using equation 4.50. In other words, the sample
covariance matrix Py 1 41 can be expressed in terms of the old covariance matrix
Pri1x

Prii k1 = (I—=KepiHip 1) Prgr ke (4.50)

The Kalman filter described by equations 4.46-4.50 is intentionally introduced in
its recursive form as it is the most appropriate way for easy and straightforward
implementation. After performing the last step, that is the computation of the
state estimation error covariance matrix, the recursive cycle starts again from the

equation 4.46, therefore it is referred to as a state prediction computation.
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To determine the noise covariance matrices Q and R, it is possible to use the
knowledge of the sensor calibration process. If the system input vector is defined
by equation 4.51, then each input has a standard deviation defined by vector Z,,

specified in equation 4.52.

u = [u1/---/u11]T

(4.51)

Ly = [our, ..., 0un] (4-52)

Equivalently if the measurement vector z is expressed by equation 4.53, then the

corresponding standard deviation vector X, is defined by equation 4.54

z=z1,...,2m] (4-53)
1, = [021 ERRY sz] (454)

The noise covariance matrices Q and R can be defined in the form of a diagonal

matrix containing the squared input and measurement standard deviations.

oz, 0 0 oz, 0 0
Q= o . o0 |, R=| 0 . 0 (4-55)
0 0 oun 0 0 ozm

Considerations in the following list need to be made when implementing the

ordinary linear Kalman filter.

¢ System assumed in the state estimator needs to be linear.

* System model (matrices A, B, H, D) needs to be known.

¢ Noise covariance matrices Q, R need to be known.

e The R matrix should be based on sensor noise measurements.

¢ Stochastic input noise represents both sensor noise and model uncertainties.

* The initial guess of the covariance matrix Py should be selected large for

unknown initial state error.
e Initial state estimate %o can be selected arbitrarily.

* The system has to be fully observable to guarantee the Kalman filter conver-

gence.

As stated above, the ordinary Kalman filter can only estimate the state of a linear
system. However, in practice, the system and measurement equations can become
nonlinear. In that case, the Extended Kalman Filter (EKF) that linearizes the system

and measurement equation around their nominal values can be used. However,
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when using the EKF, the state estimates are no longer guaranteed to converge to an
optimally estimated state. Other versions of the Kalman filter, as the Iterated EKF or
Unscented Kalman Filter (UKF), only improve the convergence of the state estimate.

Similarly to the case of EKF they do not guarantee an optimal state estimate.

4.5 PARAMETER ESTIMATION RESULTS

This section demonstrates the parameter estimation results of an aircraft aerody-
namic model. The Equation Error Method algorithm and the aerodynamic model
structure described in the previous sections have been employed in the aircraft
parameter estimation process. The input-output measurement data used in the pa-
rameter estimation process came from a real flight experiment performed on an
experimental LSA.

Figure 4.3 shows 3D graphs of the longitudinal force and moment coefficients,
namely the lift and pitch moment coefficient. The red dots inside the graphs rep-
resent the discrete identified parameters while the surface is an extrapolation over
the flight envelope. Coefficients of the longitudinal motion are presented as func-

tions of the angle of attack o and elevator deflection 0.

10

o [deg] d, [deg]

« [deg]

(a) Lift (b) Pitch moment

Figure 4.3: Aerodynamic coefficients of longitudinal motion.

Figure 4.4, on the other hand, contains the lateral-directional motion’s force and
moment coefficients, namely the side force, roll and yaw moment coefficients. The
lateral-directional parameters are presented as functions of the angle of attack o
and angle of sideslip f3.

Parameter estimation results will be used in the following chapters during the
research, design and development of an automatic flight control system for an

experimental aircraft platform.
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Figure 4.4: Aerodynamic coefficients of lateral directional motion.
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This chapter contains the theoretical background and practical aspects of modern
Flight Control System (FCS) design. The chapter starts with a definition of opti-
mal FCS design techniques based on Linear Quadratic Regulator (LOR) and Linear
Quadratic Gaussian (LQG) approaches with optional adaptive augmentation of the
baseline control system.

The LOR is a state feedback control method known to provide an excellent design
robustness capability. However, two deficiencies emerge when considering the LOR
implementation into an automatic flight control system. The first implementation
deficiency of the LOR method is that it is a state feedback approach requiring all
system states to be measurable. The second implication is the fact that this method
is unable to provide sufficient noise attenuation. In order to mitigate the previously
introduced challenges, an optimal estimation technique (Kalman filter), along with
optimal regulation, can be used to create an output feedback strategy known as
LQG. In other words, the LQG control is a combination of Kalman filter and LOR.
Even though the LQG provides reduced tracking performance and stability margins
when compared to LOR, its robustness can be regained by employing the so-called
Loop Transfer Recovery (LTR) technique. The cost for the recovery includes an ob-
vious trade-off between the controller’s stability margins and its noise attenuation
capability. The linear-quadratic control topic is described in more detail in the fol-

lowing references [11, 32, 54, 78, 91].

5.1 LINEAR QUADRATIC REGULATOR

As stated above, the LOR is a state feedback control technique that computes opti-
mal feedback gain matrices for given state-space represented systems with respect
to a quadratic cost function, which is minimized. The feedback gain matrix is as-
sociated with a solution of the Riccati equation [57]. The LOR design technique has
certain advantages over the classical control design methods or Eigen-structure

assignment based methods, as it guarantees adequate stability margins.
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An LOR design process starts with the definition of a controlled linear system
in its state-space form, as expressed by equations 5.1 and 5.2. Equation 5.3 defines

the boundary condition, i.e. the system’s state x in time to equals the constant x.

x = Ax+Bu (5.1)
y — CX (52)
x(to) = xo, x € R™,ueR™ (5-3)

Variable x represents system state and variable 1 represents system input. Pa-
rameters n, and m, specify the state, resp. input vector dimensions. The system
dynamic matrices A, B are assumed to be time-invariant.

The LOR control law is expressed by equation 5.4

Ucmd = KLgr "X, (5-4)

where the gain matrix K_gr is designed to minimize the quadratic performance

index at infinite time interval (0, co) described in equation 5.5.

I JOO(XTQX +uTRu)dt (5:5)
0

The weight matrices Q and R are assumed to be symmetric and positive definite,
as indicated by equations 5.6 and 5.7. And their selection directly influences the
solution of Riccati equation P defined by equation 5.17, and correspondingly the
feedback gain K gr, defined by equation 5.19. Large elements of matrix Q penal-
ize the system state x, which leads to higher feedback gains K gr and to higher
control effort. Large elements of matrix R penalize the input u, which leads to
smaller feedback gains Ki gr and to smaller control effort. With respect to control-
lability and observability, definitions introduced in Section 7.1, we want to have
the pair of matrices (A, B) controllable and pair of matrices (A,+/Q) observable.
The observability of the pair (A, +/Q) is important, as it guarantees that the unsta-
ble system states x will be penalized in quadratic performance index | defined by
equation 5.5 and their contributions in the performance index will be minimized.
The following equations are dedicated to the derivation of the gain matrix Ky gr.
The first step is expressing the Hamiltonian for LQR in a form defined by equation

5.8.

oJ*
ox
The gradient of Hamiltonian with respect to input u, shown in equation 5.9,

H=x"Qx+u'Ru+

(Ax+ Bu) (5.8)

should be equal to zero in order to define the optimal control law.

oH
o= 2Ru+BTV, J*(x,t) =0 (5-9)
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The optimal control can then be expressed as equation 5.10.

1
u* = _ik_] BTV, J*(x,1) (5.10)
By substituting the optimal control u* into the Hamiltonian expressed by equa-

tion 5.8 we can define the so called Hamilotn-Jacobi-Bellman equation 5.11 [57].

A 10) o inTo 1+, O 10 oTo
TR Qx+4 ox BR™'B 'V J" + i AX 3 x BR™'B'V4] (5.11)

When we assume that optimal cost function J* is in a quadratic form as shown
in equation 5.12

J* =x(t)"P(t)x(t), (5.12)

then we can express the partial derivative of J* with respect to time by equation

5.13 and the gradient of J* with respect to state x by equation 5.14.
e =xTPx (5.13)
Vi]*(x, t) = 2P(t)x (5.14)

By substituting equations 5.13 and 5.14 into Hamilton-Jacobi-Bellman equation
5.11 and factoring out the x variable the ordinary differential equation called Ric-

cati equation can be formed as
—P(t) =P()A+ATP(t) + Q —P(t)BR 'BP(t) (5.15)
Assuming the limiting boundary condition defined by equation 5.16

lim P(t) = On, xn,, (5.16)

t—o0

the Riccati equation 5.15 has unique constant solution P,i.. which can be found

by solving the algebraic Riccati equation 5.17.
A'Price + PriccA = (PriccBJR™' (B Pricc) + Q =0 (5-17)

The solution of Riccati equation Pri.. and substitution of equation 5.14 into 5.10

defines the optimal control law defined by equation 5.18.

*

u* =R 'BTPyicex = —Kigrx (5.18)
The feedback matrix Ky gr can be then expressed by equation 5.19.
Kigr =R (B Price) (5.19)

The LOR design process involves selecting weight matrices Q and R. Common
practice is to set both matrices as diagonal and initiate the values according to

the Bryson’s rule. The Bryson’s rule is a good starting point of tuning the weight
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matrices because it is a simple normalization of variables in cost function defined

by equation 5.5 [37].

1
(x1 )%nax 0 O
Q= 0 0 (5-20)
)
I cvy
[ 1
(g )gnux 0 0
R=p 0 0 (5.21)
1
L O O (um)%-mx

To sum up the theory necessary for a LOR control system synthesis, Table 5.1

contains all important expressions derived in this section.

Table 5.1: LOR control synthesis summary.

Description Expression

System dynamics %X = Ax+Bu x(0) = x¢
Performance index ] = ISO(XT Qx +u'Ru)dt
Algebraic Riccati equation PA+ATP—-PBRTBTP+Q =0
Optimal control u=—R7BTPx = —Kgrx

5.1.1  Command Tracking

The LOR, in its basic form, forces the controlled states to reach zero, which is a
known regulation problem. However, most of the practical application of auto-
matic control requires the output of the system to track the reference signal, which
changes its value. This problem is known as command tracking. In order to trans-
form from regulation to command tracking, an integral error dynamics must be
considered to remove the steady-state error [57, 97]. If the tracking error is defined
as an integral of the difference between command and output signals as shown in
equation 5.22, the linear state space defined previously by equations 5.1 and 5.2

might be augmented as shown in equation 5.23.

t
ei=| -y (5.22)
to
X A 0 X B (@]
= + u+ T (5.23)
ei —C 0 ei 0 I

As t — oo the regulation of the error e — 0, which is equivalent to the command

tracking y — 1. The integral control action added to the basic LOR control design



5.1 LINEAR QUADRATIC REGULATOR

provides desired command tracking capability and guarantees a zero steady-state
error. Authors Wise and Lavretsky developed a systematic approach in augment-
ing the state-space model, and referring to it as the Servomechanism Design model.
By embedding the model of the class of signals to be tracked and applying the LOR
design, the state regulation provides for an accurate command tracking.

The aforementioned Servomechanism Design Model can be split into two parts:

® A servo tracking controller for command tracking.

* A state-feedback component for stabilization.

The dimension of the command signal r is assumed to be lower or equal to
the dimension of the system output y defined by equation 5.2. Its model can be

expressed by differential equation 5.24.
P .
(p) (p-1)
T = E a r (5.24)
i=1

It is possible to define some typical command signal models using differential

equations via parameter p and coefficients a; as shown in the Table 5.2.

Table 5.2: Typical command signals.

Signal Type Differential Equation Model Parameters
Constant =0 p=1,a=0
Ramp =0 p=2a1=a,=0
Sinusoid ¥ = —w%r p=2,a;=0a= —wé
The next step is to define the error signal using equation 5.25,
e=T—Yc, (5-25)

where y. is a subset of the output vector y, which the controller should track.

The regulated system output y. can then be defined as
Ye =Cex+Deu, (5.26)

where matrix C. is an output matrix that selects the states to be tracked. The in
equation 5.25, mentioned error signal e, aimed to augment the linear state-space

. . .. (P
model, can be defined as p'" order time derivative e

(p)
Yy

(p)
€ c
P

P =  (p—i)
e — Z a e =
i=1

=T

(5.27)
. P .
(p=i) [ (p) (p—1)
R (Uc_zai Ye > (5.28)
1 i=1

=0

()
()

=3

1
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Assuming equation 5.24 for the definition of the reference signal model, the first
term on the right side of equation 5.28 disappears and it is possible to express the

(p-i)™ time derivative of a regulated system output using equation 5.29.
yP Y = cexlP V4 Dl (5-29)

New formulation of the error dynamics equation 5.28 can be derived by substi-

tuting terms y&‘” and y&p_ﬂ.
P P P
eP) _ Z aie(p_” =—C,. x(P) Z aix(p_” —D. uwr=t _ Z aiu(p_i)
i=1 i=1 i=1
g i
(5.30)
Definition of new variables & and u is introduced in equations 5.31 and 5.32.
p .
g = xP Z aiX(P—l) (5.31)
i=1
p .
no= uP) — Z aiu(p_l) (5.32)

i=1
The time derivative of variable & can be defined by equation 5.33

P
§=xP+h _ Z aix(P—i+1) (5.33)
i=1
and knowing the definition of linear state-space model introduced in equation

5.1 we can write the state-space representation of equation 5.33.

P

xP) =Y qpx(P=)

i=1

§& = A{—Bu (5-35)

£ = A +B

P
ul— %" aiu(p_”] (5:34)

i=1

The equations 5.34 and 5.35 above exactly represents the original system state-
space model, and the Servomechanism Design Model can be obtained by combin-
ing the error dynamics equation with the differential equation 5.35. The new state
z of the Servomechanism Design Model and its dimension n, can be defined by

equations 5.36 and 5.36.
T
z = [e,é,...,e(p_”,é} (5.36)
N, = Ny+pxn, (5-37)

Parameters n, and n, represent system state x resp. reference signal r dimen-
sions. The Servomechanism Design Model can be obtained by differentiation of

the state z, as expressed in equation 5.38.

z=Az+Bu (5.38)
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The new system dynamics matrix A and new system input matrix B are defined

as shown below in equations 5.39 and 5.40.

0 I 0 0 0
0 0 I 0 0
=] 0 ° o0 (5:39)
0 0 0 I 0
apl ap I ... al oI —C¢
| 0 0 ... 0 0 A
- , i
0
B= (5.40)
-D.
[ B ]

When Servomechanism Design Model matrices A and B are used for computation
of feedback matrix Ki gr. The newly defined state z and its components will in

steady state be forced to zero while the state vector x itself can be nonzero [57].

5.1.2 LQR-based Flight Control System Synthesis

Since controlling an aircraft requires command tracking capabilities, e.g., main-
taining specified airspeed, altitude or heading, the basic LOR algorithm has to be
augmented with an integral error dynamics, which guarantees the steady-state er-
ror minimization of the controlled variables. The LOR based FCS design requires
availability of a linear state-space system. Based on the assumption from Chapter
2, that a linearized aircraft model can be decoupled into longitudinal and lateral-
directional motion models, the FCS for both models will be researched individually.
Figure 5.1 shows the design scheme for an LQR based FCs. It contains three main
subsystems, namely the Plant, which is a combination of the aircraft and actuator
dynamics, the negative state feedback matrix KL gr, and an Integral Error Dynam-
ics.

The LOR might be employed assuming the full availability of the Design System

state xps, yielding a control law as graphically illustrated in Figure 5.1.

u=—KLQrXDs (5.41)

At first, the baseline controller for the longitudinal motion model will be ex-

pressed. The plant state is defined in the form of the following vector

XPLlon = [v’ &, q/ Y/ h’/ ST/ 6T/ 6.6/ 5e]T/ (5-42)
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’—‘ : Plant
.[ EXl I Xps u

Integral Error
Dynamics

Xp

Figure 5.1: The LQR system scheme.

which is a combination of the longitudinal motion model state and the actuator
model state. Selected controlled variables in the reference signal r are the com-
manded airspeed V.mq and altitude hemg.
r= [chd/ hcmd]T (5-43)
The Integral Error dynamics state vector xjg contains respective airspeed and
altitude errors, as introduced in equation 5.44.
]T

x1e = lev, en (5.44)

The Integral Error dynamics for the longitudinal motion FCS is described below

by the equation 5.45.

XIE Ale XIE Bre
ev 0 0 ey -1 0 0 0 0 00 O00
= + XPLlon
éen | 0 0 ] eh O 000 —1T 0 0 00
1 0 Vemad
+ o (5.45)
| 0O T ] | hema
TA,_/
- T

The system for the longitudinal FCS design is a combination of an Integral Error

dynamics and a Plant model as show in equation 5.46.

: 9x2 9x2

X'PLlon — APLlon O XPI—lon + BPLlon u+ O T (5 46)
: 1
XI1E Bre A XTE 02% B
XDs Aps XDs Bps

The lateral-directional plant model’s state vector is composed of the sideslip 3,
roll ¢ and heading 1 angle, roll p and yaw r rates, the aileron 5, and rudder o,
deflections, and their respective rates as shown in equation 5.47.

XPLige = (B, &, W, P, 7,80, 8a,8r, 81" (5.47)

The controlled variables for the lateral-directional FCS are the sideslip and head-
ing angle commands, which define the content of the reference signal 7.

xie = leg,eyl’ (5.48)
T = [Bema chmd]T (5.49)
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The integral error dynamics state vector xi¢ for the lateral-directional FCS can be

expressed using equation 5.50.

XI1E AlE XIE Bre
e 0 0] ep 10 0 00000
= + XPLlat
&y 10 0| ey 0 0 -1 00000
10
+ chd (5.50)
_O ]_ _Il)cmd
T/%,_/

Similarly to the longitudinal FCS design, the Design System used for the lateral-

directional controller can be defined in the form of equation 5.51.

: 9x2 9x2
Pl | _ | APl 0 Pl || BPrw | ' (551)
. 2x1

X1E Bre A XTE 0% Br

XDs Abs XDs Bps

The Design System defined by matrices Aps and Bps, from equations 5.46 and
5.46. is used for the computation of the feedback gain matrix Kigr, which is then
used for expressing the closed-loop system. The closed system, shown in equation
5.52, will have an identical structure for the longitudinal and the lateral-directional

model.

. APL O9><2 BPL O9><2
Xel = - KLQr | Xet + T (5-52)
Bre Are 021 B

5.2 LINEAR QUADRATIC GAUSSIAN CONTROL

As mentioned in the previous subsection, the LOR algorithm provides for excellent
stability margins when transforming the regulation problem into command track-
ing by adding integral error dynamics states. However, some design limitations
must be considered, e.g., the necessity to measure the complete state vector, and
an implementation of additional filtering algorithm in the presence of noise. In
case a complete state vector measurement is not possible, there are two strategies
to overcome this issue. Either, utilize the output feedback algorithm, that based
on previous research doesn’t provide satisfactory results, or perform a state esti-
mation. The LQG controller design is covered in more detail in references [11, 24,
25].

Lets consider the linear time-invariant Gaussian system introduced in equations

5.53 and 5.54.
x = Ax+Bu+w, xe R", ue R™,weR" (5.53)

y = Cx+n, yeRP, neRP (5.54)
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Parameters w and n are zero-mean, white, uncorrelated Gaussian stochastic pro-
cesses representing the process and measurement noise. Their covariances Q and

R can be expressed as shown in equations 5.55 and 5.56.

Q = Ewtw'(t)] (5.55)
R = E[n(t)nT(t)] (5.56)

The process noise covariance matrix Q and the measurement noise covariance
matrix R shall be positive definite and shall not be mistaken for the LQR weighting
matrices. In this case, Q and R are Kalman filter design matrices, and they form

the Minimum Energy Estimation quadratic cost function defined in equation 5.57.

aee = | [vTOQ Tw(©) 4 nT(OR Tni)] de (5:57)

The proper choice of the above-defined covariance matrices is part of the Kalman
gain computing process. They are usually selected according to the following as-
sumptions, which are stated concerning the above-defined Minimum Energy Error

quadratic cost:

* For small Q elements, a high penalty is given to the corresponding process
disturbance terms, forcing them to be small, which is equivalent to saying
that we trust the employed plant model and subsequently, the state estima-

tion process.

¢ For small R elements, a high penalty is given to the corresponding measure-
ment noise terms, forcing them to be small. This is equivalent to saying that
we trust the measurements, and the Kalman filter will respond fast to the
changes in the output. Since the R matrix elements represent the sensor noise
covariance, it is usually good practice to obtain these values directly from

sensor datasheets.

Assuming the LOR feedback gain matrix Kpgr has been successfully designed,
it is possible to combine the optimal control with the optimal state estimation and
to obtain an output feedback controller by employing the Kalman filter defined
in Chapter 4. Equation 5.58 introduces the Kalman filter in a form of state-space

representation suitable for employing in the LQG design.
% =(A—LiggC)& 4+ Bucma +Liggy (5.58)

Variable y represents the system output vector expressed by equation 5.54, L g g
is the previously mentioned Kalman gain matrix. The control law that contains the

system state estimate % is defined using equation 5.59.

Ucmd = —KrLQr % (5-59)

The feedback gain Ky gr is obtained by using the LOR algorithm described in the

previous subsection by the equation 5.19.
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5.2.1  LQG Closed Loop System’s Stability Assessment

The stability assessment of the LQG closed-loop system starts with the definition of
the system dynamics that is a combination of the linear stochastic system dynamics

described in equation 5.53 and the control law defined in equation 5.59
x = Ax — BKrgrX +W, (5.60)

where w represents a zero mean, white, uncorrelated Gaussian stochastic pro-

cess. The estimation error is defined by equation 5.61
e=x—F%, (5.61)
which leads to the definition of the following error dynamics equation

A

e = x—%

= AX—BKLQR(X— e)+w—(A— L]_QGc — BK[_QR)(X— e) —LLQg(CX-i-TI)

x pd

= (A—LLQgC)e+w—LLQGn, (5.62)

which can be written as a closed-loop in state-space representation taking a form
of equation 5.63.

X A—BK BK P I 0
= QR QR + w+ n  (5.63)

€ 0 A— L]_Q gC e I —L
Due to the triangular structure of the closed-loop system and since both of the
expressions A — BKigr and A — LC are Hurwitz matrices (all eigenvalues have
strictly negative real part), the Separation Principle (which states the optimal con-
trol and state estimation problems can be decoupled if certain conditions are ful-

filled) ensures that the closed-loop system will be asymptotically stable [37].

5.2.2  LQG-based Flight Control System Synthesis

For Linear Time Invariant (LTI) systems with normally distributed process and

measurement noise, the optimal state estimator with respect to the minimal vari-

ance is the Kalman Filter [57]. The system for a LQG controller design is described
by the equation 5.64.

09 x2
Xps = Apsxps + Bpsuc + T+WDs (5.64)
B
Subscript DS stands for Design System, which is a combination of Plant and

Integral Error dynamics. Variable wps represents the Design System’s process
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noise. The estimator used in the LOG control design can be expressed by equations

5.65 and 5.66, which is the Kalman filter form defined in equation 5.58.

X = Aps

x
-}
%)

|

O‘?XZ

XDs +

B,

CpsXps

T+Ligc(Yps —Ybs)

(5.65)

(5.66)

Figure 5.2 shows the combination of the feedback gain matrix Kigr and a

Kalman Filter in a closed loop with a state-space Plant description. Variables % and

() represents system’s state and output estimates, while variables w and n are the

process and measurement noise that appeared in equations 5.53 and 5.54.

Actuator

Plant

Figure 5.2: The LQG control system scheme.

The LOG closed loop system is expressed by equation 5.67.

XpL

Xcel =

= ActXcl +

O9><2

B
O9><2

B,

T+

WDSs

OZx]

011><]

Control System

(5:67)
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The closed-loop system state matrix A, is composed of all subsystems as the
Plant, Integral Error dynamics and Kalman Filter dynamics, as introduced in the

following equation 5.68 [25].

Apr  09%2 —BprKigr
Aol = Bie AlE 02x11 ’ (5.68)
LXPLCPL LXIE Akf

where the state matrix of the Kalman Filter Ay is expressed by equation 5.69.

Apr 07%2 Brr .
Axr = - Kror —LLgcCps (5.69)
BIE AIE 02><11

5.2.3 Loop Transfer Recovery

A significant advantage of the LQG controller design approach lies in the possibility
to estimate the missing states, i.e., so the designer doesn’t need to have complete
knowledge of the state vector. The next advantage is in the noise attenuation capa-
bilities. However, the cost for these features is the system’s closed-loop robustness
reduction. The idea behind the Loop Transfer Recovery (LTR) technique is to mod-
ify the LQG design in order to restore the LOR closed-loop system’s robustness. The
modification of the LOR gains is not recommended. Instead, tuning of the Kalman
filter gain is proposed as a better way to achieve the excellent robustness features
of the LOR approach [84].

The LTR method parametrizes both process and measurement noise covariances
utilized in the solution of the Riccati equation 5.17. The original covariances
Q,R are recalculated according to the following expressions introduced in equa-
tions 5.70 and 5.71 [96].

v+1

Qn = Q + v BBT (5-70)
v+1
Rn = v R (571)

Matrix B is created by adding columns to matrix B.
B = [BX], X emxx(nymu) (572)

The matrix X should complete the column rank of matrix B in a way such
that the matrix CB is invertible and that the corresponding extended system
C(sI—A)"'B should be a minimum phase, which means the system and its in-
version are stable. The reason for the minimum phase requirement is, the system
dynamics C(sI—A)~'B is inverted within the Kalman filter, and if it contains nega-

tive zeros, the closed-loop system becomes unstable. The extended Riccati equation
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is a combination of equation 5.17 and equations 5.70, 5.71 and it is expressed in

equation 5.73 [84].

APricc + PriccAT + Q + BBT - Pricc CTR_1 CPricc

+ —(BBT = PyiccCTRTCPice) =0 (5-73)

1
v
5.3 MODEL REFERENCE ADAPTIVE CONTROL

In practice, the dynamic model used for the controller design is not fully identical
to the real controlled plant due to the parametric uncertainties (e.g. differences in
aerodynamic parameters). Therefore, even a robust LQR design introduced in the
previous section may not provide sufficient robustness to meet the design require-
ments. Moreover, the design could be too conservative to provide good tracking
performance, which leads to a gain adaptation controller design.

The motivation for designing the adaptive control systems is summarized in the

following list [43].

e Current FCS design (LQR) assumes an exact knowledge of aircraft dynamics

available through respective state-space matrices A, B, C, D.

e Covering larger part of the flight envelope (due to adaptation of control sys-
tem parameters) than linear FCS, which is designed for only one point of the

flight envelope.
¢ Current LQR based FCS design is not fault-tolerant.
* Various uncertainties can influence the aircraft model’s fidelity.

* The aircraft dynamics can change due to unexpected structural or system

failures.

The concept used in this work for adaptive augmentation of the LQR baseline
FCS is called Model Reference Adaptive Control (MRAC). The core idea behind the
MRAC design is the online modification or adaptation of controller gains consid-
ering the error between the Plant and the desired reference system. Within the
so-called Direct MRAC approach, the controller gains are computed by an adapta-
tion law in order to minimize the error between the plant and reference system
response. Figure 5.3 shows the MRAC based adaptive control design concept.

The stability concept used in the MRAC design is Lyapunov’s direct stability
method in combination with the so-called Massachusetts Institute of Technology
(MIT) rule, which creates the adaptation law basis. As this approach guarantees

only the stability and not the asymptotic stability, the Barbalat’s Lemma is used



5.3 MODEL REFERENCE ADAPTIVE CONTROL

Reference Xref
Model

Adaptation e
Law

+/\\|
o/

Ugy Plant

s X,
r LQR Uy e u &

Controller ./

f(Xp)

Model Uncertainty

Xpi

Figure 5.3: MRAC system block diagram.

for proving the asymptotic stability of the error. The following subsection will
introduce the Lyapunov stability concept, namely the Lyapunov direct method,
that will play a critical role in the adaptive control law derivation process. The

Lyapunov stability theory is well covered in references [56, 64, 77].

5.3.1  Lyapunov Stability of Dynamic Systems

The Lyapunov stability theory employed in this thesis is focused on the class of

nonautonomous unforced dynamic systems defined by equation 5.74.

x = f(t,x) (5-74)

Function f is defined as piece-wise and continuous with origin in x = 0. The
equilibrium point x* in nonzero initial time ty is defined as shown in equation
575

f(t,x*) =0, Vt=>to (5.75)

Definition 5.3.1. Stability of Equilibrium in the Sense of Lyapunov The equilib-
rium point x* = 0 of nonautonomous unforced dynamics defined by equation 5.74 is stable
if for any € > 0 and to > O there exists 5(e,to) > O such that for all initial conditions
Ix(to)|| < & and for all t > to > O the corresponding system trajectories are bounded as
in ||x(t)|| < e. The equilibrium is uniformly stable if it is stable and & is independent of to.

The equilibrium point is unstable if it is not stable.
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Definition 5.3.2. Global Stability The origin is globally stable if it is stable and

lim §(¢, to) = . (5.76)

€E—00
Definition 5.3.3. Asymptotic Stability The equilibrium point x* = 0 of equation 5.74
is asymptotically stable if it is stable and there exists a positive constant ¢ = c(to) such

that x — 0 as t — oo for all ||x(to)]| < c.

Definition 5.3.4. Uniform Asymptotic Stability The equilibrium point x* = 0 of
equation 5.74 is uniformly asymptotically stable if it is uniformly stable and there exists
a positive constant ¢ independent on to such that x — 0 as t — oo for all ||x(to)|| < ¢,

uniformly in to, where the limit uniformity is understood in the following sense
Jevn > 03T(M) Vit = to + T() V[[x(t)[| < c = [Ix(t)]| <n (5:77)

Definition 5.3.5. Global Uniform Asymptotic Stability The origin is globally uni-
formly asymptotically stable if it is uniformly asymptotically stable and lime o, 6(€) =

oQ.

(a) Stability (b) Uniform asymptotic stability

Figure 5.4: Geometrical representation of Lyapunov stability concept.

A uniformly asymptotic stable closed system is a highly desirable goal in the
control system design process as the asymptotically stable system’s performance is
resistant to system perturbations and disturbances. It forces the controller tracking
errors well to asymptotically converge to zero in time. Only the uniform stability
is often achieved during the adaptive control system design, which means that the
tracking error is still converging asymptotically to zero. At the same time, other

signals remain uniformly stable and bounded.

5.3.1.1 Direct Method

The Lyapunov’s direct method is basically used for the uniform stability analysis
of the class of systems defined by equation 5.74. The key to the uniform stabil-

ity assessment is finding the positive definite differentiable function V(x) called
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Lyapunov function candidate, with time derivative along the system solution x(t)

defined by equation 5.78

L w0V, v B
Vix) =) = > o, Fi(tX) = V() (5.78)
i=1 i=1
V. oV )Y
VV(x) = [67(1’ TXZ’ ceey axn] (5-79)

Term VV(x), defined by equation 5.79, is the row vector gradient of V(x) along
the trajectories of system dynamics specified by equation 5.74. We can observe the
dependency of Lyapunov function derivative V(x) not only on V(x) but on the
system dynamics f(t,x) as well. Now it is possible to define the Lyapunov’s direct
method.

Theorem 5.3.1. Lyapunov’s Direct Method for Assessing Uniform Stability of
Nonautonomous Systems Let x* = 0 € R™ be an equilibrium point for the nonau-
tonomous dynamics defined by equation 5.74, whose initial conditions are drawn from a
domain D C R"™, with x* € D and to = 0. Suppose that on the domain D there ex-
ists a continuously differentiable locally positive-definite function V(x) : D — R, whose
time derivative along the system trajectories is locally negative semidefinite as shown in

equation 5.80, for all t = 0 and for all x € D.
V(x) = VV(x)f(t,x) <0 (5.80)

Then the system’s equilibrium x* = 0 is locally uniformly stable in the sense of Lya-
punov. If in equation 5.80 V(x) < 0 for all nonzero x and for all t > O (the time derivative
along the system trajectories is locally negative definite), than the origin is locally uni-

formly asymptotically stable.

If the Lyapunov function doesn’t fulfill the condition given by the equation 5.80,
it can not be stated that the system is unstable. It is only necessary to find another

suitable Lyapunov function.

5.3.1.2  Stability of LTI Systems

The Lyapunov direct method can be used for stability assessment of Linear Time-

Invariant (LTI) systems.

Theorem 5.3.2. Lyapunov Stability of LTI Systes The equilibrium state x* = 0 of the

Linear Time-Invariant LTI system given by equation 5.81
x = Ax (5.81)

is asymptotically stable if, and only if given any symmetric positive-definite matrix Q,
there exists a symmetric positive-definite matrix P, which is the unique solution of the set
of n(n+ 1) linear equations

ATP4+PA=-Q (5.82)
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Therefore
V(x) =x"Px (5-83)
is a Lyapunov function for equation 5.81.

The proof of the theorem mentioned above can be given by expressing the Lya-
punov function derivative given by equation 5.83 and by substituting from the

Lyapunov equation 5.82 as shown in equation 5.84.
V(x) =x" [ATP+PA]x = —x"Qx <0 (5-84)

Equation 5.8 satisfies the condition given in theorem 5.3.1 and we can state that

the equilibrium point x* = 0 is asymptotically stable.

5.3.2  Derivation of Adaptive Control Law

As shown in Figure 5.3 the complete input to the plant is composed of 3 main sig-
nals, namely the baseline controller input uy; provided by the LOR control system,
the adaptive augmentation input 1,4 and the model uncertainty. The adaptive
augmentation’s main purpose is the uncertainty suppression. The adaptive control

law derivation process with LOR baseline controller is summarized in the following

list [40, 44, 57]:
1. Define the plant dynamics with model uncertainty.

2. Augment the plant dynamics with an Integral Error dynamics and create a

Design System
3. Close the loop with LOR based control law.
4. Define matching conditions and the reference model for MRAC.
5. Define the control law composed of baseline controller and adaptation rule.
6. Define the tracking error between the reference state and the plant state.
7. Express error dynamics.
8. Define the Lyapunov function candidate.
9. Solve the Lyapunov equation.
10. Express the Lyapunov function derivative.

11. Form an adaptation law.
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Lets consider the plant dynamics with a state-dependent matched uncertainty

f(xpr),

XpL = AprxpL +BprAlu+f(xpr)), (5.85)
f(xpr) = 0'd(xpr), (5.86)

where unknown parameter A represents the input uncertainty. The matched un-
certainty f(xpr) is composed of an unknown parameter matrix 6 and known n-
dimensional regressor vector ¢ (xpy ).

The combination of a Plant and an Integral Error dynamics is to be used as a
system for the following MRAC design, resulting in a state-space representation
shown in equation 5.90. The system is called the Design System since it is used for

MRAC controller design and thus contains the subscript DS.

i APL O9><2
Aps = (5.87)
| Bre Al
BpL
Bps = (5-88)
02><2

The whole open loop extended plant dynamics is expressed in equation 5.90. Its

state xps is defined by equation 5.89.

Xps = [xpr, X1el" (5.89)

It contains the plant dynamics state xp; defined by equations 5.42, 5.47 and the
Integral Error dynamics state xj¢ described in equations 5.44, 5.48 as well as the

reference input 1 expressed by equations 5.43, 5.49.
XDs = Apsxps + BpsA(w+ 0" ¢(xpr)) + Brefr (5.90)

Now we can set up the matching condition expressed by equations 5.91 and
5.92, which define the dynamics of a Reference model (subscript ref), which is to

be followed by the Plant with an uncertainty.

Aref = Aps+BpsAK{gg (5:91)
O9x2

Bref = (592)
B,

The Reference model inputs are the signal commands and the output is an ideal

state Xref. The dynamics of the Reference model is described by equation 5.93.

Xref = AvefXref + BrefT (5:93)

The total control input u is composed of three main components as defined

by equation 5.94 namely the base-line control input 1y, defined in foregoing
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section, and an adaptation component u,q, responsible for canceling the unknown

matched uncertainties f(xp; ) introduced into the Plant dynamics [57].

U= Upy + Uqq + flxpr) (5-94)

The baseline control input uy; is calculated as a product of the negative LOR
teedback gain K gr and the Design System state xps. The adaptation input wqq
is composed of an input gain matrix estimate K, and an uncertainty gain matrix

estimate 0.

u=—Kigrxps + (—Kiupr — 8 ¢ (xpr)) + 0T d(xpr) (5.95)
———
Upl WUad f(xpr)

To express the estimate of the previously mentioned gain matrices K, and 6,
it becomes necessary to compute the tracking error as a difference between the
Design System’s state and the state of the reference system, which is introduced in
equation 5.96.

tr = XDS — Xref (5.96)

Based on the equation 5.96 it is possible to define the error dynamics equation
5.97, which will in the next steps lead to the definition of a Lyapunov function
V(etr, AD).

étr = Arererr —BpsAADT ) (5:97)

Term O represents an extended adaptive parameter matrix and ¢ is an ex-

tended regressor defined by equations 5.98 and 5.99 respectively.

0 = [K,0] (5.98)

¢ = [upy, ¢l (5-99)

The difference between the adaptive parameter matrix 0 and its estimate
0 is expressed by equation 5.100 and it is necessary for the Lyapunov function
V(etr, AB) computation.

S

AD=0-0 (5.100)

In order to express the parameter update laws and to assure the closed-loop
stability of error dynamics, we define the quadratic Lyapunov function V (e, AB),
known as the "kinetic energy" of the errors in the system, defined by equation
5.101.

V(etr, AB) = ef Pryaperr + trace(AB Ty ' ABA) (5.101)

Matrix Ty is a symmetric positive definite and defines the learning rate of
an adaptive controller and matrix Pyyqp is the solution of Lyapunov algebraic
equation introduced in equation 5.102. The Lyapunov equation solution is used as

a measure to guarantee the stability of an error dynamics in a closed-loop system.

Ply a‘pAref =+ AIefply ap = _Q (5-102)
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The solution of the equation 5.102 is employed to estimate the input and uncer-
tainty gain matrices. In order to define the structure of the MRAC update laws, the
time derivative of the above mentioned Lyapunov function V(e,, AD) results in

equation 5.103.
Ve, AB) = —e! Qe — ZetTrPlyapBDs/\AéTé + Ztrace(AéTFé_] é/\) (5.103)

Then we apply the vector trace identity a'b = trace(ba') to express the deriva-
tive of the Lyapunov function in a form suitable for the MRAC update laws synthe-
sis, which results in equation 5.104. This design strategy aims to dissipate the
energy and thus push the derivative of the Lyapunov function to be non-positive,

which assures that the Lyapunov function will be non increasing.
V(e,AB) = —e"Qe + Ztrace(AéT{Fe-)_1 6— d_)etTrPhJ apBDSIA) (5.104)

The condition of a negative semi-definite derivation of the Lyapunov function,
which guarantees the stability of a closed-loop system according to Lyapunov’s
direct method for assessing uniform stability of nonautonomous systems described

in [64], is achieved by the definition of the update law in equation 5.105.
0= Fsd(ubt, xp1)el PlyapBos (5.105)

The matrix Iy can be expressed by equation 5.106 and contains the adaptation
rates for uncertainties I, and Tg.

N Onxm

5 = (5.106)
ONxm l'o
The update law in a form of equation 5.105 guarantees the time derivative of

Lyapunov function V(etr, AB) becomes
Viet,AB) =—e"Qe<0 (5.107)

and thus negative semi-definite. According to Barbalat’s lemma defined in refer-
ence [57] the tracking error ey, is forced to zero asymptotically as t — oco. Consid-
ering the 6 and ¢ are composed variables as shown in equations 5.98 and 5.99, the
update law defined by equation 5.105 can be split into equations 5.108 and 5.109

to define update laws for variables K., and 6.

Ku = uubleIrPIyapBDS (5.108)
0 =Tod(xp)e{ PlyapBps (5.109)

Update laws in representation defined by equations 5.108 and 5.109 is suitable

for the MRAC algorithm implementation.
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5.3.3 Projection Algorithm

As the MRAC algorithm itself does not fully guarantee the parameter convergence,
a robustness modification of MRAC laws known as the "projection algorithm" has to
be employed. The projection algorithm holds the estimated parameters within pre-
defined boundaries and does not allow for a parameter drift, causing unexpected
controller behavior [44]. The projection algorithm’s first step is to define the con-
vex function that defines the boundaries within a parameter space. This function
is introduced in equation 5.110

"

b s +1<0, (5.110)

ei,max

f(0) = -
€«
i=1

where the variable 0; is the estimate of i" adaptive parameter and the variable
01 max is the boundary of i" adaptive parameter estimate. The variables p and
€ define parameter space boundaries. The gradient of the convex function neces-
sary to compute the projection is defined by equation 5.111.

2(1+¢€)

€0max

Vf(8) = ) (5.111)

The projection algorithm itself is defined for 3 cases:
* No scaling, if not in transition zone, i.e. f 6) <o

e No scaling, if f() > 0 and vertical component of 8 points away from the

boundary
* Scaling, if f(8) > 0 and the vertical component of 6 points to the boundary

Three projection cases shown in equation 5.112 were described in reference [59].

o if f(0) <o

0 = Proj(0,0) = d if f(8)=0,VFO)TH (5.112)

A eay VEO)T A V) . N Th
0 f(e)HVf(é)He”Vf(é)” if f(e)ZO,Vf(e) 0
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5.3.4 Hedging

Hard input nonlinearities due to the actuator saturation can cause a serious chal-
lenge to the adaptive control system operation. The solution is to employ a tech-
nique known as hedging, which modifies the reference model dynamics defined
by equation 5.93 and enhances it by the difference between saturated input Rs(u)
and computed input u [6, 63]. Equation 5.113 describes the input saturation while

equation 5.114 expresses the difference Au.

u if Umin < U< Umax
Rs(u) = Wmax if UW> Umax (5.113)

Umin If U< Umin

Au = Rg(u) —u (5.114)

The new dynamics of the reference model, including the information about ac-

tuators saturation, is defined by equation 5.115.
Xier = ArefXjes + BrefT + Bpr(Au) (5.115)

The modified reference model state x?_ is used for computing the new tracking
error ey = Xps — X.; which propagate to a new definition of update laws [57],

as shown in equations 5.116 and 5.117, respectively.

Ku = uubleaPBDg (5.116)

0 = Fod(xp)el,PBps (5.117)
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DIGITAL FLIGHT CONTROL SYSTEM IMPLEMENTATION

The rapid prototyping environment MATLAB® /Simulink® was selected for the
FCS implementation due to its strong capabilities in control system design and
analysis.

The FCs algorithms introduced in Chapter 5 were at first implemented in the
Simulink® environment using its block diagrams. The utilization of the block
diagrams instead of the classical programming improves readability, traceability
and enables convenient and allows easy modifications of the implemented sys-
tem, making it useful for rapid prototyping. The next step in the implementation
process was the code generation for a target hardware platform used in the exper-

imental aircraft platform.

6.1 LINEAR QUADRATIC REGULATOR IMPLEMENTATION

The LOR controller implemented in Simulink® environment is shown in Figure 6.1.
The controller structure is based on the algorithm introduced in Chapter 5. The
reference input vector r is composed of 3 command signals, the airspeed V¢ma, al-
titude h¢mqa and heading P cmq. The controller structure itself contains two main
parts, namely the Integral Error Dynamics (used for the command tracking) and
feedback gain K gr. The simulation model also contains Actuator Saturation, rep-

resenting actuator’s physical limits, Plant Dynamics and Sensor Noise.

LQRControl System

| |Integral Error Dynamics

Nhesi [ e X_PL
| )

Selector

delta_T_cmd
delta_e_cmd
T Ng
delta_a_cmd
delta_r_cmd
Integrator

Plant Dynamics
psi_cmd

psi_step

Sensor Noise

Figure 6.1: LQR simulation model implemented in Simulink® .

The Plant Dynamics structure introduced in Figure 6.2 contains the throttle, el-
evator, aileron and rudder actuator models connected to the Aircraft Dynamics
subsystem in state-space representation. Inputs of the Plant Dynamics subsystems

are the commanded control signals generated by the control system. Actuator mod-
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els process control signals. Every actuator model generates control deflection and
rate signal. The control deflections create the input vector to the Aircraft Dynamics
subsystem. The output vector of the Plant Dynamics model xp; is composed of the
aircraft states and actuator deflections and rates.

Aircraft Dynamics

X=Ax+ Bu
: y=Cx+Du
Throttle actuator >l
delta_T_dot
(A )—»|deita T cmd
delta_T_cmd datias] =
Elevator actuator
>
delta_e_dot
.—Pm delta_e_cmd
delta_e_cmd gel2e )
x_PL
Aileron actuator
J >
delta_a_dot
delta_a_omd
delta_a_cmd detta-a q
Rudder actuator
delta_r_dot
delta_r_cmd
delta_r_cmd delte. s

Figure 6.2: Plant dynamics structure.

The actuator dynamics is modeled using a second-order transfer function. The

throttle actuator structure shown in Figure 6.3, based on the actuator model intro-

duced in Chapter 3.
> f i i
delta_T_cmd B s s @
delta_T
K > 1
delta_T_dot

o

Figure 6.3: Actuator dynamics structure.

6.2 LINEAR QUADRATIC GAUSSIAN CONTROLLER IMPLEMENTATION

The LQG control system implementation in a form of Simulink® block diagram
is shown in Figure 6.4. The control system was implemented using the algorithms
introduced in Chapter 5. Three main components of LQG controller are the Integral
Error Dynamics, Kalman filter and LQOR state feedback Kigr. The Plant Dynamics
subsystem remaining the same as introduced in Figure 6.2.

The Kalman filter is implemented as a state-space model, which containing the
information about controlled plant dynamics in the form of state-space matrices
A, B, C, combined with the difference between estimated output {j and Design

System output yps multiplied by Kalman gain L.
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LQG Control System
Integral Error Dynamics
V_cmd

V_step ﬂ

h_step |E Integrator Kalman Filter
= =

psi_step S s

= =
x_PL
delta_T_cmd
u_cmd

delta_e_cmd
& ) X_PL
delta_a_cmd

Sensor Noise

Actuator Saturation

delta_r_cmd

Plant Dynamics

Figure 6.4: LQG simulation model implemented in Simulink® .
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The MRAC implementation using the Simulink® block diagrams is shown in Figure
6.5. Its design augments the previously described LOR controller selected as the
baseline control system. The MRAC system is composed of the Reference Model
and Input and State Update Laws. The Reference Model, is extended with the

Hedging input upy to overcome the actuator saturation.

Model Reference Adaptive Control

gl

x_ref] -,
uH

Reference Model

u_bl <-|
le—]

Input State
Update Law 2 Update Law

u_Ku

Hedging

LQR Control System

Integral Error Dynamics

X_PL

IV, h, psi]

_T_cmd

| deita_e_cmd
e s
_a_cmd
Actuator Saturation
delta_r_cmd

Sensor Noise

F

V_cmd

V_step

h_step

psi_step Uncertainty

Integrator

x_PL

f(x_PL)

Figure 6.5: MRAC simulation model implemented in Simulink® .
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Structure of the Reference Model subsystem is shown in Figure 6.6. The Refer-
ence Model dynamics was implemented in a form of a state-space representation

defined by matrices Ay and B¢ expressed by equations 5.91 and 5.92.

@
u_H
1
> '
r x_ref
B_ref
K*ui«

A_ref

Figure 6.6: MRAC Reference Model subsystem.

The Update Laws defined by equations 5.108 and 5.109 were implemented using

a Matlab Function block as introduced in Figure 6.7.

Adaptation
LKu_hat 1 J
e Ku_dot|—p —
s
e 4
u_bl fcn 1
- > u bl Ku_dot_proj [ T
Matrix
Update Law Multiply »(1)
u_Ku

Figure 6.7: MRAC Input Update Law subsystem.

Hedging modification described in Chapter 5 was implemented as a subtrac-
tion of the saturated and non-saturated input command signal multiplied by the

reference model input matrix B¢ as shown in Figure 6.8.

CO ) > D

u_cmd_sat uH

u_cmd

Figure 6.8: MRAC Hedging subsystem.
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The following block of MATLAB® code contains the implementation of the Up-

date Law function shown in Figure 6.7. The Update Law implementation was en-

hanced by a Projection algorithm described in Chapter 5 due to the parametric

drift elimination.

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

36

function [Ku_dot, Ku_dot_proj] = fcn(Ku_hat,e,u_bl,MRAC)

o

This fuction computes adaptive contribution Ku derivatives enhanced

o°

with Projection algorithm

% Inputs:

% Ku_hat - Ku parameter estimate

% e — Tracking error

% u_bl - Baseline controller input

o

MRAC - Structure containing MRAC parameters

% Outputs:

% Ku_dot - Derivative of Ku parameter estimate

% Ku_dot_proj - Derivative of Ku parameter (Projection algorithm
% employed)

f = zeros(1,2);

grad_f = zeros(2,2);

Ku_dot_new = zeros(size(grad_f));

Ku_dot_aux = (MRAC.gamma_thetaxu_blxe'x*MRAC.Px*MRAC.B) ;

for i = l:length (MRAC.Ku_max)
theta_abs = sgrt (Ku_hat (i,1)"2 + Ku_hat(i,2)"2 );
f(i) = ((1 + MRAC.epsilon(i))xtheta_abs”2
- MRAC.Ku_max (i)"2)/ (MRAC.epsilon (i) *MRAC.Ku_max(i)"2);
grad_f(:,i) = (2x(1 + MRAC.epsilon(i))/ (MRAC.epsilon (i)
*MRAC.Ku_max (i) )*Ku_hat (i,:))";

if ((£(1) > 0) && (Ku_dot_aux(:,1)'xgrad_f(:,1)) < 0)
Ku_dot_new(:,1) = Ku_dot_aux(:,1)
- (grad_f(:,i)*grad_£f(:,1)"
/norm(grad_f (:,1))"2)*Ku_dot_aux(:,1)*f(1);

else
Ku_dot_new(:,1) = Ku_dot_aux(:,1);
end
end
Ku_dot_proj = (Ku_dot_new)';

Ku_dot = (MRAC.gamma_theta*u_blxe'«MRAC.P*MRAC.B)"';
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6.4 CODE GENERATION

The control algorithms implemented using functional blocks in Simulink® can be
converted into low-level code like C/C++ directly within MATLAB® environment.
This process is called code generation. The generated code can be integrated into a
larger project or compiled through a third-party toolchain, and the executable files
can be deployed to the target hardware. The code generation process is introduced

in block diagram in Figure 6.9 [36].

Alorithm Code Code
Implementation ——— Generation — Compilation
(Simulink®) (MATLAB®) (39 party toolchain)

Figure 6.9: Code generation and deployment to the target hardware. Source [36]

The FCs implementations details described in the previous subsections were
used mainly for the design and evaluation purposes. They contained the modeled
aircraft dynamics and were implemented as continuous-time models. However, the
model used for the code generation shall be implemented as a discrete-time model

and shall contain only the FCS with defined inputs and outputs.
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Figure 6.10: Simulink® FCS model used for code generation.
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Figure 6.10 shows the FCS implementation in Simulink® used for code generation

with colored inputs and outputs. The blue input ports are used for the aircraft

state measurements while the orange input ports are used as command inputs.

The yellow output ports send the computed control surfaces and throttle lever
deflections to the actuators.
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This chapter introduces the robustness, performance and flight test evaluations
performed with the researched Flight Control System (FCS). The robustness evalu-
ation employs frequency response based techniques as frequency response plots,
resulting stability margins or sensitivity functions. The performance evaluation
uses offline computer simulations, resulting in time-domain performance analy-
sis using step response characteristics. The robustness evaluation focuses on the
baseline controller as it employs techniques suitable for linear systems. This eval-
uation concept can not be used for adaptive control system designs due to its pa-
rameter changes. The performance evaluation validates both, the baseline and the
adaptive control design’s, time-domain performance. The longitudinal and lateral-
directional control systems are to be evaluated separately. The actual flight test
evaluation will be investigated in two parts. The first part will focus on the com-
pliance to the criteria inspired by SAE-ASg4900 standard for the FCS design, while
within the second part an automatic approach to an airport will be tested. Chapter

7 starts with an overview of the employed evaluation techniques.

7.1 EVALUATION TECHNIQUES FOR FLIGHT CONTROL SYSTEM DESIGN

In an automatic flight control system design, it is necessary to comply to vari-
ous criteria issued by the aviation authorities through regulatory requirements.
The European Aviation Safety Agency (EASA) and Federal Aviation Administra-
tion (FAA) require designers to prove the design’s robustness, stability and perfor-
mance. Automatic flight control design techniques based on linear control strate-
gies may utilize various well-described evaluation techniques in frequency and

time domains [81].
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7.1.1  System Controlability and Observability

Primary task of control systems is to find control input u(t) within interval [to, t1]
which changes initial state x(to) to requested end state x(t1). Two techniques ad-
dressing the controllability and observability are used in the control system design.
A linear system is controllable if there exists a control input u(t) which transfers
all its initial states x(to) # 0 to the origin of state space x(t1) = 0 [37].

The measure of how well the system state x(t) can be determined based on its
output y(t) is called state observability. If the whole system state is observable,
such a system is called observable. Controllability and observability are essential
prerequisites in control system design (e.g. stabilization of unstable systems or

optimal control).

* Controllability matrix - Controllability of a linear system defined by equa-
tions 2.59-2.60 is possible to be proven with a controllability matrix. A linear
dynamic system is controllable if the rank of its controllability matrix defined
by the equation 7.1 is equal to system state dimension, thus it fulfills condi-
tion given by equation 7.2. Controllability matrix is defined by a dynamic
matrix A and input matrix B of the above mentioned linear state-space sys-
tem [55].

Qc = [B AB A?B ... AM'B }, (7.1)

where 1 is the system state dimension.

* Observability matrix - Observability of a linear system defined by equations
2.59-2.60 can be proved by observability matrix. A linear dynamic system is
observable in case the observability matrix rank is equal to the system state
dimension. The observability matrix is expressed by equation 7.2 and it is
defined by a dynamic matrix A and output matrix C of the above mentioned

linear state-space system [55].

C
CA
Qo=| caAz |, (7-2)

CAM!

where n is the system state dimension.
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7.1.2  Frequency Response Plots

The control system analysis in the frequency domain plays an important role in
the FCS design process. It enables to understand the system from the stability and
robustness perspective. Two types of frequency response plots are being used in
the control system design, namely the Nyquist and Bode plot.

A Nyquist plot is a parametric plot of an open-loop transfer function frequency
response. The real part of the system’s frequency response function is drawn on
the x-axis, and the imaginary part is drawn on the y-axis. The shape of the Nyquist
plot can determine the stability of the system as well as its stability margins. The
stability of the closed-loop system can be determined from a Nyquist plot by using
the Nyquist stability criterion, which defines the number of unstable closed-loop
poles as a sum of the number of unstable open-loop poles and the number of
clockwise encirclements by the Nyquist plot around the point -1 at the real axis
[37]-

Another frequently used frequency response plot is the Bode plot that contains
two graphs, magnitude and phase characteristics dependent on frequency. Bode
plot can be employed for the FCS design since it enables to read various system
properties. Some of the important properties obtained from Bode plot are the stabil-
ity margins, namely the gain and phase margin, described closely in the following
subsection, system bandwidth defined by the frequency at which the magnitude
plot decreases below the threshold -3dB or resonance frequency, usually indicated
by a peak in magnitude plot, etc. [27]. Nyquist and Bode plot examples are shown

in Figure 7.1.
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(a) Nyquist plot (b) Bode plot

Figure 7.1: Frequency response plots.
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7.1.3  Stability Margins

The stability margins are used to evaluate the system’s stability in a frequency re-
sponse representation. Two stability margins are being evaluated, the gain margin
and phase margin. The gain margin is the amount of gain increase or decrease re-
quired to make the loop gain unity at the frequency where the phase angle reaches
-180°. In other words, the gain margin is 1/g if g is the gain at the -180° phase
frequency. Similarly, the phase margin is the difference between the phase of the
response and -180° threshold when the loop gain equals 1.0, which is equal to
the value of 0dB in the Magnitude plot. The frequency at which the magnitude is
0dB is called the unity-gain frequency or gain crossover frequency. It is generally
found that gain margins of 3dB or more, combined with the phase margins be-
tween 30° and 60°, result in reasonable trade-offs between bandwidth and stability

[87]. Figure 7.2 shows the derivation of phase and gain margin.
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Figure 7.2: Gain and phase margins shown in Bode plot.

Stability margins are some of the upmost important parameters for the certifica-
tion of a FCS. The requirements given by SAE-ASgq900 dictates the margins to be

within 8 dB in gain and 60° in phase.
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7.1.4 Sensitivity Function

The sensitivity function, also referred to as sensitivity, measures how sensitive a
signal is to an added disturbance. Sensitivity is a closed-loop measure. Feedback
reduces the sensitivity in the frequency band, where the open-loop gain is greater

than 1.0 [57]. Figure 7.3 shows the sensitivity functions in a form of a Bode plot.
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Figure 7.3: Sensitivity function in Bode plot.

7.1.5 Time Domain Performance Criteria

The most popular time-domain performance criteria are taken from a dynamic
system’s reaction to a step input signal, called step response. Rise time describes
the time a controlled system needs to rise from 10% to 90% of the steady-state
value. Settling time is the moment when the signal remains in £5% range interval
measured from the reference value. The last frequently used time-domain criterion
is the overshoot, which expresses the percentage amount of first peak overshoot
above the step input signal [37]. Figure 7.4 shows the time domain performance

criteria in the step response plot.
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Figure 7.4: Time domain performance criteria.
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7.2 ROBUSTNESS EVALUATION

The robustness characteristics of designed controllers can be investigated within
the frequency domain. The LQG based control techniques generally have worse
robustness properties than the LOR based approach due to the additional dynam-
ics introduced by the Kalman filter. Different controller designs can be compared
using the robustness evaluation. A favorable robustness can be observed for the
case of the LOR design approach, while its noise attenuation exhibits fairly poor
results. The LOG design offers good results in noise cancellation but exhibits fairly
low stability margins. A good compromise between these two techniques is the uti-
lization of the LTR approach, which improves the stability margins with the noise

attenuation potential.

7.2.1  Longitudinal Controller Robustness

Tables 7.1 and 7.2 show the computed gain and phase margins in throttle and

elevator actuator cuts.

Table 7.1: Comparison of robustness in actuator cut (51) for different controllers.

Controller type Gain Margin [dB] Phase Margin [°]
LOR 0 80.82

LQG -18.71 -19.95
LTR(v = 10) -13.21 -117.78
LTR(v = 1) 40.11 103.57
LTR(v = 0.1) 177.71 52.77
LTR(v = 0.01) 126.68 84.44

Table 7.2: Comparison of robustness in actuator cut () for different controllers.

Controller type Gain Margin [dB] Phase Margin [°]
LQR -36.16 83.69
LQG 10.25 31.61
LTR(v = 10) 5.39 28.01
LTR(v = 1) 8.92 43.49
LTR(v = 0.1) 26.04 112.39

LTR(v = 0.01) 12.87 89.81
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Figures 7.5 and 7.6 show Bode plots for plant input loop-cuts at throttle and
elevator actuators. Stability margins recovery can be observed with the LTR pa-
rameter being tuned. Bode plots show an additional roll-off at high frequencies
caused by the state estimator and thus good noise attenuation performance for
the LOG/LTR techniques. The LQOR design suffers from insufficient noise attenua-
tion performance as it does not contain any state estimator. In the case of noisy
measurements, a noise suppression algorithm has to be implemented (e.g., notch

filter), which introduces additional time delays in the control loop performance.
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Figure 7.5: Bode plots in throttle actuator cut of different employed controllers.
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Figures 7.7 and 7.8 show the Nyquist curves for the Plant input loop-cuts and
present the stability margins recovery for the LTR parameter examination, as was
also the case for the Bode plots above. The best controller designs, assessed from
the perspective of the respective gain and phase margins, are according to the
Nyquist plots the LTR based designs with parameters v; = 0.1 and v, = 0.01. These

designs represent a balanced combination of robustness and noise attenuation.
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Figure 7.7: Nyquist plots in throttle actuator cut of different employed controllers.

2dB . 0dB 248 LQR
LQG
LTR(v = 10)

LTR(v = 1)

Imaginary Axis

LTR(v = 0.1)
LTR(v = 0.01)

unity circle

Real Axis

Figure 7.8: Nyquist plots in elevator actuator cut of different employed controllers.

Figures 7.9 and 7.10 present the sensitivity functions for velocity and altitude
loops. The sensitivity function is for the investigated case defined as a transfer
function from an input reference signal to an output regulation error. The max-
imum sensitivity peaks are presented in Tables 7.1 and 7.2 and show adequate

sensitivity to process disturbances [94].
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Figure 7.9: Sensitivity functions for different controller types - sensor cut in velocity mea-

surement loop.
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Figure 7.10: Sensitivity functions for different controller types - sensor cut in altitude mea-

surement loop.

Table 7.3: Comparison of sensitivity function maximum in sensor cuts (V, h) for different

controllers.
Controller type Max. Sensitivity - V [1] Max. Sensitivity - h [1]
LOR 1.18 1.11
LQG 1.19 1.00
LTR(v = 10) 1.32 1.43
LTR(v = 1) 1.38 1.01
LTR(v = 0.1) 1.32 1.01

LTR(v = 0.01) 1.18 1.02
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7.2.2  Lateral-directional Controller Robustness

This subsection provides insight into the robustness characteristics of the re-
searched lateral-directional FCS. Different types of controllers, namely the LOR, LQG,
and its modifications using the LTR techniques are compared in frequency domain
characteristics. The stability margins in actuator cut and sensitivity function maxi-

mums in sensor cut loop transfer functions are presented in Tables 7.4 and 7.5.

Table 7.4: Comparison of robustness in actuator cut (84) for different controllers.

Controller type Gain Margin [dB] Phase Margin [°]
LQR 00 66.48
LQG 4.93 17.61
LTR(v = 10) 18.67 53.30
LTR(v =1) -18.55 45.14
LTR(v = 0.1) 14.67 40.83
LTR(v = 0.01) -5.52 -37.66

Table 7.5: Comparison of robustness in actuator cut (8,) for different controllers.

Controller type Gain Margin [dB] Phase Margin [°]
LQR o0 92.56
LQG 429 34.69
LTR(v = 10) 38.18 47.18
LTR(v = 1) 36.43 65.97
LTR(v = 0.1) 26.39 39.79
LTR(v = 0.01) 25.15 -81.02

The values of gain and phase margins in Tables 7.4 and 7.5 show the robustness
deterioration when compared to the LOR and LQG controller. The stability margins
of the LQG control were restored utilizing the LTR modification. The best values
of gain margin, phase margin and sensitivity function maximum were achieved

when setting the LTR parameter v = 10.



Figures 7.11 and 7.12 show Bode plots of loop transfer functions formed in

aileron and rudder input loop-cuts. The Bode plots show again the insufficient
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high frequency noise attenuation capabilities of the LOR controller when compared

to the LQG or LTR and stability robustness improvement of the LTR designs.
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Figure 7.11: Bode plots in aileron actuator cut of different employed controllers.
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Figure 7.12: Bode plots in rudder actuator cut of different employed controllers.
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Figures 7.13 and 7.14 show the Nyquist plots representing the loop transfer
function’s frequency response in aileron and rudder actuator cuts. The best sta-
bility and robustness characteristics according to the Nyquist plot were performed
by the LQR, while the LTR modifications improved the stability characteristics of

theLQG control system.
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Figure 7.13: Nyquist plots in aileron actuator cut of different employed controllers.
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Figure 7.14: Bode plots in rudder actuator cut of different employed controllers.
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The sensitivity functions computed at the plant outputs 3 and 1 (so called sensor

cuts) are shown in Figures 7.15 and 7.16.
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Figure 7.16: Sensitivity functions for different controller types - sensor cut in heading loop.

Table 7.6: Comparison of sensitivity function maximum in sensor cuts (3, V) for different

controllers.
Controller type Max. Sensitivity - 3 [1] Max. Sensitivity - 1 [1]
LOR 1.19 1.12
LQG 1.53 1.87
LTR(v = 10) 1.23 1.27
LTR(v = 1) 1.23 1.38
LTR(v = 0.1) 1.37 4.46
LTR(v = 0.01) 1.34 2.20
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7.3 PERFORMANCE EVALUATION

The FCS performance can be evaluated by observing the step responses of the
closed-loop system. Step response characteristics, namely the rise time, settling
time, overshoot, peak value and peak time can be selected as the main performance
indicators. The baseline and adaptive controller performances are to be analyzed
separately, and both are divided into longitudinal and lateral-directional parts,

respectively.

7.3.1  Baseline Controller Evaluation

The baseline controller performance was evaluated in computer simulations using
the aircraft dynamics in a form of a state-space model introduced in Chapter 2
with modeled actuator dynamics and sensor noise described in Chapter 3. The
two designs, the LOR and LQG were considered as baseline controllers, and their

performances were compared.

7.3.1.1  Longitudinal control

Five different state variables (airspeed V, angle of attack «, pitch rate q, flight path
angle vy and altitude h) and 2 control input variables (elevator 6. and throttle &t
deflection) were observed for a time-domain performance analysis. The airspeed
and altitude were chosen as controlled variables. Step changes of reference
airspeed and altitude were performed during the simulation. Figures 7.17, 7.18
and 7.19 show the step response of controlled variables for LOR and LQG control
design approaches. As the LQG control employed the Kalman filter for the state
estimation, it shows better noise attenuation performance. The control variables,
the throttle 61 and elevator 6. deflections remained within the saturation limits

given by the physical limits of the aircraft.
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Figure 7.17: Comparison of longitudinal LOR & LQG controllers - command tracking.

The time performance characteristics mentioned in the previous paragraph are

shown in Table 7.7. Both controlled variables have almost no steady-state error and
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Figure 7.18: Comparison of longitudinal LQR & LQG controllers - plant states.
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Figure 7.19: Comparison of longitudinal LQR & LQG controllers - plant inputs.

small overshoot. Short settling time and rise time proves that weight matrices Q

and R were selected correctly [94].

Table 7.7: Time performance characteristics for controlled longitudinal variables in climb.

Command step AV (+5 m-s™) Ah (+30 m)
Rise Time [s] 3.13 0.84
Settling Time [s] 5.74 7.09
Overshoot [%] 0.00 7.74
Peak [1] 59-99 5-39

Peak Time [s] 8.94 1.88
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7.3.1.2  Lateral-directional control

The control task performed by the lateral-directional controller is composed of
heading angle 1 command tracking and angle of sideslip 3 regulation to 0 in
order to perform the coordinated turn. Figure 7.20 shows the lateral-directional

variables controlled by the LOR and LQG controllers.
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Figure 7.20: Lateral-directional LQR & LQG controllers comparison - command tracking.

Figure 7.21 shows the lateral-directional model states during the heading 1 con-
trol task. The Kalman filter state estimates are displayed for the case of the LOG
controller, which is the reason why the LQOG variables contain less noise. Figure
7.22 displays lateral-directional plant inputs during the heading angle command

tracking task. The control deflections did not exceed the actuator’s physical limits,

due to a conservative controller setting.

10 30
LQR
10
— LQG — 5 20
‘» ' >
> 0 > 0 S, 10
(0] (0] —
S, S, <
o =5 0
-10
-10 -10
0 20 40 0 20 40 0 20 40
Time [s] Time [s]

Time [s]

Figure 7.21: Comparison of lateral-directional LQR & LQG controllers - plant states.
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Figure 7.22: Comparison of lateral-directional LOR & LQG controllers - plant inputs.
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Table 7.8: Time performance characteristics for controlled lateral-directional variables in

level flight.
Command step ApB (0°) A (+ 30°)
Rise Time [s] 0.00 5.88
Settling Time [s] 22.81 13.61
Overshoot [%] - 0.01
Peak [-] 4.86 30.00
Peak Time [s] 7.13 26.84

7.3.2  Adaptive Control System Evaluation

The performance of the adaptive FCS was tested with a simulation model based
on the data collected during flight experiments with the utilization of system iden-
tification algorithms. The control system maintained preselected airspeed while
performing step changes in altitude. During the simulation, a matched uncertainty
was introduced to the model in the 250" second. The matched uncertainty affects
only the moment equation in the Plant Dynamics and can be directly compensated
for by the control surface deflection. The uncertainty was composed of a control
effectiveness loss of 50% and a linear state-dependent uncertainty defined by the

equations 7.3 and 7.4.

flo,q) = kaax+kqq (7:3)
f(B,p,7) = kaP+kpp+ker (7.4)

where ko, kq, kg, kp, ky are parameters of uncertainty. The parameter values

used in the computer simulations are shown in Table 7.9.

Table 7.9: Control surfaces uncertainty parameter values.

Control element ks [1] kq [1] kg [1] kp [1] ky [1]
Uncertainty - 6¢ -2.53 -1.06 - - -
Uncertainty - 84 - - -0.21 0.03 -0.99

Uncertainty - 6, - - -0.21 -13.15 3.13
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7.3.2.1  Adaptive longitudinal control

During the first simulation, the uncertainty mentioned above was injected into
a closed-loop system, which contained only the baseline controller without any
adaptation. The uncertainty caused rough oscillations in the altitude control loop,
and the closed-loop system became unstable. The instability caused by untcertainty

mentioned above is observable in Figure 7.23 after 250" second of simulation.
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Figure 7.23: Airspeed and altitude control using baseline controller.

Figure 7.24 shows tracked signals of airspeed V and altitude h under active adap-
tation process. An uncertainty that started the adaptation process was introduced
in the 250" second. A small oscillatory response to the first step input occurred
after the introduction of the uncertainty. Right after the second step response, the
controller maintained minimal overshoot and similar rise time as before the intro-

duction of the uncertainty.
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Figure 7.24: Airspeed and altitude control using MRAC
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Figure 7.25 shows the remaining states (angle of attack «, pitch rate q and

flight path angle ) in the simulation model to demonstrate the adaptation process.

Again, small oscillations are present after the introduction of uncertainty. However,

the adaptive controller stabilizes the closed-loop system.
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Figure 7.25: Longitudinal state variables under MRAC.

The control surface deflections (throttle 1 and elevator d.) are shown in Figure

7.26 and again demonstrate the ability of the adaptive controller to overcome the

uncertainty. The control variables remained within the actuator’s physical limits.

In case the actuators would saturate, the hedging algorithm would modify the

reference model to compensate for the saturation effect.
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Figure 7.26: Longitudinal input variables under MRAC.

Figure 7.27 demonstrates the change of the adaptive parameters § and K,, when

compensating for the injected uncertainty described in equations 7.3 and 7.4. All

eight monitored parameters converge to the optimal values. In the case of a pa-

rameter drift, the projection algorithm described in Section 5.3 would keep the

parameters within the defined boundaries [93].
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7.3.2.2  Adaptive lateral-directional control
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The second set of simulations was focused on lateral-directional motion control.

The adaptive control system was supposed to track the given heading while main-

taining a minimal sideslip angle with the presence of the above-defined uncertainty

introduced in the 250" second of the simulation run. Figure 7.28 shows the behav-

ior of the LOR baseline controller without any adaptation under the influence of

uncertainty. Violent oscillations can be observed after the onset of the introduced

uncertainty.
T T T T T
101 state ]
S — — — command ﬂ
S 0 —a—
- ]
-10F I I I I 1 ]
0 50 100 150 200 250 300
T T T T T
150 — \j’-Hr\:Fh/‘-EF\ﬂl_‘
=) | :
ﬁ 100 B | ! i
= 50 4
I i
o | | | ungertainty intr. — T
0 50 100 150 200 250 300
Time [s]

Figure 7.28: Sideslip and heading control using baseline controller.

Figure 7.29 depicts the tracking capabilities of a lateral MRAC controller. The FCS

maintains favorable tracking performance of heading angle even after the onset

of uncertainty and keeps minimal overshoots and steady-state error. The sideslip

angle remains within the 3 degrees interval, which is acceptable.
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Figure 7.29: Sideslip and heading control using MRAC.

The remaining lateral-directional states i.e., roll and yaw rates, and the roll angle,
can be seen in Figure 7.30. This figure shows a slight oscillation during the first
step response after the uncertainty onset. The MRAC controller shows adaptation

and a smooth transition during a heading change maneuver in the 400" second.
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Figure 7.30: Lateral-directional state variables under MRAC.

As seen in Figure 7.31, the control surface deflection remains within the actua-
tor’s physical limit. The adaptation process can be seen after the onset of the un-
certainty. The reaction to the first step under the uncertainty conditions is slightly
oscillatory, while the MRAC controller’s reaction to the second heading change is
smoother with a minor change in the amplitude.

Figure 7.32 demonstrates the change of adaptive parameters 8 and K,, in order
to compensate for the injected uncertainty introduced in equations 7.3 and 7.4.
As can be seen in Figure 7.32, all eight monitored parameters converge to their
optimal values. In the case of a parameter drift, the projection algorithm described

in the previous section would keep the parameters within the defined boundaries.
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Figure 7.31: Lateral-directional input variables under MRAC.

The uncertainty for the lateral-directional motion control case was introduced
during a steady level flight. However, the MRAC controller needs to adapt a suffi-
cient system excitation, which is why significant parameter changes are observable
at the 300™ second of the simulation during a heading change and not instantly

when the uncertainty is introduced [93].
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Figure 7.32: Evolution of lateral-directional adaptive parameters.
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As the adaptation gains change throughout the simulation, the only relevant eval-

uation criteria are the time domain performance characteristics as the rise time,

settling time, overshoot, peak value and peak time. Values of mentioned criteria

were monitored after a state-dependent uncertainty was introduced into the simu-

lation. Table 7.10 shows time-domain performance characteristics for longitudinal

and lateral-directional simulation cases [93].

Table 7.10: Time-domain performance characteristics for longitudinal and lateral-

directional cases.

Command step AV (+10 m-s™) Ah (+300 m) A (+70°)
Rise Time [s] 17.28 36.58 12.01
Settling Time [s] 67.33 46.31 19.32
Overshoot [%] 0.24 0.00 1.32
Peak Value [-] 90.22 3300.00 70.91
Peak Time [s] 66.67 100.00 22.64

As the lateral-directional MRAC controller was designed to track the target head-

ing signal while driving the sideslip angle to zero, the time domain performance

characteristics are shown only for the heading angle.
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7.4 FLIGHT TEST EVALUATION

The operational functionality of the FCS algorithms designed for the automatic
flight and automated landing approach has been experimentally confirmed in
flight experiments performed with an experimental LSA. This section is divided
into two subsections. The first subsection describes the automatic flight results
with manually inserted command values of altitude, airspeed and heading. The

second subsection is focused on a complex task of automatic landing approach.

7.4.1  Flight Control System Evaluation

An important part of the FCS evaluation is the examination of qualitative indicators
of automatic control. The reference SAE-ASg4900 [76] was employed in evaluation
of the FCS design.

7.4.1.1  Coordination in Steady Banked Turns

Figure 7.33 shows the aircraft trajectory in an FCS coordinated turn during practical
flight experiments. The figure also contains the time series of the angle of sideslip
B and lateral acceleration ay. The quantitative limits for this task specified by

reference [76] are shown in respective graphs.

¢ Increment of angle of sideslip 3 shall not exceed +2°.

* Lateral acceleration ay shall not exceed 0.03 g during steady banks.
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Figure 7.33: Coordinated steady banked turns.

Based on the evaluation of observed criteria defined by regulation [76] the de-

signed FCs fulfills the conditions expressed in paragraph 3.2.4.1.3.1.
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7.4.1.2  Lateral Acceleration Limits During Roll Maneuver

Figure 7.34 depicts aircraft motion characteristics during roll maneuver with acti-
vated FCS. The graphs show time series of lateral acceleration a,,, roll rate p and roll
angle ¢ in aircraft’s BFF. Every graph contains the quality of control limits taken
from paragraph 3.2.4.1.3.2 "Lateral acceleration limits, rolling" of the reference [76].

A short overview of the mentioned criteria is listed below:

* The lateral acceleration ay in aircraft BFF shall not exceed £0.1g for flight

condition with roll rate up to 30°s™.

¢ The limits shall be fulfilled for flight in constant altitude and continuous

rolling from one side to the other for maximum roll rate achieved by the FCs.
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Figure 7.34: Aircraft characteristics during roll motion.

The limit roll angle of 20° comes from an internal setting of the FCS, while the
limit roll rate value 10°-s™ comes from paragraph 3.2.4.2.3 "Heading select" of the
reference [76]. Based on the criteria defined by the reference [76], the designed FCs

complies to the requirements of paragraph 3.2.4.1.3.2 of mentioned regulation.
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7.4.1.3 Coordination in Steady Level Flight

Figure 7.35 depicts the aircraft trajectory in FCS controlled steady level flight dur-
ing a flight test. The figure with aircraft trajectory is completed with plots showing
time series of the aerodynamic angle of sideslip 3 and lateral acceleration a, dur-
ing steady level flight. The limit values for FCS performance evaluation are shown
in graphs of the angle of sideslip 3 and lateral acceleration a,;, respectively. The
short list of performance criteria defined by paragraph 3.2.4.1.3.3 "Coordination in

straight and level flight" of reference [76] are described below:

* The angle of sideslip shall not exceed +1° from the steady-state value in

steady level flight.

* The lateral acceleration ay, at the center of gravity shall not exceed +0.02g.
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Figure 7.35: Angle of sideslip in steady level flight.

Considering the measurements acquired during the practical flight evaluation,

the designed autopilot fulfills criteria of paragraph 3.2.4.1.3.3 from reference [76].
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Figure 7.36 shows the aircraft trajectory in a steady level flight during the FCS

flight test. The aircraft trajectory is augmented by time series of aircraft attitudes

described by respective Euler angles, i.e., roll angle ¢ and pitch angle 6 measured

in steady level flight. Both graphs with measured aircraft attitude contain respec-

tive limit values taken from paragraph 3.2.4.2.1 "Attitude Hold (Pitch and Roll)" of

reference [76]. A short list of mentioned criteria is described below:

¢ For non-turbulent air, the static precision shall be kept within the limits +-0.5°

for pitch angle and £1° for roll angle with respect to steady-state values.

¢ In case of a flight in the turbulent atmosphere, the offset in pitch angle shall

be lower than 5° RMS, and the offset in roll angle shall not exceed 10° RMS.
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Figure 7.36: Attitude hold mode in steady level flight.
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Referring to pitch and roll angle measurements in attitude hold mode it can

be concluded that the designed autopilot fulfills conditions of paragraph 3.2.4.2.1

taken from the reference [76].
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7.4.1.5 Heading Hold

Figure 7.37 introduces an aircraft trajectory during a steady level flight controlled
by the researched FCS for the purpose of the flight performance evaluation. The
aircraft trajectory is shown in combination with a graph of heading measurement
during the steady level flight. The heading measurement graph contains flight
performance evaluation limits taken from paragraph 3.2.4.2.2 "Heading Hold" of

reference [76]. A short list of mentioned criteria is shown below:

* The steady offset to the reference heading under calm air conditions shall be

kept within the range of £0.5°.

* The offset from the reference heading atmospheric turbulence shall not ex-

ceed 5° RMS
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Figure 7.37: Heading hold mode in steady level flight.

Based on the recorded heading measurement during the flight performance eval-
uation, it can be concluded that the researched autopilot fulfills conditions defined

by the paragraph 3.2.4.2.2 of reference [76].
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7.4.1.6 Heading Select

Figure 7.38 shows the aircraft trajectory during a heading change controlled by
the FCS as a part of the flight experiment. The figure also contains the aircraft’s
trajectory during heading change maneuver, commanded and measured heading
and measured roll rate p. Both graphs contain limits for control quality evalua-
tions taken from the paragraph 3.2.4.2.3 "Heading Select" of reference [76]. A short

overview of the mentioned criteria is listed below:

* After activation, the FCS shall perform a coordinated turn towards the se-
lected direction with minimal heading change, while maintaining the toler-

ances mentioned in the subsection Heading Hold.

* The autopilot shall not overshoot the selected heading by more than 1.5° in

clean configuration and by more than 2.5° in configuration with flaps.
¢ The coordinated turn enter and exit shall be quick and continuous.

e The roll rate p shall not exceed 10°-s™.
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Figure 7.38: Heading select mode in level right turn.

Based on the evaluation of monitored criteria defined by reference [76], it can be

concluded that the researched FCs fulfills conditions of paragraph 3.2.4.2.3.
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7.4.1.7 Altitude Select and Hold

Figure 7.39 shows the aircraft trajectory controlled by the FCs during a flight test.
The figure with aircraft trajectory is shown in combination with the time series of
aircraft pressure altitude h and normal acceleration a,. These graphs contain FCS
evaluation limits, which were taken from paragraph 3.2.4.2.4 "Altitude Hold and
Altitude Select" of reference [76]. A short review of the mentioned criteria is listed

below:

* For the vertical speed below £2000 ft - min~1, engaging the autopilot shall
lead to maintaining current pressure altitude or setting commanded altitude
that would be maintained by the autopilot. Acceleration in z-axis shall not
exceed +0.5 g.

* Minimal control accuracy for altitude below 30000 ft:

- For roll angle 0°-1°, the altitude accuracy shall be within the range
+30 ft.

— For roll angle 1°-30°, the altitude accuracy shall be within the range

+60 ft or 0.3%, consider the larger limit.

* After autopilot engage or after any vertical speed instability lower than or

equal to 2000 ft - min 1, the specified instability shall be recovered until 30 s.

* Periodical oscillations shall have a period of at least 20 s.
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Figure 7.39: Altitude select mode.

Based on the evaluation of monitored criteria defined by reference [76], the re-

searched FCs fulfills conditions of paragraph 3.2.4.2.4.
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7.4.1.8 Airspeed Hold

Figure 7.40 shows an aircraft trajectory in steady level flight maintained by the FCS
during flight experiments. The figure with flight trajectory is shown in combination
with a graph of airspeed time history during automatic flight. It shows limits of
flight quality criteria, which were taken from paragraph 3.2.4.2.6 Airspeed Hold in

reference [76]. A short list of mentioned criteria is described below:

* The airspeed during FCS engagement is taken as a reference value.

¢ The airspeed shall be maintained within +2% boundary of reference value

or +5 kits.

* Any periodical oscillation within the above mentioned limits shall have a

minimum period of 20 s.
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Figure 7.40: Indicated Airspeed hold mode in steady level flight.

Based on the above-described requirements defined by the reference [76] it is ob-
vious that the designed FCs fulfills the conditions specified by paragraph 3.2.4.2.6.
The airspeed remains within a £2% boundary during the observed period, the

pitch angle does not exceed +5° limit specified in the previous subsections.
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7.4.2 Automatic Approach System Evaluation

The functionality of the researched algorithm for the automatic flight, including
autonomous approach for landing was proven feasible through a series of flight
experiments performed on an experimental LSA equipped with a digital FCS intro-
duced in Chapters 5 and 6. The flight experiments were performed at the LKKU
airport at the end of the year 2018 [17].

Figure 7.41: Experimental aircraft approach to LKKU RWY 20 in an automatic mode.

The experiment was designed to consist of a flight along a predefined rectangu-
lar trajectory inspired by a regular flying circuit pattern. During the flight experi-
ment, the test pilot approached the 1%t WayPoint (WPT) of the trajectory illustrated
in Figure D.1 in a steady level flight at altitude 1000 ft AGL and 60 kts Indicated
Airspeed (1AS). The actual automatic approach mode was engaged by the pilot
using a dedicated push-button on the control stick. Figure 7.41 shows the experi-
mental aircraft’s instrument panel, containing the digital autopilot’s Primary Flight
Display (PFD) and Multifunction Display (MFD) set to an automatic approach for
landing mode during the landing maneuver.

The weather conditions including the wind speed and direction, air temperature,
and QNH encountered during the presented experiment are listed in Table 7.11. Ef-
fects of wind, occasional atmospheric turbulence and low temperatures were suc-
cessfully managed by the researched digital FCS, which steered the aircraft towards
the runway.

Figure 7.42 shows the flight test trajectory conveniently defined by four WrTs
and the position of the LKKU’s runway in the WGS-84 coordinate system. The
blue line indicates the aircraft’s position while the red marker indicates the point
when the autopilot has been engaged the autopilot is engaged. Grey circles mark

WPT position of the flight test trajectory.
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Figure 7.42: Trajectory flown during the automatic landing approach experiment.

Table 7.11: Weather conditions at LKKU at the time of the experiment.

Quantity Value Unit
Wind Speed 7 [kts]
Wind Direction 350 [’

Temperature -2 ['C]
QNH 1014 [hPa]

As illustrated in Figure 7.42, the FCS guides the experimental aircraft directly
towards the 1% WPT and than follows the predefined flying pattern. Minor oscilla-
tions can be observed after passing 1%t and 2"¢ WPT. These can be attributed to the
wind conditions, which are represented by an arrow in Figure 7.42.

Figure 7.43 shows the principal quantities controlled by the FCS, namely the air-
speed V, altitude h and aircraft heading 1. Altitude and airspeed command values
are defined by fixed step functions related to the current WPT towards which the
aircraft is flying. The vertical speed was limited to -2 m-s™ during most of the de-
scent and -1 m-s™ right before touchdown. This limit is responsible for the ramp
shape of the altitude command signal. The heading command is computed contin-
uously, in order to navigate the aircraft along the predefined trajectory considering
the actual aircraft position. The algorithm for computing the heading command is

introduced in Appendix C. It is noticeable to mention that minor differences in
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maintaining the target airspeed V occurred during the descent. However, the FCS

was able to guide the aircraft to the runway.
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Figure 7.43: Measured flight quantities during automatic landing approach.

Figures 7.44 and 7.45 depict the rest of the aircraft states, namely the values
which describe the lateral-directional motion i.e. the lateral acceleration ay, roll
rate p and roll angle ¢. The roll angle ¢ rotation to -20°, introducing a turn in the
trajectory is observable after passing each WPT. The lateral acceleration a,, is main-
tained close to 0 g, as the FCS is performing a coordinated turn and compensates
the lateral acceleration through the use of the rudder. The roll rate p is maintained
within £10°s™ interval. The longitudinal motion is described by normal accelera-
tion a,, pitch rate q and pitch angle 0. The decrease in pitch angle 6 is observable
after passing 2" WPT as the FCS initiates a descent. Since the digital FCS was set con-
servatively, the accelerations almost never exceeded the 0.2 g acceleration range
[95]. Both Figures 7.44 and 7.45 illustrate the design limits of the FCS inspired by
the reference [76].

The digital 4-axis FCS controlled the elevator, rudder, ailerons and throttle lever.
Figure 7.46 shows their deflections during an automatic flight and approach for
landing. It is observable that the FCS is set very conservatively since changes in
control surface deflections are rather slow and do not exceed operational limits
illustrated by respective red boundaries.

Since the complete flight experiment was performed in clean aircraft configu-
ration, it was not allowed to use flaps as aerodynamic breaks. This explains the
steady-state error in airspeed during the descent maneuver, when thrust control
reached its lowest limit. Other aircraft states remained within the design limits

introduced in subsections 7.4.1.1 - 7.4.1.8.
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Figure 7.46: Control deflections.
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7.4.2.1 Automatic Landing Approach Performance Evaluation

The performance evaluation criteria were inspired by the reference [82] focused on
the development of the auto-land system for a general aviation class of aircraft. The
document recommends that pitch angle before the touchdown shall be larger than
5° otherwise, the front gear could be damaged during the automatic landing. The
vertical speed before the touchdown shall remain within the interval of (0.3;2.0)
m-s™. Greater values could be unpleasant for the pilot. The automatic landing ap-
proach system shall prevent the aircraft from stall, thus the airspeed V during
touchdown shall remain above the stall speed, which is declared by the manufac-
turer at 42 kts, which is 21.6 m-s™. The designed automatic approach system for
fixed-wing experimental LSA complied with the above-mentioned requirements,
as can be seen in Table 7.12, which summarizes the performance metrics results,
consisting of different aircraft variables measured during the final phase of an au-
tomatic landing approach. These variables are the pitch attitude 6, vertical speed

VS, airspeed V and normal acceleration a; [95].

Table 7.12: Measured flight quantities during the automatic approach final phase.

Quantity Value Unit
Pitch angle 5.4 [°]

Vertical speed -0.33 [m-s™]
Airspeed 25 [m-s]

Normal acceleration 1.01 [g]




CONCLUSION

This chapter summarizes and discusses the research on modern FCS introduced
in this thesis in light of the main goals and contributions specified in Chapter 1.
This chapter is logically divided into three sections. The first section serves as the
thesis summary and contains a concluding remark on most of its chapters. The
second section lists main contributions and the last section proposes the direction

of future research focused on the modern FCS technologies.

8.1 SUMMARY

This thesis demonstrates a modern FCS design, implementation, and stability and
performance evaluation using computer simulations and flight tests tailored for a
fixed-wing LSA. Chapter 2 was dedicated to the definition of the aircraft’s 6DoF
nonlinear model. A precise model and selected structure of the controlled plant,
in our case representing an experimental LSA, is essential in designing a well per-
forming FCS. The nonlinear aircraft dynamic model was developed from Newton’s
laws, in a form of Equations of Motion. The nonlinear system was then linearized
to express the aircraft dynamics in a form of a linear state-space model suitable
for the FCS research and development. Chapter 3 focused on the description of re-
spective subsystems that represent a suitable simulation environment and which
enabled the first tests of researched control strategies. Models describing the air-
craft propulsion, aerodynamic properties, actuator and sensor dynamics, or atmo-
spheric model, represent an integral part of the simulation framework. Leveraging
the aircraft’s aerodynamic model fidelity was achieved through utilization of the
parameter estimation methods described in Chapter 4. The aerodynamic force and
moment coefficients were estimated using the Equation Error method over a range
of measured flight parameters. This chapter also presents the state estimation tech-
nique, namely the Kalman filter, employed in the FCS design. Chapter 5 introduced
the necessary theory on three control system methods, which enabled their proper
understanding and follow on research. This chapter started with a robust LOR con-
troller and its adjustment to the command tracking task. Then a more complex
LQG controller containing the Kalman filter was researched. The chapter was con-
cluded with the MRAC technique that augments previously defined control system

to overcome model uncertainties. Chapter 6 described the implementation of the
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designed FCs using MATLAB® / Simulink® environment. This chapter introduced
the implementation of the control system methods from Chapter 5 and the low-
level code generation for the target hardware platform. Chapter 7 presented the
designed FCS’s stability and performance evaluations results. The FCS evaluation
was divided into three main parts. The first part was focused on the FCS stability
and robustness evaluation in the frequency domain. Its conclusion confirm the LOR
being a more robust FCS design method than the LQG. The second part was dedi-
cated to the investigation of the time-domain performance of implemented designs
in computer simulations. The LQG controller showed significant noise-attenuation
capabilities due to the Kalman filter’s presence in the design. The MRAC augmen-
tation, on the other hand, presented its ability to overcome model uncertainties
that influenced the aircraft dynamics. The chapter was concluded by presenting

the flight experiment results that proved the suitability of the researched FCs.

8.2 THESIS CONTRIBUTIONS

The following list summarizes the main contributions of this thesis.

* High fidelity 6DoF nonlinear aircraft simulation model of an experimental
LSA platform refined with estimated aerodynamic coefficients originating

from parameter estimation process on measured flight data.

* The FCs design based on the robust LOR control strategy, with its implemen-

tation tailored specifically for a LSA.

* The MRAC based adaptive augmentation of a linear FCS evaluated in com-

puter simulations.

* Three-phase evaluation of the designed FCs, including robustness and stabil-
ity evaluation, time-domain performance evaluation in the simulation envi-

ronment and a flight experiment evaluation.

83 FUTURE DEVELOPMENT

The future development should account for a higher level of aircraft autonomy.
Features as automatic take-off and landing should provide a useful extension to
the proposed FCS. The next step could account for a transformation from the ex-
perimental LSA platform to RPAS by designing the ground control station with
Command and Control (C2) link to the aircraft, taking the pilot out of the flight

deck and controlling the aircraft remotely.
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COORDINATE FRAMES IN FLIGHT CONTROLS

For the proper definition of physical quantities, the simulation model uses five
different coordinate frames: World Geodetic System 1984 (WGS-84), North-East-
Down frame (NED), Body-Fixed frame, Aerodynamic frame and Stability frame.
This section also includes the most important transformation relationships between

frames expressed by transformation matrices.

A.1 WGS 84 - COORDINATES

The WGS-84 coordinate system defines the aircraft’s position using three compo-
nents (two angles and the height above the ellipsoid), geodetic longitude, geodetic
latitude and geodetic height as shown in Figure A.1 [69].

* Geodetic Longitude: A - Angle measured between zero meridian plane and

the meridian plane of point P.

* Geodetic Latitude: u - Angle measured between Equatorial plane and surface

normal of point P in the meridian plane of point P.

A.2 NED FRAME

The main purpose of the NED frame is to specify the aircraft’s attitude/orientation.
It has the origin in the reference point of the aircraft as can be seen in Figure A.1.
The frame moves with this reference point and rotates to keep the defined NED

alignment [12, 73, 74]. The NED frame index is 0 and respective axis are:

* Xo axis is pointing to the geographic North, and it is parallel with the local

geoid surface,

* Yo axis is pointing to the geographic East, and it is also parallel to the local

geoid surface,

* zo axis is pointing downwards, and it is perpendicular to the local geoid

surface.
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P(L4Ah)

(a) WGS-84 (b) NED

Figure A.1: Position describing frames.
A.3 BODY-FIXED FRAME

This frame is commonly used to define all forces and moments acting on the air-
craft and express other quantities (acceleration, velocities, attitude, etc.). The origin
of the Body-Fixed frame is at the Center of Gravity and the frame moves with the

origin [29, 45, 73]. The index of the Body-Fixed frame is B and respective axis are:

* xp axis is pointing the aircraft nose in the plane of symmetry,
* yp axis is pointing to the right wing of the aircraft,

* zp axis is perpendicular to plane defined by xg and yg axes and pointing

downwards.

A.4 AERODYNAMIC FRAME

The aerodynamic frame defines the motion and attitude of the aircraft according
to aerodynamic flow. It is essential for defining the aerodynamic forces (lift, drag,
lateral force). Its origin is in the aircraft’s reference point, and the frame moves

with this reference point [29, 45, 73]. The index of the Aerodynamic frame is A.

* XA axis is aligned to aerodynamic velocity Va,

* ya axis is pointing to the right, and it is perpendicular to the plane defined

by xa and za axes,

* za axis is pointing downwards in the aircraft’s plane of symmetry, and it is

perpendicular to the plane defined by xA and ya axes.



A5 STABILITY FRAME

(a) Body-Fixed (b) Aerodynamic

Figure A.2: Attitude describing frames.

A.5 STABILITY FRAME

The stability frame, similar to the aerodynamic frame, defines the aircraft’s attitude
towards the oncoming airflow but the lateral direction of the airflow described by
the angle of sideslip 3 o is neglected. This frame is usually employed for expressing
the aerodynamic force and moment coefficients, and it is used as a linearization

frame [7, 45, 73]. The index of this frame is S and respective axis are>

® xs axis is the aerodynamic velocity projection to the xz axis of the aircraft’s

Body-Fixed frame,

* ys points to the right, and it is perpendicular to xz axis of the aircraft’s

Body-Fixed frame,

* zg axis is pointing downwards in the aircraft’s plane of symmetry, and it is

perpendicular to the plane defined by xs and ys axes.

A6 FRAME TRANSFORMATION

Occasionally, it is necessary to convert physical quantities from one frame to an-
other, e.g., converting aerodynamic forces to the Body-Fixed frame for their uti-
lization in Equations of Motion or converting the aircraft’s velocities in the Body-
Fixed frame to the NED frame to express the change of the aircraft’s position.
In this case, so-called Transformation matrices are used. The following matrices
define the transformation between the NED frame and Body-Fixed frame (Mgy),
between the aerodynamic frame and Body-Fixed frame (Mga), between stability
frame and Body-Fixed frame Mgs and between aerodynamic frame and stability
frame Mg a. In equations A.1, A.2, A.3 and A.4 is used special notation (¢ stands

for cosinus and s stands for sinus functions) [87, 73].
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c()e(0) s(P)c(0) —s(0)
Mgo = | c()s(0)s(d) —s(W)c(d) s(Wh)s(0)s(d) +c(b)e(d) c(0)s(d)
c(P)s(0) +s(WP)s(d)  s(P)s(0)c(d) —c(P)s(d) c(0)c(d)

(A.1)
clxale(Pa) —claal)s(Ba) —s(aa)
Mpa = s(Ba) c(Ba) 0 (A.2)
s(aa)e(Ba) —s(oxa)s(Ba) claxa)
clxa) 0 —s(oa)
Mgs = 0o 1 0 (A.3)

Msa = 0 1 0 (A.g)



AIRCRAFT GEOMETRY

The basic geometric characteristics of the experimental aircraft used in the dynamic

model are shown in Table B.1.

Table B.1: Geometric characteristics. Source [16]

Description Symbol Value Units
Wing span bw 8.646 [m]
Mean aerodynamic chord c 1.25 [m]
Wing area S 10.6 [m?]
CG position in x-axis Xcg 1.9086 [m]
Aerodynamic center position in x-axis XAC 2.1443 [m]
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Figure B.1: Aircraft geometry. Source [16]
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GUIDANCE ALGORITHM

An aircraft flight trajectory definition for FCS is usually composed of a series of
WPTs with additional associated flight quantities. Each WPT is therefore represented
by its position in the WGS-84 coordinate system, namely the geodetic latitude and
longitude, target altitude and airspeed, which are to be maintained during the

automatic flight.
WPT = [LATpt, LONwpt, ALTwpt, IASpil (Ca)

The navigation computer’s task is to compute the heading command from the ac-
tual aircraft position to the respective WPT defining individual flight trajectory legs.
The goal is to minimize the Cross-Track, which is the shortest distance between the
own aircraft and the trajectory leg between two WPTs and its geometrical definition
is shown in Figure C.1. Furthermore Figure C.1 shows the basic navigation geom-
etry with the distances between WPTs and the aircraft, and respective navigation
angles (cthav, Pnav) important for the computation of the target heading in the

NED coordinate system.

N

Figure C.1: Aerial navigation scheme.

The target heading computation is described by a block diagram shown in Fig-

ure C.2. At first, WPTs and aircraft positions in WGS-84 coordinates are trans-
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formed to the Flat-Earth coordinates. The first step is to compute small changes of

latitude and longitude defined by equations C.2 and C.3,

dLAT = LAT—LAT,, (C.2)
dLON = LON—LONy, (C.3)

where LATy and LON, define the aircraft’s initial position. The next step in
converting the Latitude, Longitude and Altitude (LLA) set to NED coordinates is
to compute the radiuses of curvature in the prime vertical Ry and in the meridian

R using equations C.4 and C.5

R

Rnv = V1= (2f —12) sin(LATy)2’ (C4)
1—(2f —f2)

M = RN 2 2 sin(LATo ) (©2)

where f stands for the Earth flattening and parameter R represents the Earth’s
radius. The last step is to compute the position changes in NED coordinates using

formulas expressed in equations C.6 and C.7 [27, 87].

LAT
dN = di/)‘] (C.6)
atan(m)
LON
dE = dLo ] (C.7)
atan( g oo raTs))

The navigation angles (anav, Pnav) describe the heading between the 1%t and
2" WPT and between own aircraft and the 2! WPT. Respective navigation angles

are expressed by equations C.8 and C.9.

Xnav = atanz(pEWPTz ~PEwer, s PNwer, — PNwer, ) (C.8)

BT‘LG\) - atanz(pEprz _pEA/pNWPTZ _pNA) (C9)

The actual Cross-Track is to be computed with the utilization of both navigation
angles.
CrossTrack = d(A, WPT,) sin(Bnav — Xnav) (C.10)

The Cross-Track is used as an input to the controller that minimizes the normal
distance between the own aircraft and the planned trajectory. This is executed
through a simple proportional controller. The last step before expressing target
heading, to be acquired and than maintained by the FCS, is to determine if the
aircraft flies directly towards the next WPT by choosing the shortest distance or if
it follows the trajectory defined by the 1%t and 2" WPT.

The evaluation criterion is the difference between the navigation angles anav

and Bnav, which is known as the angle of intercept. If the angle of intercept is



GUIDANCE ALGORITHM

Wpt.+A/C in LLA Format

|

Wpt.+A/C in Flat Earth Format

Compute Nav. Angles
d(WPT1, WPT2) [m] aay [deg]
d(A, WPT2) [m] Brav [deg]

Compute Cross Track

Cross [m]

( Cross P-Controller )( FNAV Determination )

Weomr. [deg] FNAV {-1,0,1,2,3}
Compute Target Heading

Figure C.2: Target heading computation diagram.

larger than the 45° threshold, the navigation computer selects the shortest distance
to the next WPT. Thus the target heading T is set to By av according to the equa-
tion C.12. Otherwise, the target heading T is set in a way to follow the flight plan
leg between WPTs using equation C.11. The compensation angle {comp, defined
by equation C.13, is proportional to the distance of CrossTrack shown in Figure
C1.

Y1 =anav +Pcomp (C.11)
Y1 =BNAV (C.12)
Pcomp = Kp_,,., - CrossTrack (C.13)

Selection of the following WPT is performed at the moment when the aircraft
intercepts the upcoming flight plan defined WPT. Figure C.z illustrates the target

heading computation process.
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AUTOMATIC LANDING APPROACH

The trajectory for an automatic approach experiment has been composed of WPTs
set into a rectangular-shape pattern, as shown in Figure D.1. After engaging the
automatic approach mode, the digital 4-axis FCS sets the target heading either to
the 1% or directly to 2”4 WPT according to the aircraft’s actual position. The auto-
matic approach procedure is divided into several phases (Initiation, Downwind,
Base and Final Leg). Each phase is represented by a state of a final state machine

implemented within the FCS’s navigation computer [52, 95].

49.05 : ; i e
: : Trajectory
49.045 : [ JRunway
A ; Waypoints
49.04 A -
. 49.035
>
S
° 49.08
°
2
> 49.025
c
o
|

49.02

49.015

49.01

03'"%
17.4 17.41 1742 17.43 1744 1745 1746 17.47 17.48
Latitude [deg]

49.005

Figure D.1: Flight trajectory for automatic approach experiments.

The automatic approach mode is engaged in a steady level flight, trimmed to
airspeed of 60 kts at the altitude of 1000 ft Above Ground Level (AGL).

Further phases can be divided into three sections, namely the downwind, base
leg and landing approach. The FCS required to maintain steady level flight at 60 kts
along the leg between the 1%t WPT and the 2" WPT during the downwind section.
After passing the 2" WPT, the FCS gets to the base leg and initiates a descent at
a vertical speed limited to -2 m-s™. The digital FCS works in its full configuration,
which means it controls the airspeed, altitude and heading, while minimizing the
aircraft’s sideslip angle. The landing approach starts after passing the 3*¢ WPT of

the trajectory as shown in Figure D.1. The aircraft heading is aligned with the
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runway, and the autopilot maintains 6okts 1AS, while the vertical speed maintains
its limit of -2m-s™.

When approaching closely to the runway, the pilot disengaged the FCs, flared
and landed the aircraft manually, to comply to the approved flight test protocol.



FCS ARCHITECTURE

This appendix introduces the digital FCS architecture and describes its components
in detail. This chapter is based on research projects technical reports [15, 17, 18].
The digital FCs is composed of the PFD with an embedded Flight Control Com-
puter (FCC) and other units built around this central element as shown in Figure E.1.
FCS units include a Multifunction Display, Electro-Mechanical Actuator (EMA), an
Automatic Trim System, Digital Navigation Platform (DNP) and Propulsion Mon-
itoring Unit (PMU). The whole system is operated via touch controlled graphical
user interface within the PFD and MFD, and via dedicated push buttons on the

control stick.

Manual
Control
Disengage Signal
Multifunctional e o9
Display
Trim J— Trics
Touch Interface i
AP [ Autotrim <> Actiator [ ° ®
E(l\[/_:IIActuan):r L5
evator,
e ———— Primary @
| GPS Receiver Flight ?lsplay - J_ Ailerons
| ctuator
sTiziziiiiziiiiic Embedded (Ailerons)  [° T
: IMU & : Fcc ®
. Magnetometer ! [
R ! Rudder
gy EM Actuator
: P { (Rudder) =
ADC N I N I D R ®
Digital Navigation Platform EM Actuator J_
(Throttle) — Propulsion
PMU Feedback Signal F
| |
Sensor Data Data Recorder

Figure E.1: Digital FCS architecture. Source [18]

The hardware solution contains components for a complete integration into an
aircraft, as illustrated in Figure E.1. The software implementation allows the user to
automatically control the aircraft through the digital FCS using various stabilization
modes. The user can select between the stabilization of selected airspeed, altitude
and heading. Another option is to fly automatically along a trajectory defined by
a set of waypoints, which includes the automatic landing approach feature.

The block diagram, shown in Figure E.2, contains hardware units of the digital

FCS for aircraft integration. The figure contains illustration of power supply, and
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data channels. CANaerospace standard was used for data transfer between digital

FCS components.

— Power Suply

——— Control / Signal

— Avionics BUS ETH
> Primary Multifunctional
Flight Flight
Ratten, Display Display
Battery >
1 /
DNP PMU
DAQ
5 EM Actuator
- Autotrim (Throttle) (—l
EM Actuator EM Actuator EM Actuator
—>» AP Relay (Elevator) (Rudder) (Ailerons)

A A A

Figure E.2: Block diagram of digital FCS hardware solution. Source [15]

The main FCS hardware units are:
¢ Primary Flight Display
e Multifunction Flight Display

* Digital Navigation Platform including Air Data Computer, IMU with magne-

tometer and a GPS receiver
* Propulsion Monitoring Unit
¢ Autotrim system

* Set of digitally controlled EMA

Data Acquisition Unit

The EMA are integrated in parallel to the aircraft mechanical control path within
the digital FCS. The EMA receive control signals from FCC and enable to perform
precise attitude as well as airspeed control. Actuators are disconnected after the
FCS is disengaged and the aircraft control is returned to the manual regime. Table

E.1 describes the position of the FCS components in the experimental aircraft.



FCS ARCHITECTURE

Table E.1: Digital FCS positioning in the experimental aircraft.

FCS component

Position

PFD

MFD

EM actuator (elevator)
EM actuator (ailerons)
EM actuator (rudder)
EM actuator (throttle)
DNP

Autotrim system
PMU

DAQ

Network router

Instrument panel

Instrument panel

Under the pilot seat

Under the pilot seat

Cockpit part of the fire barrier

Cockpit part behind the instrument panel
Baggage compartment, close to aircraft CG
Baggage compartment

Cockpit part of the fire wall

Baggage compartment

Cockpit part behind the instrument panel

Digital Navigation Platform
Autotrim System
Data Aquisition Unit

Primary Flight Display
Multifunctional Display

EM actuator (elevator)
EM actuator (ailerons)

EM actuator (rudder)

EM actuator (propulsion)
Propulsion Monitoring Unit
Network router

Figure E.3: Position of digital FCS components. Source [17]
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E.1 SYSTEM FUNCTIONS DESCRIPTION

This section introduces the PFD and MFD system functions description. The logic
of activating the digital FCS uses following steps. The pilot has to arm the whole
system using the A/P switch on the instrument panel. Then the pilot enables the
FCS by pushing the A/P button on the control stick. Initial flight quantities as
airspeed, altitude or heading are automatically set when the FCS is enabled. The
FCS is engaged when the pilot pushes the A /P button for the second time. There are
few ways to disconnect the FCS either by pushing the A/P button on the control
stick or HOME button on the instrument panel or turning off the A /P switch.

E.1.1  PFD Interface Description

The Primary Flight Display (PFD) is the main display positioned in front of the air-
craft pilot. It combines various flight instruments into one display and presents the
flight quantities as airspeed, altitude, heading, vertical speed and attitude angles
along with synthetic 3D terrain in a clear layout. The PFD also contains a moving
minimap in the lower-left corner and an engine state indication in a lower right

corner.

Number of active FPL  FPL definition IAS Slip indicator Roll angle Pitch angle ALT VSI

ONH Set

14949:51utc e
16:49:51 cesT GS _ 79 QNH fﬂlB
wI

\
b.Sl 4080
(bar)

136
| \

22/ -2l

Time Aircraft symbol GS  TRK/HDG indicator ~QNH Fuel pressure
with 5 NM circle RPM
Wind speed and direction Fuel flow
Left tank
Right tank

Figure E.4: Primary Flight Display layout. Source [17]



E.1 SYSTEM FUNCTIONS DESCRIPTION

E.1.2  MFD Interface Description

The major part of the Multifunction display (MFD) is occupied by the moving map,
which indicates the terrain elevation through different colors. The second large part
of the MFD is dedicated to the engine variables provided by the Propulsion Moni-
toring Unit (PMU). The pilot can also enter the Options mode that enables various
system settings. Alternatively, the pilot can enter Flight Plan mode, enabling the

definition of waypoints for an automatic flight along a predefined trajectory.

Engine and system variables  Synthetic 3D terrain Vertical profile FPL statistics ~ Wind speed and direction

Kts
STATISTICS

parture

92°C
CHTL Arhgval

< ’f »
642°C
EGT1

2 nm
LAT  49.1968

LONG @ 16.7921

MFD mode  Settings FPL mode Map scale GPS Zoomout 5 NMcircle Zoom in
coordinates

Figure E.5: Multifunction Display layout. Source [17]
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E.1.3 Flight Plan Interface Description

This interface is a different mode of the MFD, which allows the pilot to set a flight
plan defined by a series of waypoints. The definition of the trajectory starts with
entering the departure airport, followed by entering the airport of arrival. The
pilot can choose the departure and arrival airports from an airport database. Other
waypoints can be added directly by a touch enabled command into the moving
map.

Departure
FPL Waypoints airport Synthetic 3D terrain  Vertical profile  FPL statistics Wind speed and direction

\

WAYPQINT LIST
n:i\AuvunE FROM:

\
H -k -

kts
“\ \ STATISTICS
\ ngarture
\ . S
\ Arh‘val N

\
Flight plén
not
set

4 cuick To Ao wer

ARRIVAL TO:

nm
SALE 49.2000

Options ENG =

16.7989

Save FPL Arrival  Map scale GPS Zoomout 5 NMcircle Zoom in
airport coordinates

Figure E.6: Flight plan interface. Source [17]



E.1.4 Adjustable A/P Flight Variables

E.1 SYSTEM FUNCTIONS DESCRIPTION

Setting of the FCS target variables and operational variables is performed via PFD

and MFD touch interface. Table E.2 contains a list of all parameters that can be set

via the display and Figure E.7 shows the layout of control elements at the PFD.

Table E.2: Adjustable flight variables.

Flight variable Increment
Indicated airspeed [kts] 10
Altitude [ft] 100 O 1000
Track [°] 1 0r 10
QNH [hPa] 1

IAS -10kts IAS +10kts

14:49:51utc
16:49:51 cesT GS 78
WIND

TRK-1° TRK-10°

ALT -1000ft ALT -100ft ALT +100ft ALT +1000ft

S QONH Set
QNH 1013

SthQNH

TRK +1° QNH -1hPa QNH +1hPa 1013hPa

Figure E.7: PFD in A/P setting mode. Source [17]
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E.2 SENSORS
The experimental aircraft was equipped with a set of sensors for measuring differ-
ent types of data. Table E.3 contains a list of all measured variables together with

respective measurement device, range and units.

Table E.3: List of measured variables. Source [17]

Flight variable Abbr. Device = CANID Range
Indicated airspeed [m-s™] IAS DNP 315 <0;100>
Pressure altitude [m] ALT DNP 322 <0;3100>
Dynamic pressure [hPa] Ppyn DNP 325 <0;345>
Static pressure [hPa] PstaT DNP 326 <0;2068>
Pitch angle [°] Theta DNP 311 <-90;90>
Roll angle [°] Phi DNP 312 <-90;90>
Magnetic heading [°] HDG DNP 321 <0;360>
Roll rate [°s™] P DNP 304 <-300;300>
Pitch rate [*-s7"] q DNP 303 <-300;300>
Yaw rate [°-s7'] r DNP 305 <-300;300>
Axial acceleration [m-s™] ax DNP 300 <-49;49>
Side acceleration [m-s™] ay DNP 301 <-49;49>
Normal acceleration [m-s2] a DNP 302 <-49;49>
GPS Track [°] TRK PFD 1040 <0;360>
Geodetic longitude [°] LON DNP 1037 <-180;180>
Geodetic latitude [°] LAT DNP 1036 <-90;90>
Height above ellipsoid [m] HGT DNP 1038 <0;10000>
GPS velocity N [m-s™] Vi DNP 1131 <0;515>
GPS velocity E [m-s™] Ve DNP 1130 <0;515>
GPS velocity U [m-s™] Vu DNP 1132 <0;515>
Elevator deflection [°] de EMA 308 <-25;20>
Rudder deflection [°] or EMA 306 <-30;30>
Aileron deflection [°] da EMA 310 <-15;20>

Throttle lever deflection [1] or EMA 414 <0;1>




E3 ACTUATION SYSTEM

Flight variable Abbr. Device = CANID Range
Angle of attack [°] AoA DAQ 329 <-30;30>
Angle of sideslip [°] AoS DAQ 347 <-30;30>
Manifold pressure [hPa] MP PMU 528 <0;2000>
Battery voltage [V] VOLTS PMU 920 <0;24>
Current [A] AMPS PMU 930 <-120;120>
Cylinder head temperature [ C] CHT PMU 540 <0;160>
Exhaust gas temperature [°'C] EGT PMU 628,630 <0;925>
Oil temperature [ C] oT PMU N/A <0;160>
Oil pressure [hPa] or PMU N/A <0;22000>
Fuel pressure [hPa] FP PMU 684 <0;2200>
Fuel flow [I-h™] FF PMU 524 <3;225>
Engine revolutions [1] RPM PMU 315 <0;100>

E.3 ACTUATION SYSTEM

The actuation system is composed of 4 digitally controlled electromechanical actua-

tors shown in Figure E.8, which are mechanically linked to aircraft control surfaces.

An electromechanical actuator’s mechanical assembly includes a stepper motor

with a custom-built gearbox with an optional electromagnetic clutch. The control

board electronics consists of Commercial of the Shelf (COTS) microcontroller, a step-

per motor driver, a galvanically isolated CAN driver and a switch. This configu-

ration is supported by an external high precision rotary potentiometer used as a

source of angular position information. In order to utilize the potential of the dig-

ital control, the following main operational functions have been implemented on

the electromechanical actuator’s microcontroller [19]:

* position measurement of an electromechanically actuated control surface,

¢ commanding of the stepper motor through the stepper motor driver,

* commanding of the electromechanical clutch (optional),

* monitoring of the state outputs at the drivers integrated circuit.
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Figure E.8: Actuation system of a 4-axis FCS. Source [19].

Figure E.9: Experimental LSA with control surface operated by EMAs.
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