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Summary 
This thesis is focused on an advanced imaging method X-ray computed nanotomography 
( C T ) . This non-destructive technique is used for the research of various biomaterials in 
tissue engineering and material science in general (scaffolds, polymers, ceramics, compos­
ites, etc.). Visualisation and quantification in 3D are advantageous in multidisciplinary 
approach usually applied in these fields. The objective of the thesis is divided into two 
topics. The first topic is about optimisation of the measurement procedure for various 
soft materials by C T with the laboratory X-ray sources. Mostly, the phase contrast 
propagation-based C T imaging (PBI) is involved here. This work theoretically describes 
the P B I and demonstrates this phenomenon via several sets of measurements. The ne­
cessary post-processing of P B I data is implemented and evaluated based on data quality 
enhancement. The second topic shows specific applications of C T in material engineering. 
Several studies wi th different C T devices show a few examples of possible applications 
and image processing options. Examples of correlation of C T with other complement­
ary techniques show how C T can be applied in a multidisciplinary approach to solving 
complex scientific problems. 

Abstrakt 
Tato práce se zaměřuje na pokroči lou zobrazovací technologii, rentgenovou počí tačovou 
tomografii ( C T ) . Tato nedes t ruk t ivn í technika je využívána pro výzkum různých bioma-
teiálů ve tkáňovém inženýrství a mater iá lové vědě obecně (skafoldy, polymery, keramické 
materiály, kompozity aj.). Vizualizace a kvantifikace ve 3D jsou výhodné v rámci mult i-
discipl inárního p ř í s tupu , k t e rý je čas to v těchto odvětvích up la tňován . Záměr t é t o práce 
lze rozdělit do dvou oblast í . P r v n í m t é m a t e m je optimalizace měřicí procedury různých 
měkkých mate r i á lů pomocí C T s l abora to rn ími ren tgenovými zdroji. To zahrnuje převážně 
zobrazování ve fázovém kontrastu, konkré tně metodu volného šíření záření (VSZ) . Tato 
práce teoreticky popisuje V S Z a demonstruje tento jev na řadě exper imentů . Následné 
nezbytné zpracování dat získaných V S Z je implementováno a vyhodnoceno na základě mí­
ry zlepšení obrazových dat. Druhé t é m a ukazuje konkré tn í aplikace C T v mater iá lovém 
inženýrství . Několik s tudi í s různými C T zařízeními ukazuje př ík lady možných aplika­
cí a obrazového zpracování . P ř ík lady korelace C T dat s j inými doplňkovými technikami 
ukazují , jak může být C T aplikována v mul t ioborovém p ř í s tupu ke komplexnímu řešení 
vědeckých problémů. 
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R o z š í ř e n ý abstrakt 
Tato práce se zaměřuje na pokroči lou zobrazovací technologii, rentgenovou počí tačovou 
tomografii ( C T ) . Tato nedes t ruk t ivn í technika je využívána pro výzkum různých bio-
mate iá lů ve tkáňovém inženýrství a mater iá lové vědě obecně (skafoldy, polymery, ke­
ramické mater iá ly , kompozity aj.). Vizualizace a kvantifikace ve 3D pomocí C T jsou 
výhodné v rámci mul t id isc ipl inárního p ř í s tupu , k te rý je čas to v těch to odvětvích up­
la tňován. 

Záměr t é t o práce lze rozdělit do dvou oblast í . P r v n í m t é m a t e m je optimalizace měřicí 
procedury měkkých mate r i á lů pomocí C T zařízení s l abora to rn ími ren tgenovými zdroji. 
To zahrnuje převážně zobrazování ve fázovém kontrastu, konkré tně metodu volného šíření 
záření (VSZ) . V t é t o práci je popsán princip V S Z a uvedené vztahy jsou aplikovány na 
popis jednot l ivých C T zařízení. N a základě jejich analýzy jsou C T zařízení hodnocena 
z hlediska možnost í využi t í V S Z . Jev je demons t rován na řadě exper imen tů měření poly­
merového kompozitu za různých nas tavení přís troje . Následné nezbytné zpracování dat 
získaných V S Z ve formě tzv. a lgor i tmů pro získání fáze je implementováno a vyhodno­
ceno na základě míry zlepšení obrazových dat. B y l navržen software pro implementaci 
několika těch to a lgor i tmů v p ř ípadě C T zařízení R I G A K U nano3DX. Tento software bude 
implementován do oficiálního software firmy. 

Druhé t é m a předs tavuje některé konkré tn í aplikace C T v mater iá lovém inženýrství . 
Několik s tudi í s různými C T zařízeními ukazuje př ík lady možných využi t í V S Z pro bio-
mater iá ly a obrazovou analýzu dat. Jednou z aplikací je zobrazování buněk ve skafoldech. 
Je ukázáno zobrazení jak jednot l ivých buněk s velkým rozlišením, tak i většího množs tv í 
mater iá lu , což umožňuje celkové zhodnocení většího objemu vzorku. D r u h ý m př ík ladem je 
ana lýza pórovi tos t i hydroxyapa t i tové pěny. Př ík lady korelace C T dat s j inými doplňkovými 
technikami ukazují , jak může být C T aplikována v mul t ioborovém p ř í s tupu ke kom­
plexnímu řešení vědeckých problémů. Je u k á z á n a kombinace C T , skenovacího elektro­
nového mikroskopu a světelné mikroskopie na vzorku skafoldu a kombinace C T , 3D ener-
giově disperzní spektroskopie a světelné mikroskopie na vzorku vápence. 

Konkré tn ím př ínosem práce je rozšíření exper t ízy Labora to ře rentgenové počí tačové 
tomografie na C E I T E C V U T v oblasti zobrazování ve fázovém kontrastu. Implementace 
t é t o metody na konkrétních t é m a t e c h z mater iá lových věd rozšiřuje možnost i charakteriz­
ace předevš ím mate r i á lů složených z lehkých prvků. Obecně tato práce přispívá k zavedení 
rentgenové počí tačové tomografie jako běžné techniky k 3D zobrazování a analýze biolo­
gických vzorků. Nej důležitější výsledky práce jsou autorkou publikovány v odborných 
impaktovaných časopisech a byly prezentovány na mezinárodních konferencích. 
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Introduction 

X-ray computed tomography (CT) is a nondestructive method for imaging of materials. 
In principle, it acquires 3D information about the sample v ia a set of X-ray projections 
under different angles of a sample's rotation. In such a C T scan, an inner structure 
of an object is visualised. Based on the different response of materials to X-rays, an ab­
sorption or phase contrast can be measured or derived from the X-ray projections. In C T 
data, it is possible to get a slice through an object in an arbitrary direction. Various 
materials and structures can be distinguished, segmented and further analysed. Apar t 
from visualisation, a number of useful information can be derived - size, volume, surface, 
3D distribution, porosity, etc., and a variety of analyses including dimensional measure­
ments and modelling of physical properties can be performed. 

Many fields of science and industry take advantages of C T . The main features used 
by industry follow the quality control - dimensional measurements of otherwise inaccess­
ible parts, comparison of manufactured parts to a C A D model, control of geometrical 
tolerances, various analyses of porosity, fibre orientation and wall thickness, etc. Some 
of them are also used in the science field. In the case of biomaterials, the challenge 
of segmentation, e.g. of determination of surface/border of different materials, is often 
more difficult than in industry. The reason is that those materials contain a lot of various 
structures, which may have similar or low contrast to be distinguished easily. Often, some 
a priori knowledge about the sample is needed. The purpose of the further analysis is of­
ten case-dependent and requires the development of specific post-processing procedures, 
usage of specialised C T software or utilisation of advanced programming methods. 

Obtaining C T data of structures from biomaterials and establishing a meaningful post­
processing method is a challenging task. They are composed of light materials wi th low 
X-ray absorption and/or contrast, which makes use of absorption C T used in industry 
difficult or even impossible. This can be overcome by staining of the sample wi th heav­
ier elements or by use of phase contrast imaging methods. The latter requires careful 
mathematical post-processing of X-ray projections to get meaningful data. Once the C T 
data are acquired, and the desired structures are visible, the segmentation and quantific­
ation bring another challenge for both CT-devoted software and programmers working 
wi th image analysis. To get a reliable interpretation of C T data, often additional 2 D / 3 D 
imaging methods are required to complement C T results and to establish the technique 
in the framework of currently used methods. 

In the first chapter of this thesis, a literature review regarding the C T imaging of bio­
materials topic is given. It includes subsections explaining principles of C T technique, 
selected topics from physics of X-ray imaging wi th the emphasis on materials wi th a low 
atomic number, phase contrast imaging focusing on laboratory-based X-ray sources and in­
sight into state-of-the-art C T technology wi th a description of terminology used in this 
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I N T R O D U C T I O N 

work. The second chapter sums up the aims of the thesis. In the third chapter, the C T 
devices, software and image evaluation tools used in this thesis are described. 

The next two chapters form the main content of the thesis. The fourth chapter explores 
the propagation-based method of phase contrast imaging wi th laboratory-based X-ray 
sources from the theoretical and experimental point of view. It includes characterisation 
of two laboratory-based C T systems for propagation-based imaging (PBI) , implement­
ation and optimisation of phase retrieval algorithms and optimisation of measurement 
parameters for P B I . In chapter five, examples of phase contrast imaging and subsequent 
post-processing of light materials are shown. The most important results from the fourth 
and fifth chapter are published in impacted journals. Some of the results were presen­
ted at international conferences. A l l of the first-author publications, four in total, are 
included in the Appendix. 
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1. Literature review 

The first section describes principles of C T technique from X-ray radiation, its origin 
and interaction wi th matter up to image reconstruction. The second section describes 
phase contrast imaging, as it is the primary C T examination method applied in this 
thesis. In the third section, a review of C T technology nowadays available is given. 

1.1. Principles 
In C T measurements, the sample is placed on a rotating table between the X-ray tube 
and the detector. Projections from different angles of rotation of the sample are recorded. 
From these projections slices through the sample are reconstructed and stacked to get 3D 
data. In this section, principles and technical details of these steps are explained. 

1.1.1. X-ray sources 
X-ray radiation is part of the electromagnetic spectrum wi th frequencies 30 P H z - 3 0 E H z , 
wavelengths l O p m - l O n m or energies 100 eV-100 keV. In general, there are two cases 
when X-rays are emitted: when a charged particle is moving wi th non-zero acceleration 
and when electrons change their position between atomic orbitals. [1] 

The X-ray source used in laboratory C T devices is schematically shown in F ig . 1.1. 
Electrons are emitted from a cathode made of a heated filament (most often W ) and ac­
celerated by a potential difference to a metal target (most often C u , M o , Cr , A g or W ) . 
The acceleration voltage usually fits into the interval 30 kV-450 kV. [1] 

vacuum chamber 

Figure 1.1: Scheme of a laboratory X-ray source. 

When electrons hit the target, they interact with the material. Most of their energy 
(over 99%) is dissipated as heat. A n accelerated electron is, in the proximity of an atom 
nucleus, slowed down and is emitting breaking radiation (Fig. 1.2). It is a continuous 
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Figure 1.2: X-ray spectrum of a tungsten target for incident electrons with the energy 
of 120 keV, wi th use of 1 m m of A l filter and 0.5 m m of C u filter. The spectra were 
generated by the SpecCalc software [2]. 

spectrum of energies, and the largest one equals to the energy emitted by electron if it hits 
the nucleus directly. Low energies are usually filtered out by filters placed directly by X -
ray tube window. The overall intensity of breaking radiation is directly proportional 
to an atomic number of protons, therefore the efficiency of emitting breaking radiation 
is higher for materials wi th higher atomic number [1, 3]. 

Peaks in breaking radiation are characteristic peaks of the material of the target 
(Fig. 1.2). They are emerged when impinging electron removes an electron from inner 
atomic shells (K, L , M , ...). The free space gets occupied by an electron from a more 
energetic shell. During the electron transfer between the shells, an energy equal to the en­
ergetic difference between the shells is released. These energies are typical for every 
material. [1] 

Another significant X-ray source is a synchrotron. Electrons are accelerated by an elec­
tric field in a linear accelerator and later in a ring. A direction of their trajectory is con­
trolled by magnetic fields. Electric and magnetic fields are synchronised wi th particles' 
movement so that the particles are moving wi th a speed of light. High-energetic particles 
emit X-ray radiation when they experience centripetal acceleration. Synchrotron X-ray 
sources provide, in comparison wi th laboratory sources, high-flux X-ray beam wi th a high 
degree of coherence. W i t h the use of Bragg crystals, it is possible to get very mono­
chromatic beam and tune its energy. Many experiments take advantage of synchrotron 
radiation to perform experiments in phase contrast or 4D C T measurements. [1] 

1.1.2. Interaction of X-rays with matter 

Linear attenuation coefficient 

For a monochromatic radiation of intensity Jo, the intensity I of radiation passing through 
a material of thickness x is given by Beer-Lambert law 

I = J 0 e x p ( - / x x ) , 

no filter 
filter 1 mm Al 
filter 0.5 mm Cu 
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1.1. P R I N C I P L E S 

where \x is the linear attenuation coefficient. \x is related to a mass attenuation coefficient 
AWss = /V'Qi where g is a density of a material. [1] 

In general, the coefficient \i varies wi thin the sample: \i = J2i Ni^i, where o~i is the at­
tenuation cross-section of the atoms with number density iVj and the summation is over al l 
attenuating species %. For a beam moving along the line «I?1 (Fig. 1.3), the Beer-Lambert 
law takes the form of 

I — IQ exp ( f 

\ I 1 

Figure 1.3: Each voxel (a volumetric element wi th dimension dt in the direction 
of the line $) contributes to total linear attenuation coefficient \x. [1] 

For a monochromatic, resp. a polychromatic beam of photons with different energies 
E, the intensity after passing through the sample is given as 

I = IQ exp 

V 

ffidt\, resp. I = j j0(E)exp - j n{E)dt \ dE, 

$ / E \ * / 

where Jo{E) is the spectral density of intensity of a beam before entering the sample. [1] 
In tomographic measurements, the ratio I/IQ is recorded. The main task of C T recon­
struction in absorption regime is to find a map of \x throughout the sample. 

Several physical mechanisms contribute to the linear absorption coefficient in the X -
ray to the gamma region (tens of eV to MeV) (Fig. 1.4). These phenomena have a different 
probability of occurrence for different photon energies (Fig. 1.5). 

• Scattering 

For most of the energies used in C T (above approximately 50keV), the scattering 
is the dominant process contributing to X-ray absorption. [1] 

Compton scattering (Fig. 1.4) describes an inelastic scattering of free electrons. 
The incoming photon is deflected through a certain angle with respect to its ori­
ginal direction with lower energy (higher wavelength). Part of the photon energy 
is transferred to the electron, which is assumed to be init ial ly at rest. It is, in gen­
eral, the most dominant process of X-ray interaction wi th matter in energy range 
approximately from 100 keV to 10 M e V . [1] 

Thompson scattering is a special case of Compton scattering for low energies (photon 
energies are much smaller than mass energy of the particle). The energy of the in­
cident and the deflected photon is the same, and the scattering is elastic. [1] 

f^fdt means a curve integral of function / a long a curve <&. [1] 
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A i < A2 < A3 

Photoelectric effect 

Figure 1.4: Interaction of electromagnetic radiation wi th matter in X-ray region. Accord­
ing to [1]. 

Energy [keV] 

Figure 1.5: Contributions of individual phenomena to mass attenuation coefficient of soft 
tissue (Z pa 7) for different energies. According to [4]. 

Rayleigh scattering (Fig. 1.4), in contrary, describes the scattering of the whole 
atom. The electric field of photons encountering the atom causes the whole atom 
to irradiate the photons wi th the same energy. No ionisation of an atom occurs, 
thus the process is elastic. The probability of Rayleigh scattering decreases with in­
creasing energy. [1] 
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1.1. P R I N C I P L E S 

• Photoelectric effect (Fig. 1.4) 

This effect dominates at lower X-ray energies (roughly below 5 0 k V ) . The atom 
absorbs the photon, and the electron from inner atomic shells is ejected. The energy 
of the photon has to be larger than the binding energy of the electron. The free space 
left after the released electron gets occupied by an electron from higher atomic shells, 
and at the same time, Auger electrons or X-rays wi th energy equal to the difference 
between the shells are emitted. These energies are typical for each element, and they 
form the characteristic peaks of emission spectra of a given element. [1] 

• Positron-electron pair production 

If a high-energetic photon enters an electric field of an atom, a positron-electron 
pair can be produced. The minimal photon energy required for this process is twice 
the energy of an electron at rest 0 .511 M e V , which is 1.022 M e V . The rest of the en­
ergy is dissipated to the kinetic energy of the rest of the electrons in the atom. 
Electrons and positrons lose their kinetic energy through excitation and ionisa-
tion. When a positron loses all its kinetic energy, it annihilates wi th electron 
and two photons, each of energy 0 .511 M e V and wi th opposite directions, are created. 
In the range of energies used in C T , this interaction does not occur. [1] 

Atomic form factor 

Phase contrast effects are related mainly to the Thompson elastic scattering at low ener­
gies. The energy of the photon remains invariant, but the direction, or the wave vector 
k {\k\ — k — 2 t i / A , k is a wave number and A is a wavelength), can change: |fcjn| = |&out|, 

but kin — kOVLt = Q. Q is called the scattering vector. The angle between the incident wave 
vector kin and the scattered wave vector kout is 2 $ (Fig. 1.6). If follows from F ig . 1.6 that 
Q = 2 /cs in$ = 4 7 i / A s i n $ . 

Figure 1.6: Elastic scattering of a photon on an electron. 

This scattering is described by atomic form factor (sometimes atomic scattering factor) 
/ as a function of angle, energy tvjj {oj is an angular frequency) and atom type. Scattering 
amplitude in direction i? from the entire electron cloud is expressed as f(Q) or / ( s i n $ / A ) . 
It is a complex quantity: 

/ ( Q , M = / i ( Q , M + i / 2 ( M , 

which can be further developed as fi(Q, fau>) = f°(Q) + f'(hu>). 
The f°(Q) describes scattering on a free electron, i.e. an electron is not hindered 

by the fact that he is bound to atomic nuclei. It can be expressed as the sum of four 
Gaussians plus a constant: f°(Q) = / ° ( s in i ? /A) = J2t=i a% exp(—6, s in 2 $ / A 2 ) + c. Values 
of every element Oj, hi and c in this expression are tabulated. This approximation is valid 
for photon energies much larger than the binding energy. 
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1. L I T E R A T U R E R E V I E W 

The damping due to electron-nucleus binding is expressed by the dispersion correc­
tion term f'(hu) ( / ' < 0 and f\ < f°). This is most pronounced at resonance, where 
the photon energy equals the binding energy of the electron to the atom. 

Another dispersion term f^i^o) considers the absorption of X-rays. It increases ab­
ruptly at resonance. f2 lags fi by 90 degrees, which is expressed as being imaginary part 
o f / - [5,6] 

Index of refraction in X-ray region 

The response of a material to passing X-rays can be described by a complex index of re­
fraction n. It is related to the atomic form factor via [5, 6] 

n=l-^\2J2Ntft(0), 

where r$ = 2.82 • 10~ 5 Á is the classical radius of electron. The sum is over all elements i 
within the material of the number density JVj, multiplied by the real part of the atomic 
form factor in the forward direction. B y expansion of the / term, this can be rewritten 
and further simplified as 

» = 1 - E W i i ( 0 ) - E NihM = l - 6 + i0. 

The coefficient 5 is known as a refractive index decrement. The sum J2i Nifn(0) is equated 
to effective electron number density ge, the 5 is then expressed as 5 = ge^°A = 2t^|r°. 

5 determines the phase shift of a wave relative to the wave propagating in vacuum. 
A t every scattering event, the phase of a wave going through the object is different 
from an unscattered wave. This difference gets bigger with every other event. The phase 
velocity of radiation in an object is higher than the velocity of propagation of radiation, 
which leads to the change of index of refraction. [1] 

The coefficient (3 determines attenuation. It is related to the linear attenuation 
coefficient by relation [7] 

Values of 5, resp. (3 of light materials for X-rays are typically from 10~ 5 to 10~ 6, 
resp. from 10~ 8 to 10~ 9 . The ratio 5/(3 can be used as a figure of merit for phase effects 
compared to attenuation effects (Fig. 1.7). [7] 

Transmission function 

A wave passing through a sample is modulated in both phase and intensity. For simplicity, 
propagation of wave inside the sample is neglected, and the sample is projected only 
to a single plane x, y perpendicular to the direction of propagation z. The transmission 
function T(x,y) gives the ratio of amplitudes of the incident and transmitted wave [1, 8] 

T(x, y) = exp(i<p(x, y) - p,(x, y)/2). (1.2) 

The term jl denotes the integral in the argument of the exponential function in the Beer-
Lambert law (Eq. 1.1): jl = f^fidt. ip(x,y) is the phase of the wave. 

The transmission function corresponds to the projection of n distribution via 

T(x, y) = A(x, y) exp (iip (x, y)), 
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1000 -
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Figure 1.7: 5/(3 ratio as a function of energy for aluminium. According to [7]. 

where the amplitude is 
DO 

A(x,y) = exp(-B(x,y)), B(x,y) = — / (3(x,y,z)dz 
—oo 

and the phase modulation 

oo oo 

lP{x,y) = — I [1 -5(x,y,z)]dz = Vf) - — J 5(x,y,z)dz, 
— oo —oo 

where ip0 is the phase modulation that would occur in the absence of the object. [1, 7] 
For a homogenous material (5 = konst.), the phase modulation is directly proportional 

to a thickness of the material t(x,y): 

2mS 
t(x,y). ;i.3) 

1.1.3. Image reconstruction 
The result of a C T scan of a sample f(x,y) is a set of projections p(g,9). The goal 
of a reconstruction is to calculate a slice through the object from obtained projections. 
It is a large area of study. Here, only a basic reconstruction method called filtered back-
projection for a parallel beam is described. The meaning of the variables is illustrated 
in F ig . 1.9. [1] 
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Radon transform 

Every point of projection p(g,9) for a given angle 9 is given by a line integral 

p(g,9) fdt, 

which is generated by summing up all contributions of the sample to the absorption 
along the line $ implici t ly given by the equation x cos 9 + y sin 9 = g wi th parameters 9, g. 
W i t h the use of ^-distribution 2 , this can be rewritten as [1] 

P 

DO OO 

[ß-,9) = j j f(x, y)5(x cos 9 + y sin 9 — g) dx dy, :i-4) 

which is the expression of the Radon transform of function f(x,y). A sinogram is used 
for visualisation of the Radon transform (Fig. 1.8) [1, 9, 10]. 

Phantom 

100 200 
x[px] 

300 

Sinogram 

50 100 
9[°] 

Figure 1.8: Left: a phantom generated in Mat lab, right: a sinogram of the phantom. [1] 

Fourier slice theorem 

The I D Fourier transform 3 of a parallel projection p(g,9) of an object f(x,y) ob­
tained at angle 9 equals a line in a 2D Fourier transform of object F(u, v) taken at the same 
angle (Fig. 1.9). [1, 3]. 

Proof. Let P(Q,9) be the I D Fourier transform of the projection p(g,9) 

P{Q, 9) =J{p(g, 9)} (Í), 9) = / p(g, 9) exp {-]2iále) dg 

2<5-distribution is a generalized function which equals to 0 everywhere except at the or ig in , 5(x) = 0 
if x ^ 0. It is also constrained to satisfy S(x) dx = 1. 

3 iV -dimensional Fourier transform: J 7 { / (x)} (w) = JRN f (x) exp (—i2nx • oj) dNx. 
Inverse TV-dimensional Fourier transform: J 7 - 1 {F (w)} (x) = jRN F (w) exp (i2nx • oj) ANuj. 
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P I D Fourier transform P(Q, 9) 

detector 

2D Fourier transform 

spatial domain frequency domain 

Figure 1.9: Illustration of the Fourier slice theorem. According to [1, 10]. 

This relation can be further transformed. The projection p(g, 9) is the Radon transform 
of the object according to E q . 1.4. Next, the order of integration is changed according 
to the Fubini 's theorem (verification of assumption is left out). W i t h the use of the defin­
it ion of ̂ -distribution, the expression arrives to 

p(g, 9) exp (—IZKVLQ) d^ = 

oo oo 

J j f(x,y)8(x cos 9 + ysm9 — g) dxdy exp (—i2v:Qg) dg 

-oo —oo 
oo oo 

oo oo oo 

I f f^X,y^ J c o s "9 + s m ^ — f?) e x P (—i2Tiri£?) 
dx dy 

I I ^ ^~^TI^Xcos^ y S U 1 ^)) dxdy 
— oo —oo 

T{f(x, y)} (ftcos9, ftsin9) = P(f t , 9). 

The penultimate row represents the slice through 2D Fourier transform of the object 
labeled P(Q,9). This proves the Fourier projection theorem. [1]. 

In theory, it is possible to reconstruct a slice through the object from projections 
in the following way: 

1. calculate the I D Fourier transform of all projections, 

2. use these transformed projections to create 2D Fourier image of the object, 

3. calculate the image of the object by inverse Fourier transform. 

However, the inverse Fourier transform is numerically unstable, and in practice, the re­
construction is done in another way. [1]. 
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Filtered backprojection 

The goal is to obtain the image of the object 

oo oo 

f(x, y) = J 7 - 1 {F(u, v)} (x, y) = j j F(u, v) exp (i2-n(ux + vy)) du dv. 
—oo —oo 

This can be rewritten in polar coordinates as 

71 OO 

f(x,y) = J J \tt\P(tt, 6) exp (i2ntt(xcos6+ y sm6)) dttdO = 
0 -oo 

I oo / oo \ 

= J J \Q\ J p(g,9)exp(-i2^ng) dg exp (i27iQ(xcos0 + y sin0)) dftd9. (1.5) 
0 -oo 

The expression 1.5 is the analytical formulation of the inverse Radon transform of the ob­
ject. The expression \Q\ p(g, 9) exp (—i2iiVLg) d^ represents the projection filtered 
in the frequency domain by the filter \Q\. The real data contain noise, which is even 
highlighted by the filter \Q\ itself (|f2| highlights high frequencies). For numerical reas­
ons, the filter \Q\ is multiplied by yet another function that is replaced at some point 
by a zero function. The list of commonly used filters C(^) is i n Tab. 1.1 [3, 11]. [1] 

The middle integral is the same for all x, y on the line $e,6»- It is thus possible 
to imagine it by calculating its value at one point and then assigning it to each point 
of the relevant line (backprojection). The whole process is called the filtered backprojec­
tion. It is summarised in steps in the diagram in F ig . 1.10. [1] 

The filter can also be applied in a spatial domain using convolution 4 of the inverse I D 
Fourier transform of filter C(^) wi th the projection p [1, 3, 10]: 

F-l{p{Q, 9)}(Sl, 9) = p(g, 9) * F-'ianmg). 

This relationship follows from the E q . 1.5 using the following Fourier transform prop­
erty: [1]. 

c o n v o l u t i o n of functions fi(x) and fi{x): ( / i * h){x) = / R h{v)h{n ~ v) 

12 



1.1. P R I N C I P L E S 

Table 1.1: The list of commonly used filters C(f2) i n filtered backprojection. [1] 

Fil ter name C(^) Shape 

R a m - L a k 
(ramp) 

Shepp-Logan 

Cosine 

Hann 

Hamming 

sine Q 

cosQ 

| (1 + cosQ) 

fl\[a + (1 — a) cosíž], 
a... konst. 

measurement of projections p(p, 9) 

\ 
I D Fourier transform P(Q, 9) = T{p(p, 0)}(ft, 0) 

I 
multiplication of P(Q, 9) by filter C(f2) 

I 
inverse I D Fourier transform J7 1{\Q\P(Q, 9)}(p, 9) 

\ 
backprojection: f(x, y) 

Figure 1.10: The diagram of filtered backprojection. [1] 
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1.1.4. Databases of materials properties in X-ray region 
The following list contains links to Internet databases which provide information about 
properties of materials, elements and tissues in X-ray region, up-to-date to the thesis 
publication. [1] The italics items in the list are links to the cited websites. 

• X-ray interactions with matter - databases of material and atom properties [12] 

— Index of refraction 

— X-ray data booklet [13] 

• X-ray form factor, attenuation, and scattering tables - detailed tabulation of atomic 
form factors, photoelectric absorption and scattering cross-section, and mass atten­
uation coefficients for Z = 1-92 from E = 1-10 eV to E — 0.4-1.0 M e V (NIST 
Standard Reference Database 66) [14] 

• X-ray mass attenuation coefficients - tables of X-ray mass attenuation coefficients 
and mass energy absorption coefficients from 1 keV to 20 M e V for elements Z — 1 
to 92 and 48 additional substances of dosimetric interest [15] 

• X-ray absorption edges - tabulations of the characteristic X-ray absorption edge 
energies and atomic form factors as a function of incident X-ray energy [16] 

• Periodic table - edge energies, edge jumps and fluorescent yields of elements [17] 

• XOP (X-ray oriented programs) - a widget-based driver program that is used 
as a common front-end interface for computer codes of interest to the synchrotron 
radiation community. [18] 

1.2. Phase contrast imaging 

The absorption C T is based on X-ray attenuation. The greyscale of images corresponds 
to the linear attenuation coefficient \x of an imaged sample. For the same sample thickness, 
a material wi th a higher \x is more difficult to be penetrated by X-rays than material 
wi th a lower /x, which is less X-ray absorbing. In X-ray projection, those two materials 
have different intensities, resulting in absorption contrast. However, samples from light 
materials, such as polymers, polymer composites, biomaterials, soft tissues, etc., have low 
X-ray absorption and thus poor absorption contrast. In these cases, either some staining 
methods for an increase of absorption or phase contrast imaging methods have to be used. 

Staining of samples is a very common way to enhance the absorption contrast of soft 
materials in C T . For example, phosphotungstic acid, iodine solution, osmium tetroxide 
or phosphomolybdic acid are commonly used stains [19-21]. Staining procedures usually 
include several steps (fixation, staining, drying) and last from several hours to several 
weeks [22-25]. 

Phase contrast methods, on the other hand, do not require any sample preparation 
protocol. Instead, they exploit the phase change of X-rays going through an object. [26] 
Each material interacts with X-rays differently because of the different electron configur­
ation of atom's shells, which results in phase contrast. These effects are much stronger 
for light materials than for heavy ones. 
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The phase of an X-ray beam transmitted through a material is shifted due to its 
interaction with the electron shells of atoms [7]. There are several ways of recording 
this phase shift and obtaining phase contrast. X- ray interferometer technique is based 
on the interference of a reference beam with a beam transmitted through the sample [27, 
28]. Analyser-based methods involve the reflection on Bragg crystals, which filter different 
X-rays based on their angle [29, 30]. Talbot-Lau grating interferometry uses the self-
imaging property of gratings to make the phase changes visible [31-36]. Phase contrast 
can also be observed wi th the use of X-ray optics in X-ray microscopes [37-39]. 

X-rays transmitted through the sample are also slightly deviated from the original dir­
ection as they diffract on inner structures of material. When X-ray deviations associated 
wi th different structure sizes propagate through a certain distance, their wavefronts inter­
fere and form an inline phase contrast [40]. If the tomographic setup is modified just by en­
larging the distance between the sample and the detector, this phase contrast becomes 
visible in the form of edge enhancement [41]. This approach is called the propagation-
based imaging (PBI) , and it is the main C T method utilised in this work. 

P C I is utilised in various fields in biology for imaging of small animals and soft tis­
sues [42-44] and in material science as well, for example in imaging of material discontinu­
ities in polymer composites composed of light materials wi th similar attenuation coeffi­
cient [45-47]. Edge enhancement via P B I with a laboratory, polychromatic X-ray sources 
has been reported on various examples of fibres in the polymer matrix [48-50], mouse 
lungs [51], liver tissue [52] or cochlea [53] or leaves and insects [54]. Many works deal 
wi th optimisation of P B I in laboratory conditions regarding the setting of hardware setup 
or post-processing of data [55-60] and there is st i l l much room for improvement. 

1.2.1. Propagation-based imaging 
"X-ray wavefronts passing through the sample are distorted on sample's structures pro­
portionally to the phase shift imposed by the sample. After propagating through a given 
distance, they interfere to form Fresnel diffraction fringes [49, 61]." [37] In the image, this 
is visible in the form of edge enhancement. 

Imaging regime 

The intensity of the phase contrast signal depends on a so-called effective propagation 
distance zes = SSD x S D D / ( S S D + S D D ) , where SSD is the source-sample distance 
and S D D is the sample-detector distance. zes defines the imaging regime (Fig. 1.11). 
In paraxial approximation, the imaging regime is characterised by Fresnel number JVp [7] 

NF = (1.6) 

where a is the size of a feature of interest. "The edge enhancement for the given feature 
size is pronounced when JVp ~ 1 [51, 62], and from the obtained images, it is possible 
to directly extract the morphological information about the sample. For JVp <C 1, not only 
edge enhancement but also multiple fringes appear, and the real structure is no longer 
recognizable. This is a so-called holographic, or for very low iVp far-field, regime. 

To have the structures of the sample directly recognizable, the holographic regime, 
e.g. large sample-detector distances, should be avoided. In such case, in order to stay 
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in the near-field regime, iVp > 1 should be fulfilled for every structure visible in the im­
age. A t the same time, the Fresnel number should not be too large (iVp 3> 1) since 
for small SDDs, the propagation effects are negligible and the results are only absorption 
images." [37] 

absoprtion near 
regime field 

object J 

Fresnel 
diffraction 

incident wave 

>-

z = 0 
/ v F > i y v F w i /VF<1 

Figure 1.11: Diffraction of a plane wave on an object of size a. [1] 

Contrast transfer function 

Under the assumption that the specimen is sufficiently thin and/or weakly interacting 
("weak object approximation"), the transmission function (Eq. 1.2) may be written as [8] 

T(x, y) = exp(i^(x, y) - p,(x, y)/2) « 1 + i<p(x, y) - p,(x, y)/2. 

Then, the wave intensity in the frequency domain Ip(u,v) = T {I(x, y)} (u, v) be­
comes [8] 

IF(u,v) = 6(u,v) + 2j-{ip(x,y)}(u,v) sinx ~ 27{/x(x,y)/2} (u,v) cosx-, 

where x — TIAZ(M 2 + v2). Here, S denotes the Dirac S distribution, and z is a propagation 
distance for a parallel beam and effective propagation distance zes for a cone-beam [63]. 
"The functions sin x and cos x are called the phase and amplitude contrast transfer func­
tions (CTFs) and may be thought of as linear filters which determine the transfer of spatial 
frequencies from the phase and amplitude components of the object transmission function 
to the image (Fresnel diffraction pattern). These (ID) phase and amplitude C T F s are 
shown in F ig . 1.12 as a function of the reduced variable \f~\zu. From this, one can de­
termine, for instance, the imaging distance for which the phase C T F of a given spatial 
frequency u achieves a first maximum" [8, 64]: 

1 
Z U ~ 2 A ^ ' 

The optimal condition for absorption contrast, cosx — 1> is satisfied at z — 0, e.g. 
just after the sample wi th no phase contrast. This holds for al l wavelengths and spatial 
frequencies. The absorption and phase contrast are largely complementary as the imaging 
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J(\z)u 

0.0 0.5 1.0 1.5 2.0 
J{\z)u 

Figure 1.12: Left: contrast transfer function ( C T F ) , right: damping of phase C T F due 
to finite source size. According to [8]. 

conditions are varied. In particular, in the near-field regime, absorption contrast wi l l best 
show relatively large, slowly varying features, whereas phase contrast wi l l best show small 
or rapidly varying features, such as sharp edges. [8] 

In practice, it is difficult to choose one optimal distance, since real samples often 
have many spatial frequencies. Fresnel diffraction pattern enhances different structures 
of an object based on imaging distance. For P B I , the sample-detector distance has to be 
chosen such as the sample is in near field regime, which is achieved for \ < it . [1,8] 

Degree of X-ray coherence 

The previous equations are strictly valid only for the fully coherent beam. This situ­
ation does not occur in practice. The beam has a certain spatial distribution of intensity 
instead of a point-like source and also a wavelength spread. These two aspects are referred 
to as spatial and temporal coherence, respectively. [8] 

Spatial coherence is influenced by transverse source intensity labeled s(x,y) contrib­
uting to point spread function. In the Fourier optics formulation, this can be expressed 
as damping of the C T F by the Fourier transform of suitably normalised s(x, y) (Fig. 1.12). 
The spectral distribution contributing to temporal coherence can be modelled by choosing 
a plausible distribution for the source (i.e. Gaussian). This distribution also contributes 
to damping of C T F . [8] 

Under the simplifying assumption of evenly distributed intensity of spot of size s. 
the lateral coherence length is defined as L\at = A x S S D / s . "Phase contrast is formed 
between interfering waves from positions separated by a shearing length I / s h e a r = A x 
S D D / ( M a ) , where M = (SSD + S D D ) / S S D stands for magnification. The wave has 
to have sufficiently high degree of coherence over this length to make phase contrast 
visible. Vis ib i l i ty of phase contrast is therefore characterized by ratio L sh e ar/-^iat- [40, 65] 

The X-ray beam is almost fully coherent if the ratio L sh e ar/-^iat «C 1. In practice, 
the phase contrast fringes occur also when the X-rays are partially coherent and their 
visibil i ty is improved wi th an increasing degree of coherence. The criterion for partial 
coherence can be therefore stated as" [37] 

£Shear S X S D D „ . . 
= < 1. (1.7) 

Liat a(SSD + SDD) 1 ' 
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Geometrical unsharpness due to focal spot size 

"Lastly, a restriction following from a finite focal spot of X-ray tube has to be men­
tioned. The resolution is restricted by the focal spot size because at a given sample-
detector distance, the X-rays from the whole area of the focal spot start to form an un-
sharpened spot of size U on the detector larger than pixel size p (Fig. 1.13). To avoid this 
unsharpness, the condition U < p must be fulfilled. From the geometry of the system, 
this means [66]" [37] 

SSD SDD 

Figure 1.13: Formation of geometrical unsharpness U at the detector wi th linear pixel 
size p due to finite focal spot size s. SSD stands for the source-sample distance, S D D 
stands for the sample-detector distance. [37] 
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1.2.2. Phase retrieval 

The problem of retrieving information about the phase change is solved by phase retrieval 
algorithms. There are various approaches to this task. They can be either iterative 
(numerical) [67, 68] or analytical (derived from physics principles). These non-iterative 
methods differ in the amount of raw data needed (some of the methods require images 
taken at multiple propagation distances), restrictions on sample composition, properties 
of the X-ray beam, and quality of the reconstruction (accuracy of the reconstructed phase 
values and spatial resolution of the results) [69]. 

The following text is focused on the most widely used analytical algorithms for single-
distance data, which are based on the transport of intensity equation (Eq. 1.9) [70-
72]. Several examples presented here are derived for monochromatic radiation, but they 
would still be appropriate if average X-ray energy or the main characteristic peak is con­
sidered [65, 73]. Phase retrieval approaches directly taking into account the wavelength 
spread of laboratory-based X-ray source are shown for instance in [73]. 

From an image processing point of view, the application of phase retrieval algorithm 
is necessary to get data with less noise and multi-modal histogram, which are easier 
to segment [37, 41]. Examples are shown in detail in the chapters 4 and 5. 

Transport of intensity equation (TIE) 

The T I E describes the relation of intensity Iz(x,y) and phase ipz(x,y) of a paraxial 
monochromatic wave propagating along the optical axis z5 [62] 

In the following, Iz(x,y) represents the intensity corrected by the intensity distribution 
of the incident radiation [74]. 

Paganin algorithm (PA) 

For the derivation of P A , the object is assumed to be composed of a single material 
wi th a constant index of refraction. The absorption then follows the Beer-Lambert law 
(Eq. 1.1). The phase ip(x,y) of a sufficiently thin object is proportional to the projected 
thickness t(x,y) (Eq. 1.3). Inserting these expressions into the T I E (Eq. 1.9) and rearran­
ging the result using the identity exp( / (x ) )Vj_ / (x ) = Vj_ exp(/(x)) yields [74, 75] 

B y inverting the Laplacian in Fourier space, leading to filtering wi th the function — 
the phase of the wave in the object's exit plane z = 0 can be retrieved via [74, 75] 

V_L [Iz(x,y)V±(fiz(x,y)} 
2TE dlz(x,y) 
A dz 

(1.9) 

z i V l + 1 exp(-2kßt(x,y)) = Iz=Zlt(x,y). 

(1.10) 
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Modified Bronnikov Algori thm ( M B A ) 

For the small propagation distances z\, the partial derivative in the T I E (Eq. 1.9) can 
be approximated as dIzgX

z

,y^ ~ Iz=z^x,y^ ^ z = z ^ x ^ ; leading to the following expression 
for the intensity distribution [74] 

Iz=zi(x,y) = Iz=0(x,y) - -^-V±[Iz=0{x,y)V±ip{x,y)]. 

Under the assumption of a weakly absorbing object V±Iz=o(x, y) ~ 0, this leads to [74] 

Iz=Zl(x,y) = Iz=Q(x,y) l - ^ M x , y ) '1.11) 

Analysing this result, "the weak intensity distribution imparted on the wave by the ob­
ject does not undergo diffraction within the given assumptions (weak absorption, small 
propagation distance zi), while the second derivative of the phase creates intensity vari­
ations increasing wi th propagation distance. In this so-called direct contrast regime, 
the phase contrast is hence visible in form of an edge-enhancement, as given by the Lapla-
cian of the object's projected phase function." [74]. 

For a pure phase object, E q . 1.11 can be further simplified to [74] 

=r_Ax,y) = l-^V2Mx,y). (1.12) 

As in the case of P A , by inverting the Laplacian in Fourier space, the phase of the wave 
can be retrieved. In order to avoid singularity at u2 + v2 = 0, a regularization parameter a 
is added to the denominator, which leads to expression [74, 76] 

(P(x,y) = —J7 <— \. (1.13) 
Xzi [ (u2 + v2) + a J 

"The regularization parameter a also accounts for the object's residual absorption 
which amplifes low spatial frequencies in the image. Hence, applying an unregularized fil­
ter would inevitably corrupt these Fourier components and yield strong artifacts and blur­
ring. Therefore, a must be chosen sufficiently high, depending on the (residual) absorp­
tion of the object. A t the same time this compromises the correct filtering for the phase 
and may result in incomplete inversion of the edge-enhancement." [74] 

Bronnikov Aided Correction ( B A C ) 

To avoid problems mentioned with the M B A algorithm, a further reconstruction step 
can be applied to objects with non-negligible absorption. The phase <^MBA reconstructed 
via the M B A (Eq. 1.13) can be used for correction of intensity function as [77] 

h=o(x,y) = =
 7 ' T ( a : , y l v (1-14) 

"The coefficient 4 ^ was replaced by an a-dependent regularization parameter 7 to avoid 
rezidual edge-enhancement (7 too small) or an inversion of the edges (7 too large)." [74]. 
This should result in sharp image of intensity directly behind the object. 
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1.3. Technology 
X-ray computed tomography devices offer various possibilities in many fields. They are 
commonly divided into several categories based on sample size and achievable resolution, 
as it is suggested in [78]. In general, for thicker and denser samples, higher X-ray power 
is needed, and the highest achievable resolution gets lower (Fig. 1.14). In this section, 
all categories are briefly introduced and commented. In the following chapters, mostly 
the general shortcut C T is used to avoid unnecessary confusion about terminology. 

1 mm 
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c 
o 
J3 10 |jrm 
o 
\-

nj 1 Mm 
ro 
Q. 
U) 

100 nm 

10 nm 

10 |jm 

4 medCT 

mct 

sub-p CT 

nCT 

m 
100 Mm 10 mm 100 mm 1 m' 1 mm 

Sample size 

Figure 1.14: Division of C T devices according to the typical spatial resolutions and object 
sizes: medical X-ray computed tomography (medCT), X-ray computed microtomography 
( C T ) , X-ray computed nanotomography (nCT) . Sometimes, also X-ray computed sub-
micron tomography (sub-uCT) is used for measurements at the boundary between n C T 
and u C T . Inspired by [78]. 

1.3.1. Medical C T 
Originally, applications and development of C T technology were made in clinical research. 
The first C T devices were constructed in the 1960s, about 70 years after the discov­
ery of X-rays by W i l l i a m Roentgen in 1895 and nearly 50 years after Radon suggested 
the mathematical principle of the technique by publishing the Radon transform in 1917 [3, 
79]. In 1979, A l l a n M . Cormack and Godfrey N . Hounsfield were awarded a Nobel prize 
in Physiology or Medicine for the development of computer-assisted tomography [80]. 

Nowadays, medical C T (medCT) scanners are in every modern hospital and play 
an essential role in a patient examination. Manufacturers of medCT must take into ac­
count the difficulties wi th scanning of a l iving patient, mainly reducing the X-ray dosage 
and decreasing of blurring caused by involuntary patient movement (breathing) [79, 81]. 
Because of these constraints, medCT scanners are generally constructed as having a pa­
tient lying on a table wi th an X-ray source and detector rotating at high speed around 
him. The only movement of a patient is the translation along the axis of the scanner. 
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Combining all those factors l imit ing the accuracy and precision, the typical spatial resol­
ution is around several mm, which is sufficient for purposes of medical help, but too low 
for most of the applied research in any other field. 

1.3.2. M i c r o C T , u C T 

Later, C T had spread into other fields, to industry for material analysis, metrology 
and quality control [79, 82, 83], and to biology and material science. In contrary to medi­
cine, industrial X-ray computed microtomography (microCT, C T ) scanners are not so con­
cerned with X-ray dosage to the sample, therefore they are capable of using high-intensity 
X-ray sources and adjusting the geometry to achieve higher resolution, accuracy and pre­
cision than m e d C T (in this category up to 1 jam). This includes reversed geometry system: 
X-ray source and detector are stable during the measurement, and the sample is rotating 
to get projections from different angles. 

Many information can be derived from C T data: measurement of dimensions, surfaces, 
volumes, detection and analysis of cracks, voids, inclusions, fibres, 3D visualisation of inner 
structure, comparison to C A D models, export of surface for 3D print etc. A lot of sci­
entific works from various fields take advantage of some of C T features: developmental 
biology [84], c ivi l engineering [85], geology [86], planetary materials [87], archaeology [88], 
food science [89] and others. 

1.3.3. Sub-uCT, n C T 

The X-ray computed sub-micron tomography (sub-uCT) or X-ray computed nanotomo-
graphy (nCT) term is used for devices that reach spatial resolution below 1 \xm [37, 78, 85, 
90]. In some works, only the term sub-micron tomography is used [91-93]. Authors may 
want to avoid confusion wi th n C T devices that reach a spatial resolution in tens of nm, 
but general characteristics as stated about n C T devices apply here as well. Also, authors 
who work wi th methods of several nanometers scale (as F I B and E D S in [94]) prefer to re­
serve the prefix nano for methods capable of nanometer resolution. In both categories, 
the C T devices often have highly precise mechanical parts, advanced detectors and may 
employ additional units and X-ray optics. This makes them different from mostly large, 
robust u C T devices. 

n C T and sub-uCT laboratory devices without additional X-ray optics use two ways 
to reach this resolution. The one type employs geometrical magnification by the cone-
beam shape of X-rays: the sample is placed close to the X-ray tube and projected 
to the large-area detector placed in the certain distance (Fig. 1.15a) [95]. The small 
voxel size is restricted by a small size of the focal spot (below 1 jam). Large area detectors 
similar as in u C T can be used (e.g. G E nanotom [96]). 

In another approach, the sample is not placed directly in front of the X-ray tube, but 
the source-sample distance is fixed at a relatively large distance compared to the sample 
size (a so-called inverse geometry [55, 97, 98]. The detector is placed close to the sample. 
The beam at the sample stage is considered semi-parallel because only a small part 
of the cone-beam at the sample position is used (Fig. 1.15b). The detector consists 
of a scintillator, which is followed by an optical system providing magnification of the im­
age. The small voxel size is achieved by small pixels of C C D or s C M O S detectors, thus 
a larger focal spot size is acceptable (e.g. R I G A K U nano3DX [99]). It is the case of ro­
tating anodes, where the electrons are distributed not into one spot as in the reflection 
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or transmission sources, but to a ring along the anode. This results in relatively large 
focal spot sizes in a range of 50-200 [im, but it also creates a beam with a large flux, which 
makes the exposure times and thus the whole measurements shorter. Moreover, this k ind 
of system is less prone to focal spot drift and sample movement artefacts than the previ­
ously described one. [37] The other laboratory C T devices in this category employ some 
kinds of X-ray optics, which enables users to use phase contrast imaging as well: zonal 
plates and phase ring (e.g. Zeiss Xrad i a [100]) or gratings (e.g. Bruker Skyscan [101]). 

a) 

b) 

Figure 1.15: Different approaches in n C T systems: a) geometrical magnification is reached 
by use of cone-beam X-ray, b) long SSD is used to achieve semi-parallel X-ray beam 
at sample stage, and the image is magnified by the optical system after scintillator. [37] 

One of the modern trends in n C T is the use of l iquid metal jet X-ray source introduced 
by Exc i l lum company [102]. Here, a solid metal anode is replaced by liquid metal. This 
type can bear much higher electron-beam power because it is not focused only on one spot 
or ring, but the electrons hit the flowing jet of metal. The resulting X-ray beam has a very 
high brightness while maintaining small (in micrometres), stable, tunable focal spot size. 
This property is useful for propagation-based phase contrast imaging (Sec. 1.2.1) [103-
105]. 
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2. A i m s of thesis 

The general aim of this thesis is to study, explore and bring new insights into the field 
of imaging of polymer biomaterials by X-ray computed nanotomography. This is achieved 
by the exploration of two areas of interest: research and development of C T imaging itself, 
specifically propagation-based phase contrast imaging, and application of this technique 
on specific applications in material science. 

2.1. Propagation-based phase contrast imaging 

C T imaging of light materials like polymers and soft tissues is not as easy and straight­
forward as imaging of heavy, metal samples from industry, geology, and similar. These 
materials often do not have sufficient X-ray absorption and/or contrast in X-ray region. 
The problem of C T imaging of such samples is, in general, solved by staining to increase 
contrast or by use of specific imaging methods like phase contrast imaging. 

The goal here is to explore phase contrast imaging wi th laboratory-based C T devices. 
Experiments optimising the propagation-based imaging (PBI) procedures wi l l be designed, 
performed and evaluated. Results of this technique from several C T machines wi l l be 
shown, including the work from the author's internships abroad. 

Special focus wi l l be on the post-processing of data acquired via P B I . This includes 
mainly the implementation of phase retrieval algorithms. A simple tool for easy testing 
and application of phase retrieval wi l l be developed specifically for the needs of the Labor­
atory of X-ray computed micro and nanotomography at C E I T E C B U T . Also, the influ­
ence of phase retrieval on data quality in dependence on measurement parameters wi l l be 
studied. 

2.2. Applications on biomaterials 

Among other methods of material's imaging, the C T technique is distinguished by the 
possibility of studying the whole sample without its destruction and in 3D. A lot of 
information of interest can be derived from C T data (morphology characteristics, pore 
analysis, etc.) Nevertheless, it is often advantageous to complement C T data wi th other, 
quantitative technique since a basic C T measurement cannot determine the composition 
of the sample. 

Several case-studies of C T imaging of various biomaterials (scaffolds, foams, ...) wi l l be 
shown. They include phase contrast imaging and a few image analysis procedures. They 
may be done in V G Studio M A X software, Mat lab, ImageJ or any other convenient tool. 
Another task in the thesis is a combination of C T data wi th other 2D or 3D analysing 

25 



2. A I M S O F T H E S I S 

and imaging methods, such as optical or electron microscopy, serial sectioning etc. Two 
studies presenting such correlation wi l l be shown. 
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3. Methods 

3.1. C T devices 

In this section, the C T devices used for experiments in this doctoral thesis topic are de­
scribed: R I G A K U nano3DX, G E phoenix v|tome|x L240 and Thermo Fisher Scientific 
HeliScan located at the Brno University of Technology, and Zeiss Xrad ia nanoXCT-100 
located at the University of Jyvaskyla in Fin land (Fig. 3.1). Technical details and specific­
ations regarding sample preparation and imaging are included. The following shortcuts 
are used: L P S - linear pixel size, L V S - linear voxel size, F O V - field of view. 

& 11 i r © ! 

Figure 3.1: C T machines used in the thesis: a) R I G A K U nano3DX, b) Thermo Fisher 
Scientific HeliScan, c) G E phoenix v|tome|x L240, d) Zeiss Xrad ia nanoXCT-100. 
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R I G A K U nano3DX 

Most of the measurements are performed with C T device R I G A K U nano3DX, loc­
ated at the Central European Institute of Technology, Brno University of Technology 
(Fig. 3.1a). The schematic diagram of the machine is in F ig . 1.15b). Sample-source 
distance is relatively large (~ 260mm) compared to the typical sample size (few mm), 
so the beam is considered semi-parallel at the sample stage. 

The X-ray source is the R I G A K U rotating anode with three target materials avail­
able (Cu (40kV tube voltage, 3 0 m A tube current), M o (50kV, 2 4 m A ) , and C r (35kV, 
25 mA) ) . The focal spot size is 73 \im for C u and 156 [im for M o target measured according 
to the E N 12543-5 norm. 

Experiments in the thesis are performed wi th two different types of X-ray cameras, 
C C D (charge-coupled device) and s C M O S (scientific complementary metal-oxide-semicon­
ductor). The camera consists of a scintillator, magnification optics and a detector. Several 
optical units wi th different magnifications can be used to reach different effective L P S 
and F O V (for the smallest optical unit for C C D camera: L P S 0.27 [im, F O V 0.7x0.9 m m 2 ) . 

C T measurements can be performed either in Continuous mode (the sample is con­
tinuously rotating during the measurement) or Step mode (the sample does not move 
during the acquisition of a projection). The typical scanning times are 1-3 hours. Accord­
ing to the author's experience, it is necessary to prepare the sample in advance and to let 
it temperate in the sample chamber for at least several hours to avoid sample movement 
due to thermal expansion. 

Thermo Fisher Scientific HeliScan 

Thermo Fisher Scientific HeliScan C T device is located at the Central European Insti­
tute of Technology, Brno University of Technology (Fig. 3.1b). The system is equipped 
wi th micro-focus X-ray source wi th 8 W power wi th up to 160 k V voltage. The target 
material is tungsten. The focal spot size varies between 0.8 [im and 4\im according 
to the applied settings (it is possible to choose from three different spot sizes in this 
range). The geometry of the system allows to set maximum source-sample distance 
130 m m and maximum source-detector distance 750 mm. The detector is a large area 16-
bit detector with 3072 x 3072 pixels wi th 139 [im pixel size. When performing C T meas­
urements, several scanning trajectories are available: circular and helical ones - single 
helix, double helix and space filling. 

G E phoenix v|tome|x L240 

C T device G E phoenix v|tome|x L240„ located at the Central European Institute 
of Technology, Brno University of Technology (Fig. 3.1c), was used for an application 
study. This large mic roCT system is placed in an air-conditioned cabinet. A l l components 
are on the granite-based 7-axis manipulator for long-term stability. The system has a cone 
beam geometry. The samples up to 500 x 800 m m 3 and 50 kg can be scanned. The machine 
is equipped with a G E D X R 250 flat panel detector. 
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Zeiss Xrad ia nanoXCT-100 

C T device Zeiss Xrad ia nanoXCT-100, located at the University of Jyvaskyla in F i n ­
land (Fig. 3.Id), was used for an application study. Images were taken during 4-months 
Erasmus internship at this university from February to M a y 2018. W i t h this machine, 
two imaging modes are available: absorption (without the phase ring) and phase con­
trast mode (with the phase ring). Rotat ing R I G A K U C u anode (40keV, 3 0 m A ) emerges 
X-rays from 70 (im focal spot. Two imaging modes are available: "Large field of view", 
L F o V (LVS 65nm, F O V 60 x 60[nn 2), and "High resolution", HiRes (LVS 10nm, F O V 
15 x 15[mi 2). 

The schematic diagram of the machine is in F ig . 3.2. A condenser capillary lens 
is installed to capture the X-rays and to focus them on the sample. To obtain a single 
focal spot, a pinhole is inserted just before the sample to isolate only the first order 
reflected X-rays. Fresnel zone plate is used as an objective. Optional phase ring is used 
to form a negative Zernike phase contrast. To reduce the loss of throughput, X-rays pass 
through flight tube filled with He gas. The detector consists of two magnifying lenses 
wi th scintillators (for alignment and imaging). X-rays converted to light are captured on 
a C C D camera. 

Condenser Sample Objective zone plate Detector 

Figure 3.2: Xrad ia Zeiss nanoXCT-100 setup. 

The whole system is very sensitive to the geometrical alignment of all components 
because X-rays are focused on a small spot on the sample. To reach optimal data qual­
ity, scanning times can be as high as several days. The final resolution is higher than 
the precision of mechanics of the sample stage. To overcome this difficulty, for every 
measurement, a gold microparticle has to be inserted into the sample. It is also used later 
for alignment of projections. 

Since the field of view is very small, additional tools have to be used for sample prepar­
ation. For manipulation with the sample and the needle, micro-manipulators Sensapex 
S M X and micro-grippers SmarAct are used. The preparation is observed via a Leica Z16 
A P O microscope. If needed, the sample can be cut v ia laser on a QuikLaze C M P S - 8 8 8 L 
machine. 
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3.2. Software 
The following software for data processing was used during work on this thesis (Tab. 3.1). 

Table 3.1: List of software used in this thesis for data analysis. 

fir Fij i 
open source [106, 107] 

MATLAB 
M A T L A B 
MathWorks, U S A [108] 

> V O L U M E 
T GRAPHICS 

V G S t u d i o M A X 
Volume Graphics, Germany [109] 

"4 
M A VI 

M A V I 
Fraunhofer Institute for Industrial Mathematics, Germany [110] 

on
 

Pore3D 
open source software for commercial I D L [111] 

3.3. Image evaluation parameters 
Several parameters for image evaluation are introduced in F ig . 3.3. Let / M A T and / B C G 
be the averaged grey value intensities from areas inside sample material and in the back­
ground, respectively. If a line profile is generated 1, / M A T and / B C G correspond to the in­
tensities at the ends of the l ine 2 . / 2 0 % and / 8 0 % correspond to 20% and 80% of the in­
tensity difference between / M A T and / B C G - ^20% and x$o% correspond to the horizontal 
axis value of / 2 0 % and Igo%, respectively, / M A X and / M I N are the maximum and minimum 
values in the line profile, respectively. 

CT slice Line profiles 

Figure 3.3: Variables used in image evaluation parameters. 

1 Usua l ly , several pixels above and below the line are averaged to reduce the noise. 
2 U s u a l l y , several utmost pixels are averaged to reduce the noise. 
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Parameters based on information from selected area 

Histogram. Graphical representation of grey values distribution in a given area 
(typically a C T slice). 

Signal to noise ratio S N R 3 . 

S N R J m A T 

std / B C G 

Signal to noise ratio gain S N R g a i n 

SNR(phase retrieved image) 
S N R 

SNR(original image) 

Parameters based on line profile 

• Absorption contrast C A B S 

^MAT — -^BCG 
CABS 

(-^MAT — -^BCG)/2 

Absorption contrast gain CABS, gain 

C A B S (phase retrieved image) 
C ABS, gain C A B S (original image) 

Phase contrast C P H C 

^ M A X — -^MIN — (-^MAT — ^ B C G ; 
c PHC 

^ M A X + ^MIN 

Let / R O D be the Rodbard function fitted to line profile wi th parameters a, b. 

, / n T . IMAT — IBCG 
jROD{X) - JBCG H 1 - ^ a 

— Edge resolution RE 
RE = \X20% - %80%\ 

— Standard deviation of fitting of Rodbard function S T D R O D 

S T D R O D = 
T f [I(xi)-fmm(xi 

N 

3stdx means s tandard devia t ion of x. 
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4. Propagation-based imaging 

4.1. Characterization of lab-CT systems for P B I 
W i t h knowledge of parameters of a C T machine, it is possible to estimate suitability 
of the device for propagation-based imaging based on criteria explained in Sec. 1.2.1. 
In this thesis, two C T machines ( R I G A K U nano3DX (Sec. 3.1) and Thermo Fisher Sci­
entific HeliScan (Sec. 3.1)) are described and discussed in terms of P B I . Calculations are 
supplemented with measurements of polymeric samples. 

4 .1.1. P B I on nano3DX 
The study was published by the author of the thesis in [37], t i t led "Characterization 
of a laboratory-based X-ray computed nanotomography system for propagation-based 
method of phase contrast imaging". A copy of the original article is included in A p ­
pendix B . 

Abstract 

"Phase-contrast imaging (PCI) is used to extend X-ray computed nanotomography 
(nCT) technique for analyzing samples with a low X-ray contrast, such as polymeric 
structures or soft tissues. Al though this technique is used in many variations at synchro­
trons, along with the recent development of X-ray tubes and X-ray detectors, a phase 
contrast imaging becomes available also for laboratory systems. 

This work is focused on determining the conditions for propagation-based P C I in labor­
atory n C T systems based on three criteria. It is mostly employed in near-field imaging 
regime, which is quantified v ia Fresnel number. X-rays must reach certain degree of co­
herence to form edge-enhancement. Finally, setup of every C T measurement has to avoid 
geometrical unsharpness due to the finite focal spot size. These conditions are evaluated 
and discussed in terms of different properties and settings of C T machine. Propagation-
based P C I is tested on a sample of carbon fibres reinforced polyethylene and the imple­
mentation of Paganin phase retrieval algorithm on the C T data is shown." [37] 
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4.1.2. P B I on HeliScan 
A study similar to the evaluation of P B I on R I G A K U nano3DX (Sec. 4.1.1) was also car­
ried out wi th C T device Thermo Fisher HeliScan. The preliminary results were presented 
by the author of this thesis at the International Conference on Tomography of Materials 
and Structures in Cairns, Austral ia , on July 2019. Up to the date of submitting of this 
thesis, the experimental results are still under evaluation, and they are planned to be 
published in an impacted journal in autumn 2019 or winter 2020. Therefore here, only 
numerical evaluation is provided. 

Theoretical estimation of P B I abilities of HeliScan includes evaluation of imaging 
regime represented by Fresnel number JVp, visibil i ty of P B I effects related to a degree of X -
ray coherence represented by L sh e ar/-^iat ratio, and geometrical unsharpness due to finite 
focal spot size according to Sec. 1.2.1. In contrast to nano3DX, HeliScan offers more 
variability in terms of setting source-sample distance (denoted here as sample position y$), 
source-detector distance (denoted here as y^), X- ray tube voltage, and focal spot size. 
The calculations are made for two effective propagation distances, 5 m m and 10 mm. These 
two represent two measurement settings wi th different sample and detector positions 
and the same linear voxel size 2 [im (Tab 4.1). A s a wavelength, the mean energy of spectra 
wi th acceleration voltage 50 k V generated by SpekCalc software [2] was used, unless stated 
otherwise. 

Table 4.1: Two possible geometrical settings of Thermo Fisher HeliScan to reach different 
effective propagation distances. 

Source-sample Source-detector Effective propagation 
distance ys [mm] distance yjy [mm] distance zes [mm] 

5 300 5 
11 718 11 

Dependence of the Fresnel number on the structural component of size a according 
to E q . 1.6 shows a quick increase to very high numbers (3> 1) for both measurements 
(Fig. 4.1a). Thus, the imaging is in the near field regime for all recognizable features 
(considering the linear voxel size of 2[mi). The edge enhancement should be the most 
pronounced for small features of size about a few microns. 

The imaging regime does not depend on focal spot size, but it can vary wi th the X -
ray energy. The plot of iVp for different X-ray tube voltages (thus mean X-ray energy 
of the spectra) suggests that this parameter is not much significant for the imaging regime 
in the range of energies available for HeliScan (Fig. 4.1b). 

Both sets of measurements have almost identical dependence of £ s h e a r / L i a t ratio on a 
(Fig. 4.2a according to E q . 1.7). The differences are not visible on the displayed scale. How­
ever, the degree of coherence is influenced by the focal spot size (Fig. 4.2b). If the smaller 
spot size is used, the phase effects are better visible. 

Distances of both the sample and the detector from the source can be varied. A user 
has to select them carefully to avoid geometrical unsharpness due to finite focal spot size. 
A l l possible pairs of ys and ya lay in the region restricted by lines in F ig . 4.3 calculated 
using E q . 1.8. 

34 



4.1. C H A R A C T E R I Z A T I O N O F L A B - C T S Y S T E M S F O R P B I 

0 50 100 150 0 50 100 150 
a [\im] a [\im] 

(a) (b) 

Figure 4.1: Fresnel number N-p dependence on structural component of size a according 
to E q . 1.6. a) Plot for two sets of measurements wi th different effective propagation 
distances (Tab 4.1), b) plot for the spot size 0.8\xm, geometrical settings ys = 5 m m , 
yn = 300 mm, and for different X-ray tube voltages. 

0.8 

J 5 0.6 

- j 0.4 
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a [urn] 

(a) 

•• 5 mm 
•• 11 mm 
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- j 0.4 

0.2 - \ \ 

s= 0.8 |jm 
s= 1.5 |jm 
s = 4 |jm 

50 100 150 
a [urn] 

(b) 

Figure 4.2: L s h e a r / L i a t dependence on structural component of size a according to E q . 1.7. 
a) Plot for two sets of measurements wi th different effective propagation distances 
(Tab 4.1), b) plot for the X- tay tube voltage 50 k V , geometrical settings ys = 5 mm 
and i/D = 300 m m and for different spot sizes. 
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s= 0.8 |jm 
s= 1.5 |jm -
s = 4 |jm 
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0 5 10 15 20 25 

y s [mm] 

Figure 4.3: M a x i m u m detector position ÍJD to avoid geometrical unsharpness for different 
spot sizes according to E q . 1.8. 

4.2. Phase retrieval implementation 

4.2.1. Influence of phase retrieval on image quality 
From the physics point of view, the phase retrieval in P B I is used to calculate the phase 
from intensity data. In practical use, it enhances data quality by removing edge enhance­
ment, increases contrast and S N R , and often it is a necessary step to obtain data which 
can be segmented automatically. It is shown, for example, in [41] and in the author's 
paper [37]. 

Example 

The Paganin phase retrieval algorithm [75] implemented in the A N K A p h a s e soft­
ware [69] was used on the data of a light-element composite made of polyethylene matrix re­
inforced carbon fibres ( C F R P ) measured wi th nano3DX with C C D camera at S D D 1.5 [im, 
bin 2, L P S 0.54 [im, 800 projections and 9 s exposure time. The 5/(3 ratio of values in the in­
dex of refraction n was chosen as 780 for polyethylene. [37, 112] 

" B y an application of the phase retrieval on tomographic data (Fig. 4.4), the edge 
enhancement was reduced compared to the original data, as it is shown on the edge 
profile (Fig. 4.5). The absorption contrast increased (CABS — 0.004 for original data, 
C A B S = 0.366 wi th phase retrieval) and the phase contrast decreased (CPHC = 0.152 
for original data, C P H C — 0.139 wi th phase retrieval), which is very convenient for material 
segmentation. 

The histogram after phase retrieval (Fig. 4.5) contains several peaks corresponding 
to different structures and allowing the segmentation of different parts (air, matrix and car­
bon fibres). Without the phase retrieval, the histogram of data has only one peak which 
makes segmentation very challenging. This is the reason why it is sometimes useful to ap­
ply the algorithm also on data without any strong visible edge enhancement, a further 
analysis is easier on these data from the image processing point of view." [37] 
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Gray value Length [urn] 

Figure 4.5: Image evaluation of tomographic slices of the C F R P sample from Fig . 4.4. 
Averaged edge profile and histogram are used to show the influence of phase retrieval 
on C T data. [37] 
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4.2.2. Mat lab G U I 
During her internship in R I G A K U company (Tokyo, Japan) in autumn 2018, the au­
thor of the thesis studied propagation-based phase contrast imaging with the n C T sys­
tem R I G A K U nano3DX. She created a graphical user interface (GUI) in Mat lab [108] 
for application of phase retrieval on data from nano3DX. The program includes several 
algorithms (PA - E q . 1.10, M B A - E q . 1.13, B A C - E q . 1.14). In practice, a sample 
usually contains several materials, so it is difficult to determine the exact physical value 
of parameters for phase retrieval. Therefore a test mode for choosing optimal parameters 
is included. U p to the date of submitting of this thesis, this G U I is being implemented 
into official R I G A K U software, and it wi l l be provided to customers in 2020. 

In the main window of the G U I (Fig. 4.6a), in the panel Input files, the user se­
lects a .raw file containing projections. Data from the measurement from the .ctm file 
wi th the same name are loaded to generate the input parameters for phase retrieval (di­
mensions of the file, wavelength, sample-detector distance, pixel size). It is possible to go 
through the projections by the horizontal slider and select a slice for testing by the vertical 
slider. 

In the panel Choose mode, a mode for testing (on a slice or an projection) or execution 
is selected. This choice enables one of the two panels. The Execution mode setting panel 
(Fig. 4.6b) is used for performing phase retrieval on the whole .raw file wi th user-defined 
parameters optimised in the Test mode. Phase-retrieved files called .. ._phase_algorithm_-
parameter.raw and corresponding .ctm files are generated. 

The panel Test mode setting is meant to find optimal algorithms and parameters 
for the phase retrieval in individual measurements. The software can save all combinations 
of interest as .tiff files or show them in another window (Fig. 4.6c). Phase retrievals 
are showed either on projections or slices, according to the choice in the Test on panel 
(if on slices, a user has to insert a correct centre of rotation). Before the window opens, 
a user is asked to select a line and a material and background area to evaluate image 
quality. The window contains two panels, wi th the original and phase-retrieved images. 
In the latter, it is possible to move the slider to change the algorithms and parameters. 
For each image, a histogram and a line profile are shown. Image evaluation parameters 
S N R , absorption contrast, phase contrast and edge resolution, as they are introduced 
in Sec. 3.3, are shown. 
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b) 
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If testing, select a test projection or slice by one of the sliders. 
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O T e s t mode 

©Execution mode 

Execution mode setting 

Choose phase retrieval algorithm 
and parameter value 

Pag an In 

de ta seta 500 

Output format 

® ISbit '-"'double 

I iRescale to explphi) 

5NR 29.65 

Absorption contrast 0.44 

Phase contrast 0.03 

Edge resolution 061 M m 

Figure 4.6: a)-c) graphical user interface in Mat lab of a program, which implements phase 
retrieval on data from nano3DX. 
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4.2.3. Optimisation of phase retrieval parameters 
Methodology 

The influence of phase retrieval parameter on resulting data is studied on a sample 
of polyethylene rod wi th double-sided tape ( P E D T ) measured on nano3DX with s C M O S 
camera in the Continuous scanning mode for 15 min with C u target, S D D 1.5 mm, bin 
2, linear voxel size 0.64 [im and 600 projections. The sample consists of two polymers 
wi th slightly different density, which makes it a suitable sample for testing of P B I . 
The slice reconstructed without phase retrieval is in F ig . 4.7. Areas for image evalu­
ation according to Sec. 3.3 are highlighted. The data were processed wi th phase retrieval, 
Paganin algorithm, for 5/(3 values from 100 to 2800. 

Results 

Slices and details or a selected presented in F ig . 4.9 together wi th correspond­
ing histograms and line profiles. Several image evaluation parameters (Fig. 4.8) assess 
the influence of the choice of phase retrieval 5/(3 parameter to image quality. 

When the 5/(3 value is set very low (close to 100 or lower), the image is very similar 
to the original image, as well as other characteristics. W i t h increasing 5/(3, the histogram 
becomes multi-modal, edge-enhancement disappears, S N R and C A B S increase and C P H C 
decreases. These improvements make the data look better, less noisy, and the segmenta­
tion of individual parts gets easier. O n the other hand, the value of edge resolution RE 

increases with increasing 5/(3 and some of the details in the structure can be lost. Overall 
blurring is visible in slices wi th 5/(3 above approximately 1500. 

A closer look at the parameters can help to choose an optimal parameter for phase 
retrieval. S N R improvement is not linear wi th increasing 5/(3 and from some value, here 
about 5/(3 = 1000, it starts to saturate. C P H C does not decrease completely to 0, but there 
is a minimum about value 5/(3 = 1000. This is related to the "sharpness" of the edge, 
which is described by S T D R O D - It has a minimum about the values 800-1000 as well. 

Based on this thorough analysis, 5/(3 in the interval 800-1000 should be chosen to reach 
the optimal data quality with Paganin phase retrieval. It is slightly higher than the tab­
ulated value for polyethylene, 5/(3 = 780 [37, 112]. Using a similar analysis, it is possible 
to choose an optimal parameter for phase retrieval in the C T measurements. 
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detail 

Figure 4.7: C T slice of the P E D T wi th highlighted areas for image evaluation. 
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Figure 4.8: Dependence of various image evaluation parameters (Sec. 3.3) on 5/(3 value 
in phase retrieval (Paganin algorithm). The point 5/(3 = 0 corresponds to data without 
phase retrieval. The data are shown in F ig . 4.9. 
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Slice Detail Histogram Line profile 

Figure 4.9: C T slices of the P E D T (first row). Paganin phase retrieval algorithm was 
applied with different 5/(3 values from 100 to 2800. For each image, a detail, a histogram 
and a line profile (blue) with fitted Rodbard function (orange) are shown in second, third 
and fourth column, respectively. 
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4.2.4. Comparison of phase retrieval algorithms 
Methodology 

The differences between four mostly used phase retrieval algorithms (Paganin al­
gorithm - P A , Modified Bronnikov algorithm - M B A , Bronnikov aided correction - B A C ) 
(Figs. 4.11, 4.12) are studied on a sample of polyethylene rod wi th double-sided tape 
( P E D T ) measured on nano3DX with s C M O S camera in the Continuous scanning mode 
for 15min wi th C u target, S D D 1.5 mm, bin 2, linear voxel size 0.64 [im and 600 projec­
tions. The sample consists of two polymers wi th slightly different density, which makes 
it a suitable sample for testing of P B I . The slice reconstructed without phase retrieval 
wi th highlighted areas for image evaluation according to Sec. 3.3 is in F ig . 4.10. 

Results 

Slices processed wi th different algorithms (Figs. 4.11, 4.12) are accompanied wi th cor­
responding histograms (Fig. 4.13) and line profiles (Fig. 4.14). Several image evaluation 
parameters are calculated (Tab. 4.2) to discuss the influence of the algorithms on data. 

The P A and M B A strongly reduce edge enhancement (in comparison wi th the original 
image, they have low values of C P H C , S T D R O D , high values of CABS) and increase S N R . 
A t the same time, the edge resolution gets worse for them as they filter out high frequencies. 
Indeed, in the detailed images, the P A and especially M B A are the most blurred images 
wi th some loss of detail. The B A C , on the other hand, preserves the details of the original 
image and increases C A B S a s well- However, the histogram shape has only one peak, which 
makes the segmentation difficult. The S N R increase is not as significant as in the case 
of P A . 

The relatively worst performance of the M B A can be explained by the invalid assump­
tion of a pure phase object since there is some X-ray absorption in the sample. Assumption 
of a single-material object wi th the P A is reasonably valid (all parts of the sample are sim­
ilar polymers), hence the results are good and artefact-free. However, the B A C achieves 
the smallest loss of resolution compared to original data. The authors in [74] compared 
these algorithms on a sample of a spider stained wi th iodine and came up wi th a similar 
conclusion. To sum up, when one needs to focus on resolving the details of the struc­
ture, the B A C is recommended. If an easy segmentation and further post-processing 
is the priority, the P A is a good choice. 

Table 4.2: Image evaluation parameters of C T slices of P E D T wi th different phase retrieval 
algorithms. 

Algor i thm S N R C A B S CpHC RE [jam] S T D R O D 

without 17 0.04 0.17 0.02 1754 
Paganin algorithm 27 0.47 0.05 1.01 601 

Modified Bronnikov alg. 30 0.27 0.08 0.73 775 
Bronnikov aided correction 16 0.17 0.11 0.08 1083 
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Figure 4.11: C T slices of P E D T wi th different phase retrieval algorithms (Paganin al­
gorithm - P A , Modified Bronnikov algorithm - M B A , Bronnikov aided correction - B A C ) . 
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original PA 

Figure 4.12: Details of C T slices of P E D T with different phase retrieval algorithms (Pa-
ganin algorithm - P A , Modified Bronnikov algorithm - M B A , Bronnikov aided correc­
tion - B A C ) . 

original PA 

i k 
MBA BAC 

k 
Figure 4.13: Histograms of C T slices of P E D T wi th different phase retrieval algorithms 
(Paganin algorithm - P A , Modified Bronnikov algorithm - M B A , Bronnikov aided correc­
tion - B A C ) . 
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Figure 4.14: Line profiles in C T slices of P E D T wi th different phase retrieval algorithms 
(Paganin algorithm - P A , Modified Bronnikov algorithm - M B A , Bronnikov aided correc­
tion - B A C ) . 

4.3. Optimisation of measurement parameters for P B I 
with nano3DX 

When performing absorption C T with nano3DX, the setting is rather simple - a detector 
is placed close to a sample, a sample is centered so that the feature of interest is in the field 
of view for all angles, and the exposure time is set so there is enough signal on the de­
tector. The minimal signal required for the data obtained with sufficient quality is defined 
by the manufacturer of the C T machine. However, an optimal signal needed for P B I is not 
defined. This study was designed to verify whether increasing exposure time or adjust­
ing the sample-detector distance has a positive, if any, effect on quality of P B I data. 
Since P B I data are usually processed wi th phase retrieval, the main figures of merit are 
the S N R g a i n and CABS, gain (Sec. 3.3). 

Methodology 

The light-element composite made of polyethylene matrix reinforced wi th carbon fibres 
( C F R P ) was used for the testing (the same sample as in Sec. 4.1.1). Two kinds of ex­
periments wi th nano3DX with the C C D camera were performed. The C T scans were 
performed at two different SDDs (2 m m and 5 mm) wi th three exposure times each (9 s 
corresponding to the signal defined by manufacturer, 12 s and 15 s) (Tab. 4.3a). Shorter 
exposure times were avoided to exclude low signal data. Longer exposure times were not 
tested since they are used only sporadically resulting in long measurement times. A l l meas­
urements were performed wi th bin 2, L P S 0.54 [im and 800 projections. The S D D 2 m m 
corresponds to maximum S D D which is allowed to avoid geometrical unsharpness in this 
case [37]. The second S D D , 5 mm, was longer than this one, relying on the premise that 
advantages of bigger phase contrast outweigh or compensate the loss of resolution. 

To further study limits of the machine's settings, the second set of measurements was 
proposed wi th only projections taken at distances 2 mm, 5 m m and 8 m m and exposure 
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times 6s (lower signal then recommended), 9s, 12s, 15s and 25s (longer exposure time 
would result in saturation of the detector) (Tab. 4.3b). The measurements were performed 
wi th bin 2, L P S 0.54 jam. 

The Paganin phase retrieval was applied wi th 5/(3 ratio 780, the value for polyethyl­
ene [37, 112]. A l l slices had been normalised before image evaluation unless stated oth­
erwise. Appl ied image evaluation parameters are listed in Sec. 3.3. The evaluated areas 
are highlighted in corresponding C T slices and projections in F ig . 4.15. 

S D D [mm] 

Exposure time [s] 
9 12 15 

2 / / / 
5 / / / 
(a) C T scans 

S D D [mm] 

Exposure time [s] 
6 9 15 25 

2 / / / / 
5 / / / / 
8 / / / / 

(b) Projections 

Table 4.3: Experiments designed to optimize P B I with nano3DX. 

(a) (b) 

Figure 4.15: Image evaluation regions of measurements of C F R P , a) C T slice, b) projec­
tion. 

Results 

In the data from C T scans, which were obtained in a relatively small range of S D D 
and exposure times, there is no big visual difference either in original nor in phase retrieved 
slices (Figs. 4.16, F ig . 4.17). In projections data, a higher amount of edge enhancement 
is visibly present at higher SDDs, and the decreasing amount of noise wi th increasing 
exposure time is noticeable (Fig. 4.18 and Figs. A . l , A . 2 in Appendix A ) . This results 
in S N R increasing wi th exposure time (Figs. 4.19a, 4.20a). However, S N R g a i n is higher 
for lower exposure times (Figs. 4.19b, 4.20b), which suggests that with use of phase 
retrieval, it is not necessary to increase exposure time in P B I measurement to get better 
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results. It may be possible to use a little bit lower exposure time than necessary in cases, 
where the radiation damage could be a problem. 

C A B S or CABS, gain does not change significantly within a small range of exposure 
times (Figs. 4.21, 4.22). For higher exposure times like 25s, the contrast significantly 
drops (Fig. 4.22a). It is understandable from the examination of histograms of individual 
projections. Peaks in histograms of non-normalised projections are shifted to the right 
wi th increasing exposure time (Fig. 4.23). From some point, the response of the detector 
to incoming X-rays is no longer linear, and the contrast between the sample and back­
ground decreases. It also means that peaks of a sample and background are closer to each 
other in histograms of normalised projections (Fig. 4.24). 

S N R g a i n is, in general, bigger for lower SDDs (Figs. 4.19b, 4.20b). It is the opposite 
trend than in C T slices (Fig. 4.19a). CABS, gain, on the other hand, is lower for lower SDDs 
(Figs. 4.21b, 4.22b). C A B S does not depend on S D D very much. Nevertheless, with in­
creasing S D D , the data are more blurred due to finite focal spot size, which is usually 
the more important issue. 

Summary 

The results of this study suggest that there is no substantial change in the quality 
of phase retrieved P B I data if a user varies the experimental conditions in a small range, 
which is reasonable for the actual measurement. It is possible to increase the exposure time 
to get data wi th higher S N R , but one has to avoid using non-linear part of the detector's 
sensitivity, and the contrast and S N R gain is not very significant. For nano3DX, this 
means keeping the exposure time as recommended by the manufacturer. It is acceptable 
to increase the maximum allowed S D D restricted by geometrical unsharpness to obtain 
more phase contrast, but only about a small amount (a few millimetres). 
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Sample-detector distance [mm] 

2 5 

Figure 4.16: C T slices of C F R P measured wi th different sample-detector distances and ex­
posure times. 
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Sample-detector distance [mm] 

2 5 

Figure 4.17: Phase retrieved C T slices of C F R P measured wi th different sample-detector 
distances and exposure times. 
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Figure 4.18: Details of projections of C F R P measured wi th different sample-detector 
distances and exposure times. 
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Figure 4.19: a) S N R and b) S N R g a i n of C T slices of C F R P measured wi th different sample-
detector distances and exposure times. 
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Figure 4.20: a) S N R and b) S N R g a i n of projections of C F R P measured wi th different 
sample-detector distances and exposure times. 
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Figure 4.21: a) C A B S and b) C A B S , gain of C T slices of C F R P measured with different 
sample-detector distances and exposure times. 
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Figure 4.22: a) C A B S and b) C A B S , gain of projections of C F R P measured wi th different 
sample-detector distances and exposure times. 
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Figure 4.23: Non-normalised histograms of C T projections of C F R P measured wi th dif­
ferent sample-detector distances and exposure times. 
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Figure 4.24: Normalised histograms of projections of C F R P measured wi th different 
sample-detector distances and exposure times. 
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5. Applications 

In this chapter, selection of C T measurements of various kinds of biomaterials is reported. 
Specifications regarding applied C T methods and/or staining are emphasized. 

5.1. Scaffolds with cells 
In tissue engineering, scaffolds are used for healing of bone or cartilage defects. These 
porous, biodegradable structures are implanted into the damaged region. The surround­
ing tissue wi l l grow through the scaffold, and it transforms into the tissue itself, serving 
as a reinforcement. This procedure is supposed to be less invasive for the patient since 
the number of surgical interventions should be reduced. Imaging of scaffolds by X-ray com­
puted tomography brings 3D information about the success of creating scaffold structures 
and seeding them with cells. It can be used for verification of the scaffold's preparation 
and cell's behaviour within the scaffold, its adhesion and proliferation. 

C T imaging of scaffolds wi th cells, distinguishing of cells from the scaffold and their 
characterization are still the unsolved issues. Many studies have been made in this field, 
both at synchrotrons ([113-120]) and wi th laboratory X-ray sources (Tab. 5.1). Several 
studies of cells in scaffolds imaging with different laboratory C T devices wi th different res­
olutions are presented in Tab. 5.1. There are various cases from both mic roCT and medCT 
categories. Some authors use staining for increased contrast of the cells and/or scaffold. 

Here, two different types of C T studies are presented. Imaging of individual cells 
at very high resolution (Sec. 5.1.1) allows to study in detail the shape and contact area 
of a single cell. Using worse resolution, but a larger field of view (Sec. 5.1.2), one can 
observe 3D morphology of a region containing a lot of cells. It is possible to determine char-
acterictics such as volume fraction, contact area, wall thickness, etc., which subsequently 
helps to understand behavior of the cells and their interaction wi th scaffold. 
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Publ . C T device L V S [pn] Scaffold Cel l Staining 

[121] Scanco micro-CT 40 6 hydroxyapatite mouse cells O s 0 4 

[122] Scanco micro-CT 40 8 polymer murine osteoblast-like cells O s 0 4 

[123] Scanco micro-CT 80 36 silk fibroin mesenchymal stem cells no 
[124] Caliper, Quantum F X 20 collagen mesenchymal stem cells no 
[125] not specified 16 P L D L polymer stomal cells from rat no 
[126] Skyscan 1072 not specified gelatine mesenchymal stem cells no 
[127] Skyscan 1076 36 P G L C polymer human mesenchymal stem no 

cells (hDPSC) 
[128] Bruker Skyscan 1272 2.9 collagen HT1080 barium sulphate 
[129] Nor th Star Imaging, X-view 17 polydimethylsiloxane fibroblasts Os 

X 50-CT ( P D M S ) 
[130] Zeiss Xrad ia M i c r o X C T 400 0.91 poly(lactic acid) non- mesenchymal stem cells no 

woven fiber mesh 
[131] G E Phoenix NanoTom S 3.75 T iA14V human periosteum-derived P T A or Hexabrix 

cells (hPDCS) 
[132] R I G A K U nano3DX 0.54 collagen rabbit mesenchymal stem O s 0 4 

cells 
[133] Zeiss Xrad ia Ultra-810 0.15 electrospun P L G A human fibroblasts no 

Table 5.1: Overview of studies dealing wi th C T imaging of cells and scaffolds (LVS - linear voxel size). 



5.1. S C A F F O L D S W I T H C E L L S 

5.1.1. High resolution: single cell 
This feasibility study shows n C T imaging of an individual cell within a collagen scaffold. 
The measurement was made at the University of Jyvaskyla at Erasmus stay in spring 
2018. Phase retrieval is used to enhance the contrast of cell and its nucleus and scaffold. 

Sample preparation and measurement 

A collagen scaffold seeded wi th mesenchymal stem cells from human lipoaspirate cul­
tivated for six days and stained with tannic acid and uranyl acetate (TaUA) was measured 
wi th Zeiss Xrad i a nanoXCT-100 described in Sec. 3.1. The sample was glued to a needle, 
and the very top of the sample was scanned. The C T machine was set in the absorption 
mode wi th a large field of view ( L F o V ) . The binning 2 was used to reach the linear voxel 
size 130 nm. W i t h 541 projections and exposure time of 10 s the scan lasted about 1.5 h. 
For larger scanning times (several days), the sample was damaged, probably due to a high 
X-ray dose. Paganin phase retrieval algorithm was applied to X-ray projections to enhance 
data quality. 

Results 

The T a U A staining was more selective for the scaffold than for the cell (Fig. 5.1a). 
However, the grey value distribution in the reconstructed data has Gaussian-like shape 
(Fig. 5.2), which makes segmentation of the scaffold and the cell difficult. A s it was 
demonstrated before, application of the phase retrieval algorithm (Fig. 5.1b) led to data 
wi th increased contrast and different grey values distribution in histogram (Fig. 5.2). 
From phase-retrieved data, the cell and scaffold were segmented and visualised in 3D 
space (Fig. 5.3). Moreover, the nucleus of the cell is distinguishable in the C T slice 
(Fig. 5.1b). 

Summary 

This study shows the capability of the laboratory n C T device to image the cell wi thin 
the scaffold. T a U A staining and phase contrast enhancement are used to create a visible 
contrast between both structures. Therefore it was possible to segment them and visualize 
in 3D. Such a procedure can be useful for imaging of soft materials, where structures 
wi th very similar X-ray absorption are to be imaged and analysed. 
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a) b) 

Figure 5.1: C T slice of the scaffold wi th a cell; a) original reconstruction (absorption 
contrast), b) phase retrieved C T slice (phase contrast). 
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Figure 5.2: Histogram of C T slices of the scaffold wi th cell from F ig . 5.1. 
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Figure 5.3: 3D render of the scaffold (grey) and cell (orange). 

5.1.2. Large field of view: statistical evaluation 

This study shows sub-micronCT analysis of scaffolds wi th cells wi th C T device nano3DX. 
In comparison to the previous study, the goal here is to evaluate a bigger region wi th higher 
amount of cells. The complete analysis of this sample was published in [132]. 

Sample preparation and measurement 

Collagen porous scaffold seeded wi th rabbit mesenchymal stem cells (MSC) was stained 
wi th OSO4. The C T measurement was performed wi th the R I G A K U nano3DX device wi th 
a C C D camera wi th the following parameters: C u target, field of view 0.7mm x 0.9 mm, 
binning 2, linear voxel size 0.54 [im, 800 projections, exposure time 10 s. The projections 
were filtered using nonlocal means denoising filter. Movement artefacts were reduced 
wi th a custom-developed movement correction technique based on the phase correlation. 
Paganin phase retrieval was used to enhance the contrast between cells and scaffold. More 
details in [132]. 

Results 

Prior to the C T measurements, the scanning electron microscopy wi th an energy dis­
persive X-ray spectroscopy was used to verify the presence and positions of M S C s . Ele­
mental distribution of osmium showed an increased concentration on the cell's surface. 
Phase retrieval further increased contrast between cells and scaffold in C T data, so it was 
possible to segment the cells based on different grey values. 

The 3D render shows the distribution of cells throughout the scaffold (Fig. 5.4). 
B y visual inspection, it is possible to observe the shape and distribution of cells. Know­
ledge of cell's proliferation is especially useful when samples with different cultivation 
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times are compared. Wa l l thickness analysis gives information about overall the thickness 
of a scaffold (Fig. 5.5). 

150 urn 

Figure 5.4: 3D rendering of a collagen scaffold wi th seeded M S C cells labeled in red colour. 
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5.2. P O R O S I T Y O F O P E N F O A M S T R U C T U R E S 

5.2. Porosity of open foam structures 
Porosity is one of the most significant properties when describing individual samples. 
It is defined as a ratio of air volume and total sample volume. There are many methods for 
the determination of porosity, either in 2D or 3D - Archimedes method, scanning electron 
microscopy, mercury porosimetry, gas pycnometry etc. [134] Among other techniques, X -
ray computed tomography is nondestructive and 3D, but l imited in resolution [135, 136]. 
The best method is individual for each application, and it is often advantageous to use 
more complementary techniques. 

To obtain quantitative information of single, enclosed cavities (enclosed porosity, 
F ig . 5.6a) in C T data is a prevalent task in the industry. Each pore is a separate 
volume surrounded by the material. Information of interest includes a list of pores wi th 
their sizes, volumes and positions, and morphological information about their distribution 
within the bulk of the sample. In tissue engineering, the more common situation is when 
the pores are interconnected within the structure (open porosity, F ig . 5.6b). The structure 
itself is more like a network of thin walls rather than bulk filled wi th material. It is a case 
of many biomaterial applications like foams and scaffolds. In this case, the software first 
has to divide the pore space into single pores. Subsequently, additional information about 
pore space can be obtained such as distribution, quantification and statistics of the areas 
between the pores and the pore network. 

To get quantitative information about open porosity in samples scanned wi th C T , dif­
ferent software offers various approaches. A comparison of different software for open 
porosity analysis of C T data was presented at the C E I T E C P H D retreat II. confer­
ence [137], the poster is included in Appendix B . The analysis of this type of samples 
in V G S t u d i o M A X was published in [138]. Bo th studies were performed on a sample of 
hydroxyapatite foam measured with G E phoenix v|tome|x L240 (Sec. 3.1). 

a) b) 

Figure 5.6: Schematic drawing of a) enclosed and b) open porosity. In enclosed poros­
ity, each pore occurs separately. Open porosity is characterized by interconnected pores 
creating one pore network. 
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5.3. Correlation of C T data with 2D imaging tech­
niques 

A l l imaging methods have their advantages and disadvantages, and all offer examination 
from some point of view. For a complete description of a sample, it is often advantageous 
to combine them via some multi-disciplinary approach. For biological specimens, many 
authors combine C T measurements wi th optical microscopy images of histological sec­
tions [139, 140] or transmission electron microscopy [141]. In material science, and also 
tissue engineering, scanning electron microscopy is used [116]. 

C T can also be combined with other 3D methods. In medicine, C T is combined 
wi th positron emission tomography [142, 143], or wi th magnetic resonance imaging [144, 
145] since those methods are more sensitive to different kinds of tissues and they may 
help wi th artefact removal. Serial sectioning by focused ion beam with elemental or chem­
ical mapping by energy dispersive X-ray spectroscopy or electron backscatter diffraction 
is used to describe C T data qualitatively [94, 146, 147]. Large-scale C T images can be 
supplemented with C T images focused on some region of interest imaged wi th higher 
resolution [148]. 

In studies presented in this section, C T data do not give information about which 
grey values correspond to which element or material inside the sample. The contrast 
is based only on different properties of different parts of a sample in the X-ray region. 
2D optical and electron microscopy are used as a reference for the interpretation of C T 
data. Moreover, in Sec. 5.3.1, a sample holder for easier correlation of S E M and C T data 
is presented. 

5.3.1. n C T , S E M and L M of scaffolds 
The collagen scaffold structure was observed using the n C T device R I G A K U nano3DX 
and the scanning electron microscope (SEM) Tescan M I R A 3 . A s a supplementary method, 
light microscopy ( L M ) was used. Since al l machines have different geometrical arrange­
ments, a sample holder compatible with n C T and S E M was designed. To locate precisely 
the same regions of interest in all methods, a test of markers placed on the sample was 
performed. 

The study was presented by the author of the thesis at X R M 2018 conference and pub­
lished in [149], t i t led "Correlation of X-ray Computed Nanotomography and Scanning 
Electron Microscopy Imaging of Collagen Scaffolds". A copy of the original article is in­
cluded in Appendix B . 
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5.3.2. C T , 3D E D S analysis and L M of limestone 
Although this experiment does not refer to a biomaterial, it is a good example of cor­
relation of C T data wi th other methods. Combination of several methods on limestone 
sample helps wi th identification of materials wi thin the sample. The study was published 
by the author of the thesis in [85], t i t led "Characterization of inner structure of limestone 
by X-ray computed sub-micron tomography". A copy of the original article is included 
in Appendix B . 

Abstract 

"Limestones are fundamental industrial and building materials. Sparry calcite as a prin­
cipal petrographic component of limestones can contain fluid inclusions. A certain amount 
of fluid inclusions directly influences decrepitation which plays an important role in de-
carbonisation processes. 

In this paper, a limestone wi th a high content of fluid inclusions and carbon was 
investigated. Presence of chlorine and alcalic elements was confirmed with microther-
mometry, mineralogical and chemical analyses. X-ray computed tomography wi th sub-
micron resolution (CT) was applied to obtain a 3D distribution of cavities. C T data 
were correlated wi th some light microscopy images and also with the same sample's tomo­
graphy data which were gathered using the 3D X-ray energy dispersive spectroscopy (3D 
E D S ) by a scanning electron microscope equipped wi th a focused ion beam ( F I B - S E M ) . 
The latter further determined dolomites and metals in the C T data of limestone." [85] 
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Conclusion 

The topic of the thesis reflects the current need of scientists to have a 3D, nondestructive, 
high-resolution imaging method of investigation of soft samples to complement estab­
lished 2D microscopy techniques. Al though the C T was originally developed for clinical 
purpose, the straightforward application on smaller samples and wi th higher resolution 
does not reflect the small X- ray absorption of soft tissues and their inclination to move­
ment. Therefore in many cases, special measurement protocols and methods or specific 
post-processing procedures have to be adapted to be able to fully exploit all advantages 
of X-ray computed tomography. 

One of the challenges is that biomaterials often do not have enough contrast in X -
ray region to be measured wi th sufficient quality by common absorption C T . In such 
cases, staining of samples or phase contrast imaging methods have to be used. The latter 
is the method widely studied and exploited in the thesis. Propagation-based method 
of phase contrast imaging wi th laboratory X-ray sources was studied on specific C T 
devices. A theoretical description of the machines helps to understand its capabilities 
of P B I and estimate its limitations. Several sets of experiments were performed to test 
various theoretical statements regarding phase contrast theory and geometrical arrange­
ment. Appl icat ion of phase retrieval on C T data was shown as a useful tool for enhancing 
data quality. A graphical user interface for implementing and testing of phase retrieval 
algorithms was designed. 

To establish the C T technique as a standard examination tool, it has to be put wi thin 
the framework of methods already commonly used in practice and the advantages have 
to be demonstrated on specific examples. Examples of image processing of C T data from 
various machines were shown, including morphology characteristics, volumetric analysis, 
and porosity analysis. Supporting 2D examination methods may be used as a qualitative 
methods to determine the sample's composition, whereas C T observes the whole sample 
quantitatively. To demonstrate that such a correlation is possible and advantageous, two 
case-studies presented a combination of C T , light microscopy, scanning electron micro­
scopy and 3D energy dispersive X-ray spectroscopy. A sample holder which fits both into 
C T and S E M machines was designed to help with a mutual correlation of data. 

The particular contribution of this work is the extension of expertise in phase con­
trast imaging within the Laboratory of X-ray micro and nano computed tomography at 
C E I T E C B U T . Implementation of this method on specific topics from material research 
extends the possibilities of characterisation of materials, primarily in the field of soft ma­
terials. In general, this thesis contributes to the establishment of an X-ray computed 
tomography technique as a common tool for 3D imaging and analysis of biomaterials. 
The most important results presented in this work are published by the author in im­
pacted journals [37, 85, 149] and international conferences [137, 150] so the scientific 
community can benefit from the findings. 
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List of symbols and shortcuts 

a typical dimension 

B A C Bronnikov aided correction 

B U T Brno University of Technology 

C A B S absorption contrast 

C A B S , gain absorption contrast gain 

C P H C phase contrast 

C C D charge-coupled device 

C E I T E C Central European Institute of Technology 

C F R P carbon fibre reinforced polymer 

C T X-ray computed tomography 

C T F contrast transfer function 

E energy 

E D S X-ray energy dispersive spectroscopy 

/ atomic form factor, or general function 

hi hi f°i f components of atomic form factor 

J~{f{%)} Fourier transform of a function f(x) 

T~x {f{x)} inverse Fourier transform of a function f(x) 

F(u, v) Fourier transform of the function representing the object 

f(x,y) function representing the object 

/ R O D Rodbard function 

J~{f{%)} Fourier transform of function f(x) 

F I B focused ion beam 

F O V field of view 



L I S T O F S Y M B O L S A N D S H O R T C U T S 

n reduced Planck constant 

HRes high resolution 

I intensity of radiaion after passing though the sample 

h intensity of radiation= [ W - m - 2 ] 

IF intensity of radiation in Fourier space 

h intensity of radiation at z position 

/ B C G intensity of background 

/ M A T intensity of material 

IMAX maximum intensity 

/ M I N minimal intensity 

ho% 20 % of intensity difference between / M A T and / B C G 

ho% 80 % of intensity difference between / M A T and / B C G 

Jo spectral density of intensity 

wave number, wave vector 

L\at lateral coherence length 

/shear shearing coherence length 

L F o V large field of view 

L M light microscopy 

L P S linear pixel size 

L V S linear voxel size 

M magnification 

ma absorbance 

M B A Modified Bronnikov algorithm 

microCT X-ray computed microtomography 

medCT medical X-ray computed tomography 

n index of refraction 

N number, number density 

NF Fresnel number 

n C T X-ray computed nanotomography 
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pixel size, or projection of an object on a detector 

Fourier transform of a projection 

Paganin algorithm 

propagation-based imaging 

polyethylene rod wi th double-sided tape 

phase contrast imaging 

scattering vector 

classical radius of electron (r 0 = 2.8 fm) 

edge resolution 

focal spot size, or source intensity distribution 

scientific complementary metal-oxide-semiconductor 

scanning electron microscopy 

sample-detector distance 

signal to noise ratio 

signal to noise ratio gain 

source-sample distance 

standard deviation of fitting of Rodbard function 

X-ray computed sub-micron tomography 

thickness of an object 

transmission function 

transport of intensity equation 

reciprocal coordinates in plane perpendicular to the optical axis 

unsharpness 

spatial coordinates in plane perpendicular to the optical axis 

horizontal axis value of Í2o% 

horizontal axis value of Igo% 

source-detector distance 

source-sample distance 

spatial coordinate along the optical axis 



L I S T O F S Y M B O L S A N D S H O R T C U T S 

Z atomic number 

zeff effective propagation distance 

zu distance of the first phase C T F maximum 

a regularization parameter in M B A and B A C algorithms 

(3 imaginary part of index of refraction 

7 regularization parameter in B A C algorithhm 

5 real part of index of refraction (index refraction decrement), or ^-distribution 

( filter applied on projections 

0 angle from x-axis in x, y plane, angle from w-axis in u, v plane 

$ scattering angle 

A wavelength 

H linear attenuation coefficient 

i(x m a s s mass attenuation coefficient 

u C T X-ray computed microtomography 

Q density, or distance from the origin of the coordinate system in plane x, y 
(spatial domain) 

ge number density of electrons per unit volume 

a attenuation cross-section 

if phase 

I ^ M B A phase calculated by M B A algorithm 

$ line, curve 

£ argument of contrast transfer function 

ip(x,y) wave function 

u angular frequency 

Q distance from the origin of the coordinate system in plane u, v (frequency 
domain) 
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A . Supplementary data 

This section contains supplementary data to Sec. 4.3. 
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Figure A . l : Projections of C F R P measured wi th different sample-detector distances and 
exposure times. 
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Characterization of a laboratory-based X-ray 
computed nanotomography system for 

propagation-based method of phase contrast imaging 
Dominika Kalasová, Tomáš Zikmund, Ladislav Pína, Yoshihiro Takeda, Martin Horváth, Kazuhiko Omote, 

and Jozef Kaiser 

Abstract—Phase contrast imaging (PCI) is used to extend X-
ray computed nanotomography (nCT) technique for analyzing 
samples with a low X-ray contrast, such as polymeric structures 
or soft tissues. Although this technique is used in many variations 
at synchrotrons, along with the development of X-ray tubes and 
X-ray detectors, a phase contrast imaging becomes available also 
for laboratory systems. 

This work is focused on determining the conditions for 
propagation-based PCI in laboratory nCT systems based on three 
criteria. It is mostly employed in near-field imaging regime, which 
is quantified via Fresnel number. X-rays must reach certain 
degree of coherence to form edge-enhancement. Finally, setup 
of every CT measurement has to avoid geometrical unsharpness 
due to the finite focal spot size. These conditions are evaluated 
and discussed in terms of different properties and settings of CT 
machine. Propagation-based PCI is tested on a sample of carbon 
fibres reinforced polyethylene and the implementation of Paganin 
phase retrieval algorithm on the CT data is shown. 

Index Terms—X-ray computed nanotomography, laboratory-
based X-ray computed nanotomography, phase contrast imaging, 
propagation based imaging, characterization of CT system. 

I. I NTRODUCTION 

X -RAY computed nanotomography (nCT) is a nondestruc­
tive, 3D imaging method used for analyses of inner 

structure of materials. This term is used for devices that 
reach spatial resolution below ljxm [1], [2]. Unlike X-ray 
computed microtomography, these devices often have highly 
precise mechanical parts, advanced X-ray detectors with addi­
tional optical units after scintillator and chips based on CCD 
(Charge-Coupled Device) or sCMOS (Scientific Complemen­
tary Metal-Oxide-Semiconductor) technology. Consequently, 
they are able to process special examination protocols while 
maintaining a high resolution [3]. 
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Phase contrast X-ray computed tomography imaging meth­
ods (PCI) make possible the imaging of samples with a low 
X-ray contrast, such as e.g. polymers, biological soft tissues 
or scaffolds [4]. PCI is utilized in various fields in biology and 
medicine for imaging of small animals and soft tissues [5]-
[8] and in material science as well, for example in imaging of 
material discontinuities in polymer composites composed of 
light materials with similar attenuation coefficient [ 9 ] - [ l l ] . 

The phase of an X-ray beam transmitted through material 
is shifted due to its interaction with the electron shells of 
atoms [12]. There are several ways of recording this phase 
shift and obtaining phase contrast. X-ray interferometry tech­
nique is based on the interference of a reference beam with 
a beam transmitted through the sample [13], [14]. Analyser-
based methods involve the reflection on Bragg crystals, which 
filter different X-rays based on their angle [15], [16]. Talbot-
Lau grating interferometry uses the self-imaging property of 
gratings to make the phase changes visible [17]—[19]. Phase 
contrast can be also achieved by using X-ray optics in X-ray 
microscopes [20]-[22]. 

When X-rays diffracted on inner structures of material 
propagate through a certain distance, their wavefronts interfere 
and form an inline phase contrast [23]. I f a tomographic setup 
is modified just by increasing the distance between the sample 
and the detector, this phase contrast becomes visible in form 
of edge enhancement [24]. This approach is called propagation 
based imaging (PBI). For large sample-detector distances, 
multiple interference fringes appear, which shifts the imag­
ing towards the holographic regime. The imaging regime is 
described via Fresnel number, as is discussed in the section 
2.1. 

In PBI, phase changes caused by radiation passing through 
the object are transformed to variations of measured intensity. 
The task of retrieving information about the phase change 
is solved by phase retrieval algorithms [25]-[27]. In [28], 
phase retrieval approaches taking into account polychromacity 
of laboratory-based X-ray source are shown. Nevertheless, 
also techniques developed for monochromatic radiation would 
still be appropriate if an average X-ray energy or the main 
characteristic peak was considered [28], [29]. From an image 
processing point of view, the application of phase retrieval 
algorithm is necessary to obtain data with less noise and multi­
modal histogram, which would be easier to segment [24], [30]. 

PBI requires a high degree of coherence of X-ray beam, 
therefore the method is used a lot with the synchrotron radia-
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tion [31], but also with laboratory polychromatic sources [32]. 
Development of materials, precise mechanics, and electron 
focusing systems in laboratory X-ray sources made the 
propagation-based imaging available on many CT devices. 
Examples of edge enhancement via PBI with a laboratory, 
polychromatic X-ray source have been reported on various 
examples of fibres in the polymer matrix [33]—[35], mouse 
lungs [36], liver tissue [37] or cochlea [38] or leaves and 
insects [39]. 

Tomographic setup in laboratory-based PBI requires certain 
conditions to be fulfilled [40]-[43]. Tomographic PBI is usu­
ally done in a near-field regime to avoid formation of multiple 
fringes in larger sample-detector distances (SDD), where 
the direct morphology information is lost (this is referred to 
as a holographic or far field regime). This condition on SDD 
is quantified via Fresnel number [36], [44]. To observe edge-
enhancement on structures of certain dimensions, an X-ray 
beam must reach a sufficient degree of coherence. The co­
herence requirements on the X-ray beam can be evaluated by 
the ratio of shearing and lateral coherence length [23] (these 
terms are explained in section IIB). Laboratory-based X-ray 
tubes produce an X-ray cone-beam with a finite focal spot 
size. When a proper geometrical arrangement of components 
is not set, the unsharpness from the finite focal spot size causes 
blurring of edges of the sample [45]. 

Laboratory-based X-ray computed tomography (CT) de­
vices without additional X-ray optics mostly employ geomet­
rical magnification by cone-beam shape of X-rays: the sample 
is placed close to the X-ray tube and projected to the large-area 
detector placed at a longer distance (Fig. la) [46]. The small 
voxel size is restricted by focal spot size, therefore for small 
voxel sizes, small focal spot sizes are necessary. In another 
approach, so-called inverse geometry [47]-[49], the sample is 
not placed directly in front of the X-ray tube but the source-
sample distance is fixed at a relatively large distance compared 
to the sample size. The detector is placed close to the sample, 
so only a small part of the cone-beam at the sample position 
is used, therefore it is considered semi-parallel (Fig. lb). 
The image is magnified by an optical system after scintillator. 
The small voxel size is achieved by small pixels at the detector, 
therefore, in this case, a high power source with a large focal 
spot size is acceptable. 

In this work, PBI with a laboratory-based nCT system is 
studied. Theoretical conditions for PBI are stated. Based on 
these theoretical assumptions, limits of the nCT machine for 
PBI are discussed and tested on several measurements of car­
bon fibres reinforced polyethylene (CFRP) sample. Moreover, 
application of phase retrieval algorithm is shown as a suitable 
post-processing method for data acquired by PBI. 

I I . T H E O R Y 

X-ray wavefronts passing through the sample are distorted 
on samples structures proportionally to the phase shift imposed 
by the sample. After propagating through a given distance, 
they interfere to form Fresnel diffraction fringes [32], [34], 
In the image, this is visible in form of edge enhancement. 
The interference is influenced by the sample to detector dis­
tance (e.g. imaging regime) and the degree of X-ray coherence. 

a) 

b) 

F i g . 1. Different approaches in n C T systems: a) geometrical magnification 
is reached by use of cone-beam X-ray, b) long source-sample distance is 
used to achieve semi-parallel X-ray beam at sample position and the image 
is magnified by optical system after scintillator. 

These factors, together with limitations following from finite 
focal spot size, are discussed in this section. 

A. Imaging in near-field regime 

For propagation-based phase-contrast imaging in paraxial 
approximation, the imaging regime is characterized by Fresnel 
number Np 

where a is the size of a feature of interest, A is the wave­
length, and zeS = SSD x SDD/(SSD + SDD), where 
SSD is the source-sample distance and SDD is the sample-
detector distance (Fig. 2), is the effective propagation distance. 
The edge enhancement for the given feature size is pronounced 
when Np ~ 1 [36], [44], and from the obtained images, it 
is possible to directly extract the morphological information 
about the sample. For Np *C 1, not only edge enhancement 
but also multiple fringes appear, and the real structure is no 
longer recognizable. This is a so-called holographic, or for 
very low Np far-field, regime. 

To have the structures of the sample directly recognizable, 
the holographic regime, e.g. large sample-detector distances, 
should be avoided. In such case, in order to stay in the near-
field regime, Np > 1 should be fulfilled for every structure 
visible in the image. At the same time, the Fresnel number 
should not be too large (Np 3> 1) since for small SDDs, 
the propagation effects are negligible and the results are only 
absorption images. 

B. Degree of X-ray coherence 

The superposition of wavefronts for the formation of edge 
enhancement occurs only if waves are coherent. In case of 
X-rays emitted from the finite focal spot size, the spatial co­
herence is given by lateral coherence length L\at = Ax SSD/s, 
where s is the focal spot size. Phase contrast is formed between 
interfering waves from positions separated by a shearing length 
^shear = A x SDD/{Ma), where M = (SSD + SDD)/SSD 
stands for magnification. The wave has to have sufficiently 
high degree of coherence over this length to make phase 
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contrast visible. Visibility of phase contrast is therefore cha­
racterized by ratio L s h e a r / L l a t [23], [29]. 

The X-ray beam is almost fully coherent if the ratio 
^shear/^iat *C 1. In practice, the phase contrast fringes occur 
also when the X-rays are partially coherent and their visibility 
is improved with an increasing degree of coherence. The 
criterion for partial coherence can be therefore stated as 

^shear = S X SDD 
Liat a(SSD + SDD) ' 1 ' 

C. Geometrical unsharpness due to focal spot size 

In X-ray tubes, X-rays are always emitted from a finite 
area called focal spot. The resolution is restricted by the focal 
spot size because at a given sample-detector distance, the X-
rays from the whole area of the focal spot start to form an 
unsharpened spot of size U on the detector larger than pixel 
size p (Fig. 2). To avoid this unsharpness, the condition U < p 
must be fulfilled. From the geometry of the system, this means 

SSD SDD 

F i g . 2. Formation of geometrical unsharpness U at the detector wi th linear 
pixel size p due to finite focal spot size s. S S D stands for source-sample 
distance, S D D stands for sample-detector distance. 

B. CT measurement 

A light-element composite made of polyethylene matrix 
reinforced with 15 %-20 % of carbon fibres (CFRP) was 
chosen to demonstrate PBI. 

To show the varying amount of edge enhancement, the sam­
ple was measured at four different SDDs (Tab. I). For larger 
distances, bigger pixel sizes were used to avoid geometrical 
unsharpness. In this way, images for larger SDD are less 
sharp, but allow to decrease the exposure time and storage 
place. For each pixel size, 80% (determined to reflect pos­
sible variations of real instrument conditions) of the max­
imum allowed SDD calculated by Eq. 3 was used. Other 
acquisition parameters (number of projections, exposure time) 
were adapted according to specified CT machine rules to 
achieve optimum transmission and to avoid low signal and 
undersampling. A measurement with linear pixel size (LPS) 
0.54 [im was also performed at 400% of maximum allowed 
SDD in order to show the geometrical unsharpness effect. For 
comparison of different X-ray wavelengths, therefore different 
degrees of coherence, the sample was also measured with 
Mo target under same conditions as with Cu target for SDD 
1.5 mm. Projections were reconstructed using VGStudio MAX 
3.1 reconstruction module. 

T A B L E I 

S U M M A R Y O F E X P E R I M E N T A L C O N D I T I O N S O F C F R P M E A S U R E M E N T F O R 

A D E M O N S T R A T I O N O F P B I E F F E C T A N D V E R I F I C A T I O N O F G E O M E T R I C A L 

U N S H A R P N E S S R U L E D E S C R I B E D B Y E Q . 3. S D D S T A N D S F O R 

S A M P L E - D E T E C T O R D I S T A N C E , L P S S T A N D S F O R L I N E A R P I X E L S I Z E . 

Target 

material 
S D D [mm] B i n L P S [jim] Projections 

Exposure 

time [s] 

C u 0.8 1 0 .27 1600 25 

C u 1.5 2 0.54 800 9 

C u 3.1 4 1.08 600 2 

C u 6.2 8 2.16 400 0.5 

C u 7.7 2 0.54 800 9 

M o 1.5 2 0.54 800 9 

I I I . M A T E R I A L S A N D M E T H O D S 

A. CT equipment 

PBI was studied on a laboratory-based nCT system 
RIGAKU Nano3DX (Japan). The machine employs a geo­
metrical arrangement based on a long SSD (Fig. lb): the SSD 
is fixed at 260 mm, the SDD can be varied between 0 mm 
and 50 mm. In this study, two materials of rotating anode 
were used: Cu and Mo, working at acceleration voltage 40 kV 
and 50 kV, respectively, with the focal spot size 73 [im and 
150 [im, respectively, measured according to EN 12543-5 
norm. For further calculations, such as an X-ray wavelength, 
the corresponding Cu Ka line 8keV or Mo Ka line 17keV 
were taken. The machine is equipped with an XSight Micron 
X-ray CCD camera with dimensions of 3300 pxx 2500 px and 
0.27 [xm pixel size. To achieve a larger pixel size, a binning 
parameter b of value 1, 2, 3, 4, or 8 can be used (signal from 
(b x b) px 2 is summed, thus the effective pixel size is larger). 

C. Data processing 

The Paganin phase retrieval algorithm [50] implemented in 
the ANKAphase software [51] was used on the data measured 
with Cu target at the SDD 1.5 mm. The 5/(3 ratio of values in 
the index of refraction n (n = 1 — 6 + i/3) was chosen as 780 
for polyethylene [52]. 

The edge enhancement was evaluated on an averaged line 
profile (pixels in 8\j.m area above and below the line were 
averaged to reduce noise). It was specifically evaluated on 
the edge of air and polymer matrix by calculating absorption 
contrast value CABS and phase contrast value C P H c according 
to [33]: 

CABS 

CpHC 

Ibc 

(Imat + -^bcg)/2 

(In hcg) 
(•̂ max H~ -̂ min) 

Copyright (c) 2019 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org. 

http://dx.doi.org/l0.ll09/TIM.20l9.2910338
mailto:pubs-permissions@ieee.org


This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. 
The final version of record is available at http://dx.doi.org/l0.ll09/TIM.20l9.2910338 

4 

where 7 m a t , I h c g , 7 m a x , 7 m i n are mean gray values of mate­
rial and background and maximum and minimum gray values 
in the line profile, respectively. 

IV. R E S U L T S A N D D I S C U S S I O N 

A. Theoretical evaluation of conditions for PBI 

When performing tomographic experiments in laboratory 
conditions, change of values of s, \,p usually requires altering 
a hardware setup, whereas positions of the source, the sample 
and the detector can be adjusted more easily. In the case of 
Nano3DX, it is possible to change the target material. SSD is 
fixed and only the SDD value can be changed. Therefore, in 
following paragraphs, the results of calculations are given for 
different SDDs and target materials. 

For identification of the imaging regime, the graph plotting 
NF dependence on a feature of interest of size a (Fig. 3) 
gives information about the approximate size of the structure 
at which edge effect is pronounced at a given sample-detector 
distance. 

By substituting Eq. 1 into Np > 1 and modifying the equa­
tion, we obtain SDD (a 2 - A SSD) > — a 2 SSD. From here, 
for a > (A SSD) 1 / 2 , the condition is always fulfilled since 
the right side of the equation is negative. Value of (A SSD) 1 / 2 

is 6 [im for Cu and 4 [im for Mo target. The smallest features 
that can be distinguished must have a minimum size of two 
pixels, which is 0.54 [im for the smallest pixel size, or larger. 
Therefore, the imaging can be considered almost always in 
the near-field regime, except the very small details measured 
with the highest possible resolution. For large structures, where 
./Vp 3> 1, the effect of X-ray propagation becomes insignificant 
and the resulting images reflect only the absorption of the 
sample. 

The ratio £shear/£iat determining the coherence degree of 
X-ray is plotted in Fig. 4. The coherence requirements have 
a high restriction on PBI since Eq. 2 is strictly fulfilled only 
for structures larger than about 5 [im for Cu and 10 [im for 
Mo target, depending on SDD. For rather small structures, the 
degree of coherency is decreased and phase effects will be less 
pronounced. 

The maximum values of SDD to avoid the unsharpness 
according to Eq. 3 are shown in Tab. I I for different linear 
pixel sizes (LPS). For example, in case of measuring with LPS 
0.27 [im, SDD should not exceed 1.0 mm for Cu and 0.4 mm 
for Mo. This condition must be verified before the beginning 
of every measurement. To improve contrast between materials, 
it is possible to increase the SDD to get a more pronounced 
phase contrast effect even at the cost of the reduced resolution. 

Using Eq. 1-3, it is always possible to determine the highest 
possible SDD and estimate, which structure sizes will have 
edge enhancement fringes visible. 

B. Imaging of CFRP samples 

In general, tomographic slices of CFRP (Fig. 7) show 
a strong edge enhancement at borders between the sample and 
the air. It might also be observed at carbon fibres to a much 
lesser extent. When the SDD increases, the edge enhancement 

TABLE II 
C A L C U L A T I O N O F M A X I M U M S A M P L E - D E T E C T O R D I S T A N C E S (SDDs, 

I N M M ) W H I C H A R E A L L O W E D T O A V O I D G E O M E T R I C A L U N S H A R P N E S S 

F O R D I F F E R E N T L I N E A R P I X E L S I Z E S (LPSs) A C C O R D I N G T O EQ. 3. 

Target \ LPS [urn] 0.27 0.54 1.08 2.16 
C u 1.0 1.9 3.8 7.7 
M o 0.4 0.9 1.8 3.6 

becomes stronger and phase contrast increases, while absorp­
tion contrast does not change so rapidly (Fig. 9). Since an 
increase of SDD is possible only with an increase of the pixel 
size to fulfil the condition on geometrical unsharpness given 
by Eq. 3, the resolution becomes lower and some small details 
of the sample are no longer visible. Therefore, the calculated 
increase of phase contrast is slightly underestimated. 

For all SDDs, the imaging is in near-field regime according 
to Fig. 3. The fibres have 6-8 [im in diameter. The lateral 
dimension of the whole sample is about 600 jim and the size of 
air voids in the sample is in range of 50-200 ^im. For all these 
intervals NF > 1, so none of those features is in a holographic 
regime. 

When SDD is set too big and therefore it does not fulfil 
the condition of geometrical unsharpness (Eq. 3), the image 
is blurred. For example, CFRP measured with LPS 0.54 [im at 
400 % of the maximum allowed SDD (Fig. 8b) is more blurred 
than the same sample at 80 % of the maximum SDD (Fig. 8a). 
This confirms that the geometrical unsharpness must be taken 
into account whenever a laboratory cone-beam X-ray source 
is used. 

Measurement of CFRP with a different target material, and 
therefore the characteristic wavelength, was made with Mo 
target (Fig. 5). In the applied setup, Mo target has a larger 
spot size than Cu target, therefore the maximum allowed 
distances due to geometrical unsharpness are, in general, 
lower. Although in this case, the SDD exceeds this distance, 
it was used for the experiment to have the comparison with 
Cu target under the same conditions (Fig. 7b). 

The histograms of both data have a similar shape (Figs. 10 
and 11) exhibiting only one peak. The contrast between 
structures with similar density (PE matrix and C fibres) is 
worse for Mo target. Naturally, this is an expected result since 
higher energy was used resulting in lower contrast for such 
light materials. Edge enhancement at matrix/air interface is 
still present, but to a lesser extent (edge profiles at Fig. 10 
compared to Fig. 11). This is evident also from values of 
calculated phase contrast: CPHC = 0.152 for Cu target and 
CPHC = 0.071 for Mo target. It can be explained by the lower 
degree of partial coherence of X-rays emitted from Mo target 
than from Cu target. 

By an application of the phase retrieval on tomographic 
data (Fig. 6), the edge enhancement was reduced compared to 
the original data (Fig. 7b) as it is shown on the edge profile 
(Fig. 11). The absorption contrast increased (CABS = 0.004 
for original data, CABS = 0.366 with phase retrieval) and 
the phase contrast decreased (CPHC = 0.152 for original data, 
CPHC = 0.139 with phase retrieval), which is very convenient 
for material segmentation. 
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F i g . 3. Analys is of conditions for near-field imaging for different sample-detector distances ( S D D ) according to the E q . 1. The imaging is not in near-field 
regime for TVp <C 1. 

1.0 

0.8 

^ 0.6 

to 
CD 
•5 0.4 

—J 

0.2 

0.0 

L IL dependency on structural component of size a 
Cu target 

—SDD = 1 mm 
- - - S D D = 5 mm 

SDD = 10 mm 
-SDD = 20 mm 

20 40 60 
a [um] 

80 100 

Mo target 

—SDD = 1 mm 
SDD = 5 mm 
SDD = 10 mm 

-SDD = 20 mm 

40 60 
a [um] 

80 100 

F i g . 4. Analys is o f coherence requirements and for different sample-detector distances ( S D D s ) according to the E q . 2. The degree of X - r a y coherence is 
high enough to observe phase effects at structures of given size a for L shear/£lat < 1. 

F i g . 5. Tomographic slice of C F R P sample measured wi th linear pixel size 
( L P S 0.54 urn) at source-detector distance 1.5 m m wi th M o target. 

The histogram (Fig. 11) contains several peaks correspond­
ing to different structures and allowing the segmentation 
of different parts (air, matrix and carbon fibres). Without 
the phase retrieval, the histogram of data has only one peak 
which makes segmentation very challenging. This is the reason 

F i g . 6. Tomographic slice of the C F R P sample. Phase retrieval is applied on 
the data measured wi th C u target at the S D D 1.5 m m (reconstruction without 
phase retrieval is in F i g . 7b). 

why it is sometimes useful to apply the algorithm also on 
data without any strong visible edge enhancement, a further 
analysis is easier on these data from the image processing 
point of view. 
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F i g . 7. Tomographic slice of C F R P sample measured at different sample-detector distances ( S D D ) wi th different linear pixel sizes ( L P S ) according to Tab. I: 
a) S D D 0 . 8 m m , L P S 0 .27 ^ m , b) S D D 1 .5mm, L P S 0.54(jtm, c) S D D 3 . 1 m m , L P S 1.08(jtm, d) S D D 6 . 2 m m , L P S 2 . 1 6 [ i m . The line was used for 
generation o f edge profiles in F i g . 9. 

F i g . 8. Tomographic slice of C F R P sample measured wi th linear pixel size ( L P S 0 . 5 4 ^ m ) at source-detector distances ( S D D ) a) 1 .5mm, b) 7 . 7 m m . For 
this L P S , S D D 7.7 m m does not fulfil E q . 3 and in contrast wi th S D D 1.5 mm, the structures are blurred. 
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F i g . 9. Averaged line profiles normalized by mean value over air-polymer edge marked in F i g . 7 and absorption ( C A B S ) a r , d phase contrast ( C P H C ) f ° r 

different sample-detector distances ( S D D ) . 
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F i g . 10. Image evaluation of a tomographic slice o f the C F R P sample from F i g . 5: averaged edge profile and histogram. 

F i g . 11. Image evaluation o f tomographic slices of the C F R P sample from F i g . 7b and F i g . 6. Averaged edge profile and histogram are used to show 
the influence of phase retrieval on C T data. 
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V. C O N C L U S I O N 

Phase contrast imaging extends possibilities of X-ray com­
puted nanotomography to imaging of materials consisting of 
light elements with low X-ray absorption, such as biological or 
polymeric samples. The propagation-based imaging is a very 
popular method of PCI because it does not demand any extra 
hardware setup and it is easily available on laboratory-based 
CT systems. 

In this paper, a method for evaluation of the capability of 
a laboratory-based CT system of PBI is summarized. It is 
based on a combination of three criteria - an imaging regime, 
a degree of coherency and geometrical unsharpness. By using 
these principles, it is possible to determine specific settings of 
the CT system where PBI regime is available. 

The method is demonstrated on measurements of carbon 
fibre reinforced polymer by the nCT system. A capability 
of the system for PBI was tested at various critical settings. 
The quality of results is evaluated based on edge enhancement 
analysis. A phase retrieval was applied to the measured data 
to emphasize the advantages of the propagation-based imaging 
for image quality improvement. 

This evaluation method proved capable of estimating the 
suitability of a CT device for PBI using knowledge of machine 
parameters. It is a useful tool for researchers developing X-ray 
phase contrast imaging techniques with a laboratory-based CT 
system. 
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Many tissue engineering approaches involve an application of 3D scaffolds. Numerous scaffolds produced 
from a variety of biomaterials (collagen, chitosan, elastin, etc.) are used in many fields to regenerate 
different tissues and organs such as bones [1] and for cartilage and cardiovascular repair [2]. As an 
example, the collagen is a popular extracellular matrix of molecules of connective tissues because of its 
abundance, biodegradability, and biocompatibility [3]. The morphology of porous scaffolds is usually 
observed using scanning electron microscopy (SEM). X-ray computed nanotomography (nCT) imaging 
is a technique enabling a 3D investigation of scaffold's structure and thus a quantification of cell's and 
scaffold's characteristics such as their size, 3D distribution, porosity, thickness etc. [4, 5], 

In the present study, the collagen scaffold structure was observed using a nCT RIGAKU Nano3DX and 
a SEM Tescan MIRA3. These two machines have completely different geometrical arrangements. To be 
able to locate the same region of interest of the sample in both nCT and SEM measurements, a sample 
holder compatible with nCT and SEM had to be manufactured. Consequently, the sample didn't have to 
be removed from the holder during measurements on either machine. The sample holder was designed as 
a rounded bar split in two parts (Fig. 1). The upper part (12 mm height) allows fastening the sample to the 
MIRA3, whereas the entire sample holder allows fastening the sample to the Nano3DX (Fig. 2). For an 
easy dismantling, the upper part is connected by M2 set screw and can be demounted easily by bare hands. 
Both parts of the holder are made of stainless steel grade 1.4305 (AISI 303). This grade was chosen for 
its good temperature stability and excellent machinability. 

To locate precisely the same regions of interest, e.g. cells on scaffold, it is advantageous that the marker 
is placed on a sample and easily recognizable in both measurement methods. A test of several markers 
was performed to select the best one for both nCT and SEM. Tested materials were red and silver nail 
polish, carbon tape, carbon tape with pieces of aluminium foil, and handle tape. A l l of these were applied 
to the collagen scaffold and imaged with a light microscope (LM), SEM and nCT (Fig. 3). nCT data were 
processed in VGSTUDIO M A X 3.1 software and the markers were segmented and rendered in 3D (Fig. 3 
bottom left). For the comparison of 3D nCT and 2D L M and SEM, the surface of the sample was rendered 
in the nCT data to obtain a similar view as in the SEM and L M . 

A l l markers containing metals (aluminium foil, handle tape) caused noticeable metal artefacts, which 
strongly decreased quality of nCT data (Fig. 3, nCT slice 2). Carbon tape does not have such a contrast at 
SEM as nail polish. Eventually, silver nail polish was chosen as the best marker, because of its easy 
detection and no artefacts in both nCT and SEM. 

The proper matching of SEM and nCT data by the use of a sample holder and a suitable marker allows to 
confirm the position of the cells within the scaffold. In this way of material's determination in nCT data, 
it will be possible to study cell's distribution within scaffold and determine its characteristics such as 
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volume, 3D distribution or amount of proliferation [6], 
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3 mm diameter 

Figure. 1. SEM-nCT 
holder for samples. The 
upper (yellow) part can 
be unscrewed and 
inserted into microscope. 

10 mm 

Figure. 2. SEM-nCT 
holder for samples in 
nCT and S E M . 

Figure. 3. Test of makers for correlation of light microscopy (LM) , 
scanning electron microscopy (SEM) and X-ray computed 
nanotomography (nCT). Selected markers are applied on the collagen 
scaffold: a) red nail polish, b) carbon tape + c) piece of aluminum film, 
d) silver nail polish, e) handle tape, f) carbon tape. A l l images have the 
same scale. 
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H I G H L I G H T S 

.X-ray computed tomography (CT) is used to visualize limestone inner structure. 
• Limestone containing coarser cement of calcite with fluid inclusions is studied. 
• Characterization of material is performed by classical petrographic methods. 
• 3D distribution of fluid inclusions and air voids in volume is shown by CT. 
• CT data are correlated with light microscopy and 3D EDS analysis using FIB-SEM. 
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Limestones are fundamental industrial and building materials. Sparry calcite as a principal petrographic 
component of limestones can contain fluid inclusions. A certain amount of fluid inclusions directly influ­
ences decrepitation which plays an important role in decarbonisation processes. 

In this paper, a limestone with a high content of fluid inclusions and carbon was investigated. Presence 
of chlorine and alcalic elements was confirmed with microthermometry, mineralogical and chemical 
analyses. X-ray computed tomography with sub-micron resolution (CT) was applied to obtain a 3D dis­
tribution of cavities. CT data were correlated with some light microscopy images and also with the same 
sample's tomography data which were gathered using the 3D X-ray energy dispersive spectroscopy (3D 
EDS) by a scanning electron microscope equipped with a focused ion beam (FIB-SEM). The latter further 
determined dolomites and metals in the CT data of limestone. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Limestone is a very impor tan t indust r ia l rock and a raw mate­
r ial . It is used for the produc t ion of l ime and cement and also 
serves as a desu lphur iza t ion of f lue gases of large energy sources. 
I t is also used as a f i l ler in the manufacture of paper w i t h h igh 
w h i t e balance requi rements, i n the chemical indust ry and, last 
bu t not least, as a fert i l izer. Limestones occur in var ious sed imen-
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tary basin env i ronments , hence they di f fer in the i r geological age, 
crysta l l in i ty , petrographic structure, chemical p u r i t y and i n the 
porous st ructure as a result o f l i thofacia l condi t ions. A l l o f these 
propert ies inf luence not on ly the i r behaviour du r ing f i r ing process 
but also the react iv i ty w i t h acids in the process of mu tua l reac­
t ions. Many scienti f ic wo rks have been focused on f ind ing and 
descr ib ing the re lat ionship o f l imestone propert ies to the i r beha­
v iour [ 1 - 3 ] . 

In the process of f i r ing of l imestones, some vo lumet r i c changes 
occur, w h i c h s igni f icant ly affects the decarbonat ion process, espe­
cial ly i n shaft ki lns. There is on l y a very smal l number of publ ica­
t ions deal ing w i t h th is issue and searching for some more general 
dependence of the l imestone propert ies on the i r vo lume changes 
dur ing f i r ing. Wo l t e r et al. carr ied out a re lat ively extensive study 
i n this area on 21 l imestone samples [4] , However, the available 
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works deal mostly with the expansion of pure calcite grains, possi­
bly also with the influence of various impurities on this quantity. 
This relatively frequently observed phenomenon is related to the 
volumetric changes of limestone during firing, e.g. a loss of com­
pactness due to the development of net cracks, so called 
decrepitaion. 

The process of decrepitation has been investigated by various 
authors, especially from the viewpoint of the influence of a particle 
size [5]. This phenomenon makes some types of limestone abso­
lutely unusable for the production of lime. A similar issue was 
observed in the case of flue gas desulphurization by the fluid com­
bustion technology [6]. 

The only reasonable way to explain the "decrepitation" of lime­
stones is to take into account the presence of fluid inclusions in 
sparry carbonate minerals, mostly calcite that is a coarse crys­
talline component of limestones. Fluid inclusions are common 
objects in natural minerals. They originate as defects during the 
growth of crystalline lattice leaving voids which are filled by ambi­
ent solution (fluids). Consequently, natural crystal/mineral phases 
precipitate from this solution. Sparry calcite in most limestones is 
formed from simple pore-filling cement among allochems (parti­
cles forming structural framework of limestones - intraclasts, 
oolites, fossils and pellets of microcrystalline calcite). The sparry 
calcite crystallizes from pore solutions and its amount differs 
according to a particular type of limestones. Thanks to the pres­
ence of a particular genetic type of calcite cement, it is possible 
to observe various properties and behaviour of limestone within 
industrial processing. 

One of standard methods for investigation of nature of fluids 
trapped inside inclusions is optical microthermometry. This 
method is based on the phase transitions during temperature 
changes and also on the interpretation and thermodynamic calcu­
lations of fluid properties [7,8]. In studies of micro and nanostruc-
tures of rocks, nano-detection methods are applied. The scanning 
electron microscopy (SEM) is commonly used for obtaining infor­
mation about the morphology of the sample surface [9]. The trans­
mission electron microscopy (TEM) shows a connection between 
fluid inclusions and crystal structure defects [10]. A sample can 
be only observed layer by layer, which are removed by a focused 
ion beam (FIB). The electron microscopy can be further supported 
by a quantitative analysis such as energy dispersive X-ray spec­
troscopy or wavelength dispersive X-ray spectroscopy [10,11], 
They provide a good resolution below 1 nm [12], thus they enable 
the observation of structures in more detail than the previously 
mentioned petrographic methods. 

Density discontinuities in materials have been studied using X -
ray computed tomography (CT) [13,14], CT is a non-destructive 
method applied for 3D visualizations of materials' inner structure 
[15,16], A sample is placed on a rotational table and scanned with 
the X-ray from many angles of rotation to get X-ray projections 
[17]. On the basis of these projections, virtual slices through the 
sample are reconstructed. The slices are stacked together to get 
3D data. Gray values in slices correspond to the linear attenuation 
coefficient of the material. Based on different X-ray attenuations, 
different materials can be distinguished, segmented and quantified 
[18,19], Modern laboratory CT devices are capable of reaching a 
voxel resolution (voxel is a volumetric element of CT data) of hun­
dreds of nm [20,21], Nevertheless, an observation with a small 
voxel size is only possible with adequately small samples due to 
a smaller field of view. 

CT has been applied in various fields in geology, from hydrol­
ogy, soil science, geodynamics up to planetary science. This tech­
nique is used to visualize the distribution and determination of a 
volume fraction in different phases of rock [22,23], It has been 
applied for the detection of nano-inclusions of solids and fluid 
inclusions in diamonds [24], for the detection of cracks in rocks 

[25] and even for the identification of phases inside fluid inclusions 
[26], The CT is often combined with various petrographic methods 
[11,24,25], 

This paper introduces a novel approach for investigation of the 
limestone's inner structure. It is focused on the identification and 
quantification of air voids and fluid inclusions, which play an 
important role in the decrepitation of limestone during firing. For 
this investigation, the laboratory-based X-ray computed tomogra­
phy that provides a sufficiently high resolution and sensitivity to 
image fluid inclusions was applied. CT data reveal some parame­
ters (such as the volume fraction of inclusions and their 3D distri­
bution) which have not been determined so far by any other 
method. This approach was demonstrated on a selected limestone 
sample which was subjected to both chemical and mineralogical 
analyses and to microthermometry. To interpret the CT data cor­
rectly, also the two following techniques were used. Firstly, the 
light microscopy (LM) was used to verify the inclusions detected 
in CT data. Secondly, the serial-sectioning 3D analysis with X-ray 
energy dispersive spectroscopic analysis (3D EDS) by a scanning 
electron microscope equipped with a focused ion beam (FIB-
SEM) was applied as a supplementary method for the determina­
tion of sample composition. As a consequence, this paper presents 
a unique combination of these three imaging techniques which 
were implemented on one sample in a special order showing a cor­
relation between the outputs. 

2. Materials 

26 samples of limestones coming from various locations and 
geological units were collected. They differ in structure, petro­
graphic character and chemical composition. Chemical and miner­
alogical analyses were made on all samples, the procedures were 
the same as described further in Section 3.1. The LM was applied 
on samples which might contain fluid inclusions. For the investiga­
tion, a sample which contained coarser cement of calcite (sparry 
calcite) and plenty of fluid inclusions was selected. The statement 
was based on the highest amount of chlorine and the LM (Fig. 1). 

The examined sample was a hard, compact limestone classified 
as bioclastic grainstone according to Dunham classification [27], It 
had been taken from a limestone deposit near Koneprusy, Czech 
Republic, from Lower Devonian sedimentary sequence of the Czech 
Karst area. The sample was prepared in several forms correspond­
ing to the employed methods: homogenized powder of the rock 

Fig. 1. Fragment of the double-sided polished limestone section from L M shows an 
enormous number of fluid inclusions spread wi th in dotted brighter areas of sparry 
calcite. Among tiny black dots in calcite (defects in crystal lattice, pointed by red 
arrow), dominate the fluid inclusions (circled in green). Dark areas (pointed by the 
blue arrow) present allochems. (For interpretation of the references to colour i n this 
figure legend, the reader is referred to the web version of this article.) 
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was used for a bulk chemical analysis and a double-sided polished 
80 urn thin section for LM, microthermometry and CT. 

3. Methods 

Petrographic, mineralogical and chemical analyses together 
with microthermometry were performed to achieve a complete 
petrographic description of the sample. In order to examine the 
same piece of the sample, one thin section was scanned with the 
CT and an area rich in fluid inclusions selected with the LM (detail 
in Fig. 1) was examined with 3D EDS analysis. 

3.1. Petrographic, mineralogical and chemical analysis 

Fundamental petrographic and mineralogical observations of 
rocks were performed on thin sections with an optical microscope 
Olympus BX51. To avoid an inaccurate identification of fluid inclu­
sions in the LM, a statistical evaluation was made followingly: the 
average number of inclusions was found out based on their count­
ing in several focused planes in sectors 20 x 20 um 2 throughout 
the sample and then recalculated to the area of interest 100 x 7 
Oum 2 . 

For the mineralogical analysis, it was necessary to remove 
CaC0 3 due to a high purity of the selected limestone. An insoluble 
residue was obtained by limestone dissolution in acetic acid using 
a slightly modified method according to Jeppsson and Dalton 
[28,29], The total limestone dosage was 1500 g. The acetic acid 
concentration was 10% and was maintained by a pH measurement 
throughout the dissolution time. The total dissolution time was 3 
months at a stable temperature of 21 °C. After the limestone disso­
lution had been finished, the insoluble residue was washed several 
times with distilled water, dried at room temperature and anal­
ysed. A XRD analysis was carried out using a Panalytical Empyrean 
X-ray diffractometer with a Cu anode (current of 40 mA, voltage of 
45 kV), 0.013° 2Theta step size, 298.09 s scan step time in contin­
uous scanning mode. Data were processed with the HighScore+ 
software with PDF 2 and ICSD 2012 databases. Only qualitative 
analysis was performed. 

To calculate the weight percent of major elements or oxides, a 
chemical analysis of the limestone samples was carried out using 
several supplementary methods: the gravimetric analysis, atomic 
absorption spectroscopy (AAS, instrument iCE™ 3500) and X-ray 
fluorescence spectroscopy (XRF, instrument Panalytical Axios). 
The method of the determination is always given for the relevant 
oxide/element in Table. 1. 

3.2. Microthermometry 

Thin sections and doubly polished thin sections (thickness 80 
urn) were prepared for fluid inclusion studies. The only relevant 
positions for an investigation of fluid inclusions were growth 
zones, short trails and clusters. Linkam stage THMSG600 mounted 
on Nikon Eclipse80i was used for microthermometric measure­
ments calibrated by synthetic fluid inclusions. Measured tempera­
tures were (0.0 ± 0.1) °C (melting point of pure H 2 0), (-21.2 ± 0.2) 

°C (eutectic melting point of H 2 0-NaCl) and (-56.6 ± 0.2) °C (tem­
perature of C 0 2 melting in H 2 0 - C 0 2 fluid system) of synthetic stan­
dards. The estimated accuracy of measurements on samples was 
within ±0.1 °C during freezing runs. The melting temperature of 
ice (rm) had to be measured to calculate salinity and also the eutec­
tic temperature (Te) to assess the fluid system composition. The 
salinity of solutions in aqueous inclusions was calculated accord­
ing to Bodnar [30]. Programmes of the FLUIDS 1 [31] were used 
for calculations of fluid density. 

3.3. 3D EDS analysis 

The serial-sectioning 3D analysis with X-ray energy dispersive 
spectroscopic analysis (3D EDS) by a scanning electron microscope 
equipped with a focused ion beam (FIB-SEM) was applied on the 
area defined by the earlier results from the CT and LM. Then, an 
analysis using a TESCAN FERA 3 X e + Plasma FIB-SEM [32] equipped 
with an EDAX Octane Elite energy-dispersive X-ray spectrometer 
was carried out. The sample had been carbon-coated in order to 
prevent charging artefacts. The region of interest (ROI) was identi­
fied on the basis of the correlative electron and light microscopy. 
The ROI was cropped by FIB (300 nA at 30 keV) to avoid shadowing 
and backscattering of analytical signal in the ROI surroundings. The 
sample surface was protected by placing a thin silicon mask on the 
top of it. This way, a clean FIB cross section without curtaining 
artefacts was obtained (Fig. 2). 

The ROI was sliced in order to acquire 3D data (using 100 nA FIB 
current). A volume of 125 x 125 x 50 um 3 was gradually sliced off 
with a step of 0.5 x 0.5 x 0.5 um 3. Afterwards, each slice was anal­
ysed as follows: backscattered electron (BSE) image, EDS mapping 
and full X-ray spectra storage for each voxel. The electron and EDS 
data acquisition was done at 10 keV and 20 nA SEM beam current. 
During post-processing, from each slice the individual elemental 
maps for selected elements were extracted. HyperSpy toolbox 
[33] was used to obtain 3D elemental maps and then they were 
correlated with CT data. The 3D correlation was done using ORS 
Visual SI software. 

3.4. X-ray computed tomography 

The sample was scanned using the RIGAKU Nano3DX device 
with Mo target operating at 50 kV, 3300 x 2500 px 2 X-ray CCD 
camera and 0.27 x 0.27 um 2 pixel size. An exposure time of 20 s 
was used, the number of projections was 800. Binning 2 was set 
(information from 2 x 2 px 2 area was summed up) to reach the lin­
ear voxel size of 0.53 urn. The tomographic reconstruction was 
realized using RIGAKU software. Data after reconstruction were fil­
tered with nonlocal means filter for noise removal [34]. In CT data, 
a region of 456 x 41 x 259 um 3 (the total volume of area without 
outer air was 4.5 x 106 urn3) was selected for further analysis in 
VGStudio Max 3.0. The darkest cavities were segmented by global 
thresholding, where the threshold was chosen manually by an 
operator. The minimum volume of cavity was set to 8 voxels. Fur­
thermore, CT data were correlated with the 3D EDS analysis to 
determine several occurrences of Mg rich regions. These were seg-

Table 1 
Chemical analysis of the limestone sample (LOI - loss of ignition, GA - gravimetric analysis, AAS - atomic absorption spectroscopy, XRF - X-ray fluorescence microscopy). 

Element/oxide wt [%] Method Element/oxide wt [%] Method 
CaO 55.24 GA I<20 0.0039 GA 
Si02 0.06 GA S03 0.010 AAS 
A1203 0.02 GA CI 62 [ppm] GA 
MgO 0.47 GA Others 0.099 GA 
Fe203 0.04 XRF LOI (1000 °C) 44.05 GA 
Na20 0.007 GA 
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C) 

BSE Detector 

b) EDS Detector 

ROI 

Fig. 2. 3D EDS analysis, a) Location of ROI using correlative SEM and L M image, b) preparation of ROI by FIB, c) 3D EDS static-acquisition geometry (ROI in cross section view), 
BSE means backscattered electrons. 

merited by global thresholding, but only large areas were taken 
into account thanks to their sufficient contrast against surrounding 
calcite. The thresholding segmentation method was inaccurate in 
areas around air voids, therefore the region with a high content 
of Mg was manually corrected based on the correlation with 3D 
EDS analysis. 

4. Results 

4.1. Petrographic, mineralogical and chemical analysis 

From LM images (Fig. 1), the number of inclusions in sparry cal­
cite within the sample's investigated region with volume of 100 x 
70 x 80 um 3 was determined. The number is between 80 and 200 
inclusions which corresponds to 10 8 inclusions per cm 3 . The sam­
ple contained numerous tiny fluid inclusions with size up to 2-3 
u r n , only a few inclusions were of a size 5-10 um. Their shape 
was rounded or irregular and they were rather randomly dis­
tributed. Fluid inclusions were one-phase and two-phase and there 

was no difference in distribution and shape of inclusions of these 
two types. 

A mineralogical analysis showed that the prevailing bioclasts in 
the sample were echinoderms and crinoids. Bryozoans, rugose cor­
als and ostracodes were also common. Rugose corals, as well as the 
bryozoans, occurred as complete branches. Syntaxial calcite 
cement overgrowths appeared due to diagenesis. Calcite crystals 
reached the maximum size of about 2 mm. Depositional setting 
could be interpreted as shallow-marine, above the fair-weather 
wave base. 

An XRD analysis of insoluble residue (Fig. 3) showed that min­
erals such as calcite and dolomite had been still presented in the 
sample after three months of dissolution, however, their content 
decreased enough to enable an identification of other phases. Com­
mon minerals in the samples were quartz, fluorapatite, goethite, 
illite/mica, kaolinite, orthoclase, gypsum, smectite (vermiculite/ 
chlorite) and also pyrite. 

According to the chemical analysis, the predominating chemical 
component was CaC0 3 . The content of CaC0 3 was higher than 98 % 
(Table. 1). A small amount of magnesium in form of MgC03 was 
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Fig. 3. Mineralogical analysis of the insoluble residue. 
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SEM Image X-ray line intensity maps 

Fig. 4. 2D data output for a single FIB slice (ROI cross section): BSE - backscattered electron SEM image, Ca Kef, M g Ka - EDS elemental maps extracted from the spectral data 
cube according to the selected peak intensity. 

present as well. Some salt components such as Na + and Cl~ were 
also detected, pointing out the presence of salt in fluid inclusions. 
Chemical analyses are in a good agreement with a mineral compo­
sition. Fairly pure limestone apparently contained a high amount 
of CaC0 3 and other minor and accessory mineral phases, as 
detected by XRD, which were responsible for other elements. A rel­
atively ubiquitous dolomite contained some Mg, however Mg was 
a component in smectite/vermiculite/chlorite ((Mg, Fe++, A1)3(A1, 
Si)4O 1 0(OH)2-4(H 2O)) as well. Other discovered mineral phases 
contained also the following elements: quartz (Si0 2), illite/mica 
(KAl2(Si 3 Al)O 1 0 (OH,F)2), kaolinite (Al 2Si 205(OH)4), orthoclase 
(KAlSi 3 0 8 ) , gypsum (CaS04), pyrite (FeS2) and goethite (Fe+++0 
(OH)). Relatively high contents of chlorine and sodium denoted a 
presence of salt in the fluid inclusions. 

4.2. Microthermometry 

The majority of inclusions (80-90 %) contained a one-phase 
system only, i.e. they contained only liquid. By contrast, two-
phase fluid inclusions contained liquid and vapour (L + V type). 
These facts indicate that fluids, which represent diagenetic condi­
tions of the limestone, were trapped at temperature below +50 °C 
[7], Cryothermometry was applied to obtain data on the compo­
sition and salinity of the fluids. Eutectic temperatures of the sys­
tem were around - 2 2 °C and - 2 0 °C which indicates presence of 
the H 2 0-NaCl and possibly H 2 0-NaCl-KCl system as dominant 
components [35], The temperature at which the last solid (ice) 
melts ranges between -0.3 °C and -0.9 °C which means that 
the salinity of aqueous fluids is between 0.5 and 1.5 mass% NaCl 
eq. [30]. In accordance with those salinities, a density of the aque­
ous solution inside the inclusions is between 1.0020 and 1.0094 
gem" 3 . 

4.3. 3D EDS analysis 

The 3D EDS analysis showed presence of some individual Mg 
rich regions in a small area of the sample (Fig. 4). This method 
did not enable detection of the salt content of fluid inclusions 
due to their low salinity. The liquid evaporated immediately after 
opening of the inclusion and the size of remaining salt crystals 
was below the resolution limit. 

Fig. 5. 3D transparent render of CT data. Cavities are labelled by blue colour, 
magnesium rich regions are labelled by red colour. (For interpretation of the 
references to colour i n this figure legend, the reader is referred to the web version of 
this article.) 

4.4. X-ray computed tomography 

The CT data of examined sample showed nearly a uniform dis­
tribution of cavities (Fig. 5). It was not possible to distinguish air 
voids from fluid inclusions, since they have similar gray values in 
CT data. These cavities were segmented and their total volume 
was determined in VGStudio MAX as 19.4 x 10 3 um 3, resulting in 
0.43 vol.% in volume of the examined region. 

A stack of LM images was aligned with CT images so that the 
edges of the samples fitted (Fig. 6). Some fluid inclusions with 
the same shape and position as seen in LM were recognized in 
the CT data. According to CT analysis, there were 107 cavities 
within an area of 100 x 70 um 2 (indicated in the Fig. 1). 

To further verify the presence of fluid inclusions in the lime­
stone sample, the CT data were correlated with the 3D EDS analysis 
(Fig. 7), but this method failed to show the distribution of inclu­
sions. However, Mg rich regions were recognized in the CT data 
(Fig. 6d). The total volume of Mg rich area segmented in the CT 
data was 23.1 x 10 3 um 3, resulting in 0.51 vol.%. According to the 
results from chemical and mineralogical analyses, these areas 
corresponded to dolomites. 
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Fig. 6. (a) L M image: focused 2D images are stacked together, selected fluid 
inclusions are circled i n green: (b) 3D transparent render of CT data. Blue colour 
represents air voids and fluid inclusions, red colour represents magnesium rich 
area: (c), (d) CT slices wi th selected fluid inclusions, red arrow marks magnesium, 
yellow arrow marks material wi th very high density. (For interpretation of the 
references to colour i n this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 7. 3D visualization of limestone plate as a correlative CT analysis (grayscale 
volume rendering) wi th 3D EDS elemental maps (Ca K a - green, M g Kot - red). 
Location of M g rich region is marked by the cross. (For interpretation of the 
references to colour i n this figure legend, the reader is referred to the web version of 
this article.) 

Furthermore, some bright regions with significantly higher X -
ray absorption were detected (Fig. 6d). These regions might con­
tain some heavy elements (such as Fe), which was confirmed by 
the results of the chemical analysis. 

5. Discussion 

The number of cavities shown by the CT analysis corresponds to 
the LM result. 10 8 inclusions per c m 3 in minerals is considered 
rather high if a reference Roedder [37] is taken - 10 9 inclusions 
per c m 3 were reported in his study as a high number. Conse­
quently, the volume of cavities derived by CT (0.43 vol.%) could 
be considered as rather high as well. Al l presented data explain 
behaviour of investigated limestone in firing process. 

The smallest diameter of inclusion detectable by the CT is 1.3 
um (diameter of sphere with volume of 8 voxels). It is possible to 
study tiny individual inclusions with synchrotron CT devices 
[26], but the field of view is restricted to only one inclusion at a 
time. The larger field of view of laboratory-based CT allows to visu­
alize a 3D distribution of a high amount of inclusions in the sam­
ple's volume. 

In the proposed procedure, the LM is used as a method to get an 
overview of the sample and to select the region of interest for fur­
ther study. But once the CT data are acquired, the selection of the 
region for further investigation is faster in comparison with the 
LM. It is because all inclusions, voids, cracks and grains from differ­
ent materials are visible in 3D data of the sample. In LM, all the 
inclusions do not have to be visible due to the fractures along 
cleavage planes in the calcite structure. Besides that, some small 
fractures or grains may be confused with inclusions and the num­
ber of inclusions results in inaccurate number or could be 
undervalued. 

The shape of the sample must be taken into account while plan­
ning an experiment as it affects quality of the CT data. For the sake 
of the experiment, the sample was polished in form of a thin sec­
tion which was required for the LM analysis. However, such an 
asymmetric shape leads to an occurrence of artefacts in CT data. 
The fact that X-rays pass through very different thicknesses of 
the sample results in some false intensity gradients [36].This is vis­
ible in the CT data in Fig. 7: the top of the sample is significantly 
brighter than the thicker part at the bottom although there is no 
big material difference. To avoid these artefacts, it is advisable to 
shape a sample to a cylinder form with no regular straight planes. 
However, this recommendation is applicable only for CT measure­
ments. Breaking the sample and picking the most suitable frag­
ment could often be sufficient and useful as it saves time and 
effort during sample preparation. 

The 3D EDS analysis results do not confirm the presence of 
inclusions, however, the technique was used to identify a Mg rich 
region. In general, the application of this method helps with a 
material identification in CT data and with an interpretation of 
the 3D CT analysis results. 

6. Conclusion 

Fluid inclusions in sparry calcites as cement in limestones have 
an influence on its behaviour during industrial processing. When 
firing in shaft kilns, fluids trapped inside of fluid inclusions explode 
and expand (decrepitation), which results in a dense network of 
plenty of tiny fissures in rock and hence the limestones undergo 
some volumetric changes. This process is directly influenced by 
the amount and distribution of fluid inclusions. A high amount of 
fluid inclusions increases the decrepitation tendency of the lime­
stone in the process of firing. A visualization and a direct study 
of fluid inclusions distribution in limestone predict its behaviour 
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during firing. The light microscopy is a standard technique of fluid 
inclusions' imaging. Using this technique, the visibility of fluid 
inclusions is restricted by disturbances of the calcite structure. 
The aim of this paper is to demonstrate the use of the 
laboratory-based X-ray computed tomography for a detection of 
fluid inclusions, a precise determination of their volume and a 
visualization of 3D distribution of inclusions in the volume of the 
sample. 

A study of a hard, compact limestone from Koneprusy, Czech 
Republic is shown. The sample of a high purity limestone selected 
for investigation with CT contained a lot of fluid inclusions, a small 
amount of dolomite, clay minerals and Fe rich minerals which was 
confirmed by mineralogical and chemical analyses and microther-
mometry. To observe the fluid inclusions, one piece of the sample 
was studied using three methods: the CT, the LM for verification, 
and the 3D EDS analysis as a supplement method. The sample 
had to be prepared in the form of a thin section for the LM and 
the microthermometry although it was a very disadvantageous 
shape for the CT. The CT data show segmented cavities even 
though it is not possible to distinguish directly air voids from fluid 
inclusions. Images and results from all methods were correlated 
and some of fluid inclusions, dolomites and Fe-rich minerals such 
as pyrite and goethite were identified in the limestone CT data. 
Some of these inhomogeneities such as Mg and Fe rich areas were 
unidentified or only partially identified in the LM. The distribution 
of cavities and Mg rich areas in the volume was shown in a 3D 
model and their volume was determined based on the CT data. 

This paper shows that the state of the art laboratory-based CT 
device is capable of a material analysis with the sufficient resolu­
tion to describe the fine inner structure of limestone. Unlike the 
commonly used optical microscopy, the CT requires an easier sam­
ple preparation and brings a non-destructive 3D characterization 
of materials' structure. 
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Abstract 

In X-ray computed tomography (CT), post-processing of acquired data is necessary for obtaining quantitative information of 
the object. As initial step, it is necessary to segment different materials of the sample. The easiest and standardly used 
segmentation method is based on global thresholding according to histogram, but it works well only i f histogram with multi­
modal character where the intensity is distributed to the separate count peaks. 
In this paper, we show the possibility of segmentation of tomographic data using trainable segmentation on data, where 
standard global thresholding fails. Trainable segmentation is a method that combines a collection of machine learning 
algorithms (decision tree, neural network, etc.) with a set of selected image features to produce binary pixel-based 
segmentation. This method is demonstrated on a sample of meteorite consisting of multiple phases (silicates, metals, 
sulphides), where knowledge of volumes of different materials is important for non-destructive study of modal phase 
composition, meteorite microstructures and identification of lithologies with different origin and evolution. 

Keywords: segmentation, trainable segmentation, machine learning, image processing 

1 Introduction 
During the acquisition of a tomographic data, a lot of effort is usually invested to avoid the tomographic artifacts [1-3]. For 
obtaining quantitative information of these images, further postprocessing is no less important. In practice, a measured sample 
usually consists of multiple materials. Segmentation of individual materials is a first step for consequent processing. 
There are many approaches to a segmentation described in the literature [4, 5]. One of the most common and easiest method is 
based on global thresholding according to histogram [6-8]. In the case of a sample consists of one type of metal, in histogram 
there are two easily separable peaks corresponding to air background and a metal. However, i f there are no easily separable 
peaks corresponding to constituent materials, the segmentation becomes faulty. The tomographic artifacts like cone beam 
artifacts [9], beam hardening [10] or metal artifacts [11] can make segmentation even more complicated. 
Other approaches use more complicated algorithms and can overcome these difficulties. Segmentation techniques including 
local adaptive thresholding, region growing methods, deformable surfaces, probabilistic fuzzy clustering, and image 
enhancement [4] can be applied directly. On the other hand, there are machine-learning algorithms like artificial neural 
networks, trainable segmentation, and deep learning methodologies requiring prior knowledge of the sample like shape, size 
and texture of phases [5, 12]. The most suitable method is selected according to type of sample, occurring artifacts etc. [13]. 
In this paper, we show a possibility of trainable segmentation method [14] for multiphase materials. In the case of these 
materials different phases have similar absorption properties and simple global thresholding fails. This method is widely used 
for house detection from satellite images [15]. Another example is segmentation of medical images used to find boundaries and 
cores of brain cell [16]. We used trainable segmentation method in combination with random forest machine learning 
algorithm, which uses classification and regression tree decision analysis [5, 17]. The principle is firstly to learn knowledge on 
the basis of training input with the combination of machine learning algorithms. Then the learned knowledge is applied on the 
rest of image data to obtain segmented result. 

We demonstrate a trainable segmentation on a sample of meteorite [18]. The meteorite includes metal parts, troilite parts, air 
voids and cracks. For characterization of such a geological sample, it is necessary to segment those parts and determine their 
volume for calculation of modal contains of metal and troilite without any destruction of studied meteorite. Phases in such 
material are distributed irregularly and in small pieces, and, at some parts, do not have enough contrast to be segmented by 
global thresholding. We show that trainable segmentation provides results with higher accuracy than segmentation by global 
thresholding. 

1 

mailto:dominika.kalasova@ceitec.vutbr.cz
mailto:tomas.zikmund@ceitec.vutbr.cz
mailto:jozef.kaiser@ceitec.vutbr.cz
mailto:jan.masek@vutbr.cz
mailto:burgetrm@feec.vutbr.cz
mailto:pavel.spurny@asu.cas.cz
mailto:jakub.haloda@geology.cz


7th Conference on Industrial Computed Tomography, Leuven, Belgium (iCT 2017) 

2 Materials and methods 
The segmentation is demonstrated on a meteorite classified as chondrite, which fell near Zdar nad Sazavou, Czech Republic, 
on December 9, 2014 and was found on May 2, 2015. Different phases of meteorite are labeled on a tomographic slice in Fig. 
1. The bright white areas represent metals, grey areas represent troilite. Besides, air voids (surrounded by material of 
meteorite) and cracks (connected to background) are shown. 
CT measurement of meteorite was performed in X-ray micro and nano computed tomography laboratory in CEITEC BUT. The 
meteorite was scanned on a GE phoenix v|tome|x L240 device with cone-beam geometry, equipped with a 180 kV/15 W 
maximum power nanofocus X-ray tube and high contrast flat panel detector DXR250 with 2048 x 2048 pixel 2, 
and 200 x 200 u.m2 pixel size. Parameters of CT measurement are summed up in Table 1. The tomographic reconstruction was 
realized using GE phoenix datos|x 2.0 3D computed tomography software. 

Acceleration 
voltage 

X-ray tube 
current 

Exposure 
time 

Number of 
projections 

Voxel 
size 

150 kV 190 uA 750 ms 2000 (28 urn)3 

Table 1: Parameters of tomographic measurement of the meteorite. 

Figure 1: Tomographic slice of meteorite with description of different phases. 

The segmentation of different parts of meteorite was done in several steps. In the first stage, the envelope of meteorite was 
created in VGStudio MAX using Surface determination tool, morphological operations and manual removal of some 
remaining internal parts. Secondly, air cavities were segmented from material of meteorite by global thresholding. The 
threshold in the histogram was placed into the valley after the first peak, which corresponded to air. Segmented air in the 
meteorite was divided into air voids and cracks using Pore analysis module within VGStudio MAX and morphological 
operations on regions. 
Consequently, trainable segmentation was applied. Al l slices had to be normalized because of fluctuating light intensity to 
achiveve higher accuracy in following segmentation. A trainable segmentation using algorithm of random forest considering 
not only intensity, but also surroundings of pixels, was used. We selected image where areas containing the segmented phase 

2 



7th Conference on Industrial Computed Tomography, Leuven, Belgium (iCT 2017) 

were denoted as positive pixels and the rest of the image as negative pixels. Then this referenced image was used for training 
random forest model. For the evaluation of all images, the model was applied and results containing segmented troilite areas 
were saved. 

3 Results and discussion 
In histogram of tomographic data (Fig. 2), the first peak from the left corresponds to air the rest corresponds to the meteorite. 
There are no easily separable peaks corresponding to different phases in the material of the meteorite. 
Fig. 3a) shows a detail of slice of the meteorite with metals and troilite. In Fig. 3b), the most appropriate threshold for global 
thresholding was set. Regions around metals were determined as troilite as well, because of their higher brightness, which led 
to much higher volume of troilite. Therefore we applied trainable segmentation on these phases (Fig. 3c), which delivered 
more accurate results. 
The choice of a segmentation method has an influence on volumes of metals and troilite phases. Table 2 summarizes volumes 
and percentage by volume (total volume of meteorite was 12 887 mm 3). Trainable segmentation gives smaller volumes than 
global thresholding, for troilite in paricular. 
The applied trainable segmentation works only on 2D slices, thus it cannot detect all cracks with thin and long shape, 
especially the ones which are perpendicular to examined slices. Therefore these were segmented by global thresholding 
(Fig. 4). 
The segmentation based on thresholding in VGStudio MAX allows user to show and check a segmented region directly. It is 
easy and relatively fast for the user. Trainable segmentation provides more accurate results. On the other hand, it requires 
preliminary knowledge of appearance of the phases. Segmentation of all phases was limited by resolution, therefore it is 
possible that not all volume of all phases was detected. 

Histogram of tomographic data of meteorite 

• 1 2 3 4 5 6 

Grey value „ 104 

Figure 2: Histogram of tomographic data of meteorite. 

Global thresholding Trainable segmentation 
Volume Percentage by volume Volume Percentage by volume 

Metals 340 mm 3 2.6 vol% 261 mm 3 2.0 vol% 
Troilite 998 mm 3 7.7 vol% 429 mm 3 3.3 vol% 

Table 2: Volume and percentage by volume of metals and troilite phases in the meteorite (total volume of meteorite was 12 887 mm3). 
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Figure 3: Slice through meteorite with results of segmentation. Red colour represents metals, blue colour represents troilite. a) Slice without 
segmentation, b) segmentation by global thresholding, c) trainable segmentation. 
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Figure 4: Slice through meteorite with detail of segmentation of air cavities. Red colour represents air voids, blue colour represents cracks. 

4 Conclusion 
Segmentation of multiphase materials becomes difficult when different phases have similar absorption properties and therefore 
do not have enough contrast to be distinguished easily. This situation is common for geological samples, where phases are 
distributed irregularly and in small volumes. 
The method of global thresholding is a quick and easy method for segmentation i f the threshold value is chosen in accordance 
with histogram shape. Although nowadays software provides extended options considering local surroundings of segmented 
region, this procedure is not sufficient for segmentation of multiphase materials such as geological samples. In these materials, 
different phases with similar densities do not show enough contrast to be distinguished. This brings a faulty identification of 
individual materials and numbers of their volume. 
According to our study, the trainable segmentation is more accurate method for segmentation since it is using preliminary 
knowledge of appearance of different phases. The application of this method is demonstrated on a small piece of meteorite and 
results are compared to standard global thresholding approach. Differences of the segmentation results from both methods 
were imaged using a selected cross-section and the volumes of individual phases were quantified. Trainable segmentation 
resulted in smaller volumes of materials in comparison with global thresholding. 
However, the used trainable algorithm still does not fit well for segmentation of CT data, because it is applied separately on 
individual slices and does not take into account volumetric character of data. Cracks characterized by thin and long shape and 
oriented perpendicularly to the examined slices could not be detected. For this reason, the trainable segmentation had to be 
combined with thresholding for determination of volume of air voids and cracks. 
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In many fields, researchers take advantage of knowledge of 
material's porosity. For obtaining quantitative information of 
single, enclosed cavities, a lot of methods have been developed. 
The situation gets complicated when pores are interconnected 
within the structure. This is the case of foams and scaffolds, which 
are used in modern biology research for tissue engineering. 

X-ray computed microtomography (uCT) is a nondestructive 
method for 3D imaging of materials. For getting quantitative 
information about porosity in foams or scaffolds scanned with uCT, 
many software offer various approaches. In this work, different 
software for pore analysis are compared. As a testing sample, a 
tomographic data of hydroxyapatite foam for bone replacement 
were used. It was scanned on GE phoenix L240 with linear voxel 
size 5 urn. The material was segmented from background using 
Otsu method implemented in ImageJ. 

Figure 1: 3D render (up) and slice (down) of segmented uCT data of 
hydroxyapatite foam. Grey (in the 3D render) or white (in the slice) 
correspond to the material, the background colour corresponds to the air 

Results 

Pore 3D 

Type of software: open source for commercial IDL. 

Version: Pore 3D 1.0 [1], IDL 7.0. 

Result: Sizes and list of pores and joins between them 
("Throats"). Skeleton visualizing connectivity of the pore space. 
Pore and throats space are available as a binary mask, which can 
be opened and visualized in VGStudio MAX. 

Usage: Requires knowledge of basic programming. 

Figures: Pores are marked with orange, throats with green and 
skeleton with blue. 

X-ray computed tomography 

X-ray computed tomography (CT) is a nondestructive method for imaging of inner structure of 
materials. The sample is placed between the X-ray tube and the detector. A lot of projections from 
different angles of rotation of the sample are recorded. From these projections, slices through the 
sample are reconstructed to get 3D data. Grey values in slices correspond to linear attenuation 
coefficient of material. 

t omograph ic reconstruct ion 

Figure 2: Scheme of X-ray computed tomography setup. Figure 3: CT device GE phoenix L240. 

CT scan of an object visualizes its inner structure. It is possible to get a slice through an object in 
arbitrary direction. Based of different X-ray attenuation, and therefore different grey levels of various 
structures in CT data, it is possible to segment and further analyze these structures. Apart from 
visualization, analyses such as pore analysis, wall thickness analysis, and dimensional 
measurements can be carried out. 

VGStudio MAX 

Type of software: commercial programme. 

Version: 3.0. [2] 

Result: Volume, list and advanced statistics of pores and contact 
surfaces between them ("Faces"). Thickness map of the material 
matrix (Strut thickness). 3D renders of analysis are available. 

Usage: Easy usage, although choice of right parameters in 
analysis settings might be difficult. 

Figures: Pores are marked with random colours for pores 
visualization. Faces are marked with blue colour. 

MAVI 

Type of software: commercial programme. 

Version: 1.4.1. [3] 

Result: Size and basic statistics of pores and contact surfaces 
between them ("Faces"). 3D renders of analysis are not available. 

Usage: More complicated procedures for analysis, less user-
friendly software. 

Figure: Pores are marked with random colours for pores 
visualization. 

Program Number Total volume of pores Average pore volume 
% 

VGStudio MAX 1946 5.6 70 0.0029 
MAVI 2362 5.6 71 0.0024 
Pore3D 917 3.7 46 0.0022 

Table 1: Comparison of pore analysis of CT data of hydroxyapatite foam from different 
software (total volume of the examined sample was 8.00 mm 3 ) . 

S u m m a r y 
Different softwares for pore analysis of CT data of hydroxyapatite foam were compared. VGStudio and MAVI work on similar principle (the pore space is divided into individual pores based on input parameters) and 
provide similar analysis results. Pore3D creates skeleton and fits maximal spheres at joints, therefore detects less number of pores. Distances between joints (throats) are visualized by spheres of the same size. In 
comparison with VGStudio MAX, MAVI offers aditional filtering and various morphological operations to obtain more precise results, but in this version lacks some basic features like 3D rendering of result analysis. 
VGStudio MAX offers aditional analyses and the best visualization of results. 
All software show similar average pore volumes. Pore3D provides different pores number and volume than MAVI and VGStudio MAX, because it works on another principle. From this short comparison, the determination 
of porosity of the sample is not clearly defined and should be confirmed with another quantitative method. 
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