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The behavior of biomolecules is affected by solvation. In the solution, water, the most common 

solvent for biomolecules, surrounds and interacts with biomolecules. In consequence, water exerts 

influence on the structural stability, conformational flexibility, and functionality of the 

biomolecules. The interaction of water molecules with biomolecules could be altered by the 

addition of other components such as salts and co-solvents. Indeed, salts and co-solvents can 

directly or indirectly influence the behavior of biomolecules in the solution, which plays a crucial 

role in many applications. 

During my Ph.D. study, the effect of different salts and co-solvents (ionic liquids and deep eutectic 

solvents) on the structural stability and activity of DNA and enzymes have been investigated by 

molecular dynamics simulations to understand the details of solvation processes at molecular 

levels. In addition, the effect of ions (Hofmeister series) on the structure, stability and, reactivity 

of biomolecules has been studied where these ions can be counter ions in the structure of ionic 

liquids. It should be mentioned that this thesis mainly focuses on understanding the behavior of 

biomolecules on hydrated ILs, which is completely related to the subject. 

Declaration  

I hereby declare that I am the author of this dissertation and that I have used only those sources 

and literature detailed in the list of references.  

České Budějovice, date 

 .........03/03/2023.....................................                                 ........ Fatemeh Fadaei.........  

                                                                                                       name and surename  

 

………..…………  

      signature 

 



III 

 

This thesis originated from a partnership of Faculty of Science, University of South Bohemia. 

 

. 

 

 

 

 

 

 

 

Financial support  

e-INFRA LM2018140 

GAJU 017/2019/P 

GA21-15936S 

 

 

 

 



IV 

 

Acknowledgments 

 

I would like to express my sincere gratitude to my supervisor, Dr. Babak Minofar, who always 

unconditionally supported me during my Ph.D. In addition, I am thankful to him for giving me the 

perfect opportunity that helped me keep track of my short- and long-term goals. He was not only 

my scientific supervisor but also a wonderful teacher. Furthermore, I wish to express my deep 

sense of gratitude to Professor Tomáš Polívka for his comprehensive assistance regarding my 

thesis, research, and life, which helped me create harmony between my studying and my private 

life. In addition, I want to thank Dr. David Řeha for his excellent supervision and guidance over 

the years. It is my pleasure to thank Dr. Martin Kabeláč for his assistance in deepening my 

understanding of theoretical and computational biophysics principles. Also, I would like to thank 

Dr. Mehdi D. Davari for giving me a great opportunity to do my internship under his supervision. 

I would like to appreciate and acknowledge my parents for inspiring my love of science, my sister, 

my brother, and my family-in-law for their constant support. Lastly and most importantly, I am 

deeply grateful to my husband, Mostafa, who tolerated being far from each other and helped me 

pursue my life's dream. I am so thankful to him for giving me his love and supporting me fully. 

 

 

 

 

 

 

 

 



V 

 

Dedication 

 

This thesis is dedicated to my loving husband, Mostafa, who has been a constant source of support 

and encouragement throughout my Ph.D. period and life. I would not be at this point in my life 

without his assistance. I am truly thankful for having him in my life. Also, I am dedicating this 

thesis to my parents, Mohammad Ali and Parvin Dookht, who have always loved me 

unconditionally and motivated me to work hard for the things that I would like to achieve. In 

addition, I am dedicating this thesis to my sister, Foroogh, and my brother, Mohammad Reza, as 

well as to my family-in-law who encouraged me to pursue my dreams and finish my dissertation. 

 

 

 

 

 

 

 

 

 

 

 

 



VI 

 

List of papers and author’s contribution 

 

The thesis is based on the following papers (listed chronologically): 

 

I. Fadaei, F., Tortora, M., Gessini, A., Masciovecchio, C., Catalini, S., Vigna, J., Mancini, 

I., Mele, A., Vacek, J., Reha, D. and Minofar, B., 2022. Structural specificity of groove 

binding mechanism between imidazolium-based ionic liquids and DNA revealed by 

synchrotron-UV Resonance Raman spectroscopy and molecular dynamics 

simulations. Journal of Molecular Liquids, 347, p.118350. (IF=6.633). Her contribution 

was performing all computational parts of the project with 80. %. involvement 

 

II. Fadaei, F., Seifert, M., Raymond, J.R., Řeha, D., Kulik, N., Minofar, B. and Heitz, M.P., 

2022. Interactions between a dsDNA Oligonucleotide and Imidazolium Chloride Ionic 

Liquids: Effect of Alkyl Chain Length, Part I. Molecules, 27(1), p.116. (IF=4.927). Her 

contribution was performing all computational parts of the project with 80 %. involvement 

 

III. Zara, Z., Mishra, D., Pandey, S.K., Csefalvay, E., Fadaei, F., Minofar, B. and Řeha, D., 

2022. Surface Interaction of Ionic Liquids: Stabilization of Polyethylene Terephthalate-

Degrading Enzymes in Solution. Molecules, 27(1), p.119. (IF=4.927). Her contribution 

was performing some analysis of the computational parts with 10 % involvement. 

 

 

 

 

 

 

 

 

 

 

 

 



VII 

 

Co-author agreement  

Dr. Babak Minofar, the supervisor of this Ph.D. thesis and co-author of the following papers [1-

3], fully acknowledges the stated contribution of „Fatemeh Fadaei“ to these manuscripts.  

 

 

 

 

………………………………………………  

Name Dr. Babak Minofar 

 

 

The papers: 

 

1. Fadaei, F., Tortora, M., Gessini, A., Masciovecchio, C., Catalini, S., Vigna, J., Mancini, 

I., Mele, A., Vacek, J., Reha, D. and Minofar, B., 2022. Structural specificity of groove 

binding mechanism between imidazolium-based ionic liquids and DNA revealed by 

synchrotron-UV Resonance Raman spectroscopy and molecular dynamics 

simulations. Journal of Molecular Liquids, 347, p.118350. (IF=6.633).  

2. Fadaei, F., Seifert, M., Raymond, J.R., Řeha, D., Kulik, N., Minofar, B. and Heitz, M.P., 

2022. Interactions between a dsDNA Oligonucleotide and Imidazolium Chloride Ionic 

Liquids: Effect of Alkyl Chain Length, Part I. Molecules, 27(1), p.116. (IF=4.927).  

3. Zara, Z., Mishra, D., Pandey, S.K., Csefalvay, E., Fadaei, F., Minofar, B. and Řeha, D., 

2022. Surface Interaction of Ionic Liquids: Stabilization of Polyethylene Terephthalate-

Degrading Enzymes in Solution. Molecules, 27(1), p.119. (IF=4.927).  

 

 

 

 

 

 

 

 



VIII 

 

Contents 

 

 

CHAPTER 1 ................................................................................................................................... 1 

1. Motivation ............................................................................................................................ 2 

2. Molecular Dynamics Simulation ......................................................................................... 5 

2.1. Periodic Boundary Condition ..................................................................................... 11 

2.2. Statistical Ensembles .................................................................................................. 13 

2.3. Software and Steps ..................................................................................................... 14 

2.4. Analyzing MD Simulations ........................................................................................ 16 

3. Biomolecules...................................................................................................................... 18 

3.1. Deoxyribonucleic acid.................................................................................................... 18 

3.2. Proteins ........................................................................................................................... 21 

4. Salts and co-solvents .......................................................................................................... 22 

4.1. Ionic liquids ................................................................................................................ 23 

4.2. Deep Eutectic Solvent ................................................................................................ 26 

4.3. Hofmeister series ........................................................................................................ 28 

References: .................................................................................................................................... 30 

CHAPTER 2 ................................................................................................................................. 36 

CHAPTER 3 ................................................................................................................................. 70 

CHAPTER 4 ................................................................................................................................. 91 

CHAPTER 5 ............................................................................................................................... 107 

Conclusions ................................................................................................................................. 107 

 

 

 

 

 

 

 



IX 

 

List of abbreviations: 

 

A Adenine 

AAILs Amino Acids Ionic Liquids 

AILs  Aprotic Ionic Liquids 

AMBER Assisted Model Building and Energy Refinement  

C Cytosine 

CD Circular Dichroism  

CHARMM Chemistry at HARvard Macromolecular Mechanics 

DES Deep Eutectic Solvent  

DNA Deoxyribonucleic acid 

FCS Fluorescence Correlation Spectroscopy  

FDH Formate DeHydrogenases 

G Gguanine  

GAFF Generalized Amber Force Field 

GROMACS  GROningen Machine for Chemical Simulations 

HBD Hydrogen Bond Donor  

HLDs Haloalkane Dehalogenases  

HRV Human rhinovirus 

ILs Ionic Liquids  

IR Infrared 

LINCS linear constraint solver 

LJ Lennard-Jones  

MD Molecular Dynamics  

MILs Magnetic Ionic Liquids 

OPLS Optimized Potential for Liquid Simulations 

PBC Periodic Boundary Conditions  

PILs Protic Ionic Liquids 

RDF Radial Distribution Function  

RMSD Root Mean Square Deviation   

RMSF Root Mean Square Fluctuation 

T Thymine  

VMD  Visual Molecular Dynamics 
 

 



X 

 

List of figures: 

Figure 1: The Leap-Frog integration method. 

Figure 2:  Graphic illustrations of energy terms described in the force-field terms. 

Figure 3: Flow chart of a MD simulation program. 

Figure 4: A two-dimensional periodic system. 

Figure 5: The minimum image convention in a two-dimensional system. 

Figure 6: Molecular dynamics simulation process. 

Figure 7: A) Chemical structure of DNA for adenine-thymine and guanine-

cytosine base pairs. Dashed lines show hydrogen bonds. B) Structure of major 

grooves and minor grooves in DNA. 

Figure 8: Structure of an amino acid containing the R side chain. 

Figure 9: Structural formula of cations and anions from selected ILs. 

Figure 10: Chemical structure of the 1-butyl-3 methylimidazolium cation. 

Figure 11: Common hydrogen bond acceptors and hydrogen bond donors used for 

preparation of deep eutectic solvents. 



1 

 

 

 

 

 

CHAPTER 1 
 

 

General introduction 

 

 

 

 

 

 

 

 

 



2 

 

1. Motivation  

 

The behavior of biomolecules is affected by solvation. In the solution, water, the most common 

solvent for biomolecules, surrounds and interacts with biomolecules. In consequence, water exerts 

influence on the structural stability, conformational flexibility, and functionality of the 

biomolecules  [1]. The interaction of water molecules with biomolecules could be altered by the 

addition of other components such as salts and co-solvents. Indeed, salts and co-solvents can 

directly (binding to the proteins) or indirectly (changing the water network) influence the behavior 

of biomolecules.  

Hofmeister studied for the first time the effect of salts on the solvent–protein interactions, and his 

findings are summarized in the Hofmeister series [2]. The Hofmeister series is characterized by 

the kosmotropic or chaotropic properties of the ions. As is known, the effect of anions is more 

obvious than that of cations in the series, and the position of cations in the series can be changed 

in different phenomena. Kosmotropic anions are known for being well-hydrated, and water 

structure makers tend to stabilize the native fold structure of proteins, resulting in salting-out 

behavior. However, chaotropic anions are poorly hydrated, and water structure breakers tend to 

facilitate protein denaturation and unfolding, leading to salting-in behavior [3, 4]. 

 

In the past years, several studies have been conducted to investigate the effect of salts on the 

structure, function, and properties of biomolecules. For instance, Dušekova and coworkers [5] used 

absorbance and circular dichroism (CD) spectroscopies to study the effect of Hofmeister sodium 

salts, sulfate, chloride, bromide, and perchlorate on the catalytic properties and stability of 

chymotrypsin. According to their results, the direct interaction of anions with protein surfaces 

leads to modulating enzyme properties. In another study, Garajová and coworkers [6] investigated 

the enzymatic activity and stability of lysozyme in the presence of salts by fluorescence 

spectroscopy and differential scanning calorimetry, respectively. Their results showed that 

lysozyme has different properties depending on the anion concentration and its position in the 

Hofmeister series. Based on their results, sulfate, and acetate anions (kosmotropic anions) 

increased stability and activated the enzyme, while bromide, thiocyanate, and perchlorate anions 

(chaotropic anions) decreased stability and inhibited the enzyme's activity. In another work, the 
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Hofmeister effects of a range of cations and anions on protein thermal stability were explored by 

Sedlak et al. [7]. They suggested that the direct interactions between ions and the protein are 

responsible for the Hofmeister effects of the ions on protein stability. 

Apart from organic and inorganic solvents, a new category of solvents called ionic liquids (ILs) 

has been recently considered as co-solvents for biomolecules. In the last decade, several studies 

were conducted to determine the role of ILs on the biomolecules’ properties in the solutions. It 

should be mentioned that the addition of ILs strengthens the stability of some proteins, whereas 

the same ILs weaken the stability of other proteins [8]. It is worth mentioning that ILs are often 

employed to stabilize biomolecules, though the bimolecular interactions of their stabilization-

destabilization are still a hot topic of research. For instance, Micaêlo et al. [9] used molecular 

dynamics (MD) simulation to study the behavior of the serine protease cutinase from Fusarium 

solani pisi, in the presence of two different ILs (1-butyl-3-methylimidazolium 

hexafluorophosphate and 1-butyl-3-methylimidazolium nitrate). They considered the enzyme 

structure to be highly dependent on the amount of water present in the IL medium. 1-Butyl-3-

methylimidazolium hexafluorophosphate had a significant influence on the stability of the protein. 

Their analysis also indicates that the ILs "strip off" most of the water from the enzyme surface. In 

another paper, Ghosh et al. [10] used fluorescence correlation spectroscopy (FCS) and MD 

simulation to understand the effect of 1-propyl-3-methylimidazolium bromide ([PMIM]Br) on the 

structure and dynamics of lysozyme. Their experimental work showed that the addition of the 

[PMIM][Br] results in a reduction in size and faster conformational dynamics of the protein, and 

the MD simulation results indicated that the addition of room temperature IL caused the 

replacement of interfacial water by the [PMIM]+ cation from the first solvation layer of the protein, 

providing a comparatively dehydrated environment.  In another study, fluorescence and CD 

spectroscopic studies were done to investigate the structural stability of heme proteins such as 

myoglobin and hemoglobin in a series of ammonium-based ILs (tetramethyl ammonium hydroxide 

[(CH3)4N]+[OH]− (TMAH), tetraethyl ammonium hydroxide [(C2H5)4N]+[OH]− (TEAH), 

tetrapropyl ammonium hydroxide [(C3H7)4N]+[OH]− (TPAH) and tetrabutyl ammonium 

hydroxide [(C4H9)4N]+[OH]− (TBAH) [8]. the experimental results showed that less viscous ILs 

carrying smaller alkyl chains destabilize the heme proteins as compared to ILs carrying bulkier 

alkyl chains, which are more viscous ILs. Hence, the addition of these ILs to the heme proteins 

decreased their thermal stability and caused the protein to be in an unfolded state at lower 
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temperatures. Ajloo et al. [11] described the influence of  1-allyl 3-methyl-imidazolium and 1-

octhyl 3-methyl-imidozolium chlorides on the structure and activity of adenosine deaminase. Their 

results illustrated that the inhibition of activity and reduction of enzyme tertiary structure is more 

for octhyl than allyl derivative because of its more hydrophobic property. In addition, their results 

showed that ILs reduce intermolecular hydrogen bonds and unfold enzyme structure. In another 

work, D'Oronzo et al. [12] experimentally and theoretically investigated the effect of the ILs/water 

mixture on the activity of wild type and a more thermally and chemically stable mutant (SM4) of 

a specific formate dehydrogenases (PseFDH). The selected ILs were [Mmim][Me2PO4], 

[Bmim][Br], [Bmim][CH3SO3], [Bmim][BF4], [Bmim][AcO]. According to their results, the 

activity of the SM4 FDH increased (up to 42 %) at low concentrations (optimally 2.5 %) of some 

selected ILs. 

It should be noted that the number of studies that explore the influence of ILs on the structure and 

function of proteins is greater than the number of studies that investigate the characteristics of 

DNA dissolved in pure or aqueous ILs solutions. Jumbri et. al. [13] used both computational and 

experimental techniques to explore the characteristics and influence of ILs on the structural 

properties of DNA. According to their report, DNA solvated by ILs preserved its duplex 

conformation at different temperatures up to 373.15 K. The. Also, they concluded that stronger 

hydration shells destabilize the DNA due to the reduction of the binding ability of ILs' cations to 

the DNA phosphate group. In another study, the interaction of DNA with a morpholinium-based 

IL was explored by Pabbathi et al. [14] by employing FCS, conventional steady-state and time-

resolved fluorescence, CD, and molecular docking techniques. Their results showed the high 

thermal stability of DNA in the presence of morpholinium-based IL. 

Furthermore, a new type of solvent, called the deep eutectic solvent (DES), was developed by 

Abbott and co-workers [15] and has attracted considerable attention owing to its special properties. 

Some DESs are eutectic mixtures that consist of an ammonium salt and a hydrogen-bond donor 

(HBD). DES shares many characteristics with ILs, though DES components are frequently less 

expensive and biodegradable [16]. Some studies have used DESs as media for biomolecules. For 

instance, Stepankova’s group [17] compared the performance of three haloalkane dehalogenases 

(HLDs), catalyzed the hydrolytic cleavage of carbon-halogen bonds in diverse halogenated 

hydrocarbons, in aqueous solutions of the DES ethaline (its components ethylene glycol and 

file:///E:/review/Stepankova
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choline chloride) and two organic solvents, including methanol and acetone. They found out that 

each of the solvents had various impacts on the activity of each enzyme. In addition, their results 

showed that ethylene glycol and an ethylene glycol-based DES can have a positive impact on 

catalysis by haloalkane dehalogenases, broadening their usability in "green" biotechnologies. 

Huang et al. [18] studied the effect of 24 DESs on enzymatic performance. Their results revealed 

that DESs are viable solvents or co-solvents for lipase-catalyzed reactions, and both the activity 

and stability of the lipase are affected by the choice of DES components (salts and HBDs) and 

their molar ratios. 

As mentioned above, various experimental methods, analytical techniques, and computational 

methods can be used to study the structure, dynamics, stability, and function of biomolecules in 

non-aqueous media. It is worth mentioning that among these methods, computer simulations can 

provide a deep understanding of the effects of non-aqueous solutions on the solvation structure 

and dynamics of biomolecules such as enzymes and DNA, where experimental studies might be 

difficult or impossible to perform. Among the various simulation techniques, MD simulation is 

one of the most powerful tools for understanding the details of solvation processes at molecular 

levels.  

In my Ph.D. study, the effect of ILs [19,20,21], Hofmeister series [22, 23], and DES on the 

structural stability and activity of DNA and enzymes have been investigated by MD simulation to 

better understand the impact of different solvent media on the structural changes and binding 

properties of DNA and enzymes.  As mentioned earlier, there are numerous publications on protein 

behavior and function in ionic liquid systems, but the literature on DNA stabilization in ionic liquid 

systems is limited [24]. This thesis mainly focuses on understanding the behavior of DNA in 

hydrated ILs, which is necessary for developing DNA material and better utilizing DNA in 

nanotechnology. 

 

2. Molecular Dynamics Simulation 

 

In the late 1950s, the first MD simulations of simple gasses were performed by Alder and 

Wainwright [25]. In the late 1970s, the first MD simulation of a protein was done [26,27]. Over 
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the past years, MD simulations have become substantially more popular in experimental structural 

biology papers, where they are employed to interpret and explain the atomic details of 

experimental results and to guide experimental work.  

MD simulations use Newton’s equations of motion for the individual particles (atoms, molecules, 

ions, etc.). Specifically, integrating Newton's laws of motion generates successive configurations 

of the system, resulting in a trajectory that specifies how the positions and velocities of the particles 

in the system change over time [28]. In fact, by solving the differential equations embodied in 

Newton’s second law (f = ma), the trajectory is obtained by Eq. (1): 

 

 

This equation is for a system of N interacting atoms and describes the motion of a particle of mass 

𝑚𝑖 along one coordinate (𝑥𝑖) with 𝑓𝑥𝑖
being the force on the particle in that direction [28]. 

There are some algorithms for integrating equations of motion. One method for integrating 

equations of motion in MD simulation is the velocity Verlet algorithm [29]. In the velocity Verlet 

algorithm, positions r and velocities v at time 𝑡 are applied to integrate the equations of motion. It 

should be mentioned that velocities at the previous half step are not required in this algorithm (Eq. 

2-4) [30]. 

 

v (t +
1

2
Δt) = v(t) +

Δt

2m
F(t) (2) 

r(t + Δt) = r(t) + Δtv(t +
1

2
Δt) (3) 

v(t + Δt) = v (t +
1

2
Δt) +

Δt

2m
F(t + Δt) (4) 

 

d2xi

dt2
=

Fxi

mi
 𝑖 = 1 . . .N  (1) 
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Another algorithm for integrating equations of motion is the leap-frog algorithm [31]. In the 

algorithm, r and v are leaping like frogs over each other’s backs (Figure 1). As a result, it is known 

as the leap-frog [30]. 

 

 

 

 

 

 

 

Figure 1: The Leap-Frog integration method [30]. 

 

This algorithm is made of two steps. In this algorithm, first, the velocities are measured at time 

(t +
1

2
Δt). Then, this velocity is considered as an initial velocity and can be used to calculate the 

positions, r, at the time (r + Δt) (Eq. 5 and 6) [30, 32]. 

 

 

It is important to note that it is necessary to establish an initial configuration of the system. The 

initial configuration may be obtained from experimental data, from a theoretical model, or from a 

combination of the two. Also, the initial velocity of the atoms must be assigned, which can be done 

by randomly selecting from a Maxwell-Boltzmann distribution at the temperature of interest (Eq. 

7) [28].  

v (t +
1

2
Δt) = v (t −

1

2
Δt) +

Δt

m
F(t) (5) 

r(t + Δt) = r(t) + Δtv(t +
1

2
Δt) (6) 

x 

0 1 2 

v x 

t 
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p(vix) = (
mi

2ᴨkBT
)

1/2

exp [−
1

2

mivix
2

k BT
] (7) 

The Maxwell-Boltzmann equation provides the probability that an atom i at mass 𝑚𝑖 has a velocity 

𝑣𝑖𝑥 in the x direction at the temperature T. It should be pointed out that the Maxwell-Boltzmann 

distribution is a Gaussian distribution, which can be obtained using a random number generator. 

In MD simulations, the negative derivative of the potential energy called the force field allows for 

calculating the forces acting on each atom (Eq. 8). Force fields are parametrized using physical 

data from x-ray crystallography, infrared (IR), and Raman spectroscopy, and high-level quantum 

mechanical calculations with model compounds [33]. 

 

Fi = −
δV

δri
  (8) 

 

The potential energy (V) can be calculated as bonded potential energy and non-bonded potential 

energy [34]. The bonded potential energy represents the interaction of bonded atoms, and it is 

divided into three types: valence angle potential, bond potential, and torsion (dihedral) angle 

potential. The non-bonded potential energy represents non-bonded interactions between atoms and 

is divided into two components: Lennard-Jones interaction energy, which reflects the van der 

Waals interaction between atoms, and Columbic interaction energy, which represents electrostatic 

charges (Eq. 9).   

 

𝑉(𝑟)𝑁 = ∑ 𝑘𝑙(𝑙 − 𝑙0)2

𝑎𝑙𝑙 𝑏𝑜𝑛𝑑𝑠

+ ∑ 𝑘𝜃

𝑎𝑙𝑙 𝑎𝑛𝑔𝑙𝑒𝑠

(𝜃 − 𝜃0)2

+ ∑
1

2
𝑉𝑛[1 + cos(𝑛𝜔 − 𝛾)]

𝑎𝑙𝑙 𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑

𝑁

𝑗=1

∑

𝑁

𝑖=𝑗+1

{𝜀𝑖𝑗 [(
𝑟0𝑖𝑗

𝑟𝑖𝑗
)

12

− 2 (
𝑟0𝑖𝑗

𝑟𝑖𝑗
)

6

] +
𝑞𝑗𝑞𝑖

4𝜋𝜀0𝑟𝑖𝑗
}               

 (9) 

 

Where 𝑙 is the stretching of bonds, θ is the bending of valence angles and ω is the rotation of 

torsional angles (Figure 2) and, 𝑘𝑙 , 𝑘𝜃 and 𝑉𝑛 are force constants. The torsion term illustrates a 

periodic rotation of a dihedral angle with periodicity n and phase γ. In the non-bonded energy, the 
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parameter ε is related to the well-depth of the Lennard-Jones (LJ) potential, and r is the distance 

at which the LJ potential has its minimum. q is the partial atomic charge, 𝜀0 is the vacuum 

permittivity, and 𝑟𝑖𝑗 is the distance between atoms i and j [34]. 

 

    

  

 

Figure 2:  Graphic illustrations of energy terms described in the force-field terms. 

 

It is worth noting that force fields have different degrees of complexity and can be used for 

different kinds of systems. For instance, AMBER (Assisted Model Building and Energy 

Refinement) [35,36,37] is suitable for the simulation of biomolecules. CHARMM (Chemistry at 

HARvard Macromolecular Mechanics) [38] is another force field that it primarily 

targets biological systems, including proteins, small molecule ligands, lipids, etc., as they occur in 

solution, crystals, and membrane environments. The next one is the OPLS (Optimized Potential 

for Liquid Simulations) force field [39] used to simulate condensed matters. GAFF (Generalized 

Amber Force Field) [40] is another AMBER-compatible force field designed to simulate small 

compounds and biomolecules [34]. 

It should be mentioned that the fastest motion in the simulation system limits the time step (typical 

value of 1 fs for atomistic simulation). In other words, the smallest oscillation period found in the 

ω 

Torsion rotation 

θ 

Angle bending 

q1 q2 

Non-bonded interactions Bond stretching 
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system limits the maximum time step in MD simulations. As the bond stretching vibrations are in 

their quantum-mechanical ground state,  it is better to be represented by a constraint instead of a 

harmonic potential [30]. The time step can be increased by replacing the bond vibrations with 

holonomic constraints [41]. In fact, constraints are utilized to maintain bonds at constant lengths, 

which results in an increase in the time step of integration. In the MD simulation, a larger time 

step (typically 2 fs) can be used by restraining bonds lengths using constraint algorithms like 

SHAKE [42] and linear constraint solver (LINCE) [41].  

It is worth noting that depending on the properties of the system, the timescale of MD simulations 

is different. Molecular mechanics, the method of choice for computational studies of biomolecular 

systems, makes it possible to implement MD simulations on biological systems that have tens of 

thousands to hundreds of thousands atoms for simulation times from nanoseconds to microseconds 

[43]. 

 

The general MD algorithm is shown in Figure 3. According to the algorithm, the following steps 

are carried out:  

1) Input initial conditions. In the first step, all-atom positions r and velocities v, as well as 

potential interaction V as a function of atom positions, are included.  

2) Compute forces. The force on any atom is measured by calculating the force between non-

bonded atom pairs and the forces due to bonded interactions. 

3) Update configuration. In this step, Newton’s equations of motion are numerically solved, 

and the acceleration and velocity of each atom are obtained (Eq. 10 and 11). Hence, the 

movement of the atoms is simulated. 

dvi

dt
=

Fi

mi
 (10) 

dri

dt
= vi (11) 

 

4) Output step (if required). The positions, velocities, energies, temperature, pressure, etc. are 

written. 

Steps 2, 3, and 4 are repeated if it is required. 
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Figure 3: The flow chart of a MD simulation program. 

 

 

 

2.1. Periodic Boundary Condition 
 

Essentially all molecular dynamics simulations use periodic boundary conditions (PBC). The PBC 

enables the simulation of a very large system with a relatively small number of particles without 

the perturbing effect of hard walls [44]. In PBC, the primary cell is replicated in all directions, 

yielding an infinite lattice. During the simulation, when a molecule moves in the original box, its 

periodic image in each of the nearby boxes moves in exactly the same way. In other words, if an 

atom leaves the central box, it’s images enter the central box from the other side and the number 

of atoms in the central box is conserved [45]. Figure 4 illustrates a two-dimensional version of 

such a periodic system. 
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Figure 4: A two-dimensional periodic system. Molecules can enter and leave each box across 

each of the four edges [45]. 

 

It should be mentioned that the most important part of the MD program is the calculation of the 

forces acting on all molecules. In order to calculate the force on a particular molecule or those 

contributions to the potential energy involving the particular molecule, all interactions between the 

particular molecule and images in other cells lying in the surrounding boxes must be included. In 

detail, for N atoms in the central box, there are N2 interactions. It is computationally too demanding 

and impossible to calculate in practice. Hence, this summation is restricted by making an 

approximation for a short-range potential energy function. In detail, a particular molecule at the 

center of a region that has the same size and shape as the basic simulation box interacts with all 

the molecules whose centers lie within this region that is, with the closest periodic images of the 

other N - 1 molecules (Figure 5). That is called the ‘minimum image convention. As there may 

still be a very substantial calculation for a system of (say) 1000 particles in the minimum image 

convention. A further approximation can significantly improve the situation. Hence, a spherical 

cutoff is normally applied for short-range forces [45]. The circle in Fig. 4 shows a cutoff. Only 

interactions for r ≤ 
𝐿

2
 contribute to the forces acting on the molecules and interactions for r ≥ 

𝐿

2
  

ignored. In this case, the number of interactions that need to be evaluated is reduced. 
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Figure 5: The minimum image convention in a two-dimensional system. The central ‘box’ 

constructed with a particular molecule at its center and nine molecules. The circle represents the 

cutoff. 

 

 

2.2. Statistical Ensembles 
 

A system's macroscopic state is characterized by macroscopic parameters such as temperature (T), 

pressure (P), and volume (V). An ensemble notion is created to relate the dynamics of particles 

characterized by their microscopic qualities to the overall macroscopic attributes of the 

system.  Statistical ensembles enable calculations to be performed at constant values of virtually 

any of the thermodynamic control variables [46]. There are several types of ensembles with 

specific properties. For instance, the microcanonical NVE ensemble holds a fixed number of 

particles, the volume (V), and the energy (E). Another ensemble is the canonical NVT ensemble, 

in which volume is fixed and temperature is held constant by using various thermostats. The next 

example is the isobaric-isothermal NPT ensemble. In the NPT ensemble, the volume of the system 

can fluctuate, and pressure and temperature are maintained constant by using different barostats 

and thermostats. 

The goal of a thermostat is to ensure that the average temperature of a system is correct. In 

simulations, the "instantaneous (kinetic) temperature" is usually measured by the kinetic energy 

of the system using the equipartition theorem. In fact, the temperature is measured using the 

system’s total kinetic energy [30]. There are different thermostats including the Berendsen 

thermostat [47], the Andersen thermostat [48], the Nosé-Hoover thermostat [49,50], or a velocity 

rmax ≤
L

2
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rescaling scheme [51]. These thermostats have parameters that affect the speed to control the 

temperature of the environment and enable the system to take to relax to the target temperature. 

Similarly, to temperature coupling, the system can also be coupled to a pressure bath. Hence, the 

algorithm (the Berendsen barostat [47], Parrinello-Rahman barostat [52, 53], the Martyna-

Tuckerman-Tobias-Klein barostat [54]) is used to stabilize the pressure (and thus also the density) 

of the system. 

 

2.3. Software and Steps 
 

In this study, the GROMACS (GROningen Machine for Chemical Simulations) program package 

[30,55 ,56, 49, 57, 58,59] was used for performing MD simulations [55,60, 61, 62]. VMD (visual 

molecular dynamics) software is used for the visualization and analysis of molecular dynamics 

trajectories [63]. 

Several steps must be taken to do an MD simulation of a biomolecule in GROMACS (Figure 6). 

First, the structure of the biomolecule is prepared by downloading it from databases (like the 

Protein Data Bank [64, 65] or homology modeling. After preparing the structure, the topology for 

the molecule is generated. It should be mentioned that all the information required to define the 

molecule inside a simulation is contained in the topology file. This contains both nonbonded 

parameters (atom types and charges) and bonded parameters (bonds, angles, and dihedrals). In this 

step, the force field will be written to the topology file. It must be noted each force field should be 

read completely and decide which is most applicable to the situation. Then, the box is generated. 

the protein must be centered in the box and placed at least 1.0 nm from the box edge. The distance 

to the edge of the box is an important factor. As mentioned earlier, the periodic boundary 

conditions are used in most MD simulations, and the sufficient distance between any two periodic 

images of a protein must be satisfied. In other words, a protein should never view its periodic 

image; otherwise, the forces measured will be spurious. In this step, the type and size of the box 

used in the simulation are also determined. There are different types of boxes (triclinic, cubic, 

dodecahedron, and octahedron) in the GROMACS program package. In the next step, depending 

on the system, a water model (SPC, SPC/E, TIP3P, and TIP4P) will be chosen and the box will be 

filled with water. These models are different in structural features and parameters such as partial 



15 

 

charges [66,67]. After that, ions will be added to the system to neutralize the net charge on the 

protein. In this step, genion module replaces water molecules with the ions that the user specifies. 

Before beginning dynamics, the structure will be relaxed through a process called energy 

minimization to ensure that the system has no steric clashes or inappropriate geometry. In fact, 

energy minimization confirms that the initial structure is appropriate in terms of geometry and 

solvent orientation. It is important to note that the potential energy printed at the end of the energy 

minimization process should be negative to determine whether the energy minimization was 

successful. To begin real dynamics, the equilibration of the solvent and ions around the 

biomolecule must be done. Equilibration is often performed in two phases. We first arrive at the 

correct temperature based on kinetic energies. Then pressure will be applied to the system until it 

reaches the proper density. The first phase is done under an NVT ensemble (constant Number of 

particles, Volume, and Temperature). In order to analyze the temperature progression, the energy 

module can be used. From the resulting plot, if the system's temperature remains steady for the 

duration of the equilibration, it signifies that it has reached the desired value (300 K). The second 

phase is conducted under an NPT ensemble (constant Number of particles, Pressure, and 

Temperature). Again, the energy module can be used to investigate the pressure progression. The 

resulting plots can be used to illustrate the average pressure fluctuation value and the average 

density during equilibration. The stability of values over time shows that the system is well-

equilibrated with respect to pressure and density. The time required for such procedures is 

dependent on the system's contents; normally, 50-100 ps should be sufficient. After the 

equilibration of the system at the desired temperature and pressure, an MD simulation can be run 

for data collection. The length of time required for the MD simulation depends on the system. 

Some approximations like using bond constraints are employed to run simulations between 50 and 

100 ns [68]. Thereafter, depending on what types of data are required, some analysis on the system 

will be performed [30].  
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Figure 6: Molecular dynamics simulation process 

 

2.4. Analyzing MD Simulations 
 

After the simulation, some strategies based on the type of simulated system are implemented to 

extract relevant information about the system. Some of the most common methods used to analyze 

solute/solvent interactions are the radial distribution function (RDF), root mean square deviation 

(RMSD), and root mean square fluctuation (RMSF) [34], to mention but a few.  

The RDF, g(r), defines the probability of finding a particle at a distance r from another tagged 

particle. The RDF is used to describe the distribution of solvent molecules around one specific 

molecule or atom. RDF can be calculated according to Eq. (11): 

 

g(r) =
1

ρN
〈∑ ∑ δ[r − rij]

ji

〉  (11) 
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Where N is the total number of atoms, ρ = N/V is the number density, rij is the distance between 

atoms i and j, and the brackets indicate the ensemble average. 

It must be noted that the analysis of structural mobility in molecular dynamics plays a vital role in 

data interpretation in the simulation of biomolecules. RMSD and RMSF are the most common 

measures of structural fluctuations, which are associated with biological function [69]. 

The RMSD is the average displacement of the atoms at a given moment of the simulation relative 

to a reference structure, which is either the first frame of the simulation or the crystallographic 

structure. The RMSD is computed to show the deviations of the backbone atoms of proteins from 

their initial structure and represents how structures and parts of structures alter over time as 

compared to the starting point. The RMSD is plotted vs. time, and monitoring the RMSD of the 

protein can provide insights into the structural conformations throughout the simulation. A 

flattening of the RMSD curve illustrates that the protein has equilibrated. The RMSD can be 

calculated according to Eq. (12): 

 

RMSD = √
1

N
 ∑(ri(t0) − ri(t))2

N

 (12) 

 

Where N is the number of atoms, and r (t) is the position of atom i, at time t.  

Additionally, the RMSF computes the fluctuations of each subset of the structure (atom or residue) 

relative to the average structure of the simulation. Indeed, the RMSF measures the average 

deviation of a particle over time from a reference position. RMSF per residue is plotted vs. residue 

number and shows which residue in a protein leads the molecular motion and how much the residue 

moves and fluctuates during the simulation. The RMSF can be calculated according to Eq. (13): 
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RMSF =
1

T
∑(r(t) − r̅)2

T

  (13) 

 

Where T is the total time of the simulation and r̅ is the average position. 

 

3. Biomolecules 

 

During my PhD program, MD simulations were implemented to investigate the solvation effects 

of salts and co-solvents on the behavior of biomolecules such as DNA, peptides, proteins, and 

enzymes in the aqueous solutions. 

 

3.1. Deoxyribonucleic acid  
 

Over the past 30 years, deoxyribonucleic acid (DNA) has been recognized as a versatile molecule 

in the field of nanotechnology. DNA is a good candidate for the construction of novel 

nanomaterials due to its unique features, including its miniature scale, sequence programmability, 

geometric properties, rigidity, and highly specific molecular recognition [70,71]. DNA 

nanotechnology, for example, can be utilized in biophysical techniques to enable single-molecule 

observations in biology [72]. Furthermore, DNA nanostructures can be used in the area of drug 

delivery due to their capacity to be programmed to any size, shape, and ligand patterning. They 

are also dynamic, allowing us to tailor their drug release to specific biological cues  [72].  Since 

there is a great interest in the usage of DNA as an advanced material, understanding the structure 

and investigating the function of DNA in different media is important.  

The DNA molecule is considered a polynucleotide or a polymer chain [73]. DNA is composed of 

four different types of nucleotide subunits. A nucleotide is composed of a sugar with five carbons, 

the phosphate group, and a nitrogen-containing base. The base can be either adenine (A), thymine 

(T), guanine (G), or cytosine (C). Sugars and phosphates link nucleotides covalently together in a 

chain. It should be noted that the nucleobases of the two strains follow base-pairing rules and form 

hydrogen bonds. In DNA, a bulkier two-ring base named purine is paired with a single-ring base 
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called a pyrimidine. In detail, G always pairs with C, and A with T (Figure 7) [74]. It is noteworthy 

that AT-rich DNA regions play an important role in molecular processes. In fact, AT-rich regions 

separate functional domains in eukaryotic DNA [75]. For instance, the yeast genome with long 

AT-rich sequences tends to be clustered [75]. In another example, 80.6% of the genome of the 

parasite Plasmodium falciparum, the causative agent of severe human malaria, is made up of A+T 

[76, 77].  

 

The structure of the DNA molecule can vary depending on the base sequence and environment 

[78]. The right-handed double helical structure of the DNA, which was proposed by Watson and 

Crick in 1953, is the most commonly known DNA structure [73, 79]. Two linear sugar-phosphate 

backbones circling each other create two grooves in the double helix. Where the backbones are 

close together, minor grooves are generated, and where the backbones are far apart, major grooves 

are generated. Figure 7B shows two different grooves. 

 

It should be mentioned that the B form of DNA is stable in water. However, DNA is not stable in 

an aqueous medium at room temperature for a long period of time. In detail, the stability of the 

DNA is mainly dependent on the water content, or more specifically, the properties of the 

hydration shells around the DNA. The hydration shells play a vital role in stabilizing or 

destabilizing DNA, and its conformational dynamics [13]. Furthermore, due to its large 

dependency on electrostatic interactions; DNA undergoes denaturation upon changing the pH, 

temperature, and ionic strength [24]. Hence, choosing a suitable medium for DNA extraction, 

purification, and storage is a key factor in biological experiments. 

It must be made clear that the DNA melting temperature (Tm) value shows the stability of the 

double-helical structure of DNA in the solution. Hence, the Tm method can be used to investigate 

the impact of solution conditions, including buffers, pH, hydrophobicity, solutes, and analytes, on 

the stability of the double-helical structure of DNA in the solution [24].  
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Purine 

 

Adenine (A) 

 

Guanine (G) 

 

  

 

              

Pyrimidine 

 

Cytosine (C) 

 

Thymine (T) 

 

 

Figure 7: A) Chemical structure of DNA for adenine-thymine and guanine-cytosine base pairs. 

Dashed lines show hydrogen bonds. B) Structure of major grooves and minor grooves in DNA. 

Structures are drawn with the Python package RDKit. (http://www.rdkit.org) [80]. All code in 

Python [81] and Jupiter notebook [82] were  implemented. The visualization of DNA is done by 

VMD software. 

M
aj

o
r 

g
ro

o
v
e 

M
in

o
r g

ro
o
v
e 

M
in

o
r g

ro
o
v
e 

M
in

o
r g

ro
o
v
e 

M
aj

o
r 

g
ro

o
v
e 

G C 

A 
T 

A) B) 



21 

 

3.2. Proteins 
 

Proteins are known as one of the most functionally sophisticated molecules. To understand the 

function of proteins, we need to understand their molecular structure. 

Amino acids, the building blocks of proteins, are small organic molecules that consist of a central 

carbon atom (alpha) linked to an amino group (-NH2), a carboxyl group (-COOH), a hydrogen 

atom, and a side chain (R group) that is a variable component (Figure 8). Amino acids differ from 

each other in their side chain R groups. There are only twenty amino acids in proteins; each has a 

unique side chain. Within a protein, multiple amino acids are linked together by peptide bonds to 

form a long chain [83]. 

 

 

 

Figure 8: Structure of an amino acid containing the R side chain. 

 

There are four protein structure levels: primary, secondary, tertiary, and quaternary. The primary 

structure of a protein is made of covalent peptide bonds between the carboxyl and amine groups 

of adjacent amino acids. The local packing of the polypeptide chain into α-helices and β-sheets 

forms the secondary structure. The α-helices and β-sheets are the results of hydrogen bonding 

between the amine and carboxyl groups of non-adjacent amino acids. If neither an alpha helix nor 

a β-sheet exists, a random coil is formed. A tertiary (3D) structure is made when the polypeptide 

chain coils and turns to form a complex molecular shape due to the interactions between R groups, 

including H-bonds, disulfide bridges, ionic bonds, and hydrophobic interactions. Quaternary 
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structure is defined by how multiple polypeptides interact to form a single, larger, biologically 

active protein. 

 

4. Salts and co-solvents 
 

Solvents have a direct and indirect role in the functioning of biological systems. In detail, solvents 

can actively participate in the biological processes or stabilize biologically active conformations 

of proteins and nucleic acids. Solvent interactions in biological environments can be changed by 

the presence of co-solvents such as ions and different small molecules. Non-aqueous environments 

are interesting in the context of industrial process biochemistry because they provide specific 

practical benefits.  

Water is the most significant biomolecular solvent in almost all living habitats. Also, water is 

known as an excellent solvent due to its tiny size and its polar and polarizable nature. Its ability to 

act as both a hydrogen bond acceptor and donor enables it to form a range of structures that may 

readily adapt to changes in environmental conditions, particularly in the presence of biomolecules 

and other co-solutes [84]. Hence, water plays a key role in many biomolecular interactions and 

processes. The interaction of water with biomolecules is a complex subject. Several studies have 

been conducted to study the effect of salts on the structure, function, and properties of 

biomolecules in aqueous solutions during the past few years. For instance, Chandran et al. [85] 

tried to understand the binding characteristics and molecular mechanism of interactions of ILs with 

DNA in the mix ILs and water solution to investigate the stability of DNA in the long term. Their 

results showed that DNA maintains the native B-conformation in hydrated ILs and the interaction 

between IL cations and different parts of DNA has a great impact on the DNA stability. They also 

assumed the water cage around DNA was disrupted by the IL and partial dehydration occurred, 

which prevented the hydrolytic reactions that denatured DNA and helped stabilize DNA for the 

long term. In another work, Sakai et al. [4] investigate the effects of 32 Hofmeister salts on enzyme 

activity and stability of protein-glutaminase catalyzing the deamidation of only the side-chain 

amide group of glutamine residues in proteins. Their results revealed that the activation or 

stabilization of protein-glutaminase approximately followed the same order as the Hofmeister 
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series. They reported that the addition of Na2CO3 (1.0 M) increased the catalytic efficiency by 9.7-

fold. 

It should be emphasized that the explanation for the behavior of biomolecules in solutions in the 

presence of ions and co-solvents may not always follow a fixed pattern. As the subunits of different 

biomolecules interact with ions and co-solvents in different ways, predicting the general behavior 

of a given biomolecule dissolved in the mixed aqueous solution is very difficult.  Furthermore, our 

knowledge about the solvent effects on biomolecule behavior at the molecular level is still 

poor. Thus, the effect of IL, inorganic salts, and DES on the biomolecule behavior in the aqueous 

solution was studied. 

 

4.1. Ionic liquids 
 

 

Ionic liquids (ILs) are a new class of solvents that has received a lot of attention as solvents in 

various areas of biochemistry due to their many advantages over volatile solvents [24]. Their 

valuable properties include negligible vapor pressure, high solvation ability, nonflammability, and 

good thermal stability, to mention but a few. It should be mentioned that ILs are ionic compounds 

and are typically liquid at room temperature (their melting temperatures are below 100 °C)  [24].  

ILs are divided into two main classes: protic ILs (PILs) and aprotic ILs (AILs). PILs with an 

available proton on the cation are a subset of ILs that are prepared through the stoichiometric 

neutralization reaction of certain Brønsted acids and Brønsted bases. AILs, the majority of ILs, are 

the result of substituting the acidic proton in a protic IL with a less labile cationic moiety, typically 

an alkyl group [86]. These two ILs are different in terms of the activity and strength of the forces 

between ions. PILs have a higher strength of Coulomb and hydrogen bonding interactions [24]. 

Furthermore, ILs can be derived from amino acids. As amino acids have a carboxylic acid residue 

in a single molecule, amino acids ILs (AAILs) can be used as the anions. It should be noted that it 

is easy to obtain pure AAILs in large quantities at a low cost. Also, AAILs can be used in the 

biological, medical, and pharmaceutical sciences, due to their great advantages, including 

biodegradability and biological activity [87]. Another class of ILs is magnetic ionic liquids (MILs), 

composed of organic ionic compounds in which the anion (usually) carries a net magnetic moment. 
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Examples of MIL anions include [FeCl4
−], [MnBr3

−], and [CoCl3
−]. Structural formulas of 

representative ILs cations and anions are illustrated in Figure 9.  

It is important to highlight that the physicochemical properties of ILs, namely solubility, polarity, 

viscosity, and acidity, can be altered by changing both cation and anion to meet specific 

requirements of applications in biochemistry, biotechnology, medicine, pharmacology, and bio-

nanotechnology, etc.  [88,86]. 

It has to be pointed out that most ILs readily dissolve in water. Water can change some of their 

properties (like viscosity) [89] and performances towards specific applications. It is also to be 

noted that, depending on the charge density of the anion and the length of the alkyl chain either on 

the cation or on the anion, ILs behave as hydrophilic or hydrophobic in water [24]. 

Based on the cation segment of ILs, they are categorized into four types: alkylammonium, 

dialkylimidazolium-, phosphonium- and N-alkylpyridinium based ILs [90]. As in this thesis, the 

behaviors of biomolecules in the aqueous solution of imidazolium-based ILs have been 

investigated; in the following paragraphs, the properties of this class of ILs will be explained more. 

Imidazolium-based ILs are one of the most popularly investigated ILs that have been applied in 

many fields due to the unique structure of imidazolium and its attractive physicochemical features. 

Choosing the imidazolium ring as a cation (Figure 10) is often due to its stability within oxidative 

and reductive conditions, the low viscosity of imidazolium ILs, and their ease of synthesis [90]. 

The imidazolium ring is a five-membered heterocyclic structure that is planar, rigid, and π-

conjugated [91]. It is to be noted that anions mostly have strong interactions with the imidazolium-

ring. In this thesis, the interaction of an anion with the hydrogen atoms of the 1-butyl-3 

methylimidazolium cation ring denoted H1, H2, and H3 (see Figure 10) was investigated. 

According to our investigation, the H1 atom of the imidazolium-ring has more affinity toward the 

anions with respect to other hydrogen atoms, due to its highest positive-charge density in 

comparison with two other hydrogen atoms in the imidazolium ring cation.  
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Figure 9: Structural formula of cations and anions from selected ILs [86]. Structures are drawn 

with the python package RDKit. (Available from: http://www.rdkit.org) [80]. All code in Python 

[81] and Jupiter notebook [82] were implemented. 
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Figure 10: Chemical structure of the 1-butyl-3 methylimidazolium cation. 

 

4.2. Deep Eutectic Solvent 
 

Deep eutectic solvents (DESs) are considered a new class of ILs analogs due to their sharing many 

characteristics and properties with ILs. The physicochemical properties of DESs, including having 

low volatility, nonflammability, low vapor pressure, and chemical and thermal stability, are the 

main reasons behind researchers' rising interest in these solvents. DESs consist of large, 

nonsymmetric ions that have low lattice energy and hence low melting points. DESs are usually 

made of a quaternary ammonium salt with a metal salt or hydrogen bond donor (HBD) [92]. The 

general formula for DESs is: 

 

Cat+X−zY (14) 

 

Where Cat+ can be an ammonium, phosphonium, or sulfonium cation, and X is a Lewis base. The 

anionic species are formed between X and either a Lewis or Brønsted acid Y. z is the number of 

Y molecules that interact with the anion [92]. Figure 11 depicts some of the most used hydrogen 

bond acceptors and donors. 
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Figure 11: Common hydrogen bond acceptors and hydrogen bond donors used for preparation of 

deep eutectic solvents [93] Structures are drawn with the python package RDKit. (Available from: 

http://www.rdkit.org) [80]. All code in Python [81] and Jupiter notebook [82] were  implemented. 
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4.3. Hofmeister series 
 

Hofmeister investigated the effect of salts on biomolecules for the first time, and his findings are 

summarized in the Hofmeister series [2,94]. The Hofmeister series reflects the effect of ions on 

the behavior of macromolecules by influencing the structure of water molecules and direct ion–

macromolecule interactions as well as interactions with water molecules in the first hydration shell 

of the macromolecule [95]. It should be mentioned that such effects are generally more pronounced 

for anions than for cations. the typical ordering of It should be mentioned that such effects are 

generally more pronounced for anions than for cations. The typical ordering of the anion series is 

as follows:  

 

CO3
2− > SO4

2− > S2O3
2− > H2PO4

− > F− > Cl− > Br− > NO3
− > I− > ClO4

− > SCN−  

 

The anions that are located on the left side of Cl are called kosmotropes, while those to its right 

are called chaotropic. The kosmotropes assumed to be water structure makers are strongly hydrated 

and have stabilizing and salting-out effects on proteins and macromolecules. However, chaotropes 

considered water structure breakers are known to destabilize folded proteins and give rise to 

salting-in behavior [95].  

During my Ph.D. program, two studies were done to investigate the influence of the Hofmeister 

series on the properties of enzymes. In the first study [23], the influence of the selected anions on 

the catalytic and conformational properties of human rhinovirus-14 (HRV) 3C protease was 

studied. Human rhinovirus (HRV) infections, the most frequent causative agents of the common 

cold are members of the picornavirus family. All the members of this family have a positive-sense, 

single-stranded RNA genome that is translated into a single polyprotein precursor. In the case of 

HRVs, the viral polyprotein is processed by 3C. The 3C protease catalyzes most of the subsequent 

internal cleavages to generate functional proteins and enzymes [96]. In this study, the stability of 

the protein backbone along the simulation trajectories (100 ns) in the aqueous solution and aqueous 

solution of Na2SO4 (kosmotropic), NaCl (neutral from the point of view of  theHofmeister effect) 

and NaClO4 (chaotropic) were investigated by RMSD. The protein backbone solvated in aqueous 

solutions of Na2SO4 has much smaller RMSD values in comparison to the RMSD values of the 

protein backbone in the aqueous solution and in the aqueous solution of NaCl and NaClO4. Also, 
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the RMSD values in the presence of NaCl are smaller than the RMSD values of the protein 

backbone in water and, NaClO4. Furthermore, a more detailed representation of the difference in 

the flexibility or stability of residues within the simulation was obtained by measuring the RMSF 

analysis of each residue of HRV 3C protease. HRV 3C protease residues in the aqueous solution 

of Na2SO4 have fewer fluctuations as compared to the water or in the presence of sodium chloride. 

Obtained results clearly showed that the HRV 3C protease in the presence of kosmotropic anions, 

in contrast with chaotropic anions, displays increased stability. This observation agreed with the 

Hofmeister effect and enables us to rank anion ability to the rigidity of the protein backbone in the 

order from most (sulfate) to least rigidifying conditions (perchlorate and/or water). 

In the second study [22], the global stability, ligand binding, and catalytic properties of trypsin by 

anions were examined. Trypsin (EC 3.4.21.4) is a pancreatic serine protease that selectively 

catalyzes the hydrolysis of ester, amide and, peptide bonds at the carboxyl side of arginine, lysine 

and ornithine. Trypsin can be applied in biological research and be used for organic synthesis.  It 

is worth mentioning that trypsin is less active and stable in the presence of organic solvents [97].  

In this work,  RMSD measurements of C-alpha atoms of the trypsin enzyme in water and 1 M 

aqueous solutions of Na2SO4, NaCl, and NaClO4  revealed that the trypsin enzyme is more stable 

in the aqueous solution of Na2SO4 compared to other aqueous solution and the aqueous solution 

of other salts.  Also, the dynamics of each residue in the polypeptide chain and the interaction of 

selected amino acid residues with anions were investigated by RMSF and RDF, respectively. A 

detailed analysis of MD simulations indicates that a particular residue in the binding pocket and 

two specific residues in the loop have a high affinity to sulfate in comparison with the perchlorate 

anions, with a possible influence on the stability of this part of the enzyme. Generally speaking, 

our results showed that that the effect of the specific anion on trypsin properties agrees with the 

localization of the anions in the Hofmeister series.  
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Structural specificity of groove binding mechanism between imidazolium-based Ionic 

Liquids and DNA revealed by synchrotron-UV Resonance Raman spectroscopy and 

molecular dynamics simulations. 

Abstract 

The predicted capability of Ionic Liquids (ILs) in stabilizing the native structure of nucleic acids 

is relevant in the field of biotechnology, especially for DNA storage and handling. In the present 

work, we implement a joint combination of advanced spectroscopic techniques such as 

synchrotron-UV Resonance Raman spectroscopy (SR-UVRR) and molecular dynamics (MD) 

simulations for deepening insight into the sequence and structural specificity of the binding 

interactions between imidazolium-based ILs and both the phosphate groups and nucleobases in the 

minor and major grooves of double strand DNA. A 30-base pair double-strand DNA structure has 

been chosen as model of natural DNA. The experimental and simulation results consistently give 

rise evidence the predominance of a groove binding mechanism between ILs cations and DNA, 

with a preferential interaction established between guanine residues and the shorter alkyl-chain 

length on imidazolium cation. Raman experiments allows us to detect both cooperative transition 

and reversible pre-melting structural transformation, involving specific tracts in the structure of 

DNA, that are activated at lower temperature for guanine residues with respect to adenine ones. 

The more marked affect operated by the imidazolium-based ILs with chloride as anion on the pre-

melting states of adenine suggests a selective strong interaction of this anion with the adenine-rich 

tracts on the structure of DNA. MD simulation results reveal the influence of ILs on the structural 

properties of DNA and provide more details about the solvation, interaction, stability and 

flexibility of DNA in the hydrated ILs. According to the MD simulation analysis, a combination 

of electrostatic and hydrophobic interactions drives shorter alkyl-chain length of imidazolium 

cations to has stronger interaction with the DNA major groove.  

Keywords: Synchrotron UV Resonance Raman, Molecular dynamics, ionic liquids, nucleic acids, 

solvation 

Introduction 

Thanks to the well-known programmability of the Watson-Crick pairing interactions, 

Deoxyribonucleic acid (DNA) is acquiring a crucial role as building-block for developing DNA-

based devices in nanotechnology and biomedical technology [1-4]. For instance, the sequence-

based recognition mechanism of DNA has been employed in DNA microarrays of gene expression 

analyses [5] and in chips for gene sequencing by hybridization [6,7]. Nanoscale self-assembly 

methods have been used for the construction of 2D and 3D ordered structures of DNA [8] and the 

design of hybrid materials such as metallic nanoparticles [9]. However, the lack of an appropriate 

medium in which nucleic acids are able to preserve their structures for a long time and under 

various conditions is becoming the bottleneck that limits the further expanding of the use of DNA 

in nanotechnology. Although DNA is considered reasonably stable in aqueous solution, the 

degradation of the chemical structure of DNA has been observed for long storage periods at room 

temperature [10]. Moreover, DNA is vulnerable to hydrolytic and oxidative damage in aqueous 

solutions [11,12]. Besides the inherent chemical instability of DNA in water, other conditions such 

as non-physiological temperature, pH and ionic strength or repeated freeze-thaw cycles can destroy 

the DNA helix structure and cause denaturation. Furthermore, the use of aqueous DNA samples 

https://doi.org/10.1016/j.molliq.2021.118350
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makes difficult some technological processes implemented in nanotechnology since small volumes 

of water vaporizes immediately under open-air conditions or at high temperatures [13]. For these 

reasons, finding appropriate media that ensure to prolong the stability of DNA and to overcome 

the limitations of the use of aqueous buffers remains a challenging task.  

Ionic liquids (ILs) are a class of organic salts majorly liquid at room temperature that offer unique 

opportunities if used as alternative solvents or co-solvents in various physical and chemical 

transformations [14]. In the last two decades, ILs has gained increasing popularity in 

biotechnology for a broad range of applications. Both experimental and simulation works have 

addressed the potential benefits exerted by the neat or aqueous solutions of ILs in the stabilization 

and functioning of proteins and DNA [15-19]. With respect to more common co-solutes or co-

solvents, the large number of possible anion/cation combinations of ILs offers the possibility to 

design tailor-made compounds for specific purposes. Moreover, certain remarkable features of 

ILs, such as their vanishing vapour pressure, provide an attractive alternative to water in a large 

variety of applications [20]. Unlike the multiple studies reported on the effects of ILs on the 

structure and function of proteins, much less is known on the properties of DNA dissolved in pure 

or aqueous solution of ILs [13,19, 21-23]. The first experimental observation that DNA preserves 

its structure in various ILs during long-term storage at room temperature was provided by the 

pioneering study of MacFarlane [24]. A joint molecular dynamics simulation and spectroscopic 

study [25] suggest that site-specific interactions of IL cations and anions with DNA favor the long-

term structural stability of nucleic acids in aqueous solutions of ILs. Other studies reveal that 

several types of ILs contribute to enhance DNA stability without modifying its structure [26-33]. 

Additionally, ILs can be potentially used for controlling the properties of the nucleic acids, for 

example for increasing the sensitivity of electrochemical DNA sensors [34], and for developing 

more efficient protocols for extraction and purification of DNA [35]. Finally, an increasing number 

of studies on the possible applications of ILs for delivery of nucleic acids into the eukaryotic cells 

has emerged in more recent years [23]. 

Considering the potential use of ILs as new-generation solvents and/or co-solvents for DNA, it is 

crucial understanding the molecular origin of the observed enhanced stability of nucleic acids in 

ILs, by accounting that even small differences in ionic composition of ILs can drastically change 

the effect on DNA properties. Several studies point out that ILs with imidazolium-based cations 

are efficient co-solvents of water in improving the structural stability of DNA [25,27,28,31-33,36]. 

The effect exerted by this class of ILs on the duplex structure of DNA is found to arise from 

specific interactions of the cation and anion with the minor and major grooves of nucleic acids. 

However, there is not a fully agreement on the driving forces that dominate this interaction 

mechanism between imidazolium-based ILs and DNA. For some authors [25,27,28,31,33], the 

dominant factors that lead to the enhancement of stabilization and preservation of DNA structure 

in aqueous solutions of ILs are associated to i) the DNA groove binding with IL cations through 

hydrophobic and polar forces and ii) the partial dehydration of DNA operated by ILs. An 

alternative view proposes as mechanism the semi-intercalation binding mode of the imidazolium 

cation with DNA, revealing also that this interaction becomes stronger as the alkyl chain length on 

imidazolium ring increases [32]. Another interpretation suggests that the most important 

contribution to the stability of DNA structure is to be ascribed to the capability of anions in 

imidazolium-based ILs to establish a greater number of hydrogen bonds with the nucleobases of 

DNA than the cations [26]. Overall the studies mentioned above evidence the need to rationalize 

the interaction properties of ILs components, i.e. cations and anions, with nucleic acids to predict 

the efficacies of aqueous solutions of ILs for DNA solvation and stabilization. 
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In the present work, we implement a joint combination of advanced spectroscopic techniques such 

as synchrotron-UV Resonance Raman spectroscopy (SR-UVRR) and molecular dynamics (MD) 

simulations for investigating structure-specific interactions between imidazolium-based ILs and a 

30-base pair double-strand DNA structure. Preliminary experimental studies performed on large 

nucleic acid molecules dissolved in ILs/water solutions [37-40] addressed the type and the strength 

of network interactions established between ILs and DNA molecules, proposing a possible 

mechanism of the cation- and anion-mediated structural stabilization of nucleic acids. Moreover, 

the thermal stability of DNA has been found to increase as a function of concentration of 1-butyl-

3-methylimidazolium chloride [BMIM]Cl [38]. The present study aims to clarify the sequence and 

structural specificity of the strong binding interactions (electrostatic, hydrophobic, H-bonds) 

between the ILs and phosphate groups and nucleobases in the DNA minor and major grooves, 

beside to address the formation of peculiar nucleic acid structures in hydrated ILs. Multi-

wavelength UV Resonance Raman (UVRR) spectroscopy enables to measure experimental 

quantities directly related to pair hydrogen bond strength and base stacking forces in nucleic acid 

strands [37-39,41,42]. The fine tuning of the excitation wavelength achievable by synchrotron 

radiation (SR) source gives UVRR technique a special sensitivity to both the local and global DNA 

conformational changes. This allows to efficiently monitor local events such as base mobility or 

to probe intermediated structural states involving dangling ends of DNA sequence that are more 

exposed to the interaction with cation and anions of ILs [37-39]. In this study, the experimental 

outcomes from SR-UVRR spectroscopy are supported and further completed by molecular 

dynamics simulation simulations carried out on the same double-strand DNA structure used for 

Raman experiments. MD simulations are used for resolving scientific problems that would be 

difficult (if not impossible) to study experimentally and light up the invisible microscopic details 

of experiments and explain the results. In the present work, DNA structure along the simulation 

trajectories is analyzed in the presence of ILs and compare with its crystal structure to investigate 

the structure and the groove dimensions of DNA. Furthermore, the binding characteristics of ILs 

to DNA are studied to better clarify the binding pattern of ILs to DNA. 

 

Materials and methods 

Chemicals and sample preparation 

Both fully complementary oligonucleotides (sequence of strand 1: AAC CCA GAT GTC CTA 

CAG GAT AGC TCG CAG; 53 % of GC pairs, without 5-phosphate termination, 9184.94 Da) 

were synthesized by the company VBC Genomics (Vienna, Austria). The double-strand DNA 

(dsDNA) was prepared to 100 M duplex concentration in Tris buffer 10 mM at pH 7.4, heated 

for 5 minutes at 90 °C and slowly cooled down to room temperature. The formation of the double-

strand structure has been checked through circular dichroism measurements using a 

spectropolarimeter JASCO J-810. The ionic liquids 1-methylimidazolium chloride [MIM]Cl, 1-

ethyl-3-methylimidazolium chloride [EMIM]Cl, 1-butyl-3-methylimidazolium chloride 

[BMIM]Cl and 1-butyl-3-methylimidazolium bromide [BMIM]Br (see Fig. S1 for chemical 

structures of IL) were acquired from IoLiTec with a purity of 99%. For the main purpose of this 

work, the procedure of water removal was not critical. However, in order to know the starting 

water content of ILs before the dilution, all the ILs have been dried inside a desiccator under 

vacuum with phosphorus pentoxide for 48h at room temperature. After the treatment the water 

content of all the ILs was ca. 100 ppm (Karl Fischer), which we assumed to be a reasonable level 

in view of the further dilution. For the preparation of dsDNA/IL samples, each IL has been added 
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to the solution of dsDNA at 100 M and diluted with Tris buffer solution 10 mM at pH 7.4 to 

reach the final concentration of 54 mM of IL and 10 M of dsDNA, corresponding to about 177 

molecules of IL for each base-pair of DNA. This concentration of ILs has been chosen on the basis 

of previous Raman investigations carried out on large DNA molecules [38] that evidenced a 

stabilization effect exerted by methylimidazolium-based IL on DNA starting from about 80 

molecules of IL for each base pair. All the solutions were freshly prepared for UVRR 

measurements and they appeared limpid before the running of experiments and after the thermal 

heating.  

UVRR measurements and analysis of spectra 

UVRR spectra were collected by exploiting the synchrotron-based UVRR set-up available at the 

BL10.2-IUVS beamline of Elettra Sincrotrone Trieste (Italy) [43]. All the DNA and DNA/IL 

solutions were measured in the temperature range between 291-375 K using 250 and 266 nm as 

exciting wavelengths. The exciting wavelength at 250 nm was set by regulating the undulator gap 

and using a Czerny-Turner monochromator (Acton SP2750, Princeton Instruments, Acton, MA, 

USA) equipped with a holographic grating with 1800 groves/mm for monochromatizing the 

incoming synchrotron radiation. The excitation wavelength at 266 nm was provided by a CryLas 

FQSS 266-Q2, Diode Pumped Passively Q196 Switched Solid State Laser. Raman signal was 

collected in back-scattered geometry, analyzed by using a single pass of a Czerny-Turner 

spectrometer (Trivista 557, Princeton Instruments, 750 mm of focal length) equipped with 

holographic grating at 1800 g/mm and detected using a CCD camera. The calibration of the 

spectrometer was standardized using cyclohexane (spectroscopic grade, Sigma Aldrich). The final 

radiation power on the samples was kept at about 40 and 200 W for excitation with 250 and 266 

nm, respectively. Any possible photo-damage effect due to a prolonged exposure of the sample to 

UV radiation was avoided by continuously spinning the sample cell during the measurements. The 

comparison between the individual spectra acquired repeatedly for each sample showed no gradual 

changes to the spectra with respect to accumulation number were observed, ensuring that any 

sample photodegradation due to UV radiation does not occur. For each Raman spectrum, after 

subtraction of a flat baseline, the central wavenumber position of the peaks of interest has been 

estimated by fitting the spectra with a suitable number of Gaussian functions. The intensity of the 

bands of interest has been assessed trough an integration algorithm applied over the wavenumber 

region of interest.     

UV-VIS measurements 

UV/VIS absorption spectra were collected with a Perkin Elmer LAMBDA™ 25 UV/VIS 

spectrometer operating in double-beam mode and equipped with plug-n-play single cell Peltier 

with stirrer for the temperature control. UV-VIS spectra were recorded on the samples of dsDNA 

(1 M in TRIS buffer) and dsDNA 1 M with addition of ILs at concentration of 5.3 mM in the 

temperature range between 293 and 373 K with T = 5 K. All the solutions were freshly prepared 

in a rectangular quartz cell of 10 mm path-length. The UV spectra were recorded in the range from 

200 to 700 nm at a scanning speed of 480 nm/min and 1 nm of bandwidth. 

Molecular dynamics simulations 

For performing the MD simulations and quantifying the interaction of DNA with the ILs 

([MIM]Cl, [EMIM]Cl, [BMIM]Cl, [BMIM]Br) in the aqueous solutions, the General Amber Force 

Field (GAFF) [44] was used for DNA and the imidazolium-based ILs. It is worthy to mention that 

the general accuracy of GAFF in the case of ILs solvents was tested and GAFF has been widely 

used in IL simulations for years. For example, Sprenger and his coworkers [45] examined the 

accuracy of the generic AMBER force field for the case of ionic liquids. In their study, 
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thermodynamic and transport parameters of a collection of 19 room-temperature ionic liquids were 

calculated using molecular dynamics and compared to the experiment. According to the results, 

GAFF can reproduce these properties with good accuracy when compared to experiment and with 

similar accuracy when compared to other published force fields. In another study, Picalek et al 

[46] did the molecular dynamics investigation of the interfacial structure of aqueous solutions of 

1-butyl-3-methylimidazolium tetrafluoroborate. Both nonpolarizable and polarizable force fields 

for aqueous solutions of ILs were used to explain the anomalous dependence of the surface tension 

on concentration. The general GAFF parameter set was used to provide a good description of the 

surface properties of the pure IL. In addition, Jiang et al. [47] did MD simulations using both 

electronically nonpolarizable and polarizable models to analyze an energetic IL, 1-hydroxyethyl-

4-amino-1,2,4-triazolium nitrate (HEATN). The GAFF was used for the nonpolarizable model. 

Their findings revealed a link between molecular structure, dynamics, and other physical 

properties for this class of IL, which matched the experimental results. In this work, a total number 

of 67 molecules cation and 67 molecules of anion were added randomly to reach the desired IL 

concentrations (54 mM) in a cubic box with dimension 12.7×12.7×12.7 nm, where the box later 

solvated by water molecules. Packmol package was used for random distribution of the salts in the 

simulation boxes [48, 49]. Since the salts and water molecules were added to the simulation box 

at random, certain undesirable interactions might arise in the systems, necessitating minimization. 

In this study, the steepest descent minimization approach was utilized to eliminate all unfavorable 

interactions. After minimization, all systems were equilibrated by performing 100 ps NVT 

(Canonical ensemble) restrained simulations followed by 100 ps NPT (isothermal–isobaric 

ensemble). Equilibration proceeded with the production runs where the linear constraint solver 

(LINCS) algorithm [50] was employed for all bonds involving hydrogen atoms and short range 

non-bonded interactions were cut off by 1.2 nm. Long-range electrostatic interactions were treated 

by the particle mesh Ewald method [51] procedure. For the production of initial velocities, 

Maxwell–Boltzmann distribution was used for all simulations. V-rescale coupling algorithm was 

used [52] with the coupling constant of 0.1 ps to ensure constant temperature and pressure during 

the simulations. MD production runs were performed in NPT ensemble for 100 ns at 300K where 

2 fs time step was used. Data for further analysis were stored in every 5 ps for all simulations. 

Gromacs 2018 program package was used for performing MD simulations [53-57]. Also, for 

visualizations and preparation of snapshots [58], Visual Molecular Dynamics (VMD) was used. 

After the simulation, some strategies including radial distribution function (RDF) and root mean 

square deviation (RMSD) [59] were done to extract relevant information about the system. In 

details, the RDF is used to describe the distribution of solvent molecules around one specific 

molecule or atom. Also, the RMSD is computed to show the deviations of the backbone atoms of 

dsDNA from its initial structure and represents how structures and parts of structures alter over 

time as compared to the starting point.  

 

Results and discussion 

Local and cooperative structural transitions of guanine residues in hydrated ILs  

Figure 1(a)-(b) displays the temperature behavior of UVRR spectra, collected using 250 nm as 

excitation wavelength, for dsDNA in absence and presence of [EMIM]Cl, as an example. The 

panels visualize the evolution of the difference spectra obtained by subtracting the spectrum 

measured at lowest temperature from the Raman profiles measured at the indicated temperatures 

(intermediate traces in the Fig. 1(a)-(b)). UVRR spectra of dsDNA and dsDNA/[EMIM]Cl at 291 

and 375 K are reported at the bottom and at the top of the Fig. 1. At the excitation wavelength of 
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250 nm, Raman spectra of DNA are dominated by the vibrational signals arising from guanine dG 

bases [37, 38,41, 60, 61], such as the prominent modes dGI ∼ 1483 cm-1 and dGII ∼ 1582 cm-1 

labelled in Fig. 1(a). Both these signals are sensitive structural markers of base stacking 

interactions and hydrogen-bonds (H-bonds) involving the guanine residues [62-64]. This is mainly 

due to the strong in-plane character of these vibrational modes that are attributed to the N7=C8 

and C8-N9 ring stretching coupled with C8-H in-plane deformation of dG purine group (dGI 

mode) [60,62,65,66] and to the N3-C4, C4-C5 and C5-N7 stretching motions of the same purine 

moiety (dGII mode) [63,65,67] (for the numbering of atoms of nucleobases see Figure S2). The 

Raman signals arising from purine residues of DNA include also the broad band at ∼ 1332 cm-1 

(Fig. 1(a)) that results from the overlap between base ring vibrations assigned to adenine dA and 

guanine dG residues [62, 66].  

 

 

Figure 1: 250 nm-excited Raman spectra of dsDNA (10 M) (a) and dsDNA in [EMIM]Cl/Tris 

(b) collected at 291 K (bottom trace) and 375 K (top trace); intermediate traces are the difference 

spectra computed by subtracting the spectrum measured at the lowest temperature from the 

spectrum at the indicated temperatures. The spectrum of [EMIM]Cl/Tris solution is also reported 

(dashed line in panel b).  
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The UVRR spectra reported in Fig. 1(b) clearly show that the main Raman bands assigned to 

dsDNA are well discernible also in the sample of DNA dissolved in aqueous solution of IL, with 

a minor spectral contribution attributable to the Raman signal of the ionic liquid.  

In the wavenumber region 1200-1800 cm-l, many perturbations are observed in the 250 nm-excited 

UVRR spectra of dsDNA and dsDNA/[EMIM]Cl as the temperature is raised, in terms of change 

in intensity and frequency of the main Raman bands (Fig. 1). This is well evidenced by the 

temperature trend observed for the Raman difference spectra which reveals a remarkable increase 

in intensity of the Raman bands at ∼ 1332, 1483 and 1582 cm-1 as a function of temperature. The 

intensity recovery of the mode dGI ∼ 1483 cm-1 (Raman hyperchromic effect) is largely associated 

to i) the H-bonds breaking and base unstacking and to ii) local structural changes, such as 

reversible rupture or weakening of H-bonds as well as the bases tilting that specifically involve 

guanine residues in the structure of DNA [37,64-66, 68-71]. The thermal pathway for dGI Raman 

band of dsDNA is reported in Fig. 2 and it shows i) a reversible increase in intensity at low 

temperature (i.e. the peak observed at ∼ 299 K) and ii) a sharp transition detected at higher 

temperature (about 330 K, inflection point of the curves). 

 

Figure 2: Melting profile for Raman band dGI of dsDNA in absence and presence of ionic liquids: 

(a) [BMIM]Br, (b) [BMIM]Cl, (c) [EMIM]Cl and (d) [MIM]Cl. All the plots have been normalized 

to the minimum and the maximum values for a better comparison. Dashed lines are fitting of the 

experimental data by using eqn. (1), see details in the text.  
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The latter sudden increase of resonance Raman band dGI finds correspondence in the marked 

hyperchromicity detected in the UV absorbance melting curve of dsDNA at the temperature of ∼ 

327 K (Fig. S3). Since the increase of optical density of DNA is directly connected with the 

disturbance of stacking interactions between bases, the marked increment of dGI band intensity 

may reflect the cooperative structural perturbation of guanine bases associated to the helix to coil 

transition (melting) of dsDNA promoted by the increment of temperature [37-39,41,63,64,69,70]. 

This dG structural transition probably entails a progressive partial disruption of guanine stacking 

promoted by the increment of temperature. The disappearance of Raman hyperchromicity 

observed for dGI band of dsDNA at high temperature (Fig. 2) indicates that no further changes in 

the DNA secondary structure involving guanine residues are detected in this temperature region 

[69].  

The cooperative character of the dG transition detected in Fig. 2 is supported by the characteristic 

two-state profile exhibited by Raman intensity of dGI band above 310-320 K that can be 

satisfactorily fitted by a sigmoidal function:  

𝐼(𝑇) =

A+B 𝑒𝑥𝑝(
∆𝐻𝐺

𝑅
(

1

𝑇𝐺𝑐𝑜𝑜𝑝
−

1

𝑇
))

1+𝑒𝑥𝑝(
∆𝐻𝐺

𝑅
(

1

𝑇𝐺𝑐𝑜𝑜𝑝
−

1

𝑇
))

                                                                                                            (1) 

In eqn (1), A and B define the lower and upper limit of ordinate (Raman spectral band intensity), 

R is the gas constant and 𝛥𝐻𝐺  and 𝑇𝐺𝑐𝑜𝑜𝑝
 are the enthalpy variation and the transition temperature 

associated to the structural process involving dG bases. By fitting the data of Figure 2 to eqn (1) 

the cooperative dG transition temperature 𝑇𝐺𝑐𝑜𝑜𝑝
 for dsDNA in absence and presence of various 

imidazolium-based ILs (see values reported in Table 1) can be extracted with a relative good 

precision. 

 

Table 1: Cooperative transition temperature 𝑇𝐺𝑐𝑜𝑜𝑝
 associated to partial disruption of guanine 

stacking estimated for dsDNA in absence and presence of ILs. The 𝑇𝐺𝑐𝑜𝑜𝑝
 values have been 

obtained by fitting the experimental UVRR data of Fig 2 to eqn (1). The melting temperatures 𝑇𝑚 

calculated by UV absorbance experiments (data shown in Fig. S3) are reported for dsDNA in Tris 

solution and in presence of [BMIM]Cl and [EMIM]Cl in the right column of the Table.  

 

 𝑇𝐺𝑐𝑜𝑜𝑝  (K) 𝑇𝑚 (K) 

dsDNA 329 ± 1 326.7 ± 0.5 

dsDNA/[BMIM]Br 330 ± 1  

dsDNA/[BMIM]Cl 329 ± 1 327.0 ± 0.5 

dsDNA/[EMIM]Cl 333 ± 1 328.3 ± 0.5 

dsDNA/[MIM]Cl 335 ± 1  

 

The thermal paths of Fig. 2 and the 𝑇𝐺𝑐𝑜𝑜𝑝
 data of Table 1 clearly reveal the different effect of ionic 

liquids on the thermally-activated structural changes localized on guanine bases of dsDNA. This 

is observed in the form of higher 𝑇𝐺𝑐𝑜𝑜𝑝
 transition temperature found for dsDNA in the presence 

of [EMIM]Cl and [MIM]Cl. Such a finding can be explained by the formation of a preferential 

interaction between the cations of imidazolium-based ILs and the guanine residues on DNA 
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grooves that probably affect the double helix thermal structure stability [25,27,28,31,33]. This is 

also consistent with the significant number of H-bonds that were found to exist between the oxygen 

and nitrogen of guanine and oxygen of thymine as acceptors and the activated C-H bonds of the 

imidazolium ring as donors [25]. Conversely, the similar temperature-dependence of dGI band 

observed for dsDNA in buffer and in aqueous solutions of [BMIM]Cl and [BMIM]Br suggests a 

comparable reduction in the extent of base stacking interactions along all the stages of the melting 

transition in the case of these ILs. 

Interestingly, it has to be remarked that the UV Raman intensity of dGI band selectively detects 

cooperative structural changes that are specifically localized on guanine-pairs during the melting 

of dsDNA [37,38,41]. This is evident by the comparison between the 𝑇𝐺𝑐𝑜𝑜𝑝
 values and the melting 

transition temperatures 𝑇𝑚 calculated by UV absorbance experiments and reported in Table 1. 

Only a slight increment of the melting temperature (about 1.5 K) is observed for dsDNA dissolved 

in [EMIM]Cl solution with respect to Tris buffer, while the corresponding variation of 𝑇𝐺𝑐𝑜𝑜𝑝
 is 

about 4 K for the same system (see Table 1). This supports the interpretation of the guanine 

transition temperature detected by UVRR as a process involving cooperative conformational 

changes specifically localized on dG base tracts of DNA, differently from the average melting 

process probed by UV absorption of DNA.   

The 𝑇𝐺𝑐𝑜𝑜𝑝
 increment observed in the presence of cations with shorter alkyl-chain length on the 

imidazolium ring, i.e. [EMIM]Cl and [MIM]Cl can be explained on the basis of recent 

experimental and simulation results indicating increasing charge delocalization in the imidazolium 

cation with increasing length of the alkyl chain [72-74]. We can argue that such a charge 

delocalization on imidazolium ring may lead to weakening of electrostatic interaction between 

dsDNA backbones and -[BMIM]+ with respect to the case of -[EMIM]+ or -[MIM]+, in turn leading 

to the different stabilization effect on the structure of DNA. The increment of 𝑇𝐺𝑐𝑜𝑜𝑝
 found for 

short alkyl chain imidazolium cations corroborates the previous outcomes obtained on large DNA 

molecules hydrated in imidazolium-based ILs [39] and is opposite to the results reported by Liu et 

al. [32] that suggest the establishment of stronger intercalating interactions with DNA upon the 

increasing the length of the alkyl side chain in imidazolium cations. Our findings seem to support 

the conclusion of a predominance of groove binding mechanism between IL cations and DNA 

[21,25,27,28,31,33] instead of semi-intercalation [32].  

In addition to the cooperative transition discussed above, the temperature profile for Raman band 

dGI of dsDNA shows a temperature-dependent increase of the intensity at about 299 K (Fig. 2) 

that clearly departs from the idealized two-state transition behavior detected by 𝑇𝐺𝑐𝑜𝑜𝑝
. This trend 

has been associated to the typical signature of non-cooperative structural changes occurring prior 

the melting of DNA, i.e. pre-melting transformations already observed in oligonucleotides and 

large DNA molecules [37,64,67,69,70,75]. The substantial independence from temperature of the 

UV absorbance of dsDNA in the pre-melting region (Fig. S3) confirms the localized nature of 

these conformational changes of dG residues detected by UVRR. The pre-melting observed for 

dsDNA at about 299 K is probably associated to structural changes such as enhanced base mobility 

and reversible rupture or weakening of interbase H-bonds that perturb but not destroy the guanine 

stacking interactions [64,76]. We can argue that the pre-melting transition detected by UVRR is 

associated to a conformational adjustment of the phosphate backbone of dsDNA induced by a 

partial disruption in the layer of hydration shell around double helix that affects both backbone 

helical geometry and inter-base interactions [75]. Interestingly, the plots in Fig. 2 point out that 

the presence of [EMIM]Cl and [MIM]Cl notably reduces the pre-melting temperature of dsDNA. 
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This can be better detected by looking at the plots of the first-order derivative of the temperature 

profiles of dGI intensity for dsDNA in absence and presence of ILs reported in Fig. S4. The 

maxima found in the temperature derivatives of Fig. S4 correspond to the inflection points of the 

two-step trend of dGI band observed for T≳310 K (i.e. 𝑇𝐺𝑐𝑜𝑜𝑝
 values reported in Table 1), while 

the points at which derivative changes sign mark the pre-melting temperature characteristic of each 

analyzed system. It can be clearly noted that for dsDNA dissolved in [EMIM]Cl and [MIM]Cl 

solution the pre-melting temperature of dG bases reduces from 299 to 295 and 293 K, respectively. 

This finding further supports the hypothesis of a stronger interaction between the imidazolium 

cations with shorter alkyl-chain length -[EMIM]+ and -[MIM]+ and the guanine residues in the 

structure of dsDNA, as confirmed also by MD simulations results (see in the following).  

Fig. 3 displays the temperature-dependence of the wavenumber position for the Raman bands at 

∼ 1483, 1582 and 1332 cm-1 for dsDNA in presence and absence of ILs.  

 

Figure 3: Temperature evolution of central wavenumber position of the Raman bands at ∼ 1483 

(dGI) (a), ∼ 1332 (dA,dG) (b)  and 1582 (dGII) (c) for dsDNA in absence and presence of ILs. 

The plots have been derived from UVRR spectra collected using 250 nm as excitation wavelength.  

 

The red-shift of the dGI mode (Fig. 3(a)) with increasing T reflects the formation of stronger H-

bonds on N7 site of dG [37,38,66]. This effect can be ascribed to the progressive substitution of 

base-base H-bonds with base-water H-bonds, promoted by the increment of thermal motion, that 

might lower the frequency of dGI mode. Remarkably, the presence of [MIM]Cl induces a 

significant further red-shift of the dGI band with respect to the buffer solution, over all the explored 

T range (Fig. 3(a)). This finding is consistent with the “dehydration” effect operated by the ionic 

liquid [MIM]Cl on the structure of the duplex [25,27], whose cation experiences stronger 
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interactions with the H-bonding sites of guanine with respect to water. Other Raman bands with 

predominant imidazole ring character are diagnostic of nucleoside conformations in DNA, such as 

the prominent signal at 1332 cm-1 observed in the spectrum of dsDNA [66, 60]. This band is found 

to downshift with the increment of the temperature for dsDNA, as shown in Fig. 3(b). Interestingly, 

we observe a stronger perturbation exerted by [EMIM]Cl with respect to the other ILs on the 

thermal pathway of the signal at 1332 cm-1 that appears overall blue-shifted with respect to the 

other systems. This latter effect can be ascribed to the sensitivity of the Raman band at ∼ 1332 cm-

1 to the local changes involving both dG and dA residues [60, 62]. Similarly, the upshift revealed 

for the frequency position of the Raman band dGII of dsDNA as a function of temperature (Fig. 

3(c)) is closely related to the partial disruption of guanine stacking occurring during the 

cooperative transition detected for dsDNA at about 330 K [37]. The reinforcement of the double 

bonds of the guanine ring reflects the transition from double- to single-stranded structure of DNA 

during the melting, occurring both in absence and presence of ILs (see Fig. 3(c)).  

 

Intermediate conformational states of dA-dT residues in hydrated ILs  

The analysis of the UVRR spectra collected using 266 nm as excitation wavelength provides 

specific information on the thermally-induced conformational changes of adenine dA and thymine 

dT residues in dsDNA. Fig. 4 displays the temperature evolution of 266 nm-excited UVRR spectra 

for dsDNA in absence and presence of [EMIM]Cl, as an example.  
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Figure 4: 266 nm-excited Raman spectra of dsDNA (10 M) (a) and dsDNA in [EMIM]Cl/Tris 

(b) collected at 291 K (bottom trace) and 375 K (top trace); intermediate traces are the difference 

spectra computed by subtracting the spectrum measured at the lowest temperature from the 

spectrum at the indicated temperatures. The spectrum of [EMIM]Cl/Tris solution is also reported 

for comparison (dashed line in panel b). 
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The Raman difference spectra reported in Fig. 4 evidence remarkable temperature-induced 

changes in intensity and frequency of the Raman bands of dsDNA at ∼ 1335, 1482 and 1644 cm-

1. The signal at ∽1335 cm-1 (dAI) is attributed to the coupled stretching vibrations of N7=C8 and 

C5- N7 bonds of adenine dA [60,77,78]. This mode is sensitive to dA nucleoside conformation 

[69] and to the changes of H-bonds at the acceptor site N7 of adenine [67,79]. At the excitation 

wavelength of 266 nm the signal at ∽ 1482 cm-1 contains comparable contributions arising from 

dA and dG residues [37]. The signal labelled as dT ∼ 1644 cm-1 is attributed to coupled stretching 

of C4=O and C5=C6 bonds of thymine dT residue and it is particularly reflective of any 

perturbations occurring at the C=O site of dT base [70,80,81] (see Fig. S1 for the numbering of 

atoms). The comparison between UVRR spectra of dsDNA in absence and presence of ILs (Fig. 

4(a)-(b)) suggests that the DNA duplex follows different thermal pathway when it is in hydrated 

ILs. This can be well rationalized by looking to the temperature dependence of the intensity of dAI 

band. Fig. 5 shows the evolution of the Raman hyperchromism for the signal dAI ∽ 1335 cm-1 

that, similarly to the dGI band intensity, reflects the partial unstacking of dA bases during the 

melting of DNA. 

 

Figure 5: Melting profile for Raman band dAI of dsDNA in absence and presence of ionic liquids: 

(a) [BMIM]Br, (b) [BMIM]Cl, (c) [EMIM]Cl and (d) [MIM]Cl. All the plots have been normalized 

to the minimum and the maximum values for a better comparison. Full lines are fitting of the 

experimental data by using eqn. (2), see details in the text.  

 

As first remark, the intensity of dAI band of dsDNA exhibits a temperature dependence that 

slightly departs from the ideal two-state behavior typical of the cooperative transition detected, in 
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the same temperature range, for dGI band (see Fig. 2). The trend reported in Fig. 5 for dAI band 

indicates that even rather small temperature variations may give rise to local conformational 

changes that primarily involve A-tracts in the structure of dsDNA [37,64,70,75]. More quantitative 

information on the structural modifications and on the thermodynamic parameters associated to 

each step of the process experienced by dA residues in absence and presence of ILs can be traced 

back by the first-order derivative of the temperature profiles of dAI intensity (Fig. S5). The trend 

of derivative curves evidences, for all the analyzed systems, a reversible pre-melting 

transformation detected for temperature below 315 K and a more cooperative transition occurring 

at higher temperature 𝑇𝐴𝑐𝑜𝑜𝑝
. The monoatomic dependence on temperature of the dAI band above 

315 K suggests the occurrence of a simple two-stage structural process involving adenine-pairs 

during thermal pathway of sDNA, differently from the multiple intermediate stacking 

arrangements detected for dA in large molecules of DNA [39]. This cooperative transition 

probably involves a partial disruption of the adenine staking interactions that precedes the 

separation of DNA strands during the melting. The values of 𝑇𝐴𝑐𝑜𝑜𝑝  for dsDNA in absence and 

presence of ILs can be estimated by fitting of the experimental trends reported in Fig. 5 with a 

similar two-state law: 

𝐼𝑑𝐴𝐼(𝑇) =
C + mC∙ T + (D+ mD ∙ T)∙e

∆HA
R

∙(
1

TA𝑐𝑜𝑜𝑝
−

1
T

)

1 + e

∆HA
R

∙(
1

TA𝑐𝑜𝑜𝑝
−

1
T

)

                                                                                  

(2)                                                                                                            

where C and D represent the lower and upper limit of ordinate (Raman spectral dA band intensity), 

R is the gas constant, 𝛥𝐻𝐴 and 𝑇𝐴𝑐𝑜𝑜𝑝
 are the enthalpy variation and the temperature associated to 

the cooperative transition of adenine-pairs. The parameters mc and mD have been introduced in 

eqn. (2) to account for the linear temperature-dependence of the band intensity in the pre- and post-

melting regions, respectively. The values of 𝑇𝐴𝑐𝑜𝑜𝑝  for dsDNA and dsDNA/ILs are reported in 

Table 2 and they point out a general decrement of the dA cooperative transition temperature 

exerted by all the ILs considered in this study.  

 

Table 2: Cooperative transition temperature 𝑇𝐴𝑐𝑜𝑜𝑝
 associated to partial disruption of adenine 

stacking interactions estimated for dsDNA in absence and presence of ILs. The 𝑇𝐴𝑐𝑜𝑜𝑝
 values have 

been obtained by fitting of the experimental data of Fig 5 to eqn (2).  

 𝑇𝐴𝑐𝑜𝑜𝑝  (K) 

dsDNA 333 ± 1 

dsDNA/[BMIM]Br 324 ± 1 

dsDNA/[BMIM]Cl 324 ± 1 

dsDNA/[EMIM]Cl 330 ± 1 

dsDNA/[MIM]Cl 318 ± 1 

 

Fig. 6 summarizes the values estimated for the pre-melting and the cooperative transitions 

temperatures associated to guanine (TG) and adenine (TA) residues of dsDNA in absence and 

presence of ILs.  
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Figure 6: Estimated pre-melting and cooperative transitions temperatures localized on guanine (TG, 

cyan symbols) and adenine (TA, red symbols) residues of dsDNA as a function of the different 

type of solvents, i.e. Tris buffer or ILs/Tris solutions.  

 

As first remark, we observe a notable difference in the thermally-induced behavior of guanine and 

adenine residues in dsDNA that are involved in cooperative structural transformations occurring 

at slightly higher temperature for dA with respect to dG. More interestingly, the effect on the 

transition temperature associated to this cooperative transformation is opposite for the two residue, 

i.e. an increment of TG observed especially for ILs with shorter alkyl-chain length of imidazolium 

cations and a general decrement of TA common to all the ILs.  

The experimental results indicate that both dG and dA tracts in the structure of dsDNA are involved 

in thermally-activated reversible pre-melting conformational transformations occurring at specific 

temperatures below 315 K. Consistently with similar pre-melting phenomena observed in 

Poly(dA–dT) · poly(dA–dT) double-helical B DNA [69,70,81], the reversible increment in the dAI 

intensity at 310 K may be related to the stabilization of extra amount of propeller twist between 

the A-T base planes through the formation of a third hydrogen bond cross-strand between 

consecutive dA - dT pairs [70]. Interestingly, Fig. 6 points out that the presence of all the 

considered ILs induces a notable reduction of the characteristic temperature associated to the pre-

melting transformation of dA bases in dsDNA with a more marked affect detected for ILs with 

chloride as anion. This finding can be rationalized by taking into account the predicted binding 

capability of ions with the minor groove of DNA that determines DNA deformations, such as AT-

tract bending [82,93]. The more marked affect operated by the imidazolium-based ILs with Cl- as 

anion suggests a selective strong interaction of this anion with the adenine-rich tracts on the 

structure of dsDNA. The analysis of temperature behavior of the Raman intensity of the band at ∼ 
1482 cm-1 (dA,dG) reported in Supplementary information section (Fig. S6) confirms the stronger 
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influence operated on the temperature of pre-melting of dA tracts by ILs with Cl- as anion with 

respect to Br-.  

In the wavenumber region 1300-1500 cm-1, many Raman bands of dsDNA shift to lower frequency 

upon the increment of the temperature, both in absence and presence of ILs. This is clearly visible 

in Fig. 7(a) and (b) for the signals at ∼ 1335 (dAI) and at ∼ 1482 (dA,dG).  

 

Figure 7: Temperature evolution of central wavenumber position of the Raman bands at ∼ 

1335(dAI) (a), ∼ 1482(dA,dG) (b) and ∼ 1644(dT) (c) for dsDNA in absence and presence of ILs. 

The plots have been derived from UVRR spectra collected using 266 nm as excitation wavelength.  

 

These Raman bands are mainly associated to vibrations arising from purine residues. The 

frequency of the oscillators associated to these Raman signals is sensitive to the different hydrogen 

bonding states on the proton-acceptor N7 site mainly of adenine residues [62,66,69,78,79]. The 

concerted red-shifts observed for the Raman signals in Fig. 7(a) and (b) may be explained by the 

progressive weakening of H-bonds at the acceptor sites N7 of adenine as the temperature is raised 

[69,79]. This is due to the replacement of inter-adenine hydrogen bonds with weaker adenine-

water hydrogen bonds. This could be favored by the progressive exposition to the solvent of the 

dA residues of dsDNA during the melting. Fig. 7(a) and (b) point out no significant modifications 

on the frequency of the Raman bands attributed to dA induced by the presence of ILs. This could 

be consistent with the conclusion that the binding of anions of ILs with the minor groove of DNA 

especially induces the base tilting rather than the rupture of hydrogen bonds on adenine residues 

in A-T tracts. Fig. 7(c) displays the temperature-dependence of the wavenumber position for dT 

band whose strength of oscillation accounts for any perturbations occurring at C4=O site of 

thymine residue [60,70,79]. The marked upshift of this mode observed in the temperature region 
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prior the melting at ∼ 335 K can be correlated with a decrease in H-bonding strength on C=O site 

of thymine during the cooperative transition detected at this temperature for dA residues [37, 70]. 

The relative large blue-shift (about 7 cm-1) observed for dT band as a function of temperature is 

consistent with the existence in the duplex structure of dsDNA of a cross-strand three-centered H-

bonds between dA and dT bases [70]. Since the pre-melting transition is primarily attributed to 

changes in degree of propeller twisting and in the strength of the cross-strand three-centered H-

BONDS, the data reported in Fig. 7(c) seem to suggest a negligible perturbation operated by ILs 

on the extent of these three-centered H-bonding.  

 

Structure of dsDNA in hydrated ILs 

By MD simulations, we analyzed the structure of the dsDNA along the simulation trajectories (100 

ns) to check if the DNA could maintain its native B-conformation in the hydrated ILs considered 

in this study ([MIM]Cl, [EMIM]Cl, [BMIM]Cl and [BMIM]Br). The structural stability of the 

dsDNA was investigated by comparing the root mean square deviation (RMSD) values of DNA 

solvated in pure water and in the hydrated ILs solutions (Fig. 8).  

 
Figure 8: Root-mean-square deviation (RMSD, nm) of dsDNA solvated in the four hydrated ILs 

(54 mM) and in pure water. 

 

Over the 100 ns, the average RMSD values in hydrated [MIM]Cl, [EMIM]Cl, [BMIM]Cl, 

[BMIM]Br and pure water are 0.582 nm, 0.596 nm, 0.598 nm, 0.598 nm and 0.721 nm, 

respectively. All the average RMSD values calculated for DNA in each hydrated IL were found to 

be lower than the value observed in the pure water solution. Furthermore, decreasing the alkyl-

chain length on imidazolium cation from 1-butyl-3-methylimidazolium to 1-methylimidazolium 

seems to slightly decrease the average RMSD value of the DNA. This indicates that the alkyl chain 

lengths of the cations have a small influence on the stability of the DNA at room temperature, 

consistently with the experimental evidence.  

Fig. 9 shows the distribution of 1-methylimidazolium cations on the surface of dsDNA. This 

picture illustrates that populations of cations were not only located near DNA phosphate groups 

due to the charge attraction but also associated with the major and minor grooves of DNA. 
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According to this figure, it is assumed that the cations disrupted the hydration shells and entered 

the minor and major grooves and remained bound to the grooves without disturbing the helical 

structure of dsDNA. It is supposed that the hydrogen bond between the cation-grooves might assist 

in stabilizing the DNA.  

 

 

Figure 9: Representative distribution of 1-methylimidazolium cations that shows their association 

with the DNA phosphate groups, major and minor grooves in the aqueous solution of [MIM]Cl 

(54 mM). Color coding: gray, DNA; red, 1-methylimidazolium cations. 

 

 

Role of hydration shells 

It is assumed that the stability of DNA is mainly dependent on the water content, or more 

specifically, the properties of hydration shells around DNA. In fact, the hydration shells play a 

vital role in stabilizing or destabilizing DNA and their conformational dynamics [27]. Fig. 10 

displays the distribution of 1-methylimidazolium cations and water molecules in the solvation 

layers of dsDNA, defined as a shell of 0.35 nm.  

 
Figure 10: Representative distribution of the populations of 1-methylimidazolium cations and 

water molecules within 0.35 nm of DNA surface in the aqueous solution of [MIM]Cl (54 mM). 

Color coding: gray, DNA; cyan, water and red, 1-methylimidazolium cation.  
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According to this figure, 1-methylimidazolium cations penetrate the hydration layer of the DNA 

and take part in the solvation mechanism. As shown in Fig. 10, the cations interact with the various 

region of DNA, thereby the cations are trapped in the DNA. Consequently, water molecules are 

not able to diffuse inside the helical structure easily [25] and, the disturbing of DNA conformation 

by water diffusion is reduced. Such partial dehydration of the DNA by cations could also prevent 

hydrolytic reactions such as depurination and deamination, as previously suggested by other 

authors [25,27]. Moreover, the number of water molecules in DNA solvation shell as a function 

of the simulation time have been calculated to gain more information about the scale of water 

displacement by the alkyl imidazolium cations. Fig. 11 shows the number of water molecules 

around the major groove in the aqueous solution of [MIM]Cl, [EMIM]Cl, [BMIM]Cl and 

[BMIM]Br.  

 
Figure 11: The number of water molecules which are present within 3.5 Å around the dsDNA 

major groove at different hydrated ILs (concentration of 54 mM of IL in water) throughout the 

simulation trajectory. 

 

According to this plot, the number of water molecules which are present within 3.5 Å around the 

major groove of DNA is lowest in hydrated [MIM]Cl solution. In other words, more water 

molecules were stripped off by 1-methylimidazolium cations from DNA surface. This finding 

further supports the experimental UVRR data that suggest a stronger interaction of guanine 

residues in the structure of dsDNA with imidazolium cations with shorter alkyl-chain length.  

 

Binding characteristics of ILs–dsDNA 

In this study, various radial distribution function (RDFs) of ILs around DNA (major groove) were 

explored and compared to find the binding pattern of ILs to DNA. Fig. 12 shows the RDF of center 
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of mass (COM) of the imidazolium ring around the major groove of DNA in different hydrated 

imidazolium ILs solutions. According to this figure, the distribution of cations in the major groove 

is highest in the aqueous solution of [MIM]Cl, meaning the penetration of [MIM] cations into the 

DNA major groove. According to the Fig. 12 and prior mentioned, it is assumed that the interaction 

of the cationic headgroups with the DNA (the major groove) increases with decreasing alkyl chain 

length of the ILs. It is supposed that the interaction of shorter alkyl-chain length on the 

imidazolium ring ([MIM]+) with major groove and partial dehydration of DNA are the key factors 

that stabilize DNA in hydrated ILs, consistently with the experimental UVRR results.  

 

 
Figure12: The RDF of COM of the imidazolium ring around major groove of the DNA in different 

hydrated imidazolium ILs solutions (54 mM). The N7 site for the major groove was considered 

for calculating the RDFs. 

 

Moreover, Fig. 12 shows that the switching chloride ion to bromide of [BMIM] ionic liquids the 

interaction of [BMIM] cation with major groove of dsDNA is slightly pronounced. It is worthy to 

mention that as DNA is a polyanion polymer, the anions are not well-distributed on the surface of 

DNA. Hence, the distribution of anions around the DNA was not reported in this study. However, 

the DNA was simulated in two hydrated [BMIM]-based ILs ([BMIM]Cl and [BMIM]Br) to 

investigate the effects of the anion on DNA stability. According to Fig. 11, the average number of 

water molecules present within 3.5 Å around the major groove of DNA in [BMIM]Br/water 

solution and [BMIM]Cl solution are approximately the same and no meaningful difference was 

observed. It is absolutely logical why no meaningful changes on number of water molecules 

around DNA structure in solutions of [BMIM]Br and in [BMIM]Cl were observed, because the 

concentration of water in the solution is more than 50 mol/L and the changes of its concentration 

around dsDNA due change of ions is negligible.  
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Summary and conclusions 

The possible capability of ionic liquids in stabilizing and preserving the conformation of nucleic 

acids is important in the field of biology, medical diagnostics and biotechnology, especially for 

DNA storage and handling. Several studies predicted that aqueous solutions of ILs with cations 

based on imidazolium enable to improve the structural stability of DNA but the dominant 

mechanism of interactions between this class of ILs and nucleic acids is still to be fully understood. 

About this, many experimental techniques of analysis of DNA suffer from the missing of sequence 

specificity and are less sensitive to transitions which do not involve changes the number of closed 

base pairs. SR-UVRR technique takes advantage of the capability to differentiate contributions of 

single nucleobases interactions to the structural transformation of DNA duplexes during thermal 

pathway. In this work, we have implemented SR-UVRR experiments and molecular dynamics 

simulations for directly testing the nature of the conformational transitions along the melting 

pathway of a synthetic 30-base pair duplex, taken as natural DNA model, as affected by the 

presence of imidazolium-based ILs. Our experimental and simulation findings consistently suggest 

the predominance of a groove binding mechanism between the imidazolium cations and dsDNA, 

with a preferential interaction established between guanine residues and the imidazolium cations 

with shorter alkyl-chain length. This seems to be a common behavior observed for both short and 

large DNA molecules hydrated in imidazolium-based ILs. UVRR data evidence that even rather 

small temperature variations may give rise to reversible pre-melting structural transitions that 

involve both dG and dA tracts in the structure of dsDNA. These conformational changes, not 

detected by UV absorption melting curves, are associated to reversible rupture or weakening of H-

bonds in the double-stranded structure as well as bases tilting that are activated at lower 

temperature for guanine residues with respect to adenine ones. The binding of Cl- anions with the 

minor groove of DNA especially induces the base tilting rather than the rupture of hydrogen bonds 

on adenine residues in A-T tracts. According to the MD simulation results, electrostatic 

interactions drive the stronger attraction observed between the cations in the aqueous solution of 

[MIM]Cl to the DNA major groove. It is assumed that such partial dehydration of the DNA by 

cations prevents hydrolytic reactions and increases conformational stability of the DNA in 

comparison with other hydrated ILs. 
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double-strand DNA (dsDNA) 

1-methylimidazolium chloride [MIM]Cl 

1-ethyl-3-methylimidazolium chloride [EMIM]Cl 

1-butyl-3-methylimidazolium chloride [BMIM]Cl 

1-butyl-3-methylimidazolium bromide [BMIM]Br 

General Amber Force Field (GAFF) 

NVT (Canonical ensemble)  

NPT (isothermal–isobaric ensemble) 

linear constraint solver (LINCS) 

Visual Molecular Dynamics (VMD) 

Radial distribution function (RDF)  

Root mean square deviation (RMSD) 

 

Supporting Information 

 

 

 

Figure S1: chemical structure of Ionic Liquids (ILs) considered in this study, i.e. 1-

methylimidazolium chloride ([MIM]Cl), 1-ethyl-3-methylimidazolium chloride ([EMIM]Cl), 1-

butyl-3-methylimidazolium chloride ([BMIM]Cl) and 1-butyl-3-methylimidazolium bromide 

([BMIM]Br). 
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Figure S2: structure and numbering conventions adopted for nucleotides guanine (dG), adenine 

(dA), cytosine (dC) and thymine (dT).  

 

 
Figure S3: UV absorbance melting curves represented by absorbance at 250 nm measured during 

denaturation process of dsDNA in Tris buffer aqueous solution (black symbols) and in presence 

of [EMIM]Cl (orange symbols) and [BMIM]Cl (green symbols). 
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Figure S4: First derivative curves of the temperature profiles for guanine Raman band (dGI) of 

dsDNA in absence and presence of ILs (Fig. 2(a)-(d).  
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Figure S5: First derivative curves of the temperature profiles for adenine Raman band (dAI) of 

dsDNA in absence and presence of ILs (Fig. 5(a)-(d). 
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Figure S6: Melting profile for Raman band at ∼ 1482 cm-1 (dA,dG) for dsDNA in absence and 

presence of ionic liquids: (a) [BMIM]Br, (b) [BMIM]Cl, (c) [EMIM]Cl and (d) [MIM]Cl. The 

intensities have been derived from UVRR data collected using 266 nm as excitation wavelength.  
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Figure S7: Representative distribution of  [𝐁𝐌𝐈𝐌]+and [𝐄𝐌𝐈𝐌]+ cations showing their 

association with the DNA phosphate groups, major and minor grooves in the aqueous solution of 

[BMIM]Cl and [EMIM]Cl (54mM). The distribution of 𝐂𝐥− anions was not shown here. Color 

coding: gray, DNA; yellow, [𝐁𝐌𝐈𝐌]+; green, [𝐄𝐌𝐈𝐌]+.  

 

 

Figure S8: Representative populations of cations and water molecules within 0.35 nm of the 

DNA surface. (a) hydrated [BMIM]Cl and (b) hydrated [EMIM]Cl solutions (54 mM). Color 

coding: cyan, water; gray, DNA; yellow, [BMIM]+ cation; blue, [EMIM]+ cation. 
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The presence of additional components, such as salts and co-solvents, might affect the interaction 

of water molecules with biomolecules in the solution. Indeed, salts and co-solvents can alter the 

structure stability, conformational flexibility, and functionality of biomolecules either directly (by 

binding to proteins) or indirectly (by modifying the water network). During my Ph.D., molecular 

dynamics (MD) simulations were used to reveal the influence of salts and co-solvent on the 

structural properties of biomolecules (DNA and enzymes) and provide more details about the 

solvation, interaction, stability, and flexibility of them in the solution. Because of this effort, two 

articles reveal the influence of imidazolium-based ionic liquids on the structural properties of 

DNA, and one article investigates the effect of aqueous solutions of selected ILs on an enzyme, 

which are included in this thesis. In addition, two articles on the influence of the Hofmeister series 

on two different enzymes were investigated. Furthermore, one article regarding the investigation 

of the effect of hydrated deep eutectic solvents on the structural properties of DNA is going to be 

submitted. 

In the first work, MD simulations were implemented for deepening insight into the sequence and 

structural specificity of the binding interactions between imidazolium-based ILs and both the 

phosphate groups and nucleobases in the minor and major grooves of double-strand DNA. A 30-

base pair double-strand DNA structure was chosen as a model of natural DNA. The simulation 

results showed the predominance of a groove binding mechanism between ILs cations and DNA, 

with a preferential interaction between guanine residues and the shorter alkyl-chain length of the 

imidazolium cation. Furthermore, according to the MD simulation analysis, a combination of 

electrostatic and hydrophobic interactions derived the shorter alkyl-chain length of imidazolium 

cations to have a stronger interaction with the DNA major groove.  

In the second study, MD simulations were used to report on interactions between imidazolium-

based ILs and a synthetic DNA oligonucleotide made entirely of T/A bases (7(TA)) to understand 

the effects of ILs on a model DNA duplex. MD radial distribution functions revealed that 

hydrophobic interactions became more prominent as IL concentrations increased. Alkyl chain 

alignment with DNA and IL-IL interactions also varied with IL. Collectively, our data showed 

that, at low IL concentrations, IL was primarily bound to the DNA minor groove, and with 

increased IL concentration, the phosphate regions and major groove binding sites were also 

important contributors to the complete set of IL-DNA duplex interactions. 



109 

 

Another study used MD simulations to investigate the effect of aqueous solutions of selected ILs 

on Ideonella sakaiensis PETase with bis(2-hydroxyethyl) terephthalate (BHET) substrate to 

identify the possible effect of ILs on the structure and dynamics of enzymatic Polyethylene 

Terephthalate (PET) hydrolysis. The use of specific ILs, which are known to partially dissolve 

PET, has the potential to improve the enzymatic hydrolyses of PET. The aqueous solution of 

cholinium phosphate was found to have the smallest effect on the structure of PETase, and its 

interaction with (BHET) as a substrate was comparable to that with pure water. As a result, 

cholinium phosphate was identified as a potential co-solvent candidate for studying the enzymatic 

hydrolysis of PET.  

It must be mentioned that all MD simulations were implemented by the Gromacs program package. 

Also, Visual Molecular Dynamics (VMD) was used for visualizations and the preparation of 

snapshots. After the simulation, some strategies, including the radial distribution function (RDF) 

and root mean square deviation (RMSD), were applied to extract relevant information. 
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