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Image super samplingusingdeepneural net-
works

Abstrakt

Tento článek poskytuje přehled současných algoritmů
hlubokého učení používaných pro zvýšení rozlišení obrazu,
jakož i jejich analýzu a srovnání s ostatními, stejně jako
s klasickými algoritmy pro zvýšení rozlišení obrazu.

Klíčová slova: Neuronové sítě, hluboké učení, konvoluce,
GAN, super sampling, EDSR, VDSR, SRGAN, ESRGAN

Image super samplingusingdeepneural net-
works

Abstract

This paper provides an overview of the current algorithms of
deep learning used to increase the resolution of images, as well
as their analysis and comparison with others, as well as with
classical algorithms for increasing the resolution of images.

Keywords: Neural networks, deep learning, convolution,
GAN, super sampling, EDSR, VDSR, SRGAN, ESRGAN
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List of abbreviations

GAN Generative adversarial network
SR Super-resolution
MOS Mean opinion score
SRGAN Generative adversarial network for image super-resolution
ESRGAN Enhanced generative adversarial network for image super-

resolution
RRDB Residual-in-residual dense block
FMEN Fast and memory-efficient network
EISR Efficient image super-resolution
ERB Enhanced residual block
HAN Holistic attention network
LAM Layer attention module
CSAM Channel-spatial attention module
PULSE Photo up-sampling via latent space exploration
VDSR Very deep convolutional network
RDN Residual dense network
RDB Residual dense blocks
SRCNN Super-resolution convolutional neural network
ILR Interpolated low resolution image
MSE Mean square error
PSNR Peak signal to noise ratio
SSIM Structure similarity index
RGB Red, green and blue
SGD Stochastic gradient descent
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Introduction

Super-resolution (SR) image reconstruction is a method for recovering an un-
damaged high-resolution picture from the same scene. It refers to creating
a clear high-resolution image from one of the lowres degradated pictures in
that same scene. With help of signal estimation theory, it solves the problem
of low image resolution caused by limitations in arrangement density for sensor
array due to its limitation on arranged space andmakes up for the deficiency of
sensor hardware. SR reconstruction has broad application prospects in indus-
trial control, medical imaging, remote sensing, security monitoring and video
signal transmission. It is also possible to effectively overcome the influence
of blurring factors on image data collection by improving quality throughout
the process of digitalization, as well as in other fields. The SR Reconstruction
Technology is an international hot topic in the research of image processing,
computer vision and applied mathematics. It has great application value and
theoretical significance, and has been a global hot issue in the study of im-
age processing, computer vision and applications. More than 30 years after
the beginning of research and development, there were some good scientific
results on image SR technology. In general, image SR technology is divided
into three types: interpolation based method, reconstruction based method,
learning based method.

Another big part of image SR algorithms, which have some common parts
with learning based methods, is methods that use deep learning techniques
have been fairly effective in solving the problem of image and video SR. In
this work we will focus on SR technology based on deep learning techniques.
In particular deep learning techniques for single-image super sampling.

Based on the below formula, low-resolution image can be modeled from
high-resolution image. D is degradation function, Iy is high-resolution image,
Ix is low-resolution image, and σ is the noise.

Ix = D(Iy; σ)

D and σ are not known; only high-resolution image and corresponding low-
resolution image are known. As a result of the neural network’s task, it is possi-
ble to find the inverse function of degradation by just HR and LR image data.

There are many approaches used for single-image super sampling:

• Generative Models

• Pre-Upsampling methods
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• Post-Upsampling methods

• Residual Networks

• Attention-Based Networks
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1 Overview of existing algorithms

This chapter will overview most modern and popular papers and algorithms
of single image super sampling.

1.1 Generative Models

1.1.1 SRGAN and ESRGAN

The SRGAN[2] – is a generative adversarial network (GAN) for image SR. Ac-
cording to the authors statements, it is the first framework capable of inferring
photo-realistic natural images for 4× up scaling factors. In order to achieve
this, authors have proposed a perceptual loss function that consists of an ad-
versarial and content loss. Because of the adversarial loss, this solution is in
the natural image manifold by using a discriminator network that is trained to
differentiate from the SR images and original photo-realistic pictures. At the
same time, authors use a content loss caused by perceptual similarity alterna-
tively to similarity in pixel space. The results of the extended mean opinion
score (MOS) test show hugely significant gains in perceptual quality using
SRGAN. Among the MOS scores obtained with any state-of-the art methods,
those obtained with SRGAN are closer to original high resolution images than
those obtained with the rest of method.
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Figure 1.1: Architecture of Generator and Discriminator Network with
corresponding kernel size (k), number of feature maps (n) and stride (s)

indicated for each convolutional layer

The ESRGAN[14] – is Enhanced SRGAN. Authors introduce the Residual-
in-Residual Dense Block (RRDB)[5] without batch normalization as the basic
network building unit. In addition to this, they borrow an idea from relativistic
GAN[7] let the discriminator predict relative realness instead of the absolute
value. Finally, a perceptual loss is improved by the use of features before acti-
vation, that will provide stronger control for brightness consistency and color
retention. The proposed ESRGAN achieves consistently better visual quality
with more natural and real textures than SRGAN. This due to these improve-
ments.

Figure 1.2: Was selected basic architecture of SRResNet [2], where most
computation is done in the LR feature space and as basic block was taken

RRDB
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1.1.2 PULSE

The PULSE[10] – is Photo up-sampling via latent space exploration. The au-
thor offers other formulas for the super-resolution problem, based on creat-
ing realistic SR images that downscale correctly. For the reason that usual
approaches lead to blurring, especially in detailed regions. Their algorithm
creates high-resolution, realistic images at resolutions previously unseen in the
literature up to x64. Other benefit is that the algorithm can be trained with-
out high-resolution images. Instead of starting from the LR image, and slowly
adding detail, algorithm traverses the high-resolution natural image manifold,
searching for pictures that downscale to an initial LR picture.

Figure 1.3: Shown how image generated by PULSE corresponds with original
LR image
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1.2 Convolutional / Residual Networks

1.2.1 EDSR andMDSR

The EDSR[9] – is enhanced deep SR network. According to the authors state-
ments, performance of this model exceeded those of current state-of-the-art
SR methods on moment of release. This model has a great performance im-
provement, thanks to the removing of unnecessary modules in conventional
residual networks. A further performance is further improved by expanding
the model size, as well as stabilizing the training procedure. In addition, Au-
thors propose to create and train a new multi-scale deep SR system (MDSR)
and training method, which can reconstruct high-resolution images of differ-
ent up scaling factors in one model.

Figure 1.4: architecture of EDSR on the left side and architecture of MDSR
on the right

1.2.2 FMEN

The FMEN[16] – is fast and memory-efficient network. Authors have created
lightweight network backbone, based on the idea that sequential network op-
erations are not frequently accessing preceding states and extra nodes, and
consequently it is beneficial to reducememory consumption and run-time over-
head. As well, they stack multiple highly optimized convolutions and activa-
tion layers and reduce the use of feature fusion. The authors also offer the new
sequential attention branch, where every pixel is assigned an important factor
according to local and global contexts. In addition, they tailor the residual
block for EISR and propose an enhanced residual block (ERB) to accelerate
network inference. In addition, all this advantages allow the author to design
a FMEN and its small version FMEN-S, that runs 33% faster and reduces 74%
memory consumption compared with the state-of-the-art Efficient image SR
(EISR) model.

12



Figure 1.5: The architecture of FMEN

1.2.3 VDSR and RDN

The VDSR[8] and RDN[15] – are very deep convolutional network and resid-
ual dense network. Authors of VDSR algorithm propose model structure with
cascade a pair of convolutional and nonlinear layers repeatedly, which gave
good and accurate results on publication moment. RDN it is an improvement
of VDSR which change pairs of convolutional and nonlinear layer to residual
dense blocks (RDB). When local feature fusion in RDB is then used to adap-
tively learnmore effective features from previous and current local features and
stabilizes the training of wider network.

Figure 1.6: The structure of VDSR
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Figure 1.7: The structure of RDN

Figure 1.8: The structure of RDB

1.3 Attention-Based Networks

The HAN[11] – is holistic attention network. Authors propose this network
by solving the question of what channel attention treats convolution layers
as an isolated process that misses the correlation among different layers, de-
spite Channel attention has been demonstrated to be effective for preserving
information-rich features in each layer. Their network consists of a layer at-
tention module (LAM) and an channel-spatial attention module (CSAM), to
model the holistic inter-dependencies among all elements, such as: layers,
channels, and positions. In addition to this, the proposed LAM adaptively
emphasizes hierarchical features by considering correlations in layer-layer rela-
tions. In addition to this, CSAM learns confidence in all the positions of every
channel and is capable of selectively capturing more informative features.
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Figure 1.9: The architecture of HAN
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2 Testedmodels

Were they chosen by me for comparison ???? models that demonstrate the
current state and progress in the field of single image SR.

2.1 VDSR

This network model use global residual learning techniques and shows its ad-
vantages above non-residual networks in particular SRCNN[3].

Stricture of this networks it is up to 20 same stricture layers except of first
and last, it is 64 filter of the size 3 by 3 by 64, it is 3 by 3 convolution filter with
64 channels, first layer compute input images, last layer reconstruct image. All
structure shown on Figure 1.6. As input used interpolated low resolution (ILR)
image. Convolutional operations reduce size of image. For deciding this prob-
lem all 64 spatial region padding with zeros before convolutional operations
to keep same size. All layers predict only details which are added to input ILR
image for achieve high resolution image.

For training this model used residual learning approach. Usual learning
approach is concluded in minimization of mean square error (MSE):

MSE =
1

2
||y−f(x)||2

Where x – is an interpolated low resolution image y – is a high resolution
image f – is the desired model which predict ŷ = f(x), where ŷ – is a super
resolution image.

In residual learning for avoid keeping a lot of image parts which newer
change a long of all training process and save the memory used another equa-
tion for MSE:

MSE =
1

2
||r−f(x)||2

Where r = y−x and r – is residual image, only that parts of image which will
change through training process.

Due to the above described loss layer have three inputs: residual estimate,
ILR image and ground truth HR image. And loss is calculating as the Eu-
clidean distance between the sum of network input and output and ground
truth.

16



Training is carried out by optimizing the regression objective using mini-
batch gradient descent based on back propagation. Momentum parameter set
to 0.9 and for training regularization used L2 penalty multiplied by 0.0001

2.2 SRGAN

The aim of this model is generate High resolution images from low resolution
input with attention to high frequency texture details. For achieve this aim
method used perceptual loss which is weighted combination of content loss
and adversarial loss with coefficient 10−3 this justified by the fact that MSE loss
minimization based solutions take pixel-wise average of possible solutions that
gives smooth result without high frequency details.

Figure 2.1: illustration of meaning result in approaches used MSE loss[2]

Therefore this method realize generator G trained for generate images
which could fool the discriminator D trained to distinguish super resolution
images from natural high resolution images.

In thismethod low resolution image inputmade fromhigh resolution image
using downscale operation with downscale factor 4 and subsequent Gaussian
filtering.

As mentioned above method realize combination of two losses.
First is content loss. It is mean of absolute differences between extracted

features of generated super resolution image fvgg(SR) and natural high resolu-
tion image fvgg(HR) achieved with VGG19 pretrained[12]

ContentLoss = mean (|fvgg(SR)− fvgg(HR)|)
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Second is adversarial loss. It is mean squared differences between discrim-
inator estimation of generated super resolution image D(SR) and validation
ground truth I in another words mean squared error of generated image.

AdversarialLoss = mean (D(SR)− I)2

Also for train the discriminator used loss which is calculated as mean value
of two MSE. Firs MSE between discriminator estimation of natural high reso-
lution imageD(HR) and validation ground truth I. Second MSE between dis-
criminator estimation of super resolution image D(SR) and fake ground truth
Z.

DiscriminatorLoss =
mean (D(HR)− I) +mean (D(SR)− Z)

2

Structurally, the generator consists of an input layer containing a convo-
lution filter and a nonlinear Rally activation, followed by a sequence of 16
residual blocks, then another convolution layer and two consecutive up-scaling
blocks with a factor of x2, the output convolution layer completes the struc-
ture. For all convolutions , the size of features maps x64. This generator struc-
ture is called a super resolution residual network (SRResNet)[2]

2.3 EDSR

Advantages of this method is concluded in better version of residual network
with optimized structure.

How shown on Figure 2.2 simple modification in compared with
SRResNet[2] is removing Batch Normalization blocks. This simple modifi-
cation gives two advantages improves the performance of the algorithm and
save up to 40% memory during training process.

Advantages described above allow increase number of blocks from 16 in
SRResNet[2] to 32 and number of feature channels from 64 to 256 and for
solve the problem of numerical instability arising from an increase in the num-
ber of feature channels, described in paper wrote by Szegedy et al.[13], was
introduced residual scaling with factor 0.1 it means was added scaling block
after every convolutional block in each residual block. This increase the per-
formance of the model.

The last thing which improved performance was start of the training pro-
cess of model for x4 scale factor from pretrained model parameters of x2 scale
factor.
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Figure 2.2: On the left shown residual block of original ResNet[4], in
a middle shown residual block of SRResNet[2] and on the right shown

building block of EDSR[9]
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2.4 ESRGAN

ESRGAN[14] proposed improvements of network achieved by SRGAN[2]
approach. From SRResNet structure was removed all batch normalization
blocks. The features are normalized by mean and variance in the training-
batch, use calculated meant of varying the value of the whole train data at
the time of learning, and use predicted mean and variance of the whole train-
ing database for testing with an estimated mean and variance of all training
data before study.Unpleasant artifacts and limit the generalization ability are
introduced by batch normalization layers, as the data of training and testing
is different in many forms. Also removing batch normalization layers increase
generalization ability and decrease computational complexity and safe mem-
ory.

Second thing is replacing all basic blocks with RRDB blocks[5] it is shown
on Figure 1.2. This improvement was made guided the statement what more
layers and connections always increase the performance of the network.

Two techniques also was used for helping to increase depth of model it was
residual scaling [13] and initialization of training with low variance parameters.
This two techniques also used in EDSR approach[9].

Generator of ESRGAN algorithm realize structure which calls RRDB net-
work, because it used residual in residual dense blocks as main structure ele-
ment instead of common residual blocks. The implemented structure is as fol-
lows: The same as in SRGAN input layer, then 23 RRD blocks, the second
convolution layer, after two consecutive up-scaling blocks and an output layer
containing two convolution filters. The whole architecture does not contain
BN layers.
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3 Data sets

For avoid from comparison influence of different training data all chosen algo-
rithmswas trained on the same data set. For this aimwas chosenDIV2K[1] data
set which contain 1000 different images in 2k resolution and suit for training
SR models with x4 up scaling factor.

For calculation numerical values which allows to compare of models per-
formance numerically, was chosen three data-sets:

• Set5

• Test part of DIV2K

• Urban100[6]

3.1 DIV2K

DIV2K is an extremely popular single-image super resolution data-set that has
1,000 various image scenes and is splitted to 80 percent for training, 10 percent
for validation and 10 percent test. At the NTIRE 2017 and NTIRE 2018 Super-
Resolution Challenges, it was collected for super resolution tasks and in order
to encourage research on image super-resolution with more realistic degrada-
tion. A low resolution image with different types of degradation is included
in this data-set. After the standard bicubic down-sampling, several types of
degradation are considered in synthesizing low resolution images. Low res-
olution images under the most comfortable setting of x4 are suffering from
motion blur, Poisson noise and pixel shifting. The extended range of degra-
dation under the wild x4 setting is further expanded to be of different levels
from image to image.

DIV2K data-set propose a lot types of distorted images and high variance
types of down-scaled images, but for comparison models in single image super
resolution was taken only high resolution images, because every model have
own method for preparing training data.
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Figure 3.1: Examples of training images. DIV2K data-set

3.2 Set5

The Set5 data-set – is small data-set which contain only 5 images it is image
of baby, bird, butterfly, head and woman. This test data set widely used for
tasting in many papers describing super resolution algorithms.

Figure 3.2: Set5 data-set

3.3 Urban100

The Urban100[6] data-set – is popular data-set which contains 100 images of
urban environment. It means a lot of repeatable strict patterns and small de-
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tails which could be lost after down sampling and it will be hard to predict or
reconstruct it using algorithms. This data-set could be hard task for compared
algorithms.

Figure 3.3: Examples of images. Urban100 data-set
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4 Experiments

Сonducted experiments concluded in training chosen algorithms on chosen
train data-set for single image super sampling with upscale factor 4 and calcu-
lating numerical values such as peak signal to noise ratio (PSNR) and structure
similarity index (SSIM) using chosen test data sets which represent a lot vari-
ance of data.

4.1 PSNR and SSIM

PSNR – is the peak signal-to-noise ratio that defines the ratio between the
maximum possible signal value and the noise power that distorts the signal
values. PSNR is measured on logarithmic scale in decibels, since many signals
have wide dynamic range. In case of image super sampling PSNR great for
evaluation the distortion of achieved images using algorithms.

Calculation of PSNR have following formula:

PSNR = 10 log10

(
MAX2

I

MSE

)
= 20 log10

(
MAXI√
MSE

)

MAXI – this is the maximum value taken by an image pixel, in our case all
images in 8 bit RGB format it means that MAXI = 255. MSE there is mean
square error mentioned in section 2.2 and section 2.1. It computes as:

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

|I(i, j)−K(i, j)|2

Wheremxn is size of inputs arrays and I(i, j), K(i, j) elements of inputs arrays,
in case of images mxn is resolution of image and I(i, j), K(i, j) is a pixels.

SSIM – Structure similarity index is perception-based model that recog-
nizes image degradation as an inherent change of information, but also in-
corporates important perceptual phenomena such as luminance masking and
contrast masking terms. With other techniques such as MSE or PSNR, the dif-
ference with other methods is that this approaches are calculating an absolute
error. The structural information is the statement that the pixels the stronger
the relationships, the closer they are located. In addition, this relationships
bring important information about the object structures in the visual mean-
ing. In our case, luminance masking is a situation of image distortions may to
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be less visible or not visible in regions with high brightens, and contrast mask-
ing is the situation of image disruptions may to be less visible or not visible in
regions with high frequency information or complicated textures.

The general formula has the form:

SSIM(x, y) =
(2µxµy + c1) (2σxy + c2)(

µ2
x + µ2

y + c1
) (

σ2
x + σ2

y + c2
)

There µx, µy are of mean input arrays in our case images. Next σx, σy are
variance of input images and c1, c2 are correction coefficients that we need
due to the smallness of the denominator which are calculated as c1 = (k1L)

2,
c2 = (k2L)

2, k1, k2 always equal 0.01 and 0.03 accordingly and L is the dynamic
range in our case is 255 for 8-bit RGB images.

4.2 Training procedure

In order to train the selected models, several platforms were used that pro-
vide computing power and allow executing program code written in python
on remote machines. The run-time environment on such platforms is accessed
via a browser. Google colaboratory with a pro subscription and Kaggle, which
provides sufficient capacity in free mode, were used as such platforms. Also,
to train the algorithms, the author’s personal laptop was used to execute the
program code on which the Jupyter Lab IDE was used.

Google colaboratory is a product from Google Research. It is allows any-
body to write and execute arbitrary python code through the browser, and
is especially well suited to machine learning, data analysis and education.
With subscription Pro Google colaboratory offers powers of graphic card such
as Tesla p100 or Tesla t4, 16 gigabytes of GPU memory, 4 cores of CPU, and
extended RAM space. It also offers near to 150 gigabytes of HDD space and
12 hours of single environment run, also possible connect your environment to
your Google drive for data management. The disadvantages of this platform
are the inability to manually configure the hardware configuration for the en-
vironment, the limitation on the one-time execution time of the environment,
as well as if the execution of the running algorithm ends while you are not
near the computer to save the result after a certain time, the environment will
be thrown automatically and the received data will be deleted. Another disad-
vantage is that each time the environment is started, the algorithm files need
to be uploaded from scratch, since the environment is formatted every time it
is restarted, but this disadvantage is solved by connecting a Google drive and
storing information on it.

Kaggle allows users to find and publish data sets, explore and build mod-
els in a web based data science environment, work with other data scientists
and machine learning engineers, and enter competitions to solve data science
challenges. Kaggle provide Tesla p100 GPU with 16 gigabytes of memory, 2
cores of CUP, up to 13 gigabytes of RAM and 74 gigabytes of Hard drive. It
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have restriction for GPU usage 30 hours per week and 12 hours for single run.
Also Kaggle allows save data-sets and executable files to your profile and it will
be automated uploaded to the environment when it start. Kaggle have same
disadvantage as Google colaboratory with loosing your results, but it is free
as opposed to colaboratory which cost 10 euro per month.

The characteristic of authors computer are as follows:

• GPU: NVIDIA GeForce RTX 3060 (laptop) 6 gigabytes memory

• CPU: AMDRyzen 5 5600H, 6 cores, 12 threads, 4,2 GHz boost frequency

• RAM: 16 gigabytes

Running algorithms on own computer does not have the disadvantages of
the platforms described above, but due to the limited amount of GPU and
RAM, most of the selected algorithms cannot be run.

Implementations of the selected models on the PyTorch framework were
selected to perform the training. Also chosen algorithms used following pack-
ages for tasks as creation data pipeline, preparation data-set, before training,
generating statistic and logs, demonstrating information while training proce-
dure etc.

• numpy

• scikit-image

• imageio

• matplotlib

• tqdm

• opencv-python

• setuptools

• torchvision

• natsort

• scipy

• pillow

• urllib3
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4.2.1 VDSR training

For training VDSR[8] algorithm from 800 training images of DIV2K[1] data-
set was prepared 13900 cropped high resolution images with 256x256 resolu-
tion and same amount corresponding low resolution images with scale factor
4. Also from 100 validation images of same data-set was prepared 1387 images
in same high resolution and corresponding low resolution images.

Training parameters was setting up as follows:

• Scale factor: 4

• Image size: 256

• Batch size: 16

• Optimizer: SGD

• Learning rate: 0.1

• Momentum: 0.9

• Model weight decay = 10−4

• Total training epochs: 80

More about model stricture in section2.1.
For training was used Kaggle, because for training on laptop was not

enough GPU memory.

4.2.2 SRGAN and ESRGAN training

To train the SRGAN[2] algorithm, 800 images from the DIV2K[1] data-set
were compressed using bicubic interpolation to a resolution of 256x256 and
used as high-resolution images, the same images were compressed by the same
method to 4 times lower resolution and used as low-resolution images. For
validation was used Set5 data-set with same preparing operations. Also , the
following generator and discriminator parameters were set for training:

• Scale factor: 4

• Image size: 256

• Batch size: 4

• Optimizer: ADAM

• Learning rate: 0.0002

• Betas: b1 = 0.5, b2 = 0.999

• Total training epochs: 200
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This algorithmwas trained using author’s laptop, because for this algorithm
was enough GPU memory and the training process was faster when on cloud
resources.

For ESRGAN[14] algorithm training procedure image preparation proce-
dure was the same. For validation during training process also used Set5 data-
set. More of model and training parameters was similar to SRGAN training
instead of number of residual blocks for ESRGAN it was 23, for SRGAN it was
16.

ESRGAN requires more GPU memory for training, therefore for training
was used Kaggle.

4.2.3 EDSR training

To obtain the results of the EDSR[9] algorithm, already trained models pre-
pared by the authors of the algorithmwere used. Themodels used were trained
on the DIV2K[1] data-set. Two trained models with different parameters were
used, which will be given below. The differences are in the depth of the mod-
els, namely in the number of layers and channels in the convolution filters,
as well as the use of scaling to stabilize the training of the larger model. When
training the models , the following parameters were set:

EDSR baseline:

• Scale factor: 4

• Residual blocks: 16

• Feature maps: 64

• Residual scaling: 1

• Batch size: 16

• Optimizer: ADAM

• Learning rate: 10−4

• Betas: b1 = 0.9, b2 = 0.999

• Total training epochs: 300

EDSR:

• Scale factor: 4

• Residual blocks: 32

• Feature maps: 256

• Residual scaling: 0.1
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• Batch size: 16

• Optimizer: ADAM

• Learning rate: 10−4

• Betas: b1 = 0.9, b2 = 0.999

• Total training epochs: 300

4.3 Results and comparison

This chapter will present the results of the conducted experiments and tests.
The selected models were tested on three testing data-sets validation part of
DIV2K[1] one hundred images of different subjects in 2k resolution, Urban
100[6] data-set one hundred images of the urban environment and Set5 five
images in a small resolution of various subjects. There are also examples of
upscale of specific images from the presented data-sets, as well as one image in
high resolution.

Also in this chapter are the results and specific examples of work for three
classical methods of increasing image resolution such as nearest-neighbor in-
terpolation, bilinear interpolation and bicubic interpolation.

Table 4.1: PSNR and SSIM values of selected algorithms

DIV2K Urban 100 Set5
(PSNR/SSIM) (PSNR/SSIM) (PSNR/SSIM)

Bicubic 32.92/0.77 30.93/0.66 32.00/0.81
Bilinear 32.64/0.75 30.78/0.63 31.67/0.78
Nearest 32.50/0.73 30.90/0.62 31.55/0.75
EDSR 34.01/0.84 32.12/0.81 33.70/0.90
EDSR-baseline 33.86/0.84 31.91/0.79 33.50/0.89
ESRGAN 28.77/0.66 28.61/0.60 28.71/0.68
SRGAN 27.97/0.61 28.08/0.59 28.29/0.69
VDSR 33.65/0.82 31.72/0.76 33.48/0.88

The table 4.1 shows the average values of PSNR and SSIM for each selected
algorithm, as well as for several classical methods of increasing the image reso-
lution. The best result is highlighted in red, and the second best result is high-
lighted in blue.

According to the data from the table 4.1 The best result in terms of PSNR
and SSIM values is shown by the EDSR[9] algorithms, its less deep version
and VDSR[8]. These algorithms are the development of the same ideas and
approaches to the design of a neural network and show a systematic growth
of results in accordance with the implemented improvements of algorithms.
The following three algorithms are classical methods of increasing resolution.
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Classical algorithms give high PSNR and SSIM values, but from a visual
point of view, the results relative to the rest of the algorithms are the least
impressive, as will be discussed later. The last in terms of these indicators are
the SRGAN[2] Algorithms and its improved version ESRGAN[14]. Although
these algorithms demonstrate low indicators, the visually obtained images are
more satisfying than those of classical algorithms, which will also be discussed
later. According to the authors, these two approaches are not aimed at high
PSNR and SSIM values, but rather focus more on the best representation of
images from a visual point of view. Also, the data obtained may be worse than
the potentially possible values for these algorithms due to the choice of not the
best implementation.

30



(a) Image with resolution 5184x3456

(b) HR (PSNR/SSIM)

(c) Nearest (35.06/0.83)

(d) Bilinear (35.38/0.84)

(e) Bicubic (35.59/0.85)

(f) SRGAN (27.93/0.70)

(g) ESRGAN (29.15/0.74)

(h) VDSR (35.92/0.86)

(i) EDSR-b (36.06/0.87)
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(a) Image 100 fro Urban 100 data-set

(b) HR (PSNR/SSIM)

(c) Nearest (29.84/0.55)

(d) Bilinear (29.61/0.56)

(e) Bicubic (29.74/0.59)

(f) SRGAN (28.11/0.61)

(g) ESRGAN (28.58/0.57)

(h) VDSR (30.91/0.73)

(i) EDSR-b (30.71/0.74)

(j) EDSR (31.02/0.76)

32



(a) HR (PSNR/SSIM)

(b) Nearest (30.40/0.66)

(c) Bilinear (30.10/0.70)

(d) SRGAN (28.84/0.81)

(e) ESRGAN (28.45/0.69)

(f) Bicubic (30.20/0.74)

(g) VDSR (32.08/0.89)

(h) EDSR-b (32.53/0.91)

(i) EDSR (32.90/0.92)
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(a) Image

(b) HR (PSNR/SSIM)

(c) Nearest (31.75/0.65)

(d) Bilinear (31.21/0.64)

(e) Bicubic (31.40/.67)

(f) SRGAN (27.41/0.50)

(g) ESRGAN (28.51/0.50)

(h) VDSR (32.59/0.87)

(i) EDSR-b (32.90/0.92)

(j) EDSR (33.54/0.94)
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Four images with different characteristics and scenes were selected for visual
comparison of the result. The first image of an animal in a very large original
resolution, specifically 5184x3456. The image of the animal is interesting due
to the complex texture of the fur of a large volume with small details. A high-
resolution image was chosen to demonstrate the operation of algorithms in the
condition of upscaling images in a resolution at which a sufficient number of
small details are preserved and they are not lost during compression. The sec-
ond image from the Urban 100 dataset demonstrates working with repeating
small patterns. The third image is a popular butterfly from the Set5 dataset that
demonstrates the work of algorithms on the whole image in an initially small
resolution, as well as this image makes it possible to visually compare the re-
sults with other works, since it is often used to demonstrate the results. The
fourth image from the DIV2K dataset demonstrates working in dark lighting,
as well as contains many thin lines on which you can well observe the mistakes
of the algorithms.

Considering the results of the algorithms for each selected image separately,
as with the general values from the table, one can observe the dominance of
algorithms such as EDSR and VDSR. In the case of the first images in very
high resolution all algorithms show a high PSNR value, with the exception of
the SRGAN and ESRGAN algorithms, they are prevented from getting a high
PSNR value by the presence of artifacts that they contribute to the image and
the distortion of the image gamut that they contribute when working. Artifacts
introduced by BN layers of the SRGAN algorithm are shown in Figure.

Figure 4.5: Examples of BN layers artifacts of SRGAN algorithm

Despite the low PSNR values, the images obtained by these two algorithms
look much clearer than the images obtained by classical methods of increas-
ing resolution, and the introduced artifacts at a higher resolution are invisible.
It is impossible to observe the operation of a deeper version of EDSR in the
first image due to the insufficient amount of GPU memory at the author’s dis-
posal, to obtain an image in this resolution with the help of a deeper version
of EDSR, more than 16 gigabytes of GPU memory are needed. In the image
from the Urban 100 data-set, you can see that when the stars on the flag are
compressed, they are not saved and no algorithm can predict them. In a dark
image, color distortions are strongly visible as a result of the SRGAN and ES-
RGAN algorithms.

Also in the last figure, you can clearly demonstrate the improvements
achieved by increasing the depth of the network and the number of feature
maps in the EDSR algorithm. The figures show that with an increase in the
number of features maps, even smaller details cease to merge with each other
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and become clearly distinguishable. It can be noticed that in the image ob-
tained using a deeper version of EDSR, smaller sparks are discernible. Also, in
the right part of the image on the wooden beam, it can be seen that the texture
of the tree is completely smoothed in the images obtained using algorithms.

Figure 4.6: HR image

Figure 4.7: EDSR-baseline image)
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Figure 4.8: EDSR image
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Conclusion

Summing up the comparison, we can say that according to numerical estimates,
the EDSR and VDSR algorithms have a clear advantage. The values obtained
by these methods generally exceed the values of the classical methods of in-
creasing the image resolution. The results of the ESRGAN[14] and SRGAN[2]
algorithms are the weakest due to the introduced artifacts and changes in the
gamma of the images. From a visual point of view, the images obtained by the
SRGAN and ESRGAN algorithms have greater sharpness in comparison with
classical algorithms. In most cases, images obtained with a deeper EDSR[9]
model look the most correct, but in cases of images with large volumes of high-
frequency areas such as animal hair, images obtained with SRGAN and ESR-
GAN look sharper. The SRGAN algorithm has a problem with artifacts intro-
duced by BN layers and strong gamma distortion, these problems are improved
in the ESRGAN algorithm. Classical algorithms have the advantage that they
do not require a pre-trained model for their work, but they require large com-
putational costs to obtain a specific image, as well as the resulting images are
always less clear than the images obtained using algorithms based on neural
networks. The reviewed algorithms allow us to get very good results both from
the point of view of numerical estimates and from a visual point of view, but
the EDSR algorithm that has demonstrated the best results strongly smoothes
surface textures and does not restore the image details lost during compression
when super-sampling low-resolution images.
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