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ABSTRACT 
This doctoral thesis deals with processing of point clouds produced by laser scanners and 
subsequent searching for correspondences between the approximations obtained in this 
way for the purpose of simultaneous localization and mapping in mobile robotics. The 
first method performs filtration and segmentation of the data and is able to do both 
operations at the same time in one algorithm. For vectorization, an optimized total 
least squares algorithm is introduced. It is probably the fastest algorithm in its category, 
comparable even to the eliminating methods, which, however, provide significantly worse 
approximations. For similarity evaluation, optimal registration and correspondence search 
between two sets of vectorized scans, new analytical methods are presented as well. All 
of the algorithms introduced were thoroughly tested and their features investigated in 
many experiments. 
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ABSTRAKT 
Disertační práce se zabývá zpracováním mračenen bodů z laserových skenerů pomocí 
vektorizace a následnému vyhledávání korespondencí mezi takto získanými aproxima­
cemi pro potřeby současné sebelokalizace a mapování v mobilní robotíce. První nová 
metoda je určena pro segmentaci a filtraci surových dat a realizuje obě operace najednou 
v jednom algoritmu. Pro vektorizaci je představen optimalizovaný algoritmus založený 
na úplné metodě nejmenších čtverců, který je v současnosti patrně nejrychlejší ve své 
třídě a blíží se tak eliminačním metodám, které ovšem produkují výrazně horší aproxi­
mace. Inovativní analytické metody jsou představeny i pro účely vyjádření podobnosti 
mezi dvěma vektorizovanými skeny, pro jejich optimální sesazení a pro vyhledávání ko­
respondencí mezi nimi. Všechny představené algoritmy jsou intezivně testovány a jejich 
vlastnosti ověřeny množstvím experimentů. 
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1 INTRODUCTION 
Simultaneous localization and mapping (SLAM) is a vital part of robots' artificial in­
telligence (AI). Any mobile robot, which is expected to operate like a rational agent, 
needs a set of algorithms allowing it to explore, memorize and make assumptions 
about the surrounding environment. S L A M is a great challenge in robotic science, 
because, despite a large progress in the last thirty years, there are still many ope­
ned problems and the theme remains (and surely will remain in the near future) an 
active subject of research. 

As will be shown in the following chapter, mathematical description of the fun­
damentals of S L A M is already well elaborated. What lacks is a more abstract way of 
knowledge representation, starting with more complex geometrical shapes for object 
description and leading towards a semantic map containing not only metric infor­
mation, but also meaning of the mapped objects. AI researchers proceed in this 
direction and the following text is meant to contribute to their effort. 

This thesis is focused on extraction of geometrical information from raw point 
clouds and presents sound reasons to use them as a base building block of the future 
S L A M algorithms in contrast with today's trend to incorporate point-like features 
only. Mathematical treatment of these objects is inevitably more complicated than 
in the case of points, but the gains stemming from generalization, noise suppres­
sion and data size reduction seem to outweigh these issues. The following chapters 
describe data processing from acquisition to feature matching and scan registration 
algorithms. Line segments are used as a higher-dimensional representation of me­
tric data. The back-end algorithms for map maintenance and loop closing are not 
in scope of this work. 

Apart from the theoretical development of novel algorithms, during the work on 
this thesis there were also some practical engineering problems solved. A decom­
missioned omnidirectional robot Hermes was rebuilt afresh and a new distributed 
control system was developed for it. Hermes was later used to acquire data for practi­
cal examination of the algorithms mentioned above and became a part of ATEROS 
robotic system built and maintained by our research group. 
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2 STATE OF T H E ART OF SIMULTANEOUS 
LOCALISATION AND MAPPING 

Some scientific questions are answered with a single, elegant formula and as far as 
we know, the solution is definite and complete. But endless combinations of these 
fundamental principles form a tremendously complicated reality, where generalisa­
tion and abstraction is vital for any practical problem solving. Although robotics 
from the hardware point of view is an exact engineering, the AI tends to overflow to 
the realm of the "soft sciences", where certainty turns into probability and equality 
into similarity. S L A M as an integral part of the robot's AI is not an exclusion. 
This chapter summarizes classical approaches as well as the most recent research, 
discusses a biological context of the problem and presents the motivation for the 
work in the rest of this thesis. 

2.1 A brief history of SLAM 

Robotics in terms of human dreaming about artificially created life is a very old 
discipline, but in the context of this thesis, we can safely skip all of the voodoo 
puppets, alchemical homunculi and mechanical automata and move to the beginning 
of 20th century where the first sings of modern robotics can be spotted. At that 
time, Nikola Tesla presented his remote controlled boat and in 1920s Karel Capek 
published his famous fiction R.U.R. [1], where the term robot was introduced and 
the whole science around it got its name. More serious attempts on creation of 
autonomous robots were made, Isaac Asimov formulated his famous laws [2] and 
Norbert Wiener established cybernetics as a science in 1948. 

The great expectations put into the robotics discipline turned out to be too op­
timistic. As the time passed and more researchers tried to build a truly autonomous 
robots, it became quickly clear, that there are certain aspects of autonomy, which 
are very natural to humans (and many other living creatures as well), but are quite 
problematic for artificial implementation. Besides many other challenges, an issue 
related to orientation in the surrounding environment and memorization of its ge­
ometry, texture and meaning have appeared. The first solutions of a robot motion 
were based on tactile sensors and relatively simple logic rules but as the computers 
evolved, more advanced algorithms could be proposed and the history of S L A M has 
finally begun. 
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2.1.1 Classical solutions 

1980s are usually considered to be a decade, in which the first serious S L A M algo­
rithms have appeared. The premier published concept was an occupancy grid (OG) 
[3]. The method partitions a continuous space into a matrix of discrete squares and 
checks a probability of an obstacle being present at each cell. New measurements 
are incorporated using a Bayesian rule and the OG converges to an authentic repre­
sentation of reality. Significant drawback is the necessity of an exact information 
about robot's pose1 , which means that the OG approach does not deal with the 
S L A M problem in its full complexity. 

A different approach presented at that time was a topological map [4], [5]. In 
contrast to OG, the map representation is continuous and contains coordinates of 
the important places in the environment and possible routes between them. Though 
topological maps are usually considered to be an opposite of metric maps, the pre­
sence of coordinates constitutes a linkage to the real-world geometry and makes 
distinction less strict. Pure graph of nodes (locations) and edges (paths) would 
have limited usage in practical navigation. Positive aspect of this approach is a 
direct guidance for a robot, when certain task in known environment is fulfilled. On 
the other hand, there is no or very little detail about the surrounding obstacles, 
because the net of important locations is usually sparse and, by definition, describes 
only the free space. Although it is a marginal approach today, some researchers still 
work in this direction [6]. 

Soon after these approaches were introduced, the first probabilistic algorithms 
have appeared [7]. Metric information became an essential building block of the 
map and topological description switched from places of interest to landmarks, aka 
significant features of obstacles. Bayesian rule formed a theoretical background of 
the probabilistic approach, which allowed to deal with the inevitable uncertainty 
of every measurement. The technique later evolved into three distinct directions: 
Kalman filters, Expectation maximization and Particle filters. 

Kalman filter (KF) have been developed and used long before the S L A M pro­
blem became an issue and its applications felt mainly into the field of accurate pose 
estimation for navigational purposes [8]. Pose estimation is a low-dimensional task, 
where only a small amount of sensory data is fused, but a theoretical dimensiona­
lity 2 of problems solved using K F is not bounded. On the other hand, computational 
complexity of canonical K F is not favourable and limits its practical applicability 

1 Pose is a t e rm covering bo th robots pos i t ion i n the given system of coordinates (x, y, z) and 

the angular or ientat ion (roll, pitch, yaw). 
2 I n statistics, the dimensionality of a p rob lem corresponds to the number of independent random 

variables. For a pose es t imat ion problem, the dimensional i ty is l imi t ed , but for a map, where every 

landmark is described by a pos i t ion , the d imensional i ty grown rapidly. 
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significantly. The computation process involves matrix inversion with Q(n3) com­
plexity in basic implementation and theoretical limit 0(n2 log n). Both cases are 
unacceptable for larger data sets. Under certain circumstances, this can be by­
passed by introduction of the information filter [9], [10] with a sparse information 
matrix. Sparsity of the matrix comes at a cost of omission of some details, but allows 
to achieve better computational times. Second possible drawback is K F linearity 
and dependence on Gaussian distribution of the noise in measurements. In case of 
a map, the linearity condition is met, but the simultaneous pose estimation leads 
to a more complex model involving non-linear functions. Contrary to the compu­
tational complexity problem, non-linearity have been effectively dealt with in many 
derivations of the original K F such as Extended Kalman filter [11] [12], Unscented 
Kalman filter [13] and many others. Despite the downsides described, K F is a very 
popular technique in the S L A M community and many successful application of this 
approach were published [14], [7], [15], [16], [17]. 

Expectation maximization (EM) technique stems from maximum likelihood es­
timation [18], [19]. This process estimates parameter of a model with respect to 
the given observations ( or measurements in general), iteratively maximizing the 
likelihood of the model to provide those data. A big advantage of this method is 
its ability to effectively work with correspondences in subsequent data sets. Du­
ring the expectation step of the algorithm, a set of hypothesis about robots pose 
and correspondences present is generated. In the following maximization step those 
correspondences are incorporated into the map. The method converges to a true 
map, because the true hypotheses appears regularly in the observations reinforcing 
its influence on the result, while false hypotheses are distinct and their influence va­
nishes over time. Unfortunately, the iterative nature of the algorithm and necessity 
to repeatedly traverse the observations makes it too slow for real-time applications 
and its main domain of operation is off-line processing of measured data after a 
mission of the robot has finished [20]. If the full S L A M is solved and the robot's 
pose is unknown, the algorithm has exponential computational complexity and it 
can potentially fail on the loop-closing problem3 resulting in an inhomogeneous map. 
This is the reason, why the expectation maximization method is usually combined 

3 T h e loop-closing is part of the da ta associat ion process. W h e n a robot changes its pose 

between observations only a l i t t le b i t , the search space for da ta association is l im i t ed and a correct 

correspondences are usual ly found. A compl ica ted case appears, when the robot explores for 

example a long cu rvy corr idor and after some t ime it visi ts a place, where it already was before. 

Due to a long distance travelled and possibly large pose es t imat ion error accumulated between 

the visi ts , the da ta associat ion can easily become wrong and therefore the result ing map becomes 

inhomogeneous (one place i n real i ty has two separate depictions i n the map) or corrupted (the end 

of the loop is connected to a wrong part of the map, so one place i n the map corresponds to two 

dist inct places i n real i ty) . 

13 



with another algorithm addressing the localization part of the S L A M and E M is 
used only for local map building [21],[22]. 

Particle filter (PF) [23] approach has a strong connection to the Kalman filter 
and genetic algorithms (GA). The K F heritage is the Bayesian probability approach 
to estimation, while G A provide a Monte-Carlo-based framework for evaluation, 
selection and generation of multiple statistical models. This combination also lead 
to an alternative labelling of PF: A multi-hypothesis Kalman filter. The principle of 
operation of the P F consists in maintaining a set of possible models (particles) and 
iterative evaluation of their fitness according to given data. The models with low 
fitness score are discarded and new particles are generated near their more successful 
counterparts. As the algorithm proceeds, the particles tend to accumulate in a dense 
cluster around the best fitting model. A big advantage of P F is the possibility to 
model non-linearities and effective maintenance of multiple hypothesis, which is 
highly beneficial for loop-closing. The downside of the method is a high growth of 
the computational time with growing dimensionality and the number of particles, 
which makes it ineffective for even mid-sized maps. Rao-Blacwellized [24] version of 
P F was introduced to overcome this issue [25],[26], but the promising results were 
found to be unstable after an extensive period of operation [27]. The main area of 
P F application is therefore pose estimation, where the dimensionality is limited and 
the multi-hypothesis approach is highly favourable. For the full S L A M solution, 
another method is usually used for map building, for example a combination with 
E M methods from the previous paragraph is a beneficial combination [22], [28]. 

Methods originating from the seminal concepts described above dominate the 
S L A M scene from the date of appearance up to the time, when this thesis is written 
and probably will remain important, at least in the near future. K F approach 
derivatives are (among many others) monocularSLAM [29] and [30] , SLSJF [31], 
and R T - S L A M [32]. The well known applications of P F method are for example 
FastSLAMl.O [25] and FastSLAM2.0 [26]. E M have evolved into GraphSLAM [20] 
and other mixed approaches such as [22]. Time to time some experiments employ 
evolutionary algorithms [33], neural networks [34] or some other novel approach, but 
these are rare occasions. Many open-source implementations with varying quality 
and complexity are also available on the internet. Over the last two decades, S L A M 
have surely became an important and popular research field and the results achieved 
are unexceptionable. The base concepts are presented in specialized books [14] and 
thorough surveys regularly map the actual advancements and trends in the field [35], 
[36], [37], [38], [39], [40] and [41]. Reviewing the most recent of these papers, a shift 
in the direction of research can be spotted. The above mentioned methods clearly 
provide a strong tools for S L A M solving, but when dealing with complexity of a 
real world, their applicability seems still quite limited. The gap between theoretical 
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principles and everyday practice brought up a wide variety of new problems waiting 
to be solved. 

2.1.2 Theoretical considerations for practical applications 

In 2001 an important paper [42] with a very promising title "A solution to the 
simultaneous localization and map building (SLAM) problem" was published. From 
a theoretical point of view, these were a ground-breaking news. For the first time in 
a history of S L A M , there was a mathematical proof, that the effort of simultaneous 
localization and map building has a solution. The work adopts the K F as a core 
probabilistic mechanics and demonstrates, that in the limit, the landmarks become 
fully correlated and the error of the distance between them converges to zero, if the 
method is correctly performed. The theory seemed to be mostly finished and a great 
algorithms were about to be published. 

Looking at the previous chapter, an utter majority of approaches rely on K F or 
Bayesian probability in general. On the other hand, in many cases some limitations 
were discussed, namely computational complexity and feature correspondence were 
frequently mentioned. Once again, a bare existence of theoretical solution did not 
implied a straightforward practical results. 

Computational complexity (CC) is a vital attribute of any algorithm intended to 
operate on a variably sized set of input data. If a robot should be able to map a 
large scale environment, C C of the underlying method has to be the lowest possible. 
Obviously, in conjunction with a limited computational power of any hardware, 
any C C but constant-time (0(1)) posses some upper limit on the maximal size of 
the operational area. As long as this upper bound is high enough, the practical 
applicability is not endangered. So far, the only algorithm claiming 0(1) operation 
was FastSLAM [25], [26], but it has other drawbacks, disqualifying it as a candidate 
on a full-featured S L A M . On the other hand, there is not yet an evidence, that 
the S L A M problem has some lower bound on a computational complexity. Some 
hope for 0(1) algorithm still exists, however complexities of the state of the art 
approaches lead to more pessimistic expectations. 

Feature correspondence, similarly to C C , is also known to be essential from the 
very beginning of the S L A M research [35] until now [41]. Orientation with respect to 
the surrounding environment requires extraction of significant landmarks and their 
recognition from different points of view. Clearly not all landmarks are suitable for 
this purpose and mismatches inevitably happen. If a correspondence is present but 
not spotted, it usually does not mean a significant problem, maybe a little slowdown 
of convergence. Much more sever consequences may have a false positive4 correspon-

4 Sta t i s t i c s of classification of a b inary quant i ty allows four cases to happen: True positive - the 
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dence making a link between two non-corresponding landmarks [35]. Outcome of 
such a situation heavily depend on the data fusion method used. If a method can 
handle certain amount of erroneous correspondences (like for example most of the 
approaches E M does), the S L A M algorithm will be stable during a long period of 
operation. High susceptibility to mismatches (the case of many simpler K F algo­
rithms) means, that only a very well distinguishable features5 can be used, otherwise 
the solution gets inevitably corrupted after certain time. C C of feature correspon­
dence search is not as limiting as in the case of the mapping algorithm, because 
the search space is usually bounded. Every moving robot can change its pose in a 
given time interval only by a certain degree, because of its mass, motor performance 
and so on. If the environment is homogeneously populated with landmarks and me­
asurements are acquired in periodical intervals, every feature matching algorithm 
assuming this upper bound, deals with more or less constant amount of data every 
iteration. Despite this practical positive effect, a successful correspondence search 
is usually a demanding operation, so performance optimization is still important. 

More complicated situation arises, if the search space is not limited. This is 
the case of loop-closing, when the robot visits a place it was already before, but 
comes from unexplored area. Such a situation is not rare, basically every crossroad 
means potential loop-closing issues. Lack of upper bound disqualifies many state 
of the art algorithms for consecutive measurements and leads to the methods using 
hiearachical structure [21], general descriptors [43] and various heuristics [44] to 
reduce the dimensionality of the problem at first. This process may lead to a single 
successful solution or multiple hypothesis. In later case the solution branches out 
and only further exploration can eliminate false expectations. A n extreme example 
of unbound feature matching is the kidnapped robot problem. Kidnapping stands for 
any unexpected and significant change in robots pose and usually results in searching 
through the whole map. This situation means critical failure for most of the S L A M 
algorithms, only some P F based approaches are designed to deal with it. 

Convergence was already mentioned many times. In general, a gradual ex­
ploration of the environment (growing amount of information), should lead to a 
more accurate map (landmark position uncertainty should, in limit, close to zero) 
[42]. This behaviour is critical for long term operation of the robot, because non-
converging method usually diverges and provides more and more erroneous results 

correspondence really exists and was found, true negative - the features do not correspond and 

were denoted as such, false positive - there is no correspondence, but the a lgor i thm marked it va l id 

and false negative - a correspondence is present, but was not discovered by the a lgor i thm. Test ing 

of the decision m a k i n g algor i thms often follows this methodology. 
5 R e a l l y h igh level of feature differentiality is i n practice achieved using some k i n d of art if i­

c ia l landmarks . O n the other hand, full-featured S L A M should not rely on modificat ions of the 

environment, because it breaks autonomy of the robot. 
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as the time proceeds [41]. Theoretical proof of the convergence is therefore an impor­
tant attribute of any S L A M algorithm, but due to unexpected influences affecting 
the robot a general proof is hard or even impossible to obtain. Some set of initial 
assumptions usually precedes the proofs and behind these borders only a practical 
verification is available. 

Stability and robustness refers to ability of the algorithm to operate as expected 
under full range of specified conditions. A small percentage of false corresponden­
ces is only a part of this topic. External effects influence the sensors (illumination, 
electromagnetic noise) or directly the robot (slippery ground, colliding objects, par­
tial breakdown). Also the environment may contain objects which are familiar to 
us, but a robot encountering a glass pane or steel netting can easily critically fail. 
Another big set of possible hazards stems from a software implementation of the 
mathematically exact procedures. Variety of issues spans from trivialities such as 
division by zero and continues over a finite precision of variables up to numerical 
stability of the whole algorithms. Though in case of correspondence mismatch we 
usually demand fault tolerance, the rest of possible failures is mostly dealt with in 
a fail safety manner6. 

Dynamic environment brings a whole new set of complications for the S L A M 
solving algorithms. Correspondence evaluating procedures usually rely on a fact, 
that the features observed are still, no modifications to the environment are happe­
ning and only the robot is considered to be moving. The map is therefore static and 
the only modifications permitted origin from the precision improvement caused by 
incorporation of the new data. Movement of the robot itself is a different, although 
very related, task. Introduction of other dynamic objects (walking people, moving 
robots, etc.) brings a temporal dimension to the map and renders the localization 
part of S L A M to become a subset of mapping. Large variations in possible dynamics 
are also a serious issue. Changes can happen gradually over a longer period of time 
(melting snow), quickly, but infrequently (cars in a parking place), unpredictably 
but smoothly (animals, people) or even faster than the robot can reliably sense 
(thrown or falling objects). A general treatment of this task was not yet presented, 
but several attempts have already emerged [45], [46], [47], since the need for such 
solution is quite urgent. A n autonomous robot cannot operate in the real world if 
it cannot cope with other moving entities. 

Structured environment is a double-edged basis for a successful S L A M . On one 
hand, the environment has to have some structure, so that features can be extracted 

eFault tolerant system is one, that can successfully operate even i f the operat ing condit ions 

are not fully satisfied. Fail safe system is designed to t u rn down w i t h m i n i m a l col lateral damage 

possible i f a failure of some of its part appears. Importance of these policies i n mobi le robotics is 

evident. 
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and a map built. On the other hand, too dissected structure leads to mismatches 
during correspondence search and highly complicated maps flooded with details. 
Typical examples are natural locations with bushes, tall grass, treetops and so on. 
Presence of even a mild dynamics (wind) in these environments makes them pretty 
much impossible to map with the most of the state of the art algorithms, because 
the vast majority of features rapidly changes in a fraction of second. Thorough 
filtration is used to separate well distinguishable static features from a noise of 
untrustworthy ones or a high level abstraction, which works with the whole objects, 
whose dynamics is limited. The filtration approach produces maps with sparse 
features and a lot of data specific to a single measurement, which makes them 
inconvenient for further utilisation. The abstraction approach produces much more 
natural maps with complex objects, each covering many features. In later case, the 
map is more appropriate, but the algorithms working this way are far from maturity. 

Map representation and semantics are the issue here. So far, we have spoken 
about occupancy grids, topological maps and metric maps. Although essential for 
the past S L A M (and majority of recent attempts as well), these approaches seem to 
lack some significant information, which limits, how far we can advance with them. 
Today, the most of the algorithms for S L A M rely on point-like features, creating 
a map of their relative positions. Contrary to this approach, practical applications 
require interaction with objects, usually containing many features, complex shape, 
texture and meaning. Though point-like features are usually deemed well explored 
and shape and texture are intensively studied, the abstract semantics is still at the 
very beginning. Once the robots will grasp at least the basic meaning of the world 
around them, it will be a qualitative revolution comparable to the introduction of 
advanced probabilistic techniques to the world of S L A M research. 

More interesting topics in S L A M research exits, for example multi-robot coope­
ration during map building [48] or exploration planning [49], but these are not very 
relevant to the focus of this thesis. 

2.2 Biological context 

So far, only the artificial ways of localization and mapping were discussed, but there 
is also another domain, far from engineering and related subjects, where the S L A M 
problem is already solved, admittedly in much more functional, efficient and elegant 
way. Nature and the living creatures in particular are being in question in this case. 
Any organism on our planet interacts somehow with its surroundings. Many of 
them are limited to the nearest neighbourhood, because of a stationary way of life, 
but many others have developed some kind of locomotion mechanism, which allows 
them to travel to different locations. Deliberate movement to places of interest is the 
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logical next step and the evolutionary optimization process have infallibly found a 
method of how to implement it into the growing brains of living creatures. Questions 
"Where am I?" and "Where have I been?" were spoken much later, but the answers 
quietly appeared, when the first animal found its hideout, water source, or whatever 
important thing it needed to return to. At that time, the first S L A M task on the 
planet Earth was successfully solved. 

Biological S L A M is surprisingly efficient. For example a honeybee, which is quite 
smart insect species, has only approximately one million of neurons [50] in a brain 7. 
Even with that "computational power" it can memorize position of its home apiary, 
locations of the blooming flowers, communicate this knowledge to the other members 
of the hive [54] and, if it happens to fall into hands of curious researchers, go through 
a maze labelled with colourful landmarks [55]. A l l of these tasks prove honeybees 
ability to successfully solve the S L A M problem. Bees map of the world probably 
would not satisfy a human observer, but with one cubic millimetre of neural cells 
and negligible energy consumption it is an impressive result. 

Human localization and mapping is obviously far more advanced. We attend to 
much more things in our surroundings and have more experiences giving them wider 
context. Cognitive psychology examines our spatial memory from the perspective 
of information processing (both conscious and unconscious) and neuroscience maps 
the brain in search for physiological basis of its abilities. Bare comparison of a 
human brain and a modern computer shows enormous difference in strengths and 
weaknesses of both 8 and so is different the approach (and results) of S L A M . 

Early literature on human orientation and spatial memory mostly addresses con­
sequences of injuries and reveals, which parts of the brain are related to these functi­
ons [56]. Episodic, short term memory for space recognition [57] is dedicated to re­
asoning, learning and remembering of the already learned information. For robotics 
research are more inspiring the recent results, revealing hierarchical structure of the 
spatial memory [58] and the landmark - layout dualism [59] of the environment re­
presentation in a long term memory [60]. Layout generally refers to the determining 
shape of the area, while the landmarks are well distinguishable objects [61], [62]. 
Recognition and matching of both can be explained by the hierarchical system and 

7 F o r compar ison - one m i l l i o n is also an approximate number of ganglion cells (or neurons for 

s impl ic i ty) i n re t ina of a single human eye [51]. Besides those cells, there are approximate ly 100 

mil l ions of photoreceptors [52] and a large amount of other specialised cells [53]. In this context, 

abil i t ies of honeybees b ra in look t ru ly remarkable. 
8 M o d e r n , consumer grade graphics cards have a computa t iona l power of c i rca 5 — 10 • 1 0 1 2 

floating point operations per second. Unde r a very opt imis t ic assumption, that every human being 

on the E a r t h can perform a single floating point operat ion every second, an inexpensive G P U is 

s t i l l a thousand times faster than the whole m a n k i n d . Contrary , neither supercomputer was able 

to pass the T u r i n g test yet, so fast ar i thmet ic is clearly not everything. 
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the massively parallel structure of the brain, allowing high success rate and reaction 
times in fraction of a second [63]. The most important is the fact, that layouts 
of small areas and objects are probably treated and compared as a whole. That 
way, every comparison is supported by much larger amount of information, than in 
the case of point-like features, leading to better results of more complex approach. 
Incomplete information, which sometimes limits the artificial algorithms, is in the 
natural S L A M supplemented by the long term experience [64]. However the exact 
function of the spatial memory and the related mechanisms is not yet fully under­
stood, the general findings described above provide a good inspiration for artificial 
attempts at S L A M . 

2.3 Motivation for the vectorized approach 

Artificial S L A M developed in laboratories is built in a bottom-up manner, starting 
at the base principles and as more and more obstacles on the way towards the 
final goal appear, the solutions presented grow in complexity. Biological research of 
S L A M is similar to reverse-engineering and provides us with great inspiration and an 
etalon of successful "implementation". It was possibly the daily experience with the 
natural sense for localization and space memory, which kept the scientists optimistic 
and interested, even though the mathematical evidence of S L A M solubility was not 
yet proven. As illustrated by the brief literature exploration above, it seems, that 
both approaches lead to complex features, possibly objects, to be detected in the 
sensory measurement. These should be further incorporated into a semantic map, 
which would contain geometrical information as well as other possible relationships. 
This goal is obviously far away for today's AI and too broad for a single thesis to 
explore. Further work is therefore focused on geometrical information only. 

Maps with point-like features achieved great success, but their potential seems to 
be nearly depleted. Object representation requires a dense description of its shape, 
not a sparse sampling of some selected points with no information (or at least as­
sumption) about the whole surface of the body. Dense representation is mainly 
achieved using raw point clouds and boundary description. The raw point cloud 
approach saves us from any kind of advanced processing, but the memory footprint 
is large, computational costs are high (but easily parallelizable in the most cases) 
and no separation of objects in the scene is achieved. Boundary description consists 
of more complicated geometrical objects such as line segments, arcs and splines in 
two dimensions and planes or bezier patches in 3D. Extraction of these primitives 
leads to data size reduction of several orders of magnitude, noise suppression and 
interpolation of the point-like measurements, creating an abstraction of a general 
shape of the scene. Object separation is possible, but geometry alone is usually not 
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sufficient. Price for these features is higher complexity of the algorithms for seg­
mentation, extraction and matching of the given primitives. For future S L A M , the 
boundary description is clearly more appealing and will be studied in the following 
pages of this work. 

Related literature presents many concepts, principles, methods and algorithms 
producing and processing the boundary description of the scene. Most of the pa­
pers are very recent and no established methods or unified theoretical background 
exists. When this work have started four years ago, the situation was even less clear 
and beginning from a 2D point cloud and vectorization using line segments seemed 
to be an easy introduction into more complex matters. As the work proceeded, 
some decades old, established algorithms turned out to be improvable, some theory 
turned out to be too limiting and a room for discoveries unexpectedly appeared. 
Content of this thesis is focused on point cloud processing, vectorized scan mat­
ching and correspondence search, which is sometimes called a S L A M front-end [41]. 
The back-end mainly consists of the data fusion inference mechanism and will not 
be covered. Since raw measurement processing and information extraction is the 
current bottleneck of the S L A M algorithms, focus on the front-end part addresses 
an opened research problem definitely worth the attention. 
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3 CONCEPT OF T H E V E C T O R BASED FRONT-
END FOR SLAM 

Every larger process containing many cooperating parts needs some organization 
structure and a S L A M front-end is not an exclusion. The first section of this chapter 
provides an overview of the whole process and identifies compact, indivisible ope­
rations and information flows connecting them together. The next section briefly 
explains structure of the rest of the thesis. 

3.1 Data processing workflow 
In picture 3.1 is a highly simplified scheme of the operations involved in the presented 
S L A M front-end. The very beginning of the process is information acquisition from 
the environment, while at the end, data are received and provided to a subsequent 
data fusion back-end. The algorithms in between were all devised and implemented 
by the author of this thesis and will be described in detail in the following text. 

Surrounding environment 

I I 
D a t a acquis i t ion 

Po in t c loud 

F i l t r a t i o n and segmentation 

Clusters and outliers 

Vec tor iza t ion 

Vector ized edges 

Correspondence and registrat ion 

Correspondences N e w pose 

G l o b a l map 

Pose estimate 

Fig. 3.1: Schematic workflow of the data processing in the vector-based S L A M front-
end. 

Data acquisition is an essential step in every S L A M algorithm. Quality and 
quantity of the input data directly determine nature of the subsequent algorithms 
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and achievable outputs of the whole process. Primary sensors can be either passive 
(senses only, e.g. R G B camera) or active (affects the environment and senses the 
response, e.g. laser scanner). This step involves large amount of measurements in 
a quick succession (laser scanner) or a truly parallel measurement with a matrix of 
the sensing elements working at the same time (camera). In both cases the sensing 
period should be short enough, so the environment could be considered static and 
the data set is called a scan. If this condition is not met, significant problems with 
shape distortion appear, making further processing much more complicated. Re­
gardless of the underlying technology, all data should be converted into the distance 
measurement and presented as a point cloud transformed in local coordinates of 
the robot. Unification of the data structure and coordinate system allows to freely 
switch between different data acquisition systems or following processing algorithms. 
For the purposes of this work, only a 2D slice (mostly horizontal) is produced. 

Filtration and segmentation of the raw point cloud at this moment might seem 
inappropriate with respect do the discussion in Section 2.3, but it is not. The goal 
of this step is not an identification of the objects in a scene, but merely a removal of 
the outliers and split of the whole cloud in places, where some discontinuities occur. 
Outlier filtration is important, because highly flawed measurements can, through the 
statistical processing, spoil the entire scan. Splitting at discontinuities, sometimes 
also called clustering or segmentation, is intended to separate parts of the point 
cloud, which could potentially form a continuous edge in the real world. Point cloud 
split into a set of outliers and a couple of clusters then passed to the next step. 

Vectorization is an operation converting a point cloud (or a continuous cluster 
in this case) into a set of line segments, which well describe the shape of the point 
distribution. This process usually involves a large reduction in a memory footprint 
of the data, because dense point clouds of thousands of points can be often approx­
imated with only a few lines. In case the lines are properly fitted into the cloud and 
every point contributes its bit of information to the result, vectorization also redu­
ces the natural noise present in the data. Third important feature of this process is 
generalization. Conversion of discrete data back into continuous entities has some 
caveats, but if appropriate care is taken, the benefits largely outweigh potential risk. 
After the vectorization is finished, all clusters are replaced by the line segments (or 
edges in general). 

Correspondence search and scan registration is the last step of the S L A M front-
end. Line segments extracted previously are compared to a region of a global map 
and correspondences between them are looked for. To determine the portion of 
the global map taken into account a crude pose estimate and maximal permissible 
error are used. In case, that no pose estimate is available, the last known position 
is used and the constraints are given only by physical limits of the robot. This 

23 



operation limits the search space of the algorithm and allows its fast operation. Once 
the correspondences are known, the scan is registered to the map and a new pose 
estimate is calculated. Both correspondences and the new pose are base components 
for any following S L A M back-end. 

3.2 On further structure of this document 

Literature review in Chapter 2 is intentionally focused on S L A M techniques rather 
than vectorization, matching and other topics closer related to the theme of the 
work. The initial review is provided for illustration of the localization and mapping 
matters as a whole and identification of the recent research interests. 

Chapter 4 covers technical content, mainly focused on construction of the robot 
Hermes, which was used in practical experiments. The interesting software and 
hardware solutions are mentioned and data acquisition through a laser scanner is 
described. 

Chapters 5, 6 and 7 correspond to the second, third and fourth block in Fig. 3.1 
and represent the core of this work (especially 6 and 7). Since these algorithms are 
mostly studied separately by the researchers, each chapter starts with a review of 
the literature available and further sections approximately follow a structure of a 
regular research paper as well. This strategy should allow a reader to read those 
chapters separately with all the relevant information at one place. 

As usual, Conclusion 8 finalises the work and discusses the results achieved and 
possible future improvements. 
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4 TECHNICAL MEANS FOR PRACTICAL EX­
PERIMENTS 

Real-world experiments are the final proof of function of every algorithm, theory, 
or scientific concept in general. Since robotics is a highly practical research area, 
engineering of a robot for testing is an important part of development. This thesis 
is primarily focused on point cloud processing, which has only a very few direct 
connections to the hardware, so the technical implementations will be covered briefly 
with respect to their crucial features and deeper descriptions will be omitted. On 
the other hand, a lot of time-consuming work was put into the robot Hermes (see 
Figure 4.1) and the thesis would not be complete without this context. 

Fig. 4.1: The omnidirectional robot Hermes. 

4.1 Hardware design 
This section covers all physical equipment of the robot, whether it is machinery or 
electronic devices. The robot was supposed to operate in an indoor environment 
and bear advanced telemetric sensors and some computational platform for control 
and data processing. There is a large amount of possible constructions and even 
larger selection of different parts available from commercial subjects. Comprehensive 
overview of the possibilities is out of the scope of this work and can be found for 
example in [65] among many other sources. Here will be discussed only the particular 
solutions with justifications of the critical decisions, but without exceedingly wide 
context. 
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The requirements put on the robot were the following: medium size (so it can 
easily pass through a doorway), payload circa 15 kg, good manoeuvrability, on-board 
computer with reasonable compute power and connectivity and at least one hour 
of operational time. The following subsections describe, how these parameters were 
achieved. 

4 .1.1 Mechanical construction 

Taking into account the requirements above, an omnidirectional wheel frame was 
chosen as the best of the alternatives. It can follow any trajectory possible in the 
2D plane, which provides excellent manoeuvrability in the tight indoor environment. 
As the device turned into the robot Hermes was previously an electric wheelchair, 
the payload condition was exceeded several times and dimensions were suitable for 
the movement inside of the buildings as well. The construction is very sturdy, 
mainly made out of welded iron pipes. The wheels are the Mecanum style [66], with 
passive rollers mounted in a 45 degree angle with respect to the axis of rotation. 
Such wheels are obviously not sufficient for even a mildly hard terrain, but in a 
man made environment, where the flat and hard surfaces are mainly present, this 
disadvantage is negligible. 

Omnidirectional robots are very popular among the research community [66], 
[67], [68], [69] and the control of the wheel frame is therefore well explored. The 

Fig. 4.2: Schematic depiction of an omnidirectional robot with a coordinate system 
attached. Positive direction of rotation of the wheels is that which moves the robot 
in the positive direction of the x axis. 
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Figure 4.2 shows a schematic depiction of an omnidirectional robot with the impor­
tant dimensions and coordinate system attached. As the robot can freely move in 
any direction and perform the rotational motion at the same time, its locomotion 
needs to be controlled with a vector of three variables for the velocity in each degree 
of freedom. [70] provides a direct calculation of the wheel speeds, corresponding to 
the given control input: 

" l 1 - ( h + h 

0O2 
1 1 - 1 h + h 

U3 
r 1 - 1 -{h + h 

1 1 

Vy (4.1) 

where Ui is the angular speed of corresponding wheel Wi and the control vector 
vx,vy and uja represents requested speeds in robots local coordinate system. 

Aside from the locomotion system, the mechanical construction is very unsophi­
sticated. Instead of a seat for the disabled person, which was originally mounted on 
the top of the metal frame, there is now rectangular box for the electronic parts. At 
the very top of the robot, a mount for the laser scanner is present, as can be clearly 
seen on the overall photograph in Figure 4.1. 

4.1.2 Electronic power and control systems 

Like majority of other mobile robots for laboratory purposes, Hermes is powered 
by a set of electrical accumulators. The wheel frame is designed for two lead-acid 
batteries, providing 24-28 V in series at the capacity of 26 Ah , which is enough 
for the required operation time. DC motors for each wheel are powered directly 
from the batteries. The rest of the electronics works either with 5 V or 12 V input, 
which is provided by a self made, dual channel switched-mode power supply. It is 
capable to deliver 10 A on both channels and is equipped with voltage and current 
measurement for monitoring and feedback regulation. 

Motors are regulated using the RoboClaw ST 2x45A controllers1, each taking 
care of two motors as depicted in Figure 4.3. The motors are equipped with quadra­
ture encoders mounted directly on the motor shaft and planetary gearboxes. The 
RoboClaw controllers are capable to exploit the information from encoders for speed 
control, so the equation (4.1) is directly applicable. The controllers also provide va­
riety other control modes and feedbacks (e.g. operational current). 

1 T h e detai led technical manua l for the R o b o C l a w drivers by Ion M o t i o n C o n t r o l is available 

from: http://www.ionmc.com/downloads (25.7.2017). 
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Banana Pi R l * 

Fig. 4.3: General electrical scheme of the Hermes robot. The emphasis is put on the 
communication, data flow and control structure. Power distribution is described in 
the accompanying text. (Mj - motor, Ei - encoder, MCi - motor controller) 

As an embedded platform for communication and computation was selected the 
BananaPi R l router-board2. It contains a decent dual-core A R M processor and 
1 GB of R A M , which should be enough for basic operation. Much more important 
is the connectivity, where the board is among the top products in its category. 
There are five gigabit Ethernet ports and wireless network adapter, all connected 
with the processor through a dedicated switching chip, resulting in high throughput 
of the communication lines. This is especially beneficial for larger data acquisition 
systems. The board also contains a SATA port for hard disc connection. For the 
mobile robot, a solid state drive was used due to it higher tolerance to mechanical 
vibrations and shocks. Various operating systems can be run on the board, e.g. 
Android, OpenWrt and many Linux distributions. A Debian based distribution was 
selected for the robot, because of its stability and community support. 

Communication with the rest of the world is solved using the W i F i connectivity. 
The robot is configured as an access point to which the other devices can connect. 
The on-board adapter does not support neither high speed, nor the range, but for 
laboratory experiments is was sufficient. Of course, a better device can be connected 
through USB or Ethernet in case of any problems. 

2 T h e B a n a n a P i R l board is developed by the Sinovoip company. For further informat ion see: 

http://www.banana-pi.org/rl-download.html (25.7.2017). 
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4.1.3 Sensory equipment 

Sensory equipment is probably the most important hardware for S L A M . This work 
is focused on point cloud processing, therefore the Hermes robot is equipped with 
a laser scanner (range finder, L i D A R 3 ) . Various other means of acquisition of geo­
metrical data are available, but none of them provides direct measurements of the 
quality comparable to light emitting range finders. 

The laser scanner actually used is the Velodyne HDL-32 model 4 . It can be clearly 
seen at the photograph of the robot in Figure 4.1. The scanner is based on the time 
of flight principle and contains 32 lasers firing in a vertical range of [—30.67,10.67] 
degrees. As the head of the sensor rotates the lasers point to a different direction 
and a point cloud is generated. The scanner provides approximately two thousand 
of measurements per laser per turn, which, with the speed of ten revolutions of the 
head per second, results in a data flow of 700 000 points per second. It is connected 
using the Ethernet interface to the BananaPi board, where the raw data from the 
scanner can be stored on the hard disc. It is important to note, that the laser scanner 
provides all necessary information to form and ordered point cloud from the output 
data. This will be extensively exploited in the Chapter 6, where the vectorization 
algorithm for point cloud processing is optimized. 

4.2 Software tools 

Aside from a physical form, each robot is defined by its AI . In the context of this 
work, the usage of the phrase artificial intelligence is quite stilted, but still, a lot of 
software tools and libraries were developed during the years, either as the means for 
running experiments, or as a practical implementation of a theoretical thoughts. 

4.2.1 Distributed control system 

The first project developed for the purposes of this thesis was the control system 
for the robot Hermes. Its GUI (graphical user interface) part runs on a Windows 
machine (but can be compiled for Linux as well) and the control routines run on the 
BananaPi board with Linux. The C++ programming language was chosen as a main 
development tool because of its portability, flexibility and wide usage in practice. 

3 L i D A R was or ig ina l ly proposed as a combina t ion of words light and radar, but today an 

acronym Light Detection And Ranging is usual ly used. 
4 T h e device was developed by Velodyne L i D A R Inc and the detailed technical informations are 

available from http://velodynelidar.com/hdl-32e.html (25.7.2017). 
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For system specific operations and graphical interface, the Qt5 library 5 was selected, 
as it is freely usable (among other possibilities, the most suitable seems the G N U 
L G P L v.3 license 6) and covers a wide variety of platform specific matters under the 
unified interface. Many more tools were used during the development (shell scripts, 
C, C#, Matlab, . . . ) , but their importance is lower. 

Clearly it was possible to quickly put together a disposable piece of code, which 
would provide a remote control and a basic data logging functionality. On the other 
hand, such programs are hard to maintain and because different features are added 
and removed during the development, it is advisable to make the software reasonably 
modular, especially if there is a chance, that it will grow in complexity by the time. 
The architecture of the control system was therefore made reasonably flexible. 

The key concept is separation of tasks into a set of standalone programs (either 
GUI or background running daemon processes), which communicate through prede­
fined communication channels. This allows to run different parts of the system on 
different machines, communicate using various hardware interfaces and implementa­
tion in several programming languages. Every communication channel is composed 
of two layers. The interface part represents a wrapper containing the necessary set­
tings (e.g. IP address and port number) and unifying the input/output behaviour 
for various hardware interfaces and corresponding low-level protocols. The channel 
protocol is the second layer, which describes format of the packets and encodes/deco­
des the data. The interface and protocol classes are designed to be freely combinable 
with each other. The actual commands, responses, etc. are defined separately for 
each particular standalone process. 

So far, there are only the interfaces for T C P / I P and RS232 and the command 
protocol for control of the background programs. It is sufficient for the current needs 
and the flexible nature of the approach already proved itself to be useful, when the 
robot was operated from different devices. It is expectable to be even more success­
ful, once the communication network will become more complicated. So far, there 
is the control application (see Figure 4.4a) and four daemons (MotorControl, Soft­
ware Trigger, SerialLogger and VelodyneLogger). The GUI application can manage 
arbitrary number of daemon processes and for each of them a separate entry in the 
setting tool is generated (Figure 4.4b). 

The distributed control system was used in other experiments performed by our 
laboratory as well, for example in precise georeferencing [71]. 

5 Q t 5 l ib ra ry at the t ime of w r i t i n g (25.7.2017) was developed and main ta ined by T h e Q t 

C o m p a n y and available from: https://www.qt.io/developers/. 
6 T h e G N U Lesser Genera l P u b l i c License is one of the free software licences publ ished by 

the Free Software Founda t ion . T h e version 3 is available from https://www.gnu.org/copyleft/ 
lesser.html (25.7.2017). 
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Robot Remote Control 

C o n f i g u r a t i o n A d d T o o l 
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(a) C o n t r o l user interface. 
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(b) Settings user interface. 

Fig. 4.4: Screenshot of the application for remote control of the robot Hermes and 
its internal processes. 

4.2.2 Vector processing library 

A vector processing library is the second important bundle of software made during 
the work on this thesis, because it contains implementations of the theoretical met­
hods described further in the text. Similar to the distributed control system, it is 
written in C++, but the rest is very different. First, it does not use any special 
high level libraries due to portability reasons. Only the standard template library 
was used, as it is widely available and provides highly optimized and helpful code. 

The library itself builds on templates as well and does not take advantage of po­
lymorphism, runtime type information and other programming tools, which would 
impose unwanted time penalty to evaluation of the algorithms. Especially the sim­
plest classes would be significantly afflicted by this effect. The library was also used 
in the benchmarks comparing processing times of various algorithms and implemen­
tations in the following chapters. To keep the examination honest, there are not any 
platform specific optimizations, such as single instruction - multiple data paralleling 
and so on. In a production-grade code, these optimisations should be definitely 
present. 

The following overview presents the most important classes in the vector pro­
cessing library. Although it works well, it is far from maturity. Many thoughts on 
architecture and a lot of programming craftsmanship will be necessary to promote 
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it from its rather experimental state. 

Basic geometry 

Vector2D is a simple class representing a vector in a two-dimensional space. A l l 
functions used in vector algebra are defined and some extra useful routines are 
provided as well. It is also extensively used for representation of a point in a 2D 
space. 

LineSegment2D naturally represents a line segment. It is defined by the begin and 
the end points and can be can be manipulated using various transformations and 
tested for overlaps, crossings etc. Although it is redundant, the class also contains 
a unit direction vector of the line segment, because it significantly speeds up several 
computations, which seems to justify the extra memory footprint. 

Transformation2D represents a rigid transformation limited to rotation and trans­
lation. Similar to the previous, it is optimized for speed, so the internal sine/cosine 
functions are precomputed in advance. The angular parameter therefore occupies 
the space of two floating point numbers instead of one. 

Point cloud processing 

EAR_Segmenter is a functor implementing the point cloud segmentation algorithm 
described in Chapter 5. The prefix E A R stands for Euclidean (distance metric), 
Adaptive (examined point surroundings), Retroactive (rewrites pertinence on mer­
ging clusters). 

TLS_ Vectorizer provides implementation of the classic total least square vectoriza-
tion of given data set. Only a single regression line is fitted into the whole point 
cloud, so it is not advisable to use it on clouds with unknown shape. 

FTLS_ Vectorizer is a functor written in accordance to the fast vectorization algo­
rithm, which will be described in Section 6.3. The class contains buffer arrays for 
internal variables, data structure for user settings and straightforward interface for 
usage with the rest of the library. 

AFTLS_Vectorizer is internally the same as the FTLSVector izer , but adds the 
augmentation described in Section 6.4, which leads to better results in certain si­
tuations. The interface of the class is identical to the previous one to allow easy 
interchangeability. 

TLS_Structures is a support class, which covers internal structures of the previous 
three total least squares algorithms. It does not provide any standalone functionality 
on its own. 
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S L A M specific data structures 

EdgeRich2D is an aggregate class containing all data relevant to a single edge in a 
map, including raw point cloud, cumulative sums (see Chapter 6 for details), line 
segment approximation, pointer to an observation structure and possibly a user 
defined annotation. 

EdgeRaw2D can be created from the EdgeRich2D object as its lighter alternative for 
further processing. It contains only the cumulative sums, line segment approxima­
tion and a pointer to the parent EdgeRich2D. It is much more compact and contains 
all information for the total least squares computations. 

Pose2D is a simple structure containing information on position and azimuth in 
given coordinate system. 

Observation2D contains a data from a single point cloud measurement. Aside from 
the cloud itself, there is an information on expected pose of the robot at the time 
of data acquisition, time stamp, an array of EdgeRich2D objects obtained through 
segmentation and vectorization and a set of outliers, which were measured, but were 
not suitable for further processing. 

Vector data sets similarity and registration 

LS2D_Observer is dedicated to generation of an observation in a given virtual envi­
ronment. The class currently does not contain any parameters and the observation 
precisely follows the input data. With appropriate expansion, the class could be 
used for simulation of laser scanning in artificial virtual terrain. 

EdgeSetComparator implements the line segment similarity criterion described in 
Section 7.2. The object stores the precomputed sums and provides interface for 
sequential addition and removal of line segment pairs, batch loading and of course, 
evaluation of the criterion. 

MatchLineSegments2D has a similar user interface as the previous class, but the 
internal functionality is implemented in accordance to Section 7.3. 

LS2D_CorrFinder is a functor, which searches for corresponding line segments in 
data sets using the algorithm described in Section 7.4. A l l functions described are 
fully implemented and work as expected. On the other hand, the development is 
still in progress, so some changes are possible in the future. 

Import-export 

LaTeXExport is a class dedicated to generation of I M ^ X output from the experi­
ments. Many graphs, point cloud renderings and other diagrams in this work were 
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obtained using this tool. It turned out to be extremely useful during debugging of 
the methods as well. 

CSV_ImportExport is currently not implemented, because due to an old design 
decision, the C S V 7 interface is scattered around the classes, which implement the 
data structure to be saved or loaded. It will be extracted and merged into a new 
class in the future revision of the library. 

4.3 The ATEROS robotic system 

The acronym ATEROS stands for Autonomous and Telepresence Robotic System, 
which is developed by our laboratory. The key feature is the combination of teleo-
peration performed by a human operator and autonomous functions performed by 
the robot itself. This way, the mission of the robot can be carefully supervised and 
guided from the control center and, either in case of emergency (e.g. lost signal), 
or automated routine (e.g. convoying), the autonomous functions are ready to help. 
This thesis is aimed to enhance autonomy of the robots even more. 

The system can be used in a variety of situations, which require different robots. 
The outdoor reconnaissance robots are depicted in Figure 4.5. The possible missions 
are: autonomous 3D map building, environment contamination measurement, urban 
search and rescue (US&R) and other military and civilian applications. 

Fig. 4.5: ATEROS - the outdoor reconnaissance robots and an operator with a 
virtual reality head set. 

r C S V refers to the coma separated value file type, frequently used to store da ta i n table-like, 

human readable format. 
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5 POINT CLOUD SEGMENTATION AND FIL­
TRATION 

Since the data are obtained in an arbitrary environment and noise is present, filtering 
and segmentation have to be performed prior to vectorization. Proper preparation 
identifies all outlying points in a scan and determines dense clusters of points, which 
could potentially form an edge of a real object. Outliers form only very small clusters, 
which are usually discarded, since no meaningful edge can be extracted from them. 
Large clusters are forwarded to the subsequent vectorization algorithm. The notions 
segmentation and clustering are used interchangeably in further text 1. 

5.1 Literature overview 

Segmentation and clustering of point clouds is an active research area today, but 
the utter majority of effort is directed towards 3D point clouds, not the 2D case, 
which is in question. Nevertheless, the methods are applicable as well and provide 
a good inspiration for development of a new method. 

Surveys [72] and [73] provide a useful taxonomy of segmentation methods availa­
ble. Edge-based algorithms are not easily convertible to work with two dimensional 
data, so will be omitted in the following review. The same applies for model fitting 
methods, because presence of outliers would endanger their functionality and line 
segment fitting is the matter of further processing. 

Region growing approaches are based on selection of one or more points (seeds), 
which are considered members of future clusters. Using a bottom-up approach, seed 
start to expand to the points in the neighbourhood and as long as a condition is 
met, the cluster grows. Stopping condition can be either given by quality of ap­
proximation by some kind of geometrical primitive (typically a plane) [74], surface 
curvature [75], or anything else [76]. Initial distribution of points is crucial for the 
good results and does not seem to be completely reliable in highly structured envi­
ronments. Opposite is the top-down method [77], which starts with a single cluster 
for all points and than divides it into smaller ones, until each of them meets a condi­
tion from those listed previously. Obvious difficulty is the question, whereto divide 
the unsatisfying cluster. A hybrid approach utilizing both principles is possible as 
well [78]. Iterative nature makes these algorithms rather unpredictable. If working 

1 Segmentation is most ly used i n the computer v is ion domain and refers to identif icat ion of 

regions of an image w i t h some common property. Clustering is more used i n statistics and machine 

learning, where grouping of high-dimensional da ta is s tudied. Po in t c loud processing lies somewhere 

between those fields and techniques from b o t h can be successfully appl ied. U s i n g these words as 

synonyms thus should not be inappropria te i n this case. 
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on ordered data sets, the processing speed of every iteration is relatively fast, but 
the speed of convergence is heavily dependent on the structure of the point cloud. 

Machine learning provides many good ways for data segmentation. Probably the 
most important is the K-means [79]. The original method works with minimization 
of the squared distances between the center of the cluster and the points belonging 
to it. Since points in a point clouds do not concentrate around a single center, but 
around lines or surfaces, the method has to be partially adjusted. Nevertheless, its 
popularity is very high [80], [81], [82]. Another possibility is hierarchical clustering, 
which is similar to region growing, but the initial seed distribution stems from 
different principles and probably provides better results [83], [84]. 

Many other interesting approaches exist [85], [86], [87], [88], but these are focused 
on 3D clouds as well and propose elaborated algorithms, which could not be justified 
in a much simpler 2D case. A n interesting subject is the possibility of parallelization 
of the procedure as shown in [89] and [90]. Though greatly beneficial for large data 
streams, 2D scans probably should not need such optimization. 

5.2 Segmentation of the ordered point clouds 

A brief literature exploration in the previous section brought two important insights. 
First, if the points in a cloud have certain order, the algorithm can exploit it and 
proceed faster. Second, outliers can easily spoil the object fitting process and lead 
to over-segmentation2. On this basis, an algorithm, independent on line fitting and 
working sequentially on an ordered point cloud, was devised. 

5.2.1 Sequential segmentation 

The overall diagram of the algorithm function is depicted in Fig. 5.1. At input, 
there is a raw cloud of TV points as obtained through a laser scanner and several 
parameters for setting of the working conditions. Distance threshold S is a maximal 
spacing between points belonging to a single cluster and corresponds to an amplitude 
of the noise expected in measurements. Constant K sets the number of neighbouring 
points being examined during the proximity test, which allows rejection of solitary 
outlying points without breaking a continuity of the otherwise compact cluster. 

The algorithm proceeds from one point in an ordered point cloud to another 
and checks if the K of the previous points are closer or farther than the distance 
5. If K is larger than i, it stops at % — 1. After the comparison finishes, three 

2 Over-segmentation refers to a s i tuat ion, where too many segments are found and generalization 

process was terminated too soon. Under-segmentation is the opposite and generally means loss of 

significant informat ion 
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Fig. 5.1: Schematic diagram of the segmentation algorithm. 

alternatives may occur as demonstrated in Fig. 5.1. First, an i-th point might be 
too distant from all of the K previous points, which leads to the establishment of 
a new cluster. Second, if the working point is close enough to some of the previous 
points and all these points belong to the same cluster, the working point is added 
to their parent cluster. The third case arises, when the working point can belong to 
more than one cluster. In such a situation, all the given clusters and the working 
point are joined together and form a new bigger cluster unifying all of them. Once 
any of these operations is finished, the algorithm proceeds to the next point and the 
process continues in a next iteration. 

In the end, once the last point is processed, there is a final check, if the cloud 
is circular and the points from the beginning and the end may belong to the same 
cluster. In case this is true, the first K points are examined again, now taking the 
negative indices from the end of the cloud. This precaution ensures, that no cluster 
is split due to the sequential storage of a circular cloud. 

The output of the algorithm is a set of clusters with varying number of points. 
Clusters having a size below a certain value are denoted as outliers and are remo­
ved from the scan. The rest contains continuous chains of points with guaranteed 

37 



maximal distance between them, ready for the vectorization process. Though the 
algorithm is quite simple and computationally efficient, there are some subtleties 
worth special attention. 

5.2.2 Caveats of the clustering process 

The first issue stems from an unspecified format of the point cloud coordinates. 
In Section 3.1 an importance of unification was already mentioned, but the exact 
decision is implementation dependant and may vary. In practice, the coordinate 
system will be either Cartesian or polar and for each of them a different distance 
function is efficient. Cartesian coordinates are familiar and regular Euclidean dis­
tance will suffice (see Fig. 5.2a). For direct computation in the polar system, a bare 
comparison of angular and radial distance with thresholds is sufficient and saves the 
costly computations involving trigonometric functions (Fig. 5.2b). The algorithm is 
otherwise very light-weight and coordinate conversion or similar operations would 
have significant impact on performance. 

(a) Ne ighbourhood definit ion for point (b) A n adapted neighbourhood for polar 

clouds i n Car tes ian system of coordina- coordinates. 

tes. 

Fig. 5.2: Differences in proximity evaluation in Cartesian and polar coordinates. 

In practical measurements, there is another effect to be taken into account. 
Principle of operation of the laser scanner implies, that the points measured on a 
flat surface are not evenly spaced and become sparse with growing distance from 
the scanner. A n adaptive threshold was found to be useful to partially suppress 
this effect. In this application, the threshold was scaled linearly with the distance 
between the working point and the position of the scanner. For the Cartesian 
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coordinate case in Fig. 5.2a this means the t length. In polar coordinates (Fig. 5.2b) 
only the m distance is scaled, since a is an angular measure and is not influenced by 
the effect described. Different scales and thresholds are possible, a widely applicable 
example for Cartesian coordinates is as follows: 

where TV is the number of points in the cloud and \ri\ is the distance of the particular 
point from the beginning. 

A third issue is related to the too close or too distant measurements and the 
linear scaling of the distance threshold. In practical situation, a robot is usually 
large enough to prevent scanning of obstacles from a very close proximity and a 
large distances in the indoor environments are rarely encountered as well. 

If the laser scanner is near a surface it measures, the scaling mechanism can re­
duce the threshold to be lesser than the noise of the measurement (for consequences 
see Figure 5.3). A n opposite happens at large distances, where clearly distinguis­
hable clusters are falsely merged, because the threshold have grown enormously 
(Fig. 5.4). Both can be suppressed by introduction of lower and upper constraint to 
the threshold and perform the scaling operation only in these margins. Neither of 
these numbers is some arbitrary constant for manual fine-tuning of the algorithm. 
The lower bound directly corresponds to the accuracy of the distance measurement 
device and the upper bound is given by the minimal required point density in a 
cluster, which should be specified in advance anyway. 

Fig. 5.3: Segmentation with an adaptive threshold - too close objects. If no bottom 
limitation for the adaptive threshold is specified, it can become lower than the sensor 
noise for very near objects. If this happens, the points at the periphery of the cluster 
are detected as false outliers. 

The final remark origins at the same phenomenon and is related to sampling, 
i.e. spatial density of measurements3. This fact has a huge impact on security of 
the mobile robot operation, because too much generalization in scan segmentation 

3 D i r e c t connection to the N y q u i s t - S h a n n o n sampl ing theorem from the field of d ig i t a l signal 

processing is evident, but unfortunately, no dedicated work on this theme i n conjunct ion w i t h point 

c loud segmentation was found dur ing the l i terature explorat ion. 

U = 2ir— \n 

6 
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Fig. 5.4: Segmentation with an adaptive threshold - too distant objects. If no upper 
limitation for the adaptive threshold is specified, it becomes too permissive at large 
distances as depicted in the right side of the image. In such a situation, outliers 
may not be properly filtered out and cluster separation may fail as well. 

and vectorization can lead to omission of narrow objects (chair legs, steel netting) 
and result in collision. This work does not address the issue any further, but since 
safety in robotics is of great importance [41], it is definitely a worthy direction of 
research. 

5.3 Experimental verification 

Any algorithm considered for practical usage needs an extensive testing. A lot of 
scans from real environments as well as simulations were examined during the de­
velopment. Here is only a representative part illustrating its main features. A l l 

4f 

(a) Cor r idor . 

- f 

(b) E m p t y room. 

t 

(c) S t ruc tured laboratory. 

Fig. 5.5: Three scans from the real indoor environment. Clusters are depicted in 
colors, while outliers are jointly rendered in black. 
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experiments were processed in Cartesian coordinates using the same parameter set­
tings. The number of retroactively tested neighbours K was set to ten, the threshold 
value t was adaptively scaled using the formula (5.1) and the clusters were consi­
dered outlying if they contained less than fifteen points. The lower bound of the 
threshold was five centimetres and upper one twenty centimetres. 

The first set of experiments depicted in Fig. 5.5 was held in an indoor environ­
ment of Faculty of Electrical Engineering and Communication in Brno, using the 
equipment described in Chapter 4. The narrow corridor in Fig 5.5a is ideally suited 
for testing of the algorithm's ability to deal with the spreading points in a row. 
Near the scanner, where the measurement density is reasonable, the clusters are 
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Fig. 5.6: Simulated scans of idealised room with different levels of noise (grows from 
top to bottom) and portion of outliers (grows from left to right). 
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continuous and father away, they fall apart into solitary outliers. Figures 5.5b and 
5.5c come from an empty room and a highly structured laboratory. The apparent 
continuous clusters are well distinguished and the cluttered debris forms either small 
clusters or merely the outliers. 

A set of synthetic experiments in Figures 5.6 and 5.7 was performed to explore 
an influence of the noise level and the ratio of outliers in a scan on the quality of 
segmentation. In practise, several laser scanners would be required and differences 
in one parameter only would be hardly achievable. Simulation is therefore very 
beneficial in this case. 
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Fig. 5.7: Simulated scans of a room with small objects. Again, different levels of 
noise (grows from top to bottom) and portion of outliers (grows from left to right) 
are tested. 
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The lowest noise level (top row) corresponds to the real laser scanner used in 
the practical experiments and the segmentation is flawless in this case. As the level 
of the noise increases (middle and bottom row), false splits of the clusters emerge. 
This happens, when the noise is so significant, that a real order of the points as seen 
in the picture (given by the order of their perpendicular projections on the edge 
they belong to) is different to that in which they were acquired (e.g. given by the 
angular coordinate for the rotating scanners). The segmentation algorithm works 
with the order of acquisition and there the cloud could really seem interrupted. In 
practise, this kind of problems is rarely present, because the recent scanners have 
much smaller noise, than that in the simulation, which limits probability of this 
issue to arise. 

Outlier rejection, on the other hand, is satisfying and works steadily at all noise 
levels, even the distant fault points are correctly separated and did not result into 
false cluster merging (see the bottom right scenario in Fig. 5.7). Small cluster are 
segmented properly, only in some cases the peripheral points were rejected and 
marked as noise. 

5.4 Resume of the segmentation algorithm 

As illustrated above, the algorithm is well applicable in regular situations and an 
overall robustness in scenarios similar to real-life scans is high enough, so the algo­
rithm can be safely used in practise. Its parameters are an estimate of an amplitude 
of the noise present in the point cloud, a maximal permitted distance of points in a 
cluster and a number of retroactively tested neighbours K, used during the search 
for pertinence of the point to the already existing clusters. Experimental verifica­
tion in the previous section showed good results in situations with proper algorithm 
settings, highly noised scans had the K parameter deliberately low to illustrate pos­
sible problems with false splits of evidently continuous clusters. Outlier rejection 
was sufficient. 

Since it was developed as a minimal working preprocessor for the subsequent 
operations in the vector-based pipeline in Fig. 3.1, there are some additional issues 
that would have to be handled in a production-grade implementation, namely the 
sampling density should be addressed in a more elaborated way. Otherwise, to the 
best knowledge of its author, the algorithm is reliable and stable solution for the 2D 
point cloud segmentation. 
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6 VECTORIZATION OF T H E POINT-LIKE 
DATA SETS 

This chapter covers results already published in several papers [91], [92] and [93]] 
written by the author of this thesis on the subject. For the purpose of this thesis, 
the vectorization algorithm is treated as a whole, with all optimizations and aug­
mentations, which have been gradually devised to address weaknesses of the prior 
attempts. The following text directly draws from these publications and any chan­
ges made apply to merge and refinement of the documents rather than adding new 
facts. 

6.1 Introduction to vectorization 

The vectorization of point sets is a technique frequently used in many areas. A 
typical application is point cloud processing in robotics [94], [95], [96], [97]. Closely 
related is polyline simplification [98], a procedure widely used in cartography [99], 
[100] to obtain maps with different levels of details [101] and effective storage of 
the data [102]. Another application, situated on the boundary between robotics 
and cartography, is motion tracking [103] of vehicles [104], people [105] or animals 
[106]. The last major domain in the given context then consists in image processing 
[107], [108], where vectors are used to extract geometrical information from a bitmap 
image [109], [110]. Besides these main fields, there are also other special applications, 
such as cloud detection in meteorology [111] and trajectory teaching to industrial 
manipulators [112]. 

General point clouds are bare sets of points without any further structure, but 
the laser scans, polylines in maps and skeletonized boundaries in image processing 
share one attribute of great importance: the data in these applications can often be 
considered a linked list of points with a known order, jointly describing a continual 
edge. This assumption is not fulfilled in all practical cases; for example, the above 
statement does not hold true for a point cloud composed of several scans acquired 
from different locations, but one scan acquired by a laser scanner from one location 
already exhibits this property. If it is possible to treat each scan separately, the order 
of points in the list can be exploited. Naturally, borders in cartography also act as 
an ordered list of points. Edges in a bitmap image are usually formed by a chain 
of adjacent pixels. Intersecting edges can be always split into a set of such chains, 
namely ordered lists. It is clear that the "ordered list" assumption is somewhat 
constraining, but a wide range of practical applications either directly satisfy this 
condition or can be converted into a form which does so. 
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6.1.1 General vectorization algorithms 

There is a large number of algorithms to facilitate both the vectorization of point 
clouds or bitmaps and the simplification of polylines. Based on their input data, 
all of these methods can be roughly divided into two groups. Algorithms within 
the former group are general enough to be capable of processing any input data, 
regardless of whether such data are ordered or not. 

A widely used algorithm of this type is the Hough transform (HT) [113], which 
finds application in image processing and, occasionally, robotics. Despite its more 
than fifty-year history, the algorithm is still being developed, and many innova­
tions can be traced. Interesting topics related to high quality vectorization are 
connectivity-enforcing HT, described in [114], and the 3D point clouds to 2D maps 
matching system [115]. 

The RANSAC method [116] is another example of the general approach and 
is used in all the disciplines mentioned above. It is a nondeterministic method 
and does not guarantee any exactly predictable results; however, it constitutes an 
integral part of more complex systems for robust point cloud processing, [94] and 
[95]. 

Some recent algorithms for line segment extraction are based on genetic algo­
rithms [117], neural networks [118], Delaunay triangulation [119], and multiscale 
edges [120]; importantly, many other procedures can be found in literature, especi­
ally in that focused on image processing. 

A comparison of the traditional HT with new algorithms used in this field is 
available in [121]. Moreover, a number of methods have been particularly developed 
for line extraction from the arbitrary point clouds resulting from 3D laser scanning. 
Very promising results are presented in [122], where the authors used the truncated 
Fourier series to extract information about the curvature of a surface and then 
employed the obtained data to identify the feature lines. Algorithms in this category 
are generally computationally intensive and, as such, rather unsuitable for real-time 
vectorization. 

6.1.2 Point eliminating algorithms 

The second category of algorithms needs ordered input data to work correctly. A 
wide family of algorithms based on point elimination (PE), which are mainly used in 
cartography to simplify maps with a high scale, belongs to this category. The basic 
idea behind these algorithms lies in an approximation of a set of consecutive points 
by one line with some error metrics, describing the quality of that approximation. 
If a predefined error threshold is exceeded, the last acceptable approximation is 
used and a new iteration starts. The downside of these algorithms is that the 
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approximating line is defined by only a small number of approximated points (most 
often only two), which leads to a loss of information from all the other points, which 
were discarded. The computational complexity and quality of the approximation of 
these point eliminating algorithms is examined in depth in the survey paper [98], 
where the authors present several metrics to enumerate distortion, displacement and 
even the visual differences between the original and the simplified vector image. 

Probably the best known point eliminating algorithm is the Douglas-Peucker 
algorithm (DP, also known as split-and-merge) [123], further improved in [124]. In 
[96], it was the fastest method among others and in [98], it was the best approxima­
ting method in the point eliminating algorithms family. Its expected computational 
complexity is O(nlogn), which, in combination with the low computational costs 
of each step, makes it fast enough for online point cloud processing. The algorithm 
was also parallelized to perform even faster [125]. 

Less computationally complex, but also less accurate, is the Zhao-Saalfeld sleeve-
fitting algorithm [126]. One of the fastest algorithms used in practice is the Reumann-
Witkam algorithm (RW), which was published in [127], only a year after the DP al­
gorithm. Computational complexity is 0(n) and each iteration consists of only one 
point to line distance computation, which makes it very fast, although the quality 
of an approximation is not nearly as good as for the DP algorithm, as shown in [98]. 

6.1.3 Least squares vectorization algorithms 

To overcome the problem of losing information when using point eliminating al­
gorithms, linear regression is often used. This method also needs ordered data on 
input. The most common case is a standard least squares regression, which provides 
good results at a reasonable computational cost. It is frequently applied in feature 
tracking systems in conjunction with other algorithms, such as the extended Kal-
man filter in [97]. It is also often used to improve the precision of inaccurate results 
obtained by other means, for example, the paper [6] describes a combination of line 
regression and HT. Computation is usually done in Cartesian coordinates, but the 
authors of the algorithm [128] showed a way of computing line regression directly 
from the point cloud data in polar coordinates, which might be useful under specific 
conditions. 

The Incremental algorithm (INC), as described in [96], was the best known re­
presentative of linear regression based algorithms for a long time. Orthogonal least 
squares fitting is used to find the regression line. The algorithm gradually iterates 
through the ordered data and in every iteration it computes a linear approxima­
tion of the tested range of points. If the error metric is in the limit, the algorithm 
continues to another point. If the error metric is exceeded, the algorithm saves the 
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last valid line and starts a new one. Computational complexity is 0(n), but each 
iteration needs a larger amount of computation compared to the point eliminating 
algorithms. Performance comparison in [96] confirms this expectation. 

Correctness and precision evaluation in [96] gives similar results for the DP algo­
rithm and the least squares fitting. The point clouds used here are clearly obtained 
with a laser scanner with low noise, which probably leads to the presented results. 
In a less favorable situation, with more noise present, the linear regression approxi­
mates the given points better, as reported in [129], [130] and [131]. 

Contrary to point eliminating algorithms, the least squares approach enables a 
description of the uncertainty of the approximating line with respect to the uncer­
tainty of measurement of the points in the cloud. Firstly, the results are in [132] 
and a more general treatment of this topic is described in [133]. 

6.1.4 The problem in threshold based vectorization 

Every vectorization algorithm has an error function evaluating quality of the ap­
proximation it produces. The general algorithms usually search each line segment 
in the data set separately, which leads to minimization of the error function in each 
case. Conversely, the algorithms for the sorted data, exploit the continuity of the 
given point cloud, traverses through the data set and set up the break points of the 
approximating polyline. This approach is prone to give suboptimal results as shows 
the following example. 
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Fig. 6.1: A n example of two simple point clouds. The black one is precisely generated 
to form a sharp corner, while the green one has a realistic noise added. 

Fig. 6.1 displays two point clouds: one precise (black) and one noised (red). 
Both point clouds are ordered, as if they were obtained by a laser scanner. Fig. 6.2 
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shows the characteristics of the error function generated by a TLS method for a 
given number of points, counted from the beginning of the cloud. As expected, the 
first half of the precise point cloud is vectorized with a zero error, since the points 
lie exactly in a line. After the midpoint, the error starts to grow monotonically. 
Though the whole shape is quite similar, the first half of the green characteristics 
is corrugated, contains local minima and the break point, where the error starts to 
grow rapidly, is not defined as well as in the previous case. 
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Fig. 6.2: The error functions generated for the various number of points from ex­
ample point clouds in Fig. 6.1, obtained by the TLS vectorization algorithm. The 
black characteristics belongs to the precise data set and the green chart to the noised 
one. The dashed line illustrates a defensive choice of a threshold level for a robust 
vectorization. 

A l l of the fast vectorization methods (whether P E or TLS) employ a threshold, 
which is compared to the error function in each iteration and when exceeded, the 
break point is set up and a new approximation is started. Due to the fact, that 
the error characteristics is not ideal, the threshold must be set with appropriate 
reserve, to ensure robustness and immunity to the noise. Such a defensive choice 
of the threshold leads to higher error than necessary for every line segment in the 
approximating polyline, except the last one, as can be seen in Fig. 6.3. 

The negative influence of the defensively chosen threshold was slightly magnified 
for the illustrational purposes in this case, but even without that, it is a serious 
drawback of all of the fast vectorization algorithms. This effect manifests regardless 
the algorithms traverse the point cloud incrementally (INC and RW), or perform 
some sort of an adapted binary search (FTLS and DP). It is also impossible to 
suppress it by calibration [134] or identification [135] of the laser scanner, because 
the described problem is an inherent feature of the TLS and P E algorithms, not a 
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Fig. 6.3: Optimal (green) and suboptimal (black) vectorization of the noised point 
cloud (gray). The green and black line segments approximating the second half 
of the point cloud nearly overlap each other, while the first part is flawed by the 
threshold problem. 

flaw of the input data. 

6.1.5 Solution to the accuracy versus speed dilemma 

According to the facts discussed above, there are basically two categories of algo­
rithms suitable for real-time operation: point eliminating methods, which are fast 
and not so accurate, and linear regression methods, which provide the best approx­
imation, but are generally slower. Even worse, both of these approaches employ 
threshold for termination of a single approximation line, which leads to suboptimal 
results. Methods for unordered sets of points may provide globally optimal results, 
but their performance is orders of magnitude worse than in case of P E and TLS 
methods. 

The rest of this chapter is focused on a novel method for fast total least squares 
vectorization, exhibiting the speed of the P E methods, while producing TLS results. 
Further augmentation for globally optimal results is presented as well. The augmen­
ted version of the algorithm provides globally optimal results at slightly increased 
computational costs. 

A l l examples are related to point clouds, but the algorithm itself can process any 
given ordered list of points, regardless of its origin. 
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6.2 Theoretical background of the total least 
squares fitting techniques 

As mentioned above, the least squares method for the vectorization of point clouds 
is an accurate and widely used approach, however, a simple linear regression is 
insufficient. It presumes only one variable to have an error in observation and the 
other to be precisely known, as shown in Fig. 6.4a. This is definitely not true 
for a 2D laser scan, where both coordinates have a certain variance. Also, the 
approximation line in a simple regression cannot be parallel with the y-axis and 
nearly parallel lines are highly inaccurate, which is another significant downside of 
this method when considered for use in point cloud vectorization. 

In the following text, Cartesian coordinates (x,y) are going to be used, and 
measured points in the cloud are presumed to belong to an ordered list of TV pairs 
in the form (XJ, yi), % — 1... N, where TV is the number of processed points. 

6.2.1 Traditional approach 

The solution to the problem of variance in both coordinates is the total least squares 
(TLS) method, which minimizes the square of the shortest Euclidean distance bet­
ween a point and the regression line (see Fig. 6.4b). The main idea has been known 
for a long time [136] and the theory behind it is well described, but is very general 
[137] and too complex for the purposes of a fast vectorization algorithm. A special 
case of TLS is the Deming regression [138], and an even more special case (for equal 
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variances of both variables) is the orthogonal regression, which corresponds well to 
point cloud vectorization. This was used, for example, in [96], [139] and [133]. 

Both the Deming regression and orthogonal regression are usually derived for the 
equation of a line in the form y = kx + q, which is mostly sufficient, but for point 
cloud vectorization it is not, because it is not able to correctly describe a line parallel 
with the y-axis. This is the reason for derivation of the orthogonal regression for a 
neutral format of the equation of a line. 

Probably, the first paper where this method is used for point cloud processing is 
[139]. The authors took the following equation to describe a line: 

x sin 9 — y sin 9 + p = 0 

and derived the solution: 

arctan 

/ N - - \ 2 E [Xi - x) (Vi - y) » 
i=l  

N _ 2 N _ 2 

E (xi - x) E {vi - y) 
i=l i=l 

p — y cos u — x sin i 

where: 

(6.1) 

(6.2) 

(6.3) 

N 

X 
n 

N 

y 
n 

(6.4) 
i=l i=l 

This form of equations is the base of the traditional incremental algorithm for 
TLS vectorization and is used in papers [132] and [133] focused on uncertainty 
enumeration. The equations are also suggested in [128] as a computationally more 
effective alternative to a direct computation in polar coordinates. The proposed 
equations are definitely correct and well explored, but for further optimization of 
the computational costs there is a huge complication, because they contain nested 
sums. 

6.2.2 Alternative equations for an optimized algorithm 

For the algorithm described in the next section, we need to derive an alternative 
form of the orthogonal regression, which will contain only terms with a simple sum. 
The following equation was used for a regression line description: 

ax + by + c = 0. (6.5) 
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Since each line has an infinite number of possible normal vectors, an additional 
condition ensuring its unit length is used: 

a2 + b2 = l. (6 .6) 

The squared distance / 2(a, c) between an arbitrary point Pj(xj,yj) and the re­
gression line defined by equation (6 .5) and condition (6 .6) is: 

I2 (a, c) = (axi + y/l - a2yi + cj . (6 .7) 

Particular coefficients for the best fitting line are the solution of the following 
set of equations: 

£ ^ = 0 , i m ^ i = 0 , ( 6 . 8 ) 

da (rl dc 

By substituting (6 .7) into (6.8), we get: 

N d (axi + y/l - a2yi + cf 

g ~ Fa L = 0- ( 6 ' 9 ) 

» a ( ^ + CTW + c ) ' = a ( e i o ) 

i = l 

After differentiation, the first equation is as follows: 

2 (^axi - aVi + ~jf=^Xiyi + c X i ~ c 7 v / f = f v^j = °- (6-n) 

The equation ( 6 .10 ) gives a simple result: 

N 

2 J2 (axi + Vl - a?yi + c) = 0, ( 6 .12 ) 
i=l 

which can be rewritten into the form: 

_2 / N N \ 
^Xi + V l - a ^ y i . (6.13) 
i=l i=l ) 

Similar rearrangement of (6.11) and substitution of (6.13) yields the equation: 

1 - 2 a 2 A a ' N ^ 2 

•=i i=i V 1 - a 2

 i = i ^ \ i = i / 

/̂l _ « 2 -V .V 

TV 

N N a2 N N / N \ 2 

5 > E k + t ; t t = = f E ^ E ^ + 77 E k = 0 ' ( 6 ' 1 4 ) 

i=i i=i JVV-L—« j=i j=i i V \j=i / 
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which gives the following identity: 

2\ 

Vi , 
' N N 1 / N \ 1 / N 

S>?-I>.2-^(l>) 

Simple rearrangement gives the equation: 

N N N 

I-2a? N N (N \ 2 (N \ 2 ' 1 J 

TV E x\ - N E yf - E xA +[ZyA 
i=l i=l \i=l J \i=l J 

where n is the whole fraction, p is the numerator and q the denominator. For a, 
there is the equation: 

2a 4(4n 2 + 1) - a 2(4n 2 + 1) + n 2 = 0. (6.17) 

Parameters of the regression line a, b are as follows: 

a = ±J-± ;

 1 6 = ±Vl - a2- (6.18) V2 2V4n2 + l 
Signs of the square roots in the latter equations can be derived using the signs 

of numerator p and denominator q of the fraction n. There are two equivalent sets 
of correct signs (two normal vectors are possible), one of them being: 

1 1 q>0, 
l ~ 1 g < 0 , 
2 2 v ' 4 n 2 + l ' (6.19) 
2 1 2 v ' 4 n 2 + l ' 

V Y Z I ^ P > ° ' (6.20) 
— V l — a 2 , p < 0. 

The signum function cannot be used in these equations, because it defines sign(0) -
0. On the other hand, it does not matter which sign q = 0 or p = 0 are assigned to, 
because the resulting normal vectors for both cases are only mutually opposite, but 
still perfectly valid. Coefficient c is obtained from the simple equation: 

^{a^Xi + b^yij (6.21) 
N 

The last adjustment of the results is optional, but was found to be useful for 
further processing of the vectorized point cloud. Multiplying all the coefficients 
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by sign(c) ensures the normal vector points towards the origin of the coordinates -
thus, from an obstacle to the free space, when talking about laser scanning - and 
c coefficient is the shortest distance between the line and the origin. If c = 0, 
the line goes through the origin and the following adjustment cannot be used. In a 
point cloud vectorization, a problem like this should never happen, because the laser 
scanner is in the origin of the coordinates, therefore such a situation is physically 
impossible. 

During the vectorization process, some metric of the quality of approximation is 
necessary. When using the least squares fitting method based on statistical proper­
ties of the approximated set of points, the variance of distances between points and 
the line is a natural choice of such metrics. Based on previous results, the variance 
is given by the following formula: 

I / N N N \ 
= 77 K E A + 2 a b E XW + b 2 E Vi - c2- ( 6 - 2 2 ) 

i V V i=l i=l i=l ) 
Equations (6.5)-(6.21) solve the same problem, give the same results as traditi­

onal formulas (6.1)-(6.4), can be converted to each other, but do not contain any 
nested sums. This means that the uncertainty theory from [132] and [133] can still 
be used and we are allowed to propose new optimizations for the linear regression 
algorithm. 

6.3 The FTLS vectorization algorithm 

This section introduces the optimization for vectorization, using the total least squa­
res method. The process has three consecutive stages, which will be discussed se­
parately. Preprocessing phase is dedicated to the data preparation, the line fitting 
process generates a set of lines approximating the point cloud and finally the post­
processing stage reduces the extracted lines to a set of connected line segments and 
eventually refines bad connections if any have appeared. 

There are three inputs to the algorithm. The first one is a continuous cluster 
(an ordered list of points) to be vectorized. The other two are the maximal permit­
ted variance o~th, representing the required precision, and the maximal intersection 
distance 5th for output error checking. Both of these parameters will be discussed 
deeper within an appropriate part of the text. Output is a polyline approximation 
of all the input points. 
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6.3.1 Preprocessing stage 

Precomputation of data consists of augmentation of the initial data pairs in the 
1 . . . N, according to the formula: format (XJ, yj), i 

a; X , yu J2 x ^ J2 Vk, J2 xl, J2 vli J2 xkVk 
k=i k=i k=i k=i k=i 

(6.23) 

for % — 1 . . . N. For further purposes, an additional vector ao = [0, 0, 0, 0, 0, 0, 0] 
is defined and an augmented data matrix is formed: 

a0 a! 

A submatrix of A is defined as: 

aN 
(6.24) 

a. (6.25) 

determined by the row indices j and k, which follow the condition 0 < j < k < N. 
The computational complexity of the preprocessing stage of the algorithm is 

inevitably linearly dependent on the number of points N, because if all points in a 
cluster should contribute to the approximation, each of them needs to be used at 
least once. 

6.3.2 The line fitting process 

A n input for this stage of the line fitting process is the augmented matrix A and 
a user defined threshold o~th, which determines the maximal permissible standard 
deviation of points along the line. The process of finding the regression line approx­
imating the highest possible number of points is based on a binary search approach, 
which is the reason why this algorithm is only capable of working on an ordered list 
of points. The algorithm is described by the diagram in Fig. 6.5. 

There are three control variables in the algorithm, j and k demarcate the interval 
in the matrix A which is currently being examined, and s serves to adjust this range 
by changing the value of k in the following parts of the algorithm. 

The main loop repeats until the end of the list (cluster) is reached. The repeat 
condition is not used to control execution of the program, instead the cycle is exited 
once the control variable k equals N, which means that all the points have been 
processed. 

Every iteration starts with computation of an approximating line for the interval 
of points (j, k]. Thanks to precomputation, it is a one-step operation, regardless of 
the number of points within the tested range. Sums are computed as a simple 
difference between Ex, Sy, E x 2 , E y 2 , Exy, belonging to the k point, and appropriate 

55 



sums belonging to the j point. Using the results, linear regression is computed and 
a vector of the coefficients 1 = [a b c]T describing the line and a standard deviation 
a of the points around it are stored. 

The following decision structure implements the binary search method. Where 
the standard deviation a is within the threshold ath, three situations may occur. If 
k points to the last entry in the matrix A, the last line in the cluster was found 
and the vectorization algorithm is finished. If k is not equal to TV and s equals to 
zero, the binary search is finished, a new line is ready to be added to the output set 
and all control variables are adjusted to start a new search. The third case occurs 
during a regular binary search and results in an expansion of the examined interval. 

Augmented matrix A , ath 
j=0,k = N,s = N 

[1, a] = Compute \me(A[j, k]) 

s = Round up(s/2) 
k = k + s 

( 3 

k = k - l s = Round up(s/2) 
k = k — s 

Line segments L 

Fig. 6.5: Diagram of the line fitting stage of the F T L S vectorization algorithm. 
Input: A - augmented data matrix according to equation (6.24), crth - maximal 
permitted standard deviation. Execution control variables: j and k - beginning 
and end of the currently tested interval in the A matrix, s - variable for the testing 
interval adjustment. Temporary variables for the currently tested interval: 1 - vector 
of the best fitting line parameters, a - standard deviation of the points along the 
line, Output: L - set of extracted lines. 

When a is larger than ath there are only two possibilities. Because the size of 
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the input array of points can be anything between 2 (minimum to define a line) to 
infinity (theoretically), a binary search is not always capable of dividing the interval 
into two equal length parts, which may result in the situation where the search is 
finished and the variance is still too high. In that case, the algorithm shrinks the 
tested interval point by point until an acceptable line is found. If the tested interval 
has the size of power of two, shrinking never happens, otherwise less than log 2 N 
steps are necessary. The second possibility represents a standard shrinking of the 
interval during the search. 

The computational complexity of this part of the algorithm is 0(m log N), where 
m is the number of lines found. Logarithmic dependence on number of points iV is 
achieved thanks to the precomputation and binary search approach. For a large TV 
and small m, this approach is much faster than linear algorithms. 

6.3.3 Postprocessing stage 

Lines extracted in the previous step might be truncated using their end points and 
returned as an output and the algorithm finishes. If needed, the lines might be 
converted into a single polyline, approximating the given cluster. The beginning 
and the end of the polyline are simply found as perpendicular projections of the 
first and the last point in the cluster to the appropriate lines. Intersections of 
consecutive lines are used to identify the rest of the control points of the polyline. 

(a) Fai lure of the intersection method. (b) Cor rec t ion using an addi t iona l line. 

Fig. 6.6: The postprocessing of the extracted lines using an intersection method 
with corrections. 

When approximating a curved point cloud, where no significant corners are pre­
sent, the intersection method of control points identification may sometimes fail. 
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This happens if the transition from one line to another lies near an inflection point 
of the curvature, as shown in Fig. 6.6a. Such a failure is impossible when using 
point eliminating methods such as the DP algorithm, but with linear regression it 
is a rare but serious circumstance. 

To detect the problem, the algorithm checks the distance between the intersection 
of lines and the point in the cluster where one approximation changes to another. 
If the distance is greater than a predefined threshold S, a correction is made. Points 
related to both consecutive linear approximations are divided into three intervals 
instead of the original two, and a new regression is calculated. The inflection point 
is usually bridged by the intermediate line and the curvature is better approximated. 
The correction is depicted in Fig. 6.6b. 

The average computational complexity of this stage of the vectorization algo­
rithm is close to 0(m). In most cases, no corrections are necessary and each line 
is processed only once. The number of corrections depends on the input data and 
cannot be easily predicted. In the worst case scenario the range of TV points can 
always be approximated by TV — 1 lines with zero error, which means no simplifica­
tion have occurred. This is not a flaw of the FTLS algorithm, but a sign of a too 
low value of the maximal intersection distance parameter supplied to the algorithm. 
In such a situation, the algorithm loses its generalization ability and increasing the 
parameter should be considered. The optimal value depends on the noise present in 
the input data. 

After this stage is complete, the vectorization process is finished and the extrac­
ted lines are ready for further utilization. 

6.3.4 Implementation considerations 

Although, as described above, the F T L S algorithm works precisely from the mathe­
matical point of view, there are several practical issues that deserve special attention. 

In this context, the first problem relates to the selection of an appropriate data 
type for the representation of a single point coordinates. The chosen format should 
be able to represent the given coordinates without any loss of precision, but, due to 
a large number of processed points, it should use the smallest possible quantity of 
bits to save memory and bandwidth. 16-bit integers or 32-bit floating point numbers 
suffice to store coordinates with five (or six) significant digits, which is satisfactory 
in most practical situations. 

The choice of the data type to represent the sums, as defined in equation (6.23), 
is directly dependent on the numerical type used for a single coordinate and on 
the number of points to be processed. The summation has to be finished without 
any loss of precision to prevent numerical instability of the equation (6.16). The 
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subtraction in the denominator is prone to catastrophic cancellation, which may lead 
to a critical computation error; such behavior is prevented by sufficient precision of 
the data types. Common choices are 32-bit and 64-bit integers or, if needed, 64-bit 
floating point numbers. 

Further computation should employ the same data type as the previous phase. 
Of course, the results from equations (6.19), (6.20) and (6.21) can be truncated to 
any desired precision. 

6.4 Augmentation for the globally optimal approx­
imations 

The F T L S algorithm outputs an ordered set of extracted lines, which approximate 
the whole cluster being processed, but the approximation suffers the threshold re­
lated suboptimality as described in Section 6.1.4. For this reason, an augmentation 
procedure effectively solving this issue is presented. In the following text, the aug­
mented version of the algorithm is going to be reference by the A F T L S abbreviation. 

Every extracted line produced by the second stage of the F T L S algorithm has 
an exactly defined interval of points, which belong to it. This information is used to 
build a break point vector, where the index of the last point of every line is stored: 

6= [6o, fix,..., 6 L ] . (6.26) 

The &o — 0 is a dummy element representing a virtual point before the beginning 
of the point cloud. The last break point always refers to the end of the point cloud, 
therefore bi = N. A l l the other break points satisfy the condition: < bi for 
1 — 1...L. 

Every extracted line has also attached an error value given by equation 6.22, 
which describes, how well does it approximate the given data. Since the coefficients 
a, b and c can be expressed as a function of A[p, q], the variance can be also denoted: 
a2 (A[p, q]). 

This adjustment of the notation allows an expression of the error E of the ap­
proximation of the whole cluster. It is defined as follows: 

E(b)=J2a2(A[bt.1M)b^1- (6-27) 
i=i 

The original F T L S algorithm does not evaluate any global error metrics, its third 
stage consists only in turning the extracted lines into the polyline, which describes 
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the general shape of the cluster. To get the globally optimal results analytically, the 
following set of the equations would have to be solved: 

G % <% L _i 

There is only L — 1 of equations for L extracted lines, because bo and bi coeffi­
cients are defined to be constant, when building the break point vector 6 according 
to the equation (6.26). Unfortunately, the analytic solution of the system (6.28) is 
extremely complicated or even impossible, because the error function a2 (A[p, q\) is 
highly non-linear. It also does not grow monotonically, which possibly leads to an 
unpredictable number of local minima. 

To overcome this issue, the Nelder-Mead method (NM) [140] was employed. It 
is a non-gradient optimization technique, which relies only on enumeration of the 
optimized function for various input arguments. This is a key feature, because 
thanks to the precomputed sums of the F T L S algorithm, the evaluation of the error 
function is very fast. The N M method is designed for localization of extremes of the 
non-linear functions with arbitrary number of arguments. The method is based on a 
simplex composed of D + 1 vertices in a D-dimensional space of possible arguments 
of the optimized function. Each vertex has its function value attached and every 
iteration the least suitable one is replaced by a newly computed successor. The 
function value of the new vertex is usually better than the previous one, so as the 
iterations proceed, the simplex shrinks and closes to the set of arguments giving the 
optimal value. 

In the original N M method, the simplex is described by a set of D +1 vectors with 
D elements. In case of A F T L S , the search for the optimal break point positions, the 
situation is slightly more complex, because every argument vector for the optimized 
error function (6.27) has constants at the beginning and at the end. At the beginning 
of the optimization process, there is only one initial guess on position of the break 
points produced by the second stage of the F T L S algorithm, therefore L — 1 new 
vertices have to be generated. The resulting simplex has the structure: 

S = 

generated by the following rules: 

Sq S i . . . S ^ _ i (6.29) 

s0 = b, 

Sij = bj j, (6.30) 
bj T i j, 

for i = 1... (L — 1) and j = 0 . . . L. As the first vertex, the initial guess is adopted 
without any changes. The remaining L — 1 vertices are generated by subtracting a 
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user denned value r from a single element of the vector b (different element for every 
new vertex). The r parameter is an integral variable and should fulfil the condition 
r < b0 to ensure, that all the elements of the vertex will satisfy the constraints 
discussed already beside the equation (6.26). r should correspond to an expected 
number of extra points assigned to the line segment, but the N M method is robust 
enough to handle even very rough estimates. 

The vertex manipulating operations, which compose the core of every iteration 
of the N M method, were implemented in our algorithm according to [141]. The 
structure of the iteration is well described, therefore the details are not reproduced 
here. The error function (6.27) and the simplex (6.29) are enough to start the 
optimization process. 

There are two major differences to the original approach [140]. The first is the 
introduction of constraints to otherwise unconstrained method. In general, adding 
constraints to the N M method can be very complicated [142], but in our case, 
adding limits cannot lead to worse results, than the initial guess, neither can cause 
a collapse of the method. Because the break points must keep the order determined 
by the points in the source point cloud, the algorithm does not search through the 
whole (L — l)-dimensional space, but only through its part, limited by the inequality 
Sij-i < Sij for % — 0 . . . (L — 1) and j = 1... L. This condition is checked every 
time after a new vertex is generated and proceeds from the end to the beginning of 
the particular vector. Any break points out of the range are trimmed to fit into the 
boundaries. A new error function value is computed after this check. 

The second difference to the original approach is the discreteness of the argu­
ments of the optimized function. While the original method is designed to be used 
with real numbers, the break points can be only integers. In combination with the 
constraints discussed above, this means, that there is a finite number of possible 
vertices. At the end of the iteration process, as the solution becomes more precise, 
the vertices inevitably start to overlap and the simplex collapses. If that happens, 
or if the vertices end up in one hyperplane, the algorithm is stopped and the best 
solution is taken as the output of the optimization. 

The concept described above ensures, that no worse result than the initial guess 
can appear and in the vast majority of cases a significant improvement can be 
observed. The postprocessing, after the modified N M optimization is over, is the 
same as in the original F T L S algorithm. 

6.5 Testing and experiments 

Both FTLS and A F T L S algorithms were deeply tested in [92] and [93]. This theses 
summarizes the most important experiments and any further details are possible to 
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be found in the said papers. Major role in this section have the synthetic tests from 
simulations, because of higher flexibility and better control over parameters of the 
environment and "measured" point cloud. Real world experiments were performed 
as well and conclude the practical evaluation. 

Three established algorithms were chosen for comparison with the proposed met­
hods: 

The INC algorithm constitutes the fastest known algorithm for TLS vectoriza-
tion. Precomputed sums to make it 0(n) complex were employed to make the INC 
algorithm comparable to the other algorithms tested. However, there is no decima­
tion of the point cloud as mentioned in [96] (where the authors iterate through the 
cloud by five points at each step), because all the other algorithms operate at a full 
resolution. 

The DP and RW algorithms were selected to represent the group of point eli­
minating methods. These are examined because it is useful to observe how the 
F T L S algorithm compares to the generally fastest, yet less precise, vectorization al­
gorithms. The implementation of the DP is non-recursive as this variant was found 
to be slightly faster than the usual form. 

The FTLS and A F T L S algorithms also include buffer arrays. The allocation 
of required memory is performed before the benchmark starts running because the 
memory has to be allocated only once but can be used multiple times later. The 
advance allocation of resources is usual practice in the real time processing of large 
data, so it should not violate standards of proper benchmarking. 

A l l of the algorithms are given the same data as the input. The points are 
represented by two 32-bit floating point numbers as the 32-bit float type is able 
to represent six significant decimal digits precisely, which reflects the precision of 
currently produced laser scanners. The DP and RW algorithms rely on point to line 
distance computation, which can be safely performed using the 32-bit floating point 
variables. The TLS algorithms are prone to numerical instability, as described in 
Section 6.3.4. To prevent this problem, all sums are represented by a 64-bit floating 
point number, which guarantees a precision of no less than 15 significant decimal 
digits. 

The approximation quality metrics of the selected algorithms differ substantially: 
while in the DP and RW algorithms we consider the maximal permissible distance, 
in the TLS algorithms the relevant quantity consists in the variance of distances. To 
unify this measure for both approaches, a maximal standard deviation a is defined 
for each experiment. For the DP and RW the 3a threshold is used, and for the INC 
and FTLS algorithms the variance is naturally a2. 

A l l the tests were implemented in the C++ programming language, using the 
Microsoft Visual Studio 2012 (vllO) compiler with -02 optimization. The timing 
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data were obtained using the standard library clock function. The machine running 
benchmarks was equipped with a six-core, 64-bit A M D FX-6350 C P U , whose base 
frequency is 3.9 GHz. The C P U comprises a 3x2 M B L2 and an 8 M B L3 caches, and 
therefore all the data processed by the algorithms certainly fit the cache memory. 
Although the C P U supports a large variety of SIMD instruction sets, we opted not 
to use them, because this would reduce the generality of the tests performed. 

6.5.1 Synthetic tests 

A wide spectrum of diverse synthetic tests were performed to demonstrate diffe­
rent features of the algorithms under different conditions. The most important are 
discussed in this section. 

Speed versus different number of extracted line segments 

The first set of tests investigates the relationship between the number of extracted 
line segments and the speed of the algorithms. A simple semicircular cluster with 
a specified number of points TV was generated for this purpose. A n example with 
N = 100 is shown in Fig. 6.7a. The number of points to be tested was chosen 
to reflect the standard, currently achieved point cloud densities, with some overlap 
towards larger clouds because laser scanners will probably provide even more data in 
the future. Since the cluster is continuous and no noise is present, no preprocessing 
in terms of segmentation or filtration was performed. Smooth shape of the cluster 
also means, that the threshold problem with sharp corners do not manifest as inten­
sively and further refinement using the A F T L S algorithm would barely bring any 
noticeable improvement at significant performance penalty. Due to this reason, the 
A F T L S algorithm in omitted in this experiment. 

The graphs in Fig. 6.7 show the results of the benchmark for three precision 
threshold. As the maximal permitted standard deviation a grows, more lines are re­
quired to sufficiently approximate the shape. This noticeably influences performance 
of some of the tested algorithms. 

At the beginning of the characteristics listed in Fig. 6.7, the situation is rather 
simple. The algorithms lack enough points to satisfy the required precision and the 
only sticking out is the RW method with its incredibly low computational time per 
iteration. The others perform nearly the same. 

For a slightly larger number of points, the situation changes. The INC and RW 
exhibit a linear growth of computational time as described in Section 6.1. The DP 
method proves itself to be more efficient than the INC algorithm and becomes faster 
at TV around one hundred or even lower. The F T L S algorithm performs the worst 
in this area and is even slower than the traditional INC algorithm. 
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(a) A n example of a semicircular point c loud 

w i t h 100 points. 
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Fig. 6.7: The vectorization speed of the tested algorithms with respect to different 
number of extracted line segments in a semicircular cluster. The growing requi­
red precision a imposes growing number of line segments necessary for approxima­
tion, which directly affects performance of the non-incremental algorithms. (FTLS 
- green, INC - dark green, DP - black, RW - gray) 

Third part of the characteristics describing behaviour for larger clusters is where 
the FTLS proves its qualities. Once there is enough points for elimination, the 
graph bends down and the performance of the F T L S becomes better than the one 
of the traditional INC approach. The DP characteristics is already settled at a 
linear growth similar to RW and INC and for large sets of points FTLS outperforms 
it as well, closing to the RW characteristics. This is the point where the 0(m log N) 
complexity starts to be more favourable than O(N). A higher number of extracted 
lines moves this point to a higher cluster sizes (compare Figures 6.7b, 6.7c and 6.7d), 
but it always exists. Of course, the preprocessing stage of the F T L S algorithm is 
O(N) complex, but the absolute amount of computation is very low, which bring it 
in line with the fastest RW algorithm. 

A n extraneous result of this set of experiments is also the fact, that for approx-
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imation of a smooth continuous point cloud the TLS methods generally need less 
lines, than the P E ones. 

Testing in a virtually simulated environment 

The simulation process generates point clouds with all major properties of the real 
measurements, therefore filtering and clustering have to be performed prior to vec-
torization. Proper preparation removes all unnecessary points from a scan and 
determines dense clusters of points, which could potentially form an edge of a real 
object. The input data were processed using the algorithm described in Chapter 5. 
The error area in precision benchmarks was obtained using the approach described 
in Section 7.4.2. 

The experiment in Figure 6.8 is focused on a single line approximation. The 
number of the lines extracted by the algorithms well corresponds to expectations. 

(a) T h e point c loud. ( G r i d 50 x 50 cm) 

10 4* 

JL io 3 

Number of points N [-] 

(c) T h e precision benchmark. A l l T L S methods 

share the same characteristics. 

N o . of 

points 

N o . of 

lines 

E x t r a c t e d lines [%] 

T L S D P R W 

200 4 0 +2,9 +85,3 

500 4 0 0 +109,9 

1000 4 0 0 +127.5 

2000 4 0 0 +139,7 

5000 4 0 0 +143,9 

10000 4 0 0 +150,5 

20000 4 0 0 +155.9 

(b) T h e relative line ext rac t ion success-rate. 

1 
102 103 

Number of points N [-] 

(d) T h e speed benchmark. 

Fig. 6.8: The point cloud shape in this experiment contains four solitary edges. 
Each of them can be approximated by a single line segment. (AFTLS - light green, 
F T L S - green, INC - dark green, DP - black, RW - gray) 
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TLS methods provide exactly the correct number of lines and the DP algorithm with 
a small exclusion at the sparsest cloud as well. RW, due to its nature, produces more 
and more lines as the density of the points grows. The precision benchmark reveals 
gradual improvement in case of TLS methods, which all provide the same results. 
The point eliminating methods do not exhibit this property. The speed comparison 
for TLS methods and the RW algorithm show linear time complexity, which should 
be the case for a single line approximation of the cluster. Contrary to the theory, 
the DP algorithm behaves in a more complicated manner. Repeated long-term 
experiments confirmed this observation. The reason probably lies in reallocation 
of the internal buffer, which manifests significantly for fast computation times and 
turns negligible for large clusters. 

In contrast to the previous one, the experiment in Figure 6.9 is focused on vec-
torization of a large continuous cluster with several sharp corners. In terms of 

N o . of N o . of E x t r a c t e d lines [%] 

points lines T L S D P R W 

200 5 +24,3 +9,1 +118,5 

500 5 +0,4 +7,2 +136,8 

1000 5 0 +7,5 +149,1 

2000 5 0 +13,4 +156,7 

5000 5 0 +15,6 +160,8 

10000 5 0 +13,9 +169,0 

20000 5 0 +12,2 +176,2 

(a) T h e point c loud. ( G r i d 50 x 50 cm) (b) T h e relative line ext rac t ion success-rate. 

10 10 3 

Number of points N 
104 

(c) T h e precision benchmark. F T L S and I N C 

share the same characteristics. 

c 
p—I 

IX 

102 103 

Number of points N [-] 

(d) T h e speed benchmark. 

104 

Fig. 6.9: This experiment explores behaviour of the algorithms in case of a large 
cluster, which needs to be approximated by five consecutive line segments. (AFTLS 
- light green, FTLS - green, INC - dark green, DP - black, RW - gray) 
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correct number of extracted lines, the TLS methods provide good results again. 
The DP algorithm sometimes fails and provides more lines than necessary regard­
less the number of points available. The RW algorithm overestimates the count of 
the approximation lines in a similar way to the case in Figure 6.8. The precision 
benchmark clearly illustrates the threshold problem in vectorization of ordered point 
clouds. The P E methods generally perform poorer than TLS, but F T L S and INC 
algorithms get stuck on certain precision and do not provide better results with gro­
wing number of points, even though the information needed is present. Optimization 
in the A F T L S addresses this problem and the light green characteristics proves it 
to work correctly, because the error area decreases steadily, as the number points 
available grow. The results of the speed benchmark reveal increased computational 
of the A F T L S optimization, but as it is proportional to the number of extracted 
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F 
L - J L 

(a) T h e point c loud. ( G r i d 50 x 50 cm) 

102 10 3 

Number of points N 

104 

(c) T h e precision benchmark. F T L S and I N C 

share the same characteristics. 

N o . of N o . of E x t r a c t e d lines [%] 

points lines T L S D P R W 

200 15 +3,8 -0,3 +39,9 

500 15 +1,7 +0,1 +76,2 

1000 15 +0,7 +0,2 +93,8 

2000 15 +0,1 +0,1 +101,9 

5000 15 0 +0,1 +108,9 

10000 15 0 +0,1 +111,7 

20000 15 0 0 +114,1 

(b) T h e relative line ext rac t ion success-rate. 

c 
'r—I 

IX 

10 103 

Number of points N 
104 

(d) T h e speed benchmark. 

Fig. 6.10: The third experiment corresponds to a clean, real environment. There 
are not any small objects, but the general shape with several corners and partially 
visible edges illustrates usual indoor object layout. (AFTLS - light green, FTLS -
green, INC - dark green, DP - black, RW - gray) 
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lines, the added cost becomes irrelevant at higher cluster densities and the speed is 
close to the original F T L S algorithm. 

The third synthetic test in Figure 6.10 mimics a real indoor environment wit­
hout small objects. The line extraction success rate is good for the TLS and the 
DP methods, only in rare occasions an error occurs. The RW algorithm exhibits the 
same tendency as in previous cases, only the smaller cluster sizes impose lower num­
ber of additional lines. The precision benchmark again illustrates TLS superiority 
over the P E methods and A F T L S refinement abilities for large clusters. The speed 
benchmark illustrates linear complexities of the INC and RW algorithms and good 
performance of the F T L S algorithm. The A F T L S costs are more significant and 
settle down on linear growth at higher cluster densities than in the test in Fig. 6.9. 
Nevertheless, its performance for larger point clouds is still much better than of the 
original INC algorithm. 

6.5.2 Real data testing 

The experiments presented so far were carried out using synthetic data only, and 
the related practical tests are described in this section. A l l the data come from the 
segmentation and filtration experiments in Chapter 5. 

The speed measurements were made on a machine using a four-core / eight 
threads, 64-bit Intel Core-i7-4790K C P U , running on 4.0 GHz. Processor cache 
memory is large enough to hold all of the data of every test performed. The software 
and implementation details remain the same as in the previous section. Precision 
evaluation of the real laser scans was found to be very complicated. The big issue is 
the precision of the reference measurement for the benchmarking. Every millimetre 
in the reference measurement taken in an empty room, had a serious impact on 
the error enumeration, which could easily cause the misleading results, especially 
in case of the A F T L S algorithm, where the precision evaluation would be the most 
important. For this reason, precision evaluation of the real scans was omitted and 
only the number of the extracted line segments was traced. As will show the third 
experiment, even this evaluation is not completely reliable. 

The point clouds obtained in a man-made environment are generally quite simi­
lar, usually composed of a set of polylines, thus for an illustration of the practical 
performance of the proposed algorithm and for comparison with the other methods, 
three representative scans in Figures 6.11, 6.12 and 6.13 were selected. The point 
cloud statistics and the results are summarized in the table next to each vectorized 
scan. In all cases, the a parameter of the TLS methods equals to 2 cm, therefore 
the P E threshold is 6 cm. 

The experiments in Figures 6.11 and 6.12 represent an easy environment with 

68 



long, clear walls and low amount of small objects. The observation of the number of 
the extracted lines is interesting due to the different outcomes of the TLS algorithms. 
In synthetic tests, this had rarely happened, but real scans contain several small 
details which can cause this behaviour. INC gives the largest count, because it stops 
every time the given threshold is exceeded during the incremental search. F T L S 
can skip small fluctuations, so the extraction phase gives lesser or equal number of 
lines as the INC algorithm. After that, the augmentation of the A F T L S method 
can take place and refine the results, which directly influences the postprocessing 
stage, where, in case of bad intersections, another lines can be added. This whole 
variety of possibilities mostly ends on the same results, but the discussed examples 
nicely illustrate, how much factors can affect the vectorization process. The point 
eliminating methods provide more lines than necessary, especially the RW algorithm 
is very ineffective. On the other hand, the processing times correspond to the 
expectations very well with FTLS being the fastest TLS algorithm and the P E 
methods performing approximately twice as better. 

The third real world measurement in Figure 6.13 is somewhat different. It ori­
ginates from a laboratory, where lot of small things were in the field of view of the 
laser scanner. The result is a highly cluttered point cloud with only a few clear, 
straight clusters. The correct number of extracted lines is therefore hard to predict 
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I 

r 

(a) T h e vectorized scan. ( F T L S ) 

Fig. 6.11: A real point cloud obtained i 
line segments. 

Poin t c loud statistics 

Points 1944 

Lines 25 

E x t r a c t e d lines 

F T L S 27 (+13%) 

A F T L S 27 (+13%) 

I N C 31 (+29%) 

D P 35 (+46%) 

R W 58 (+142%) 

Process in g t ime [ps] 

F T L S 15,6 

A F T L S 17,6 (+12%) 

I N C 83,5 (+432%) 

D P 8,6 (-45%) 

R W 8,4 (-46%) 

(b) T h e vector izat ion results. 

an empty room, containing mostly long 
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Poin t c loud statistics 

Points 1918 

Lines 10 

E x t r a c t e d lines 

f F T L S 15 (+50%) 

A F T L S 11 (+10%) 

I N C 13 (+30%) 

D P 14 (+40%) 

R W 30 (+200%) 

! Processing t ime [fis] 

F T L S 14,6 

A F T L S 15,1 (+3%) 

I N C 77,0 (+427%) 

D P 7,4 (-49%) 

R W 7,2 (-51%) 

(a) T h e vectorized scan. ( F T L S ) (b) T h e vector izat ion results. 

Fig. 6.12: A scan of a narrow hallway. Sparse points at the distant measurements 
as well as dense clusters near the scanner are properly vectorized. 

(a) T h e vectorized scan. ( F T L S ) 

Fig. 6.13: A real point cloud obtained in 
walls and a lot of small objects. 

Poin t c loud statistics 

Points 1981 

Lines 50 

E x t r a c t e d lines 

F T L S 73 (+46%) 

A F T L S 76 (+52%) 

I N C 76 (+52%) 

D P 78 (+56%) 

R W 113 (+126%) 

Process in g t ime [fis] 

F T L S 21,5 

A F T L S 29,1 (+35%) 

I N C 79,4 (+269%) 

D P 31,0 (+44%) 

R W 28,9 (+35%) 

(b) T h e vector izat ion results. 

laboratory environment with a few clear 
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and the statistics is provided as an overview rather than an exact evaluation. In 
this case, the processing time is the interesting part of the table. The TLS methods 
behave as expected, but both P E algorithms perform much worse than in the previ­
ous cases, even slower than the F T L S algorithm. Though it may look optimistic at 
first, a great caution is in place. Similar inconsistency was already observed during 
the synthetic test in Figure 6.8 in case of the DP algorithm. As far as the author 
knows, there is no easily identifiable reason in the source code. More suspicious 
seem to be the C P U with its cache management, dynamic frequency changes and 
so on. Highly complex hardware with run-time resource management makea the 
serious benchmarking a challenging task and a comparison of algorithms can easily 
turn into a comparison of implementations [143]. This experiment shows, that the 
performance of the algorithms is predictable only to some extent and if the speed is 
really mandatory, a benchmark with particular implementations on given hardware 
should be made. 

6.6 Recapitulation of the FTLS and AFTLS vec-
torization methods 

A novel approach to compute a total least squares approximation of an ordered 
point cloud - the FTLS (Fast Total Least Squares) algorithm was presented and 
an augmentation to deal with the threshold problem in vectorization was shown as 
well. The algorithms were tested in many experiments with the following results: 

The most important outcomes of the synthetic tests in Figures 6.8, 6.9 and 
6.10 are three facts: Firstly, the point eliminating methods are proven to yield less 
accurate results than the TLS methods. The error area in accordance with the 
methodology from Section 7.4.2 is several times larger for the DP algorithm and 
even more extensive for the RW algorithm. Secondly, the INC algorithm is always 
slower than the FTLS algorithm and the most often than the A F T L S algorithm as 
well, which means that the FTLS algorithm is probably the fastest way to vectorize 
an ordered point cloud using the TLS approximation, with speed comparable the 
the state of the art point eliminating algorithms. Finally, the A F T L S augmentation 
is proved to successfully solve the threshold problem described in Section 6.1.4 and 
provides gradually improving results as the number of available points grows. 

The point clouds obtained in a man-made environment are generally quite si­
milar, and would not provide as comprehensive overview of the scalability of the 
algorithms as the synthetic tests do. On the other hand, the real scans are often 
more cluttered and exhibit some effects, which are hard to simulate as presented in 
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Section 6.5.2. Despite those secondary issues, the results prove theoretical expecta­
tions and synthetic tests to be correct. 

The point clouds from an indoor environment are usually composed of a set 
of polylines; thus, the use of line extracting algorithms is beneficial for the given 
purpose. In the natural environment, line extraction may become more problematic, 
and thus different approaches are often employed. A n in-depth treatment of this 
topic is provided in [144], and an example of a more recent method can be found in 
[145]. 

The described results enable the (A)FTLS algorithm to be used in online map­
ping systems, where the speed and quality of approximation are critical factors. 
The best performance (in comparison with the other algorithms) was observed on 
the largest point clouds, which is a promising perspective for the future, because 
laser proximity scanners represent a rapidly developing technology and more output 
points are generally expectable. 
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7 V E C T O R M A P SIMILARITY AND REGIS­
TRATION 

General registration of various sets of measurements is a frequent task in many fields 
involving data processing, because in many situations only a partial observation is 
possible and a fusion of the incomplete information into a compact aggregate is 
therefore necessary. Even a special case, such as point cloud registration, has many 
applications in practical life, namely object reconstruction, non-contact inspection, 
medical and surgery support and autonomous vehicle navigation. Of course, the later 
one, with an emphasis on range measurements, will be in question in the following 
pages, but many techniques from one domain are perfectly applicable in the others 
as well, so inspiration from other fields is inevitable [146]. Computer vision methods 
based on image processing are not covered in the following overview due to different 
nature of the input data, though a great amount of them is interesting for robotics 
as well [147], [148]. 

The registration process requires some measure of quality of the fitting, which is 
usually called similarity or simply (generalized) distance. The notion of similarity1 

and congruence2 in mathematics is quite strict and does not allow any deviations in 
the shape of the compared objects. On the other hand, every measuring device has 
some error and the world is not static, so exactly same observations fulfilling the 
mathematical definition are acquired in rare occasions, if ever at all. Instead, similar 
values appear in similar situations, and this is where some metrics of similarity 
becomes essential. A human observer usually spots the similarity unconsciously due 
to our evolutionarily developed sense for pattern matching, but a machine, which 
did not have millions of years for its development, is reliant on numerically evaluable 
algorithms. Some results in this chapter related to similarity were already published 
in [149] and are adapted for the needs of this thesis. 

The actual survey of the point cloud registration techniques in the following 
section deals only with the methods able to fit the incomplete measurements. Par­
tial observability problem is ubiquitous in mobile robotics, thus thinking over the 
methods not satisfying this requirement would be pointless. The same applies to 
the distinction between rigid and non-rigid transformation between the registered 
shapes. Robotic mapping generally assumes existence of a partially static environ­
ment at least, so only a rigid transformation between observations will be considered. 

1 I n sense of geometry, two shapes are s imilar , i f one can be obta ined from the other using only 

a uni form scaling, t ransla t ion, ro ta t ion or reflection. 
2 Congruence is s l ight ly stricter than s imilar i ty , because i t forbids scaling. O n l y a r ig id trans­

formation ( translat ion, ro ta t ion, reflection) is allowed. 
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7.1 Feature matching and shape registration techni­

ques 
As discussed in Chapter 2, the robotic mapping was mainly focused on point-like 
features in the past and fitting of the whole point clouds became popular, when bet­
ter range finders and hardware with higher computation power got available. Before 
this change, the registration of point clouds and various other geometrical entities 
was mainly cultivated in the domain of computer aided design and non-contact in­
spection. A recent survey [150] on robotics reveals a single method dominating the 
field called iterative closest point (ICP) with its variants. Different approaches exist 
as well, but are not nearly as popular. The methods working directly with more 
complex geometrical primitives are even more uncommon, possibly because the ICP 
is applicable on them as well. The last subsection of the theoretical overview is 
dedicated to the line segment similarity, which is going to be extensively addressed 
in the technical sections of this chapter. 

7.1.1 The iterative closest point algorithm 

The original ICP was first presented in [151]. The method is well elaborated, ap­
plicable in both 2D and 3D spaces and according to the introductory statement in 
[151], it is able to work with point sets, line segment sets, implicit curves, parametric 
curves, triangle sets, implicit surfaces and parametric surfaces, which covers most 
of the practical situations. The authors also provide a proof of the convergence 
towards a local minimum. 

Since its introduction, ICP have been succesfully used in many practical and 
scientific applications. [150] provides a graph showing an increasing number of 
papers dealing with ICP from its publication until 20133. Today, the original ICP has 
dozens of variants [146], which are regularly compared [152] and tested in bechmarks 
[153]. 

Generalized ICP [154] is an important addition to the original registration tool­
kit. The authors introduced a probabilistic model containing locally planar structure 
of the registered point clouds, which enhances both convergence and accuracy. As 
always, other upgraded variants are available, for example [155] with approximate 
surface reconstruction and [156] with 2D image features. A frequently addressed 

3 T h e authors have identified approximate ly 1800 papers w i t h Iterative Closes Point i n a t i t le 

or abstract i n that per iod of t ime. A l t h o u g h it is not clear, whether the I C P was real ly used, 

challenged w i t h a new a lgor i thm or merely ci ted as an obl igatory i t em of the state of the art, it is 

undoubtedly very popular . 
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problem of the ICP with convergence to local minima resulting in wrong corre­
spondences, is usually solved by a coarse pre-registration using different method 
(geometric features [157] or with genetic algorithms [158]). A process of matching 
of multiple scans in one optimization routine is described in [159] and although it is 
applicable mainly in the off-line data processing, the results are much better, than 
in the case of sequential registration. 

Generally, the ICP is succesfull and widely applied technique [146], [150] [152], 
[153] and [160]. On the other hand, the large variety of modifications suggests, that 
there are still issues to be addressed and the operation is not always perfect. Despite 
its dominance in the field, further research in this direction seems to be appropriate. 

7.1.2 Alternative approaches 

Many alternatives to the ICP method exists, but their popularity is significantly 
lower and usually exhibit some kind of drawback, which limits the applicability 
and does not impose real competition to the ICP. A straightforward example is a 
simple correlation. Testing of the overlap under various transformations of one of the 
registered shapes is relatively easy to implement, however computational complexity 
of 0(n3) in 2D and 0(n 6 ) in 3D makes it very slow for larger data sets. 

Random sample consensus (RANSAC) method, which was already mentioned 
in Section 6.1 in context of vectorization, is also sometimes used for registration 
of the whole point clouds. Because it draws random possible correspondences, the 
serch space is not as high dimensional as in the case of bare correlation, but its 
stochastic nature makes it somewhat unpredictable, when it comes to convergence. 
Nevertheless, R A N S A C can be found as a building block of the registration pipeline 
in recent literature [161], [162] and [163]. 

Principal component analysis (PCA) is another possible mean of shape registra­
tion. First, a correlation matrix for each point cloud is computed and eigenvectors 
are identified. In the second step, the orthogonal bases of eigenvectors are aligned, 
which directly provides a transformation for the whole point cloud. The method is 
simple and fast, but fails in case of more complex shapes of point clouds and does 
not deal with incomplete data very well. In case of suitable data, it has clearly its 
place in the state of the art [153]. 

A good source of alternatives to ICP are methods adopted from the field of 
computer vision. Representative examples are Scale-invariant feature transform 
(SIFT) [164] and Speeded up robust features (SURF) [165]. Both are based on feature 
extraction and registration using these special points, which corresponds more to 
the traditional S L A M solutions rather than modern effort to utilize full geoometry 
of the scene and possibly the semantics as well. Despite this drawback, the poisitive 
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results of these methods are undoubtful and can be found in many papers, i.e. [166], 
with inverse cumulative histogram in [167], or with ICP in [168]. 

Another possiblity is to model the point cloud as a mixture of Gaussians and 
define a function for a distance between two such mixtures as proposed in [169]. 
This approach well reflects the probabilistic nature of measurements and provides 
good robustness and accuracy. Similar method is introduced in [170] for pose esti­
mation in mobile robotics. Again, the results are promising, but unfortunately, the 
methodology is applicable only to raw point clouds. 

7.1.3 Registration using complex primitives 

Methods directly operating on more complex primitives, such as line segments, non­
uniform rational B-splines, triangle meshes etc. are very rare. This was not always 
the case and reviewing an old literature on shape registration reveals some attempts 
in this direction. In [150] is an interesting reference to [171], where critique of 
usage of advanced geometric primitives is present. Primitives derived from point 
clouds are claimed to be more sensitive to noise and not able to provide stable, 
features invariant to rigid transformation. Points are deemed to be more robust 
and are proposed as a better base objects for shape registration. This opinion in 
combination with applicability of ICP on pretty much any geometrical primitive 
probably led researchers to concentrate on a raw point cloud matching and complex 
primitives became nearly abandoned. 

[172], [173] and [174] are sparse remarks on the theme of line segment based 
shape matching. [172] directly stems from the original ICP algorithm, while [173] 
and [174] present their own approaches. [173] is especially interesting from robotics 
point of view, because among other applications it deals with mapping using laser 
scanners. Unfortunately, a comparison with other techniques is not very elaborated 
in all three cases, but the presented results seem, at least visually, comparable to 
the techniques mentioned above. 

Second area in the shape registration field, where advanced primitive sometimes 
appear, are the modifications to the original ICP. For example the generalized ICP 
[154] mentioned above uses local planar approximations and [175] uses the quadra­
tic curves in 2D or patches in 3D. Put this way, a renaissance of the registration 
algorithms based on more complex geometrical shapes seems to be slowly drawing 
in. 

From the point of view of robotic mapping, the is clearly a need to leave points 
and model the environment in a more thorough way. Critique [171] gives a strong 
reason to be cautious about inaccurate approximations, but on the other hand, 
possible benefits seem to outweigh the additional effort. Total least squares vecto-
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rization with a suppressed threshold related error described in Chapter 6 provides 
high quality approximation, which could potentially lead to better registration re­
sults. Reinvestigation of this area is therefore in place and will be covered in the 
rest of this chapter, especially in Section 7.3. 

7.1.4 Similarity evaluation of the corresponding line seg­
ment pairs 

The material presented in this subsection was already published in [149] and the 
following text heavily draws from this source. 

Some measure of similarity or distance betweed the shapes is necessary for each 
registration algorithm. Though the notion of similarity may look easy at first, it 
is quite complex task to solve in general. Different situations require invariance to 
different transformations. For example [176] requires invariance to all affine trans­
formations, [177] requires invariance only to a subset of possible transformations 
and in [178], only the invariance to rigid transformations and scaling is demanded. 
On the other hand, all transformations are important in motion estimation appli­
cations [179], [180], path planing [181] and the S L A M problem in robotics [182]. 
Many applications exist for 3D object detection [183] and 3D scene matching [184], 
where incomplete line segments often appear. Dealing with incomplete information 
is essential, as already mentioned at the beginning of this chapter. Another set of 
algorithms is used for polygons [185] or polyline curves [186]. Mathematically well 
described is the Frechet distance [187], but its domain of operation are polylines and 
in case of isolated line segments it simplifies to bare comparison of distances, similar 
to the algorithms above. 

The most relevant criteria to the demands of S L A M are based on the Hausdorff 
distance. Valuable comparison of the established line segment distance functions 
[188] evaluates three of these similarity metrics. 

The Hausdorff distance function for line segments in its basic form, as described 
in [185], is defined as: 

diui2(h,k) = sup inf d(P,Q), 
P&h Qeh 

(7.1) 

di^hihjk) = sup inf d(P,Q), 
Peh QeZi 

dcritih, h) = max(dhh,dh:h), (7.2) 

where d(P, Q) is some distance metric (Euclidean in most cases), diui2 is the longest 
perpendicular distance from l2 to l\ and vice versa in the second case. The criterion 
value is the higher of these two distances. 
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The modified Hausdorff line segment distance originates from [189] and the de­
finition is as follows: 

dCrit(h,k) = min(|| k ||, || l2 ||)sin(a), (7.3) 

where || lx || denotes length of the particular line segment and a is the angle formed 
by l\ and l2. 

Modified perpendicular line segment Hausdorff distance [186] relies on the per­
pendicular distance between an end point of one line segment and the corresponding 
line segment as a whole. If a line segment is described as lx = {Pxi,PX2} then the 
perpendicular distance can be written as d±(lx, Pyz), where x,y,z G {1,2} are ap­
propriate indices. The criterion is then defined by the equations: 

d±l = mm(m8ix(d±(ll,P2l),d±(ll,P22)), 
m&x(d± (l2,Pn),d±(l2,P12))). 

(7.4) 
d±2 = min(min(d_L(Zi,P 2i),d_ L(Zi,P 2 2)), 

mm(d±(l2, P n ) , d±(l2, P 1 2 ) ) ) , 

m= , fori = {1,2}, (7.5) 
a_Li + aj_2 

dcritih, k) = ^ ( i M ± i + w2d±2). (7.6) 

Many other criteria can be found in literature, but although they fulfil slightly 
different requirements, in general, the concept is quite similar - usage of distances 
between points, rarely the angle of the examined line segment pair, all of them 
combined using minQ/maxQ functions. Basic Hausdorff distance (7.2), and many 
others not mentioned here, does not even give zero results for line segments lying 
on the same line. On the other hand, modified version of this criterion (7.3) gives 
zero results for every collinear pair of line segments, which is not desirable as well. 

The mentioned criteria definitely fulfil the task they were designed for, but the 
properties do not meet the requirements of robotic mapping and their formulation 
prevents possible optimizations for better performance. The Section 7.2 describes a 
novel criterion, which overcomes these limitations. 

7.2 Similarity of vector maps with known corre­
spondences 

As stated in the previous section, a wide range of requirements is put on the si­
milarity criteria under different conditions. This leads to a set of algorithms with 
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different properties for particular situations, rather than a single overcomplicated 
method for everything. Specialization also enables deeper optimization, which is 
necessary in time and resource critical applications. Solutions mentioned above re­
present possible approaches, but are hard to describe mathematically because of the 
inbuilt conditional statements and require repeated recomputation in the iterative 
fitting algorithms, which limits their performance significantly. The method descri­
bed further in this section satisfies the requirements and solves the issues described. 
Same as the appropriate part of the introduction, the following text is directly adop­
ted from the already published the paper [149]] written by the author of this thesis. 

Mobile robotics and S L A M require 2D similarity criterion variant to all trans­
formations, with zero output for any two line segments lying on the same line. This 
behaviour is of great importance, because the robot, due to an obstructed view, 
rarely observes an object as a whole. Partial information about the edges of the sur­
rounding objects results into uncertainty about their real dimensions, because there 
is no prior information, which part of the real edge did the robot actually sensed. 
This uncertainty is expressed as a perfect match anywhere along a line defined by an 
infinite extension of the static line segment. Only two or more skew line segments 
can solve this ambiguity and define a single transformation between the new and 
the static data. 

7.2.1 Area based criterion function 

The main thought behind the design of the presented criterion is the following: If 
the similarity of two points (zero dimensional objects) in higher dimensional spaces 
is a distance, then the similarity of two line segments (ID objects) should be defined 
by an area (in more than one dimensional spaces). For the purpose of the criterion, 
which should return zero as an extremum for a certain input, the square of the area 
is going to be the criterion value. This approach deals with a possible negative sign 
of the area without the need of an absolute value and ensures, that a zero is the 
minimal possible output of the computation. 

In the following computations, the two arbitrary line segments defined by the 
end-points AB and CD as depicted in the Figure 7.1 are being used. Further 
equations frequently contain a substitution: x = B — A and y = D — C. 

One of the requirements stated above demands zero output, if both examined 
line segments belong to the same line. This is satisfied by the squared area of the 
parallelogram defined by the vectors x and y (as depicted in Figure 7.1): 

S2ABCD(II, k) =|| (B - A) x (D - C) || 2=|| x x y f . (7.7) 
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Fig. 7.1: A n example of two line segments l\ defined by points AB and l2 defined 
by points CD and the middle point S. 

To keep the notation lucid,a magnitude of a cross product is used even for a 2D 
problem. For every crossproduct in this section a condition of zero z coordinate for 
any vector involved is applied. A brief intuitive examination of the equation (7.7) 
reveals the same weakness as has the Modified Hausdorff distance criterion (7.3): 
The result is zero for any collinear pair {h,l2}- To obtain fully functional criterion, 
this rule is further narrowed by introduction of the squared area of the triangle 
ABS, which is defined by: 

S2

ABS{kM) =1-\\(B-A)x(S-A) | | 2 , (7.8) 

where S = (A + B + C + D)/A. This function is zero for any pair (Ji, l2}, where 
((C + D)/2) e {A + tx) and t e R. 

By summation of the equations (7.7) and (7.8) the final criterion function is 
defined: 

SCrit(h, h) = S\BCD(h, l2) + 64S^ B 5 ( / i , l2). (7.9) 

The coefficient 64 balances the influence of both parts of the criterion, because 
SABCD is significantly larger than SABS- The exact value of the constant is justified 
in the following subsection, where the criterion is examined deeper. 

7.2.2 Properties of the criterion 

So far, the criterion was developed using intuitive understanding of the geometrical 
properties of the cross product, but this can hardly prove the concept to be working 
at all conditions. 

To provide a mathematical proof of the existence and shape of the minimum 
of the criterion function, every possible mutual position and length of both line 
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segments l\ and I2 needs to be examined, which means eight variables in total. Situ­
ation can be simplified by understanding the geometrical properties of the criterion. 
Both area functions (7.7) and (7.8) are independent of the position of the origin, 
because all vectors resulting form the subtractions become invariant to translation. 
Invariance of the area functions with respect to rotation of both line segments is 
evident from an alternative form of equation (7.7): 

SIBCDM) =\\xxy \\2=\\ x | | 2 | | y | | 2 sin 2 (a). (7.10) 

Since lengths of the vectors and the angle between them are not affected by the 
rotation of the whole pair and formula (7.8) can be rewritten in the exact same 
way, it is evident, that the criterion provides results independent on that kind of 
transformation. 

The value of the criterion function (7.9) is definitely dependent on the scale, but 
for the purpose of minimum search, that dependency is irrelevant. Multiplying a 
parabolic function by a constant does not affect the location of its minimum. 

Combination of the previous findings implies a remarkable simplification of the 
minimum search task. Thanks to the invariance of the criterion to the translation 
and rotation and omission of the scale factor, we can fix one line segment at a 
constant length and position and examine only the remaining four independent 
variables defining position and length of the second one. Minimum of the criterion 
function (7.9) is then given by the solution of the following system of equations: 

0, 

2(Cy-Dy) + 2(Cy + Dy) = 0, 

(7.11) 

0, 

-2(Cy-Dy) + 2(Cy + Dy) = 0, 

all for h = {A, B} = {{0, 0}, {1,0}}. 
The equations are not simplified, because at this stage we can easily compare 

magnitudes of the first derivatives of both components of the criterion function (7.9). 
The coefficient 64 was chosen to equalize these magnitudes, which are now 2 for both 
components of the non-zero equations. 

dS, evil 
dCx 

dScrit 
~dČ~ 

9Scrit 

dScrit 
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The system of equations (7.11) directly provides conditions for critical points of 
the criterion function: 

Cy — Dy (7.12) 

which means any line segment lying on the x axis, where l\ is located as well. 
To reveal a nature of the critical points, the Hessian of the criterion function 

(7.9) is computed. Generally it is defined as: 

H 
df(x!, ...,xn) 

dxidxj 
for 1 < i, j < n. (7.13) 

As l\ is set constant at the beginning of this examination, Scru is a function of 
I2 only, therefore Scrit(Cx,Cy, Dx, Dy) applies. The Hessian is then: 

H 

0 0 0 0 
0 4 0 4 
0 0 0 0 
0 4 0 4 

(7.14) 

H is positive semi-definite, which implies, that only minima or saddle points can 
exist in the critical points defined by the conditions (7.12). Since Scrit(Cx, Cy, Dx, Dy) 
under conditions (7.12) is always zero, the continuous subspace of the critical points 
can only be the minimum of the function (7.9). 

Now we can claim, that the criterion (7.9) truly satisfies requirements formulated 
at the beginning of this section. The only remaining feature to be described is an 
optimized procedure for similarity evaluation of multiple line segment pairs at once. 

7.2.3 Expansion for a set of line segment pairs 

In practice, there are a lot of situations, where two sets of line segments are being 
tested for similarity. A n overall similarity is then given by a sum of similarities of 
all corresponding pairs from both sets. During scan to map matching in robotics, 
or image to image registration in computer vision applications, one set is often con­
sidered static (remains constant during computation) and the other is dynamic (i.e. 
manipulated using some kind of transformation). The transformation is iteratively 
adjusted to minimize the overall similarity criterion. The established similarity cri­
teria require transformation of the second set of line segments and recalculation of 
the output value any time, the transformation changes. The presented criterion 
allows to precompute the result and then transform it in constant time, regardless 
the number of pairs being examined. 

82 



Let the line segment l\ = {A, B} be static and the I2 = {C, D} belong to 
the transformed set. The transformation is described by a rotation matrix R and 
translation vector t: 

cos(#) — sin(#) 
I v = 

sin(0) cos(6l) 

where 9 is the angle of rotation and tx and ty are translations in the direction of the x 
and y axes and affects an arbitrary point in accordance with equation P' = HP +1. 
Equations (7.7) and (7.8), with transformation of I2 included, look as follows: 

S2
ABCD(h, k) =11 (B — A) x (R(D - O) | | 2 , (7.16) 

(7.15) 

S2
ABS(h, l2) = ^\\(B-A)x(A + B + R ( C + D) + 2t- AA) | | 2 . (7.17) 

64 

The overall similarity for a set of TV line segment pairs is then given by: 

N 

i=l 
S' 

+ c2J2 II xi x Vi II2 

+ 2cs^(Xi • yi) || Xi x yi || 

+ || Xi X Vi ||2 

+ 2sJ2(xi • Zi) II Xi x Vi II 

+ 2c J2 II xi x zi llll xi x vi 

^ ^ %x,i || *&i X || 

^ ^ II ^ ^ || 

+ S2J2(Xi • Zif 
+ 2csJ2(xi • Zi) II Xi x «i II 

+ c 2 ^ II Xi X Zi ||2 

%x,i\JEi ' 

4:StX ^ ' Xy^{Xi ' Zi) 

-\- Acty ^ ' xx^ || Xi x Zi || 

•̂3/)* II ^ ^ || 

+ ^ x x i 

&txty ^ ^ %x,i%y,i 

^x 5̂  

(7.18) 
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where x = B — A, y = D — C,z = D + C,v = B — 3A and c = cos(0), 
s = sin(#), both from the rotation matrix R . Separation of the variables related to 
the rigid transformation and the sums originating from the initial description of every 
examined line segment is a crucial result. It allows to precompute the sums only once 
for the whole set and then evaluate the cumulative similarity for any transformation 
in constant time. Assuming TV is the number of line segment pairs being examined 
and T is the number of transformations performed, the computational complexity 
of the whole task is reduced from O(NT) for established criteria to 0(N + T) for 
the presented criterion. This could lead to significant performance improvement of 
iterative matching algorithms, which rely on completely static, or partially updated 
data set. The examples are iterative closest line algorithms by [172] and [182]. 

7.2.4 Experiments and results 

Empirical verification is essential, when any new method is being released for practi­
cal applications. In this section, we are going to present synthetic tests proving fea­
tures theoretically described in Sec. 7.2.2 and 7.2.3 and show some performance tests 
demonstrating advantages of the method, when similarity for a set of line segment 
pairs under different rigid transformations is to be computed. 

A l l experiments were implemented in the C++ programming language and com­
piled with Microsoft Visual Studio 2015, using the -02 optimization setting. No 
other optimizations were made to keep the tests as general as possible. The ma­
chine used for running the experiments had a four-core / eight threads, 64-bit Intel 
Core-i7-4790K C P U , running on 4.0 GHz. Processor cache memory is large enough 
to hold all of the data of every test performed. Visualization of the results was done 
using M A T L A B 2015 computing environment. 

Feature verification 

For feature verification of the criterion, the methodics introduced in [188] was adop­
ted. It clearly visualizes properties of the criterion under wide variety of conditions 
and an interested reader may find results for other line segment distance functions 
in the cited paper in the given format. Unification of testing methods should help 
to compare the methods and choose the right criterion function for the particular 
needs. 

Initial arrangement of the experiment is depicted in Figure 7.2. There is a 
static line segment l\ = {A,B} = {{0, 0}, {100, 0}} and a dynamic h, transformed 
by various transformations according to the particular test. Figure 7.2 shows the 
positive direction of the rotation and the x axis. Rotations are always performed 
around the origin of the coordinate system. 
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Fig. 7.2: Schematic depiction of the positions of the line segments during the veri­
fication process as introduced in [188]. 

Fig. 7.3: Criterion verification: Translation of I2 by tx G [0; 200] centimetres followed 
by a rotation by 9 G [0; 2n] radians. 

The first two tests directly follow [188]. Figure 7.3 depicts a situation, where l2 

is first translated in the direction of the x axis and then rotated by a given angle. 
The graph clearly shows, that for I2 lying on the x axis, the criterion returns zero 
and as the translation increases and the angle closes to | and §7r the output value 
grows rapidly. 

Figure 7.4 shows another important case, where the length of I2 is varied and 
then the line segment is rotated by the angle 9. Again, the criterion gives zero output 
for any I2 coincident with the x axis and increases as the length grows and 9 closes 
to I or |"7r, which is desirable. Even for very short l2 the nature of the criterion is 
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1 [cm] 

Fig. 7.4: Criterion verification: Length scaling of l2 in the interval [1;200] centime­
tres followed by a rotation by 9 G [0; 2n] radians. Sub-plot shows the detail of the 
graph for very small lengths of l2. 

t [cm] u " 6»[rad] 

Fig. 7.5: Criterion verification: Rotation of l2 by 9 G [0; 2n] radians followed by a 
translation by tx G [0; 200] centimetres. 
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Fig. 7.6: Criterion verification: Length scaling of I2 in the interval [1;200] centime­
tres followed by a rotation by a fixed angle 7r/4 radians and translated by tx G [0; 200] 
centimetres at the end. 

consistent and the detail magnified in the sub-plot in Figure 7.4 corresponds to the 
harmonic shape observed in Figure 7.3. 

The two following tests are meant to demonstrate, that for any I2 moving along 
the l\ (i.e. x axis in these experiments), the value of the criterion remains the same. 
Figure 7.5 shows a situation, where I2 is first rotated and then translated along the 
x axis. The graph clearly demonstrates, that the translation has no effect and the 
enumerated similarity remains the same. 

Similar behaviour appears, when l2 is scaled at first, then rotated by the fixed 
angle | and translated along l\. The output of the criterion (see Figure 7.6) is 
quadratically dependant on the length of I2, but the translation does not affect it in 
any way. 

A l l four experiments prove the theoretical findings from Section 7.2.1. If l2 and 
l\ lie on the same line, the criterion returns zero, which corresponds to conditions 
(7.12). The tests also illustrate the fact, that the value of the criterion is not 
affected by translation of I2 in the direction of li, which is mathematically proved 
in the system of equations (7.11). 
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Performance verification 

Though the equation (7.18) might seem enormous at first, there are many repeating 
terms, so the sums can be precomputed with reasonable amount of additions and 
multiplications. The same applies to later evaluation for various transformations. 
In fact, careful examination of equations (7.16) and (7.17) reveals, that the number 
of basic floating point operations is roughly the same in both cases. 

In this set of tests the performance of a naive and the optimized algorithms 
is compared. The naive implementation of the criterion function for a set of line 
segment pairs stems from the equations (7.16) and (7.17). First, it computes the 
transformation of the dynamic line segments and then the errors. Contrary, the 
optimized algorithm first computes sums of the equation (7.18) and then evaluates 
the criterion for each particular transformation. 

Figures 7.7 and 7.8 show the timings of the proposed criterion function. Both 
exhibit the predicted behaviour stated in Section 7.2.3. Naive implementation 
corresponds to Q(NT) computation complexity, while the optimized algorithm is 
0(N + T). To emphasize the benefits of the optimization, Figure 7.9 shows the 
speed-up over the basic version. The performance gains are present even for the 
lowest numbers of transformations and line segment pairs, but the small percen-
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T [-] 0 0 N [-] 

Fig. 7.8: Processing time of the optimized implementation criterion for various num­
ber of line segment pairs being processed (N) and transformations performed (T). 
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tage of improvement is highly implementation dependant and redeemed by a larger 
memory footprint of the optimized algorithm. The most significant improvements 
can be observed, when both iV and T grow up, which is a frequent case. In such 
situation, the large performance gains are doubtless. 

7.3 Registration of the vectorized laser scans 

Previous section described a criterion for evaluation of the similarity of line segment 
pairs with given mutual pose. For minimization of this criterion, an iterative process 
of fitting would have to be devised, but for known correspondences, there is another 
possible way. This section deals with a procedure of analytic computation of an 
optimal transformation, which fits the corresponding line segments in a single step. 
Contrary to the previous approach, this method is not suitable for similarity evalu­
ation, because it always finds the optimal transformation and the ambiguity metric, 
which reflects the criterion value, corresponds to the state after that transformation 
was applied. The methods are therefore applicable in different situations. For the 
one step method in this section, two control mechanisms for failure detection were 
devised, which should enhance its usability in safety critical projects. 

Fig. 7.10: Static (S) and dynamic (D) line segments during the fitting process with 
directional and normal vectors marked out. 
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7.3.1 Optimal transformation for vector image fitting 

Equations in this section stem from the situation depicted in Figure 7.10. For every 
two corresponding line segments, an infinite amount of rigid transformations exists 
(for the purposes of robotics, only rotation and translation are used, reflection was 
omitted), which bring the dynamic line segment on the same line with the static 
one. In the three dimensional space of all possible transformations (one rotation 
and two translations in 2D) the infinite set of possibilities forms a line, which can 
be described by the following equation: 

Pi 
(dDi - dSi)vSr. 

+ 5i 
Vsdi 

0 
Pi + SiVi (7.19) 

where all the variables in the first part correspond to the Fig. 7.10 and Pi and Vi are 
denominations for further computation. There is only one acceptable rotation for 
all transformations, which will greatly simplify further computations. If more pairs 
of line segments are being examined, the subspace of all possible transformations 
is determined for all of them. Illustrative example of possible result is shown in 
Figure 7.11. 

Fig. 7.11: A n example of the search for an optimal transformation in the space of all 
possible transformations x, y, a. The gray lines depict the perfect transformations for 
particular corresponding line segment pairs. The optimal transformation is shown 

black dot in the magnified 
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The optimal transformation is then simply computed as the closest one to all 
precise transformations, as shown in the magnified area of the Figure 7.11. Point to 
line distance in 3D is given by: 

I; 
(x - P) X Vi 

Vi 
(7.20) 

where x is the wanted transformation and Pi and Vi come from equation (7.19). 
Searching for x with arbitrary weight w for each correspondence leads to a standard 
least squares problem: 

f dlUx) 
l^Wi 
i=l 

x - P (X - P) • Vi 
0. (7.21) 

dx dx 

Partial differentiation of the previous formula gives the following vector equation: 

N 

J2 Wi{{x - P i - Vi((x - Pi) • Vi)) = 0, (7.22) 

which can be rewritten into the form: 

N N N N 

WiX - w i v i ( X • Vi) = E W i P i ~ E wiVi(Pi • Vi (7.23) 
i=l i=l i=l 

Rearranged into a set of linear equations, (7.23) is as follows: 

E WiVyi ~ E WiVxiVyi 

E WiVxiVyi E WiVli 

0 0 

0 E ^i-Pxi^yi E ^i-Pyi^xi^yi 

0 Xy = E yJi-Pyi^xi E ^iPxt^xi^yi 

J2wL _xa_ E WiPai 

. (7.24) 

The equation (7.1) is rather long, so an abbreviated form is going to be used in 
further text. The simplified notation is: 

(7.25) 
Sy2 Sxy 0 %x 

— <? 

'-'xy 
0 Xy = Spy 

0 0 Sw_ _xa_ ßpa 

Solution is obtained in a standard way using the determinants: 

D = SX2Sy2 — Sly. 

D\ = SpXSX2 — SXySpy, 

D2 = SpySy2 — SXySpX. 

(7.26) 
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The optimal translation is directly given by D, D\ and D2: 

(7.27) 

while the rotation computation is not as straightforward as it might seem. Since the 
angle is a circular quantity, a classical average computation: 

might lead to an unexpected result. When averaging two angles, there are always 
two possible outcomes due to circularity, and there is no guarantee, that the right 
one will be obtained. To obtain the correct results, the Mitsuta's averaging method 
[190] is usable. The implementation in the testing code copies the algorithm in [191]. 
Deeper treatment of the statistics of the circular quantities from a programmer's 
point of view can be found in [192]. 

At this point, an optimal transformation for a given set of corresponding line 
segments is successfully computed. The only possibility of failure stems from the 
division by the discriminant in (7.27), because if all static line segments are collinear, 
the discriminant D equals zero. The system of equations is not solvable and an error 
should be reported. 

7.3.2 Reliability evaluation 

Though mathematically is everything all right, reliability of the computation does 
not get immediately hundred percent, once the determinant D is not zero. A n 
underdetermined system of equations is only an extreme case of a wider problem of 
nearly collinear lines, which happen in practice much more often than an absolute 
collinearity. Consider an example in Figure 7.12. There are two static line segments 
Si and S2 and their corresponding counterparts D\ and D2) both nearly but not 
exactly collinear. Such a situation can easily happen, if a robot maps a long narrow 
corridor. The deviations from collinearity are caused by a measurement noise. The 
optimal transformation in this case means shift of the dynamic line segments by 
three units to the right. Although the solution is mathematically sound, a human 
observer can clearly spot what is wrong: A tiny deviation in pose of the line segments 
caused a huge translation. Maybe, this was the issue with approximations, which 
led the author of [171] to the claim about their susceptibility to noise. 

In fact, the problem in Figure 7.12 does not refer to a bad approximation, but 
to an inadequate set of line segments chosen for registration. A need for some 

w 
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Fig. 7.12: Nearly collinear static (Si) and dynamic (Dj) line segments during the 
registration. Because the pairs 1 and 2 are nearly collinear, a tiny deviation in 
direction leads to a large optimal transformation. 

continuous measure of reliability for the transformation computed in the previous 
section is obvious. One extreme of the metric should correspond to a completely 
unsolvable situation arising if the line segments happen to be exactly collinear and 
the opposite case should cover the perfectly solvable cases, when there are two 
perpendicular pairs. Such a metric is derived in the rest of this section. 

As a base for the reliability evaluation, the unit direction vectors of the lines in 
the transformation space from the equation (7.19) are used. If these vectors point 
mostly in the same direction, the reliability should be low an vice versa. The main 
principle of the computation is shown in Figure 7.13. The end points of the direction 
vectors are shown on the unit circle and an opposite of each of them is added as well. 
This operation ensures, that the mean of their coordinates remains zero under any 
circumstances. For the resulting set of points, the correlation matrix is computed. 
A n angle e formed using the eigenvectors A i and X2 then can be used to express 
the reliability, because if the problem is well solvable, the eigenvectors are similar 
in length and the e is close to 7r/4. In case of nearly collinear lines, one eigenvector 
will be significantly longer than the other one and e will be close to either 7r/2 or 
zero. 

Sums of the direction vectors are already available from the computations des­
cribed in Section 7.3.1. Because of the additional opposite vectors the sums in the 
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Fig. 7.13: A principal component analysis is used for reliability evaluation of the 
optimal fitting computation. Small circles represent direction vectors of the static 
line segments and their opposite counterparts. Eigenvectors A i and A2 represent the 
linearly uncorrelated variations and the angle e is used to define the actual reliability. 

reliability evaluation change as follows: 

N N N 

E WiXi =̂ 0, E WiVi =>• 0, T,Wi 
i=l i=l i=l 

N N N N N 

E Wixl =>- 2 E Wixl, E WiVi =>
 2 E Wiijf, E WiXii/i 

i=l i=l i=l i=l i=l 
Elements of the covariance matrix are: 

N 

Var(x) = ^ - E ^ j , 

N 

2 E Wi, 
i=l 
N 

2 E WiXii/i 
i=l 

(7.29) 

N 
V a r (?/ ) = S wiv: 

{—I 1 1=1 
2 
j/i: 

(7.30) 

N 
Cov(x,y) = E WiVxiVyi-

£-1 1 i=l 

Using identities (7.30), the covariance matrix E is then: 

E 
Var(x) Cov(x, y) 

Cov(a;, y) Var(y) 
(7.31) 
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Eigenvalues are computed using the standard formula Det(E — AI) = 0, which 
leads to a quadratic equation: 

2 (E + E W&fy (E E WiV
2

yi - (E WiVxiVyi)2) 

X ~ X E ^ + (E^F " ( } 

Since: 

^ w i v l i + J2 w i v l i = J2 wi(vli + vli) = J2wii (7-33) 

and 

(E WiVli E WiVyt - (E WiVxiVyi) 2^ 
' Det(E), (7.34) 

( E ^ ) 2 

the equation (7.32) can be simplified in the following manner: 

A 2 - 2A + Det(E) = 0. (7.35) 

The coefficient 2 before A i ] 2 is present because of the additional opposite vectors. 
The actual eigenvalues can be easily computed from the equation: 

A i , 2 = 1 ± v

/ l - D e t ( E ) . (7.36) 

Now since Det(E) = AiA 2 , the following identities apply: 

Ai52 = 1 ± y l — A1A2, 

A 2 2 — 2A12 + 1 = 1 — A1A2; 

A 2 — 2Ai = A1A2 = A| — 2A2; 

Al I ^ 2 — 1 

2 ~ 2 

(7.37) 

For the angle e from Figure 7.13, the well known formulas sin 2 e + cos2 e = 1 and 
sin(2e) = 2 sine cose applies, which means that the reliability R can be defined as: 

R = sin(2e) = 2 ^ - ^ - = ^ X 2 = ^Det(E) . (7.38) 

The definition of the reliability directly shows its properties. Because the positive 
result of the square root is taken, the value of R can change in the interval [0; 1], 
where zero demarcates an unsolvable situation (determinant D in equations (7.26) 
will be zero) and one means the highest reliability possible. There is a smooth 
transition between these two states (corresponds to the shape of sin(2e)), so the 
unreliable results caused by nearly collinear line segments can be easily detected. 
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7.3.3 Ambiguity evaluation 

Aside from reliability, there is another marker describing the results of registration 
process, which is useful in practice. The computation above provides an optimal 
transformation minimizing its internal criterion for any given set of line segment 
pairs, but there is no measure describing, how close is the output to the ideal trans­
formations identified at the beginning. For illustration, see an artificial example in 
Figure 7.14. The invalid correspondences lead to a large trade-off in the optimal 
transformation computation, which can be detected and reported to the user of the 
algorithm. In principle, this means an exposure of the internal criterion function 
with some additional options. 

t 

Fig. 7.14: The dashed line represents a static map and the rectangle being registered 
is depicted using a continuous line. The correspondences (bold arrows) are clearly 
set in a wrong way, so the optimal transformation is a highly compromise solution. 
This ambiguity should be reported along with the actual transformation and the 
reliability metric. 

A natural choice is therefore the sum of squared distances differentiated in the 
equation (7.21). Because the optimal transformation is already found, the sum of 
squared distances can be expressed as follows: 

E ll(X) = E - Pdf + (XX ~ Pxifvl 
-\- {Xy Pyi) ^xi 2(x z Pxi)(%y Pyi)vxiVyi), 

where xx, xy and xa are parameters of the optimal transformation and the rest of 
the variables comes from the definition (7.19). The formula above can be directly 
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expanded to enable precomputation of the sums: 

E ll(X) =XlJ2Wi- 2 X « E WiP™ + E WiPai 
, 2 \ ^ 2 , 2 \ ^ 2 

2XXXy ^ ' WiVxiVyi 40) 

- 2xy(J2wipyiv2xi ~J2wipyiv"vyi) 

+ J2Wi(PxiVli - ZPxiPyiVxiVyi + PyiVli), 

but there are two issues with the straightforward approach. First, there are several 
sums, which would have to be evaluated in addition to those needed in previous 
computations. Second, the distance in rotational dimension is invariant to the scale 
of the shape being registered, but the distance in translation is not. To allow to 
independently scale the contributions of the rotational and translational distances, 
it is useful to think about them as if they were the tensed strings. After this 
imaginary conversion, both can be given a separate stiffness coefficients and freely 
summed back together. This operation also polishes up the physical inconsistency 
in units, because the angular and linear quantities no longer mix up together. 

Total potential energy of rotational part of transformation can be expressed as: 

Ea = ka (J2 wiPai - xa E wiP<*i) > (7-41) 

where ka is a stiffness coefficient for the rotational movement and J2 wiPai *s a n e w 

sum, which needs to be precomputed. Methodology for averaging circular quantities 
in [191] covers this matter as well. 

Total potential energy of the translational part of the transformation is somewhat 
more complicated to derive, but it can be simplified down to the from: 

Exy kXy .WjiyPxiVyj PyiVxi) ^ ' Wj (xxVyj XyVxi) ^ , (7.42) 

where kxy is a stiffness coefficient for the translational part of the transformation. 
The second sum in the equation is not suitable for precomputation, because it 
contains the transformation parameters xx and xy inside. For practical operation, a 
slightly longer rearrangement is more beneficial: 

E •ni ( E > < PxiV' xt uyi Pyi^x - 4 E WiV,A + 2x. ' if 
ly - - I T . 

(7.43) 
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Similar to the equation (7.41), there is only one additional sum to be precom-
puted. Ambiguity A of the solution is then expressed by a sum of the angular and 
linear energy in a simple formula: 

A = Ea + Exy. (7.44) 

Ambiguity evaluation provides a control mechanism expressing, how many com­
promises were needed to find the optimal transformation. If the match is perfect, 
the lines of optimal transformations intersect at one point and the ambivalence is 
zero. Noised measurements from practical experiments exhibit some ambivalence, 
but it stays limited. If the limit is exceeded, a strong suspicion of badly set corre­
spondences is in place. 

7.4 Correspondences extracting algorithm 

The matter presented so far in this chapter described some theoretical findings on 
registration of line segment sets. A n important assumption employed in both met­
hods in Sections 7.2 and 7.3 was a prior knowledge of the correspondences between 
the registered line segments. This is obviously not a frequent case in practice and 
especially in laser scanning, the vectorized point clouds do not contain any data 
connecting them with other observations. The methods above provide a straight­
forward functionality presented so far, but alongside, they can be also exploited in 
an inverse way. 

The idea of the correspondence extracting algorithm is based on testing of the 
various sets of possible correspondences with the methods above. Gradual process 
of searching through the entire space of all possible correspondences should lead to 
minimization of the internal criterion of a given method and result into final set 
of highly probable correspondences. Although the methods support addition and 
removal of the line segment pairs in constant time, a naive testing of all possible 
combinations of the possible correspondences would be extremely time consuming. 
The following algorithm is not yet fully tested, but the in-build heuristic rules help 
to reduce the complexity of the process and provide the results in a reasonable time. 

The technique from Section 7.3 was used as a base fitting tool in this case. Its 
application is in the middle two steps of the algorithm scheme depicted in Figure 
7.15. A l l but the last step are applicable on vector images in general and the ex­
pected view test is an additional filtration specific to robotic mapping. The following 
subsections go through the whole process and present some preliminary evaluation. 
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T w o line segment sets E x p e c t e d t ransformat ion 

I 1 
A l l p o t e n c i á l correspondences 

Unambiguous col l inear bundles 

Unambiguous bundle combinat ions 

E x p e c t e d v iew test 

I I 
Correspondences N e w pose 

Fig. 7.15: Simplified schematic depiction of the proposed registration algorithm. 
The framed text describes individual algorithmic steps, while the bare text is used 
for the input and output data. The expected view test is specific for robotic mapping 
and should not be used in general vector image registration. 

7.4.1 Extracting collision-free correspondence sets 

As shown in Figure 7.15, the input for the algorithm are two sets of line segments, 
where one is considered static and the other is meant to be dynamically moved 
during the registration. The third input is their expected mutual pose, i.e. rigid 
transformation Texp : Texp(P) = HP+t needed to move the static coordinate system 
to the dynamic one. A n example from Figure 7.16 will be referred in the following 
explanation. 

All potential correspondences 

A l l potential correspondences are found at first. The search space is given by the es­
timated transformation and its accuracy. Maximal error of translation and rotation 
demarcates a subset of all permitted transformations centred at Texp. For every pair 
composed of one line segment from the static and one from the dynamic set, a set 
of transformations leading to perfect match is computed according to the formula 
(7.19). Then the set is limited to contain only the transformations, which make the 
line segments overlap, i.e. share at least one point. If there is an intersection of the 
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Fig. 7.16: A n example of two vectorized laser scans to be registered. The gray lines 
demarcate an old scan, green dots represent a new point cloud, the black lines stand 
for its vector approximation and the mark in the middle is the last known position 
of the robot. The grid resolution is 50x50 centimetres. 

set of permitted transformations and the set of perfect match transformations, than 
the examined line segments are stored as a potentially corresponding pair. The 
process is repeated for every combination of line segments drawn from the input 
sets. 

Computational complexity of this step in a straightforward implementation cor­
responds to the product of the number of line segments in both sets. This approach 
can easily lead to extreme processing times, if even a single set is large enough. In 
robotic mapping, this is a frequent case, because the map usually contains a lot of 
data and its size grows in time, while the scans contain similar amount of data in 
every measurement. On the other hand, the set of permitted transformations defines 
a limited region in a map, where correspondences may occur and if a density of the 
map is homogeneous, than all subsequent operations deal with approximately the 
same amount of data, regardless the true size of the map. This was already dis­
cussed in Chapter 2 as an important optimization technique used in various S L A M 
systems. The benefits are evident, because the overall complexity of the registration 
process is then given by the algorithm used to extract the region of interest from the 
map. This obviously does not mean, that the subsequent operations are not worth 
optimization, but the extraction of the static line segment set is crucial. 

Initial pose estimate and its accuracy directly impact the results of this stage 
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(a) H i g h accuracy pose estimate. (b) L o w accuracy pose estimate. 

Fig. 7.17: On an influence of the accuracy of the pose estimate on the number of 
potentially corresponding line segment pairs. Accurate estimation results in much 
less conflicting correspondences and makes the subsequent operations less time-
consuming, (map - green, scan - black, correspondences - gray arrows) 

of the registration. If the pose estimate is accurate, then the subset of all permit­
ted transformations is small and less potential correspondences is found (see F i ­
gure 7.17a). Lower accuracy results in larger region for exploration and with more 
possibly matching line segments. The situation can easily lead to multiple corre­
spondences of one line segment, which collide with each other, because they do not 
lie on the same line. A typical example is shown in Figure 7.17b. Although it makes 
the following parts of the algorithm more challenging, the later case is more frequent 
in practice, because accuracy of both pose estimate and the scan measurements is 
limited. 

Unambiguous collinear bundles 

The second stage of the registration process sorts the potential correspondences into 
unambiguous bundles of nearly collinear line segments. The main purpose of this 
operation is to separate the correspondences which do not collide with each other 
and which are able to be freely translated in one direction. Both properties are 
watched using the additional metrics reliability and ambiguity derived in Section 
7.3. Reliability of a correctly assembled bundle is therefore close to zero and its 
ambiguity as well. Operation of this stage is driven by two user-provided thresholds. 
The reliability threshold affects the maximal permitted dispersion of the lines, while 
the ambiguity threshold reflects noise in the measurements. 
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Each bundle stores appropriate sums for the line segment pairs it contains. The 
algorithm iterates through a list of all possible correspondences an tries to add them 
to the already existing bundles. If the thresholds are not exceeded after the insertion, 
the correspondence is associated with the given bundle. In an opposite case, the 
sums are reverted to the previous state and another bundle is tested. If no bundle 
is sufficient, a new one is established. This process is linearly dependant on the 
number of potential correspondences and diversity of line segment directions. In a 
man made environment, where orthogonal structures are quite often, this diversity 
is usually very low (two directions in the simplest cases). The process of separation 
into bundles greatly reduces amount of combinations in the following assembling 
stage of the algorithm. 

Unambiguous bundle combinations 

In the last stage of the basic registration process, the bundles are combined into 
solutions, containing selection of the possible correspondences. Two different rela­
tionships between the bundles from previous section can appear. Some bundles, if 
combined, produce a new bundle which has low reliability and high ambiguity. This 
combination of properties leads to correspondence collision and the bundles must 
not appear in the same solution. The second possibility is high reliability and low 
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M u t u a l l y 
> a m b i g u o u s 

bundles 

B u c k e t s o f c o m b i n a b l e bund les 

Fig. 7.18: Potential correspondences from an example in Figure 7.17b are sorted 
into collision-less bundles and two buckets representing the two major directions of 
the line segments present. 
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ambiguity and signs a valid combination. 
To separate the bundles appropriately, a set of buckets is used in accordance to 

Figure 7.18. Each bucket contains only the bundles, which would collide with each 
other. A reliable and unambiguous solutions are then obtained by combining the 
single bundles from at least two buckets. If more buckets are available, a bundle 
from each of them can be used, but always one at most. Combining of two bundles 
should always result into a valid combination, while in case of three or more, the 
ambiguity can rise a lot. Such situation obviously means collision of correspondences 
and the solution becomes invalid. Each combination of bundles should be tested if 
it satisfies the threshold limits. 

The example in Figure 7.18 refers to the situation depicted in Figure 7.17b. Care­
ful examination of the correspondences that there are five positions in the north-west 
direction and three in the north-east, where at least some of them overlap reasonably 
well. The algorithm have successfully identified this fact and five bundles of corre­
spondences appear in one bucket and three in the second one. Each of the fifteen 
possible combinations represents a valid combination. The optimal transformation, 
reliability and ambiguity are provided as well as a by-product of the correspondence 
extraction process. 

The example discussed is somewhat simple in the fact, that there are only two 
major directions of the line segments. In a more complicated case, more buckets 
would have appeared, possibly containing less bundles. Complexity of this stage is 
highly dependant on this distribution. The important thing is, that the reliability 
threshold should be low enough to enable safe separation of bundles. 

7.4.2 Similarity of vector maps with common view-pose 

The previous subsection described the first three steps of the registration algorithm, 
which are applicable on any arbitrary set of line segments, without any additional 
structure or rules. This means, that every reliable and unambiguous combination of 
bundles results in a transformation, which makes the related corresponding line seg­
ments overlap with no additional constrains being put on them, or on the unmatched 
remainders in the input sets. 

On the other hand, the nature of laser scanning and robotic mapping brings 
specific rules, which can be used to further narrow the range of solutions extracted 
so far. First, the objects from the real world always have certain volume and a 
continuous surface, which has an outer observable side. Even if one of the dimensions 
of the object is negligible (sheet of paper), it is better to treat it as a real 3D body 
and avoid the nasty topological issues arising around a bare curved plane in 3D 
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space4. Second, objects from the real world cannot intersect and exist "both at one 
place" and their surfaces cannot to do so as well. Collisions and embedding objects 
into each other is clearly possible, but there is always either a distinguishable touch 
of their surfaces or the surfaces blend together and their parts, which ended up 
inside the new object just disappear. Third rule is quite simple and emphasises 
the fact, that a range measurement providing a distance to the closest object also 
implies, that there is no other observable thing between the sensor and that object. 
Although this work is focused on 2D problems, the discussion provided mainly 3D 
examples in an effort to present the illustrations close to our everyday experience. 
A l l of those rules apply in the 2D world as well. 

The Expected view test from the registration scheme in Figure 7.15 is built on 
these assumptions and provides further criterion metric to distinguish the real cor­
respondences from the practically impossible ones. The test starts with the static 
line segment set and the optimal transformation, obtained from the correspondences 
extracted in the previous step. A virtual observer is placed into the static set at the 
position given by the transformation. A simulated observation is then acquired to 
obtain an expected view of the known environment from the new location. During 
this operation several hazardous situations can appear. Many obstacles, one after 
another, can be present in a single direction, so obviously the closest one should clip 
the view of those farer from the virtual observer. Second, incomplete measurements 
can be present in the set, violating the rule of the closed continuous surface. If the 
line segment is visible from the wrong side, it serves only as an obstacle and should 
not appear in the expected view. Finally, it is not possible to make any measure­
ments through an unexplored area, since there can be obstacles, so it is treated as 
if it was fully occupied. On the other hand, unexplored area neither appears in the 
expected view. 

A n illustration of the construction of an expected view is shown in Figure 7.19. 
The static set (all line segments) was obtained from the lower left location. The 
close obstacle induces a large unknown area behind it, so even though the virtual 
observer is placed to a position, from which it could "see" behind it, the unknown 
area still obstructs its view and the known region in the upper left part of the picture 
cannot be added to the expected view. The only valid observation is demarcated by 
the green color. 

4 A s i d e from the inconsistency, that some surfaces would be visible from bo th sides, while the 

others belonging to 3D bodies would be observable only from one side, there are other problems 

ready to arise. T h e M ö b i u s s t r ip is a good example, as i t is unorientable, i.e. an inner and outer 

sides cannot be dis t inguished, wh ich has a great potent ia l to confuse many mapp ing algori thms. 

In the real wor ld , any M ö b i u s s t r ip constructed w i l l have some "thickness". A s such, it becomes to 

be homeomorfic (continuously deformable) to a torus, wh ich is an easily describable 3D b o d y and 

so w i l l be the s tr ip. 
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Fig. 7.19: Generation of an expected view for discrepancy evaluation. A l l line seg­
ments (black + green) represent the static set, on which the test is performed. Green 
segments demarcate the parts of the set visible from the second position (top right 
mark). Corresponding colouring is used for the original and a new fields of view. 

Once the expected view is obtained, the algorithm proceeds to the second stage 
and compares it with the dynamic set registered by the optimal transformation. 
At first, the angular intervals, where fields of view of both observation overlap, 
are extracted. Then, for each of these intervals, the triangular areas denoted by 
the observer's position and the line segments from both sets are computed. The 
discrepancy error metric is given by the sum of differences of these two areas for 
all intervals identified. The lower the discrepancy is, the better the sets fit to each 
other. 

Figure 7.20 shows two examples of the final evaluation of the solutions coming 
from the model example in Figure 7.16. If the correspondences are properly esta­
blished (as is the case in Fig. 7.20a), both sets will overlap and the error area is very 
small. Bad correspondences cause violation of the rules formulated at the beginning 
of this subsection and result in high error area as can be seen in Figure 7.20b. 

The discrepancy metric clearly distinguishes the well registered scans from the 
false ones. The method works reliably for static environment, which is somewhat 
limiting. S L A M in a dynamic environment would require identification of moving 
objects in the scene and application of the described method only on the static part 
of the data. Computation complexity of the procedure is highly dependant on the 
algorithm used for the expected view extraction, which refers to occlusion culling 
frequently solved in the field computer graphics. On the other side, mathematical 
formulation of the problem consists of computations of line-line intersections and 

of the triangles, which is very straightforward. 
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(a) Correct correspondences, low (b) W r o n g correspondences, h igh dis-

discrepacy. crepacy. 

Fig. 7.20: Discrepancy visualization for correct and wrong sets of correspondences. 
Black segments demarcate the dynamic set being registered and the green line seg­
ments correspond to the expected view generated from the static set. The darker 
green area is an unobstructed space visible from both positions and the light green 
area is visible only in one set and corresponds to the discrepancy error metric. 

7.4.3 Preliminary experiments on the correspondence se­
arch success ratio 

The algorithm in its current state is most probably conceptually finished, but the 
internal heuristics for selection of the compatible line segment pairs will be tweaked 
in the subsequent development, mainly to speed up the the whole process. For 
evaluation of the results during the development, a set of experiments in a virtual 
environment was performed. Using the same data allows to exactly compare the 
results after any change and gradually improve the functionality. A l l reports from 
the experiments reflecting the actual state of the algorithm are available on the 
accompanying CD due to their excessive length. The Appendices A , B, C and D are 
the representative selection for illustrational purposes in this summary. Two types 
of reports are used: Case report for the particular two line segment sets being fitted 
and the overview report summarizing accepted solutions from the particular cases 
for the whole data set. 

Reports A and B come from the pillars environment depicted in the respective 
overview report. It was designed to challenge the registration algorithm, while 
the robot has significantly obstructed view. The four walls around form a reliable 
reference and the eight pillars act as the obstacles to be mapped. The trajectory 
is intentionally designed to lead behind the pillars, so that the surrounding walls 
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are only partially observable. The case report A nicely shows the importance of 
the additional discrepancy metric, because all solutions presented satisfy the "high 
reliability, low ambiguity" condition, but only the confrontation with the real-world 
constraints allows to find a true set of correspondences. The table of results in the 
overview report B shows mostly very satisfying statistics. There are basically only 
two erroneous situations, which can be easily explained with the help of particular 
case report. First, there are some lines with missing results, which is caused by 
the discrepancy threshold. The case reports always contain a solution with a low 
discrepancy, only slightly exceeding the threshold. Smarter way of the optimal 
solution extraction than a simple thresholding should be probably considered. The 
second issue arises in the solutions, where the expected view was obtained from a 
position in the static scan, from which nothing could be observed. It can be easily 
identified by the zero discrepancy, but this is not a systematic solution and it should 
be addressed in the algorithm already. Otherwise the results are very good and aside 
from these two problems, the algorithm looks promising. 

The second environment called quadratic was used for another set of experiments 
illustrated by the reports C and D. It was designed to find out, how much detailed 
pattern is the registration algorithm able to deal with. The quadratic slope of 
the stairs, makes the steps gradually better and better distinguishable, while the 
remaining three walls provide a strong reference frame. The case report C nicely 
shows, how bad can be an influence of small line segments with deviations under 
the level of noise, if they enter the registration process. Wrong associations cannot 
be detected in this case, as can be seen in the first (#0) solution. The optimal 
transformation is not affected too much by this problem, but the correspondences 
extracted can easily become very misleading. The overall report D shows, that 
the algorithm was able to find a reasonable transformation for each registration 
task, but statistics of correspondence search success ration is not very convincing. 
The lesson learned from this experiment is clear. The maximal allowed ambiguity 
roughly corresponds to the level of noise present in the original data and the line 
segments which are too inaccurate with respect to this number, should be rejected 
from the registration process. Another option would be introduction of a new metric 
evaluating reliability of the the particular correspondence. 

The two experiments presented should be enough to illustrate the outcomes 
of the algorithm in its current state of development. More tests were performed 
and can be found (with a brief description) on the attached CD with electronic 
documents. Though the algorithm gives promising results, there are still some issues 
to be addressed, before it will be prepared to successfully challenge the state of the 
art methods. 
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7.5 Summary of the work on vector map registra­
tion 

This chapter is dedicated to similarity evaluation and registration of the vectorized 
laser scans. Several methods were presented for various tasks and evaluated to reveal 
their true functionality and usability in practice. This section summarizes the most 
important results. 

Section 7.2 presents a novel area-based line segment similarity criterion. Con­
trary to the usual alternatives, the criterion function is fully differentiable and the 
derivatives are continuous in the whole domain of definition. The criterion is de­
signed to give zero output for any two line segments lying on the same line, which 
makes it well applicable, wherever a small vector image is to be fitted into a larger 
one (e.g. S L A M in robotics). On the other hand, correspondences between line seg­
ments must be established in advance. The criterion also supports precomputation. 
Many algorithms iteratively transform a line segment set by a rigid transformation 
and compare it to a static set. Precomputation reduces computational complexity 
of such algorithms from O(NT) to 0(N + T) (where A is a number of line segment 
pairs being examined and T a number of transformations performed). A l l of these 
features were theoretically derived and practically tested. Testing procedure was 
selected to correspond with other publications to provide the reader with consistent 
information. 

Section 7.3 describes an analytical approach to the vectorized scan registration 
with the known correspondences. The optimal transformation, which leads to the 
best registration with given criterion, is computed in a single step. The method also 
provides a metric for evaluation of a reliability of the computation, since not all sets 
of line segments are possible to be exactly and unfailingly registered. Second metric 
is the ambiguity, which corresponds to the internal criterion function and reflects, 
how many compromises were necessary to align the corresponding line segment 
pairs. Similar to the previous method, all of these values can be obtained from the 
precomputed sums, which means constant time evaluation and recomputation, if a 
single corresponding pair is added or removed. 

Section 7.4 is dedicated to the corresponding pairs searching in the two sets 
of line segments. The algorithm utilizes the previous method to evaluate different 
combinations of correspondences and aims to find the largest set of pairs resulting 
into reliable and unambiguous registration. For the purpose of robotic mapping, 
an additional criterion was added, which stems from the physical constraints of the 
real-world measurement. The new metric is called discrepancy and it is the last 
parameter tested during the decision process, which either accepts or declines given 
set of correspondences as a likely solution. The decision process as described before 
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is a well working attempt in the direction of a robust data association and the 
experiments with the synthetic data give a very promising results. Nevertheless, 
further testing and refinements will be definitely carried out and it is likely, that the 
algorithm will be further improved. 
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8 CONCLUSION AND F U T U R E WORK 
This thesis is focused on processing of raw point clouds for further utilization in 
S L A M in robotics. Preparation of the data, from filtration and segmentation up 
to the association with the data already known, is usually referred to as the S L A M 
front-end and currently seems to be a larger research challenge than the probabilistic 
inference mechanism for the actual fusion of all measurements into a single, coherent 
map. Demands put on such maps are growing and simple solutions, distinguishing 
only the free space - obstacle difference, do not satisfy the needs of modern artificial 
intelligence. The brief summary of the state of the art in Chapter 2 revealed a strong 
tendency towards using semantic maps that contain various information about the 
objects, including their physical dimensions [41]. Since these cannot be easily descri­
bed by a set of points, more complex geometrical primitives are necessary to be used. 
Similar tendency can be seen in the point cloud registration algorithms, which, after 
the years of supremacy of the iterative closest point method [151], seem to utilize 
approximations as well [154], [175]. The research of vectorization and registration 
of the more complex geometrical entities is therefore worth the effort, because it 
directly addresses problems solved in robotics community and in some other fields 
as well. 

The main contribution of this work is concentrated in Chapters 5, 6 and 7. Seg­
mentation and filtration described in Chapter 5 is a straightforward preparation for 
further algorithms, but, as the approach is quite different from methods found during 
the literature review, it can be considered novel. Both filtration and segmentation 
of a raw point cloud is performed at the same time and the output is composed 
of a set of clusters of points, which can potentially form a continuous edge in the 
real world. This method is robust, its execution time low and the parameters of the 
algorithm directly reflect the physical essence of the measurement. 

Chapter 6 is dedicated to vectorization of continuous clusters using the total 
least squares method. In contrast to the point eliminating methods, TLS is able 
to utilize information from all points and gives significantly more precise results at 
cost of higher computational time. Contribution of this chapter is twofold. First, 
an optimized algorithm (FTLS) is introduced, which significantly reduced compu­
tational time of the traditional incremental TLS algorithm and now it probably 
represents the fastest available way of computation of this kind of approximation. 
Especially for large point clouds (which will probably get even larger as the measure­
ment devices will advance) it proves nearly as fast as the point eliminating methods, 
while keeping the supreme quality of TLS results. Second contribution lies in an 
augmentation of this algorithm (AFTLS) addressing the threshold related error of 
approximation, which is common for de facto all of the fast vectorization methods. 
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Further refinement of the results is able to suppress the problem and deliver better 
approximations. Results described in this chapter were already published in [91], 
[92] and [93]. 

Registration and data association is covered in Chapter 7. Firstly, similarity of 
the line segment pairs is discussed. It introduces a novel criterion function, that 
provides several useful features such as differentiability and continuity in the whole 
domain of definition. It is also designed to meet requirements encountered during 
scan to map registration in S L A M applications. The method supports precompu-
tation, which means that if a set of line segment pairs is being examined, addition 
or removal of a single pair of them is performed in constant time, regardless of the 
number of pairs totally involved in the computation. The result of the criterion can 
be also transformed in constant time, providing the similarity enumeration, as if one 
set of the input line segments would have been transformed. The time needed to 
examine similarity of two sets of line segments in different mutual pose is therefore 
constant and not proportional to the number of pairs involved. The criterion was 
published in [149] 

Chapter 7 also presents a method for registration of two sets of line segments 
with known correspondences, which can be performed in a single step. Apart from 
the optimal transformation, the computation process provides reliability and am­
biguity metrics, which refer to stability of the solution and amount of compromises 
needed to find the result. Based on this theoretical tool, an algorithm for correspon­
dence searching is introduced. Though it is still in development, the theory can be 
considered proved and the results of the decision process of correspondence search 
are very promising. 

The results summarized above provide a good base for further research. When 
looking back, it did not seem possible that line segments in two-dimensional space 
would provide so many opportunities for research and useful discoveries. Once the 
correspondence searching algorithm will be finished, there is plenty of directions to 
move further. Future work may lead to three-dimensional problems, more compli­
cated geometrical primitives such as b-splines or the S L A M itself. 
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LIST OF SYMBOLS, PHYSICAL CONSTANTS 
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A CORRESPONDENCE SEARCH 
CASE REPORT - PILLARS DATASET 

Dataset: 
Environment: pillars 
Noise a: 1.0 cm 
Grid: 50 x 50 cm 

Observation: 
Scan points : #0 —> #1 
True A x : 67 cm 
True Ay : 0 cm 
True Aa: 0.03 rad 

Algorithm settings: 
Maximal \Ax\: 120 cm 
Maximal \Ay\: 120 cm 
Maximal |A«| : 1.26 rad 
Vectorization max. error : 3.0 cm 
Reliability threshold : 0.10 
Ambiguity threshold : 25 
Ambiguity ka: 1000 
Ambiguity kxy: 1 
Discrepancy threshold: 2000 

/ 
f j r * f 1 / f / < 

f 

^ j ^ j 

Description: 
The pillars environment was designed to challenge the registration algorithm, 

while the robot has significantly obstructed view. The four walls around form a 
reliable reference and the eight pillars act as the obstacles to be mapped. 

The low level of noise makes the pillars well distinguishable and the vectorization 
provides an adequate line segment approximations, which can take place in the 
registration process. 

Legend: 

Static scan(#0) 

Correspondence 

Registered 
scan(#l) 

Common valid area 

Scanned points 

Discrepancy area 

Solutions: 
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Solution: # 0 
Reliability: 0.962 

Ambiguity: 14.2 

Discrepancy: 1128 

=> Accepted 

Statistics: 
True positive: 22 

True negative: 65 

False positive: 0 

False negative: 0 

<z—. 
9 k i 

/ / h i 

^ 4 »» if*. 

Solution: 
Reliability: 

Ambiguity: 

Discrepancy: 

Rejected 

# 1 
0.954 

5.5 

116222 

Statistics: 
True positive: 0 

True negative: 56 

False positive: 9 

False negative: 22 

7 
/ 

7 f 7 J 
J 

J 

/ t 

/ / / 
7 i 

:.»».. / i 
:.»».. 

/ 

Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 2 
0.902 

15.5 

65803 

Statistics: 
True positive: 4 

True negative: 58 

False positive: 7 

False negative: 18 

Solution: # 3 
Reliabili ty: 0.658 

Ambiguity: 9.3 

Discrepancy: 59411 

=> Rejected 

Statistics: 
True positive: 5 

True negative: 60 

False positive: 5 

False negative: 17 

7 / 7 1 f 7 J / 1 
J 

f / 
/ 
/ 1 f 

/ I / l 
/ y *> / / 

•> 
. /-1 / •> 
. /-1 

/ 
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Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 4 
0.942 

18.3 

56556 

Statistics: 
True positive: 6 

True negative: 61 

False positive: 4 

False negative: 16 

Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 5 
0.997 

17.2 

40565 

Statistics: 
True positive: 2 

True negative: 57 

False positive: 8 

False negative: 20 

Solution: 6 
Reliability: 0.995 

Ambiguity: 9.5 

Discrepancy: 123021 

=>• Rejected 

Statistics: 
True positive: 0 
True negative: 59 

False positive: 6 
False negative: 22 

Solution: # 7 
Reliabili ty: 0.968 

Ambiguity: 15.3 

Discrepancy: 82684 

=> Rejected 

Statistics: 
True positive: 0 

True negative: 57 

False positive: 8 

False negative: 22 
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Solution: # 8 
Reliabili ty: 0.990 

Ambiguity: 23.4 

Discrepancy: 65553 

=> Rejected 

Statistics: 
True positive: 0 

True negative: 58 

False positive: 7 

False negative: 22 

Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

Rejected 

# 9 
0.999 

12.4 

37888 

Statistics: 
True positive: 2 

True negative: 57 

False positive: 8 

False negative: 20 

Solution: 
Reliability: 

Ambiguity: 

Discrepancy: 

=>• Rejected 

# 10 
1.000 

8.7 

124077 

Statistics: 
True positive: 0 

True negative: 61 

False positive: 4 

False negative: 22 

x xil / 7/ 

-< 
:/ 1  

Solution: 
Reliability: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 11 
0.812 

6.7 

72935 

Statistics: 
True positive: 0 

True negative: 59 

False positive: 6 

False negative: 22 
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Solution: # 12 
R e l i a b i l i t y : 0.999 

A m b i g u i t y : 9.1 

D i sc r epancy : 66354 

=> Rejected 

Statistics: 
True pos i t ive : 0 

T rue negative: 58 

False pos i t ive : 7 

False negat ive: 22 

Solution: # 13 
R e l i a b i l i t y : 0.671 

A m b i g u i t y : 3.1 

Disc repancy : 123892 

Rejected 

Statistics: 
True posi t ive: 0 

True negative: 61 

False posi t ive: 4 

False negative: 22 

Solution: # 14 
R e l i a b i l i t y : 0.431 

A m b i g u i t y : 8.0 

D i sc r epancy : 69782 

=> Rejected 

Statistics: 
True pos i t ive : 0 

T rue negative: 51 

False pos i t ive : 14 

False negat ive: 22 
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B CORRESPONDENCE SEARCH 
OVERALL REPORT - PILLARS DATASET 

Dataset: 
Environment: 
Noise a: 
Grid: 

Algorithm settings: 
Maximal |Ax | : 
Maximal |Ay | : 
Maximal | A a | : 
Vectorization max. error 
Reliability threshold : 
Ambiguity threshold : 
Ambiguity ka: 
Ambiguity kxy: 
Discrepancy threshold: 

Description: 
The pillars environment was designed to challenge the registration algorithm, 

while the robot has significantly obstructed view. The four walls around form a 
reliable reference and the eight pillars act as the obstacles to be mapped. 

The low level of noise makes the pillars well distinguishable and the vectorization 
provides an adequate line segment approximations, which can take place in the 
registration process. 

Legend: 

Map edges ©" Robot pose Robot path 

Accepted results: 

Scan 
points 

Solut ion 
number 

R e l . A m b . Disc. 
True 

positive 
True 

negative 
False 

positive 
False 

negative 
#0 => #1 0 0.962 14.2 1128 22 65 0 0 

#1 => #2 0 0.961 14.2 1021 21 68 0 0 

#2 => #3 0 0.974 15.4 829 21 109 0 0 

#3 => #4 - - - - - - - -

#4 =• #5 0 0.993 2.9 854 8 18 0 0 

pillars 
1.0 cm 
50 x 50 cm 

120 cm 
120 cm 
1.26 rad 
3.0 cm 
0.10 
25 
1000 
1 
2000 

• ib 

AH 

• h 

f 

J3r 

a.. 

I 
I 

•! 
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Scan 
points 

Solution 
number 

Rel. Amb. Disc. 
True 

positive 
True 

negative 
False 

positive 
False 

negative 
#5 => #6 0 0.992 2.3 175 11 38 0 0 

#6 => #7 0 0.974 6.5 744 17 42 0 0 

#7 => #8 0 0.983 6.2 358 14 46 0 0 

#8 => #9 0 0.934 3.1 255 15 37 0 0 

#9 => #10 0 0.984 14.0 646 15 47 0 0 

#10 =• #11 0 0.906 15.4 1511 16 36 0 0 

#11 => #12 0 0.968 11.2 914 10 44 0 0 

#12 => #13 - - - - - - - -

#13 => #14 0 0.982 10.5 799 14 53 0 1 

#14 => #15 - - - - - - - -

#15 => #16 - - - - - - - -

#16 => #17 1 0.950 11.1 716 24 93 0 0 

#17 => #18 0 0.951 6,1 799 22 70 0 0 

#18 => #19 0 0.955 3.6 1099 22 64 0 0 

#19 => #20 0 0.958 9.0 739 22 63 0 0 

#20 => #21 0 0.964 10.7 650 19 61 0 1 

#21 => #22 0 0.966 7.9 695 20 74 0 1 

#22 => #23 0 0.974 22.7 1113 19 92 0 1 
14 0.797 3.3 0 0 90 2 20 

#23 => #24 - - - - - - - -

#24 => #25 0 1.000 0.5 589 7 15 0 0 

#25 => #26 0 1.000 2.0 255 12 43 0 0 
4 0.926 0.7 0 0 41 2 12 

#26 => #27 0 0.998 15.7 290 15 65 0 1 
8 0.958 10.9 0 0 63 2 16 
11 0.265 18.8 0 1 63 2 15 
12 0.259 18.6 0 2 63 2 14 

#27 => #28 0 0.993 14.4 797 15 64 0 1 

#28 => #29 4 0.989 13.6 1679 20 98 0 0 

#29 => #30 2 0.997 6.7 1605 16 69 0 0 

#30 => #31 0 0.996 9.6 874 15 46 0 0 
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Scan 
points 

Solution 
number 

Rel. Amb. Disc. 
True 

positive 
True 

negative 
False 

positive 
False 

negative 
#31 => #32 0 0.976 8.8 1857 12 47 0 0 

#32 => #33 0 0.987 6.9 786 13 34 0 0 

#33 => #34 0 0.996 18.3 947 15 44 0 0 
2 0.870 20.3 0 4 38 6 11 

#34 => #35 5 0.756 6.7 0 0 74 3 16 

#35 => #36 0 0.979 15.1 1671 18 78 0 1 

#36 => #37 0 0.921 23.9 1318 12 49 0 1 

#37 => #38 0 0.973 3.3 686 8 14 0 0 
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C CORRESPONDENCE SEARCH 
CASE REPORT - QUADRATIC DATASET 

Dataset: 
Environment: 
Noise a: 
Grid: 

quadratic 
1.0 cm 
50 x 50 cm 

Observation: 
Scan points : #0 —> #1 
True A x : 56 cm 
True Ay : 0 cm 
True A a : -0.05 rad 

Algorithm settings: 
Maximal \Ax\: 120 cm 
Maximal |Ay | : 120 cm 
Maximal | A a | : 1.26 rad 
Vectorization max. error : 3.0 cm 
Reliability threshold : 0.10 
Ambiguity threshold : 25 
Ambiguity ka: 1000 
Ambiguity kxy: 1 
Discrepancy threshold: 5000 

Description: 
The quadratic environment was designed to find out, how much detailed pattern 

is the registration algorithm able to deal with. The quadratic slope of the stairs, 
makes the steps gradually better and better distinguishable. 

The low level of noise allows the stair steps to enter the registration process, but 
the lowest differences are clearly under the level of noise. Registration success ratio 
reflects this in the falsely set correspondences. 

Legend: 

Static scan(#0) 

Correspondence 

Registered 
scan(#l) 

Common valid area 

Scanned points 

Discrepancy area 

Solutions: 
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Solution: # 0 
Reliabili ty: 0.917 

Ambiguity: 22.7 

Discrepancy: 3929 

=> Accepted 

Statistics: 
True positive: 16 

True negative: 169 

False positive: 10 

False negative: 7 

Qf 

Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 1 
0.594 

2.6 

15085 

Statistics: 
True positive: 3 

True negative: 178 

False positive: 1 

False negative: 20 

Solution: # 2 
Reliabili ty: 0.999 

Ambiguity: 15.5 

Discrepancy: 17136 

Rejected 

Statistics: 
True positive: 4 

True negative: 178 

False positive: 1 

False negative: 19 

Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

Rejected 

# 3 
0.987 

8.8 

10027 

Statistics: 
True positive: 3 

True negative: 177 

False positive: 2 

False negative: 20 
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Solution: 
Reliabili ty: 

Ambiguity: 

Discrepancy: 

=> Rejected 

# 4 

0.773 

2.4 

22595 

Statistics: 
True positive: 3 

True negative: 179 

False positive: 0 

False negative: 20 

Solution: # 5 
Reliabi l i ty : 0.976 

Ambigui ty : 9.2 

Discrepancy: 7639 

Rejected 

Statistics: 
True positive: 4 

True negative: 179 

False positive: 0 

False negative: 19 

143 



D CORRESPONDENCE SEARCH 
OVERALL REPORT - QUADRATIC DATA-
SET 

Dataset: 
Environment: 
Noise a: 
Grid: 

Algorithm settings: 
Maximal |Ax | : 
Maximal |Ay | : 
Maximal | A a | : 
Vectorization max. error 
Reliability threshold : 
Ambiguity threshold : 
Ambiguity ka: 
Ambiguity kxy: 
Discrepancy threshold: 

Description: 
The quadratic environment was designed to find out, how much detailed pattern 

is the registration algorithm able to deal with. The quadratic slope of the stairs, 
makes the steps gradually better and better distinguishable. 

The low level of noise allows the stair steps to enter the registration process, but 
the lowest differences are clearly under the level of noise. Registration success ratio 
reflects this in the falsely set correspondences. 

Legend: 

Map edges ©" Robot pose Robot path 

Accepted results: 

Scan Solution True True False False 
points number Rel. Amb. Disc. positive negative positive negative points number positive negative positive negative 

#0 => #1 0 0.917 22.7 3929 16 169 10 7 

#1 => #2 0 0.937 21.1 1930 14 175 6 9 

#2 =• #3 0 0.943 19.9 1106 15 180 1 8 
3 0.507 1.1 3526 3 181 0 20 
4 0.937 20.3 747 16 182 2 7 

quadratic 
1.0 cm 
50 x 50 cm 

120 cm 
120 cm 
1.26 rad 
3.0 cm 
0.10 
25 
1000 
1 
5000 
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Scan 
points 

Solution 
number 

Rel. Amb. Disc. 
True 

positive 
True 

negative 
False 

positive 
False 

negative 

#3 => #4 0 0.964 14.9 977 15 189 5 8 
6 0.574 0.7 3746 3 194 0 20 

#4 => #5 0 0.968 17.7 1489 15 209 6 8 

#5 => #6 0 0.973 12.9 724 14 211 5 9 

#6 => #7 0 0.974 13.5 1321 14 194 0 9 
6 0.492 0.9 2671 3 194 0 20 

#7 => #8 0 0.966 13.9 764 13 190 0 9 

#8 =• #9 0 0.976 13.7 1213 12 208 5 10 
7 0.299 0.5 3726 3 213 0 19 

#9 => #10 0 0.979 18.9 3404 16 227 6 7 

#10 => #11 0 0.979 16.4 1174 16 178 1 6 
6 0.376 0.9 4798 4 179 0 18 

#11 => #12 0 0.990 14.8 1041 21 169 1 1 

#12 => #13 0 0.951 15.1 454 18 176 1 3 

#13 => #14 0 0.914 17.7 1504 17 153 0 2 

#14 => #15 0 0.892 16.6 2492 17 134 2 0 

#15 => #16 0 0.899 17.8 1014 16 120 0 0 

#16 => #17 0 0.893 19.5 1251 15 112 1 0 

#17 => #18 0 0.889 18.8 639 15 111 2 0 

#18 => #19 0 0.897 18.4 2286 15 123 8 1 

#19 => #20 0 0.912 17.4 2572 13 159 2 3 

#20 => #21 0 0.906 16.5 991 12 181 1 7 
3 0.288 0.1 4470 3 185 0 16 

#21 => #22 0 0.873 18.1 948 17 228 11 6 

#22 => #23 0 0.875 20.3 956 19 192 0 1 

#23 => #24 0 0.897 20.6 1384 19 189 0 1 
5 0.439 0,1 3760 3 189 0 20 

#24 => #25 0 0.923 16.7 1361 15 179 2 8 

145 


