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1. Introduction – Specifics of Advertising Language 
 

1. 1. Advertising as a Form of Communication 

 

Advertising is ubiquitous. Every member of a modern civilization is exposed to it almost 

permanently. Yet, advertising is generally viewed as a somewhat controversial social 

phenomenon. In spite of all creative, technological and even artistic efforts often 

invested into its production, many people tend to approach it with skepticism, animosity 

or displeasure. Even though advertising as a form of communication is at the present day 

much more visible than many other communication forms, including fiction, scientific or 

journalistic texts, majority of society considers it unimportant in comparisons with these 

genres. Myers (1994) comments on this problematic position by saying that “advertising 

is everywhere and yet nowhere.” 

  From the functional point of view, the American Marketing Association (AMA) 

defines advertising as “The placement of announcements and persuasive messages in 

time or space purchased in any of the mass media by business firms, nonprofit 

organizations, government agencies, and individuals who seek to inform and/ or 

persuade members of a particular target market or audience about their products, 

services, organizations, or ideas.” (American Marketing Association online, 2013). From 

linguistic point of view, advertising is somewhat more difficult to capture. 

 Just as any other form of communication process, an advert consists of creating 

an information message by a sender, followed by its transfer though an information 

channel (medium) and concluded by a decoding and interpretation of the message by a 

receiver.  

As opposed to many other communication forms, advertising typically does not 

involve a single, unambiguously identifiable sender of the message. Instead, it usually 

involves a wide group of the message addressers, including the advertiser (the ordering 

party, typically an advertising agency client, a private business, or public and political 
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organization), at least one copywriter, and a number of ad agency creative staff, 

including photographers, graphic designers, models, actors and others. 

Similarly, the mass scope of advertising messages makes it impossible to clearly 

identify the information receiving party. Even though an advert is typically intended for 

a particular group of people (potential buyers or clients), it is commonly perceived also 

by large numbers of people who do not belong into its target group. However, even these 

addressees are influenced by the information contained in the advertisement; albeit not 

in the way intended by any of the addressers (e.g. men can be influenced by 

advertisements on products intended only for women, even though not in a way that 

would affect their consumer behavior).  

In spite of its inner variability and seeming disparateness, Cook (2001) claims 

that the discourse of advertising includes a range of formal properties which allows it to 

be considered a stylistically distinct type of communication – a genre. However, one of 

advertising’s most prominent features is the fact that it commonly alludes to other genres 

or tries to mimic them in order to meet its own communicative goals, and thus overlaps 

them to a certain degree. Stylistically, advertising in English makes use of the public 

colloquial style of language, found throughout the mass media. Ads, even the written 

ones, attempt to mimic mainly the style of spoken language, in order to create a sense of 

closeness to their addressees. However, advertising texts alluding to genres of fiction, 

poetry and popular science are also fairly commonplace. (Sedivy, Carlson, 2011) 

It is also crucial to point out that contemporary advertising is an inherently 

multimodal form of communication and its messages are created and understood as 

interplay of texts, images and sometimes sounds. In this thesis, I will be dealing 

primarily with the textual parts of advertisements and secondarily with the visual parts, 

without which a correct interpretation of the textual messages would often be difficult, in 

not entirely impossible.  
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1. 2. Functions of language in advertising  

 

The primary goal of advertising texts, functioning as integral parts of the multimodal 

messages, is to capture attention of the potential customers, address them and elicit their 

interest in the promoted product, service or idea, by means of easily memorable and 

recallable information. This goal is expressed by a psychological principle referred to in 

advertising industry as AIDMA, which is an abbreviation standing for “Attention-

Interest-Desire-Memory-Action”, summing up the sequence of effects a well created 

advert should have on its recipient.  This principle has been based on an older 

psychological model AIDA, which is still in use to a lesser degree, and which does not 

emphasize the need of the advertisement’s long-term memorability. 

 Another crucial property of advertising text is its brevity, which is given mainly 

by development and proliferation of multi-media communication in the past two decades. 

In the contemporary urban environment filled with advertising and other multi-media 

messages, it is becoming ever so important for ads to be short, brief, apt and original in 

order to capture the consumers’ attention quickly and efficiently. It has already been 

mentioned that advertising texts work together with images, which are inherently much 

easier for human mind to process and understand. For this reason, it has become a major 

trend to reduce the textual part of advertisements to a bare minimum and the visual part 

has become the carrier of majority of the information contained in the multimodal 

advertising message. Instances of advertisements that contain only text without 

accompaniment of any visualization (apart from color and typography), but these ads are 

becoming increasingly exceptional. In a great majority of current advertisements, the 

visual and linguistic modes work together to create a complex information unit, and their 

interplay is key to understanding the intended message. (Bergström, 2008) 
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1. 3. Structure of Advertising Texts 

 

Advertising texts, written as well as spoken, are traditionally divided into several types, 

each of which follows a distinct set of rules. These types apply primarily to written 

advertisements (appearing in print and outdoor media, as well as online), but they are to 

a certain degree reflected also in the spoken commercials on TV and radio. Spoken 

advertisements, however, tend to revolve around a dramatic backstory that is not 

considered an advertising text per se, but rather as a miniature piece of fiction. 

Nevertheless, most of the following types of advertising text are used universally 

throughout the media. 

 

1.3. 1. Brand name 

A brand is the smallest element of advertising texts, but its importance within the whole 

is paramount. A brand name can identify a single product, a line of products, or the 

producer with its complete inventory. As an essence of corporate identity, a brand is 

performing several important functions. It structures the market by means of 

identification of product based on their characteristics, it represents the quality that 

customers expect of the product or service, and it gives a certain guarantee in situations 

where it is impossible to assess the quality objectively. Furthermore, it helps to 

categorize products in certain social environments and their integration, or, conversely, 

differentiation against the environment. (Vysekalová, Mikeš, 2009). The primary goal of 

a brand as a name associated with a product or a service is to assume a strong and clear 

position in the mind of potential customers.  

 The strategy of creating a functional brand name (in marketing terminology 

referred to simply as naming) accounts for several factors, especially intelligibility, 

melodiousness, memorability as well as the possibility of easy association of the 

lexemes and sounds of the brand name with the denoted product or service. The greatest 

emphasis is, however, put on uniqueness and conspicuousness that allows the name to 
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stand out within the competing market environment. (Myers, 1994) These desired effects 

are typically achieved by using unusual orthography, particularly by choice of 

conspicuous letters in the spelling of the name. There are two major trends in this 

method. The first is to employ letters that generally have low frequency in English 

spelling (e.g. Q, Z, X, to a lesser degree J), the second is to use nonstandard spelling in 

ordinary words or lexemes. In the first trend, the letter X is especially popular. Examples 

of brand names created using this strategy are Radox, Ajax, Exxon, Xerox and a number 

of others. (Cook, 2001) The other method of deviant spelling in brand names can be 

exemplified by Kitekat (a cat food brand, deviation from the standard “kitty cat”) or 

Kwik Kopy (a copying vendor). Some brand names combine both aforementioned 

strategies, such as Kleenex1.  

 Other linguistic strategies employed in creating brand names are symmetry (e.g. 

OXO, a housewares manufacturer), or alliteration (used famously by the company 

Minnesota Mining and Manufacturing,  which wittily changed its own brand name to 

3M). Easy associability of the name with the product sometimes leads to use of 

metaphors, such as in case of the automobile brand name Jaguar. 

 

1.3. 2. Headline 

The headline is the most conspicuous and highly important textual element of every 

advertisement. As a result of the recent tendency to minimalize the textual part of ads in 

order to reduce the consumers’ need to focus on reading, the headline is in fact often the 

only text that accompanies the visual part of the ad (apart from the advertiser’s logo 

and/or brand name). As such, it is the main carrier of the advertisement’s appeal to the 

customers and general characteristics of contemporary advertising languages are 

especially visible in it. It should be striking, well reader and effective. If there are more 

textual parts present in the advertisement, it should captivate the viewer’s attention, elicit 

their interest and curiosity and motivate them to continue reading. If it is the only text of 
                                                
1 A cleaning paper tissues manufacturer. An exceptionally successful brand name that in American English 
became synonymous with the type of product itself. 
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the ad, it should have a clear and memorable point. Considering that majority of 

consumers only take the time to read the headline when encountering an outdoor or print 

ad, the minimalistic concept of a simple, witty headline accompanied only by a 

visualization is becoming a major trend. (Luntz, 2008) In some necessary cases, such an 

ad can have a ‘sub-headline’ that briefly finishes the idea expressed in the headline itself. 

 

1.3. 3. Slogan 

The shortest part of traditional advertising text apart from the brand name, a slogan 

accompanies it in order to connect the brand with the product, service or idea being 

advertised. It typically expresses a value or purpose in a short, memorable way. There 

are three types of slogans distinguished according to their function and duration of their 

service: a product slogan, a campaign slogan and a corporate slogan. The latter category 

of slogans has the most widespread use largest importance. (Wiedemann, 2006) The 

function of slogan as a part of corporate identity is based on its long-term use and 

repetition, therefore companies change their slogans only once in a few years on 

average2. A corporate slogan should be applicable to the entire company and all products 

or services within its inventory.  In some cases, a conspicuously placed slogan, 

combined with a strong visualization, can be used as the only text in an advertisement 

and thus take over the function of a headline. 

 

1.3. 4. Body copy 

This traditionally longest and central part of every advertisement’s text is in fact the part 

that tends to be completely omitted for the sake of brevity at the present day advertising. 

(Cranin, In: Wiedemann, 2006) This drastic reduction strongly depends on the type of 

advertising information and the medium used (the requirement of brevity is much 

stronger on billboards and on-line ads, than, for instance, in magazine ads or public 

                                                
2 Longevity of corporate slogans is, however, to a large extent individual. While e.g. the Coca-Cola Company 
changed its slogan nine times as of the year 2000, some companies leave their slogans unchanged for decades 
(American Marketing Association online, 2013) 
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transportation posters). Considering its length, which makes its overall memorability 

inevitably difficult, the psychological rule AIDMA employed in creating shorter texts is 

often replaced by an alternative rule AIDCA (Attention-Interest-Desire-Conviction-

Action) when writing a longer body copy, since its main purpose typically is to convince 

the customer of the advertised product’s quality. It should be coherent, consistent and as 

easy to read as possible, which is often achieved e.g. by using short sentences, or, 

conversely, an exceptionally long, run-on sentences aiming towards a sharp point, 

figures of speech, elaborated repetition of selected words, or parallelisms. (e.g. Cook, 

2001) It should draw on the headline and point towards the slogan of the advertised 

product or company, which should serve as a logical conclusion of the body copy.  

 

1. 4. Historical Overview of Advertising in the USA 

 

Advertising is a phenomenon as old as commerce, yet for the most of its known history 

its techniques of persuading customers were relatively unremarkable. The language of 

advertisements up to the second half of the 20th century was based mainly upon 

articulate descriptions of the advertised product’s positive qualities and/or price – a 

technique in the contemporary marketing terminology known as hard sell. The era of 

economic growth in 1950’s was also the time of great proliferation of ads traditionally 

centered around long textual exaltations of products and services, accompanied by 

pictures of the product and images of idealized lifestyle. It was also the time when 

advertising copywriters started to commonly employ humorous and jocular captions as 

means to make their ads more memorable and disarm natural skepticism of customers. 

(Myers, 1994) 

The 1960’s marked the beginning of the period when the visualizations in 

advertisements began to gain prominence at the expense of the texts, which started to 

become shorter and less descriptive. (Marinčáková, 2011) The traditional hard-sell 
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approach of highlighting benefits of the products or services to the consumers using 

comparatives and superlatives, however, remained the strongest trend. 

A major change in advertising strategies in the USA was brought about by 

another era of rapid economic growth, the early 1990’s. In the prosperous American 

consumer market, saturated with vast selection of affordable products of comparably 

high quality, the traditional hard sell advertising messages ceased to lose meaning to 

potential buyers, becoming media clichés. (Goodman, Rushkoff, 2004) These changes 

resulted in a paradigm shift within the advertising industry and an advent of formerly 

marginalized marketing approach known as soft sell. While hard sell is based upon 

convincing the customer using rationally based arguments, soft sell attempts to influence 

customer using emotional appeals. The foundation of soft sell is the premise that the 

product becomes a part of its owner’s identity and personal image; therefore soft sell 

advertising aims to associate the product with positive values, ideas and emotions, in 

order to make it desirable to customers on both conscious and subconscious level. 

The advent of digital technologies and the Internet during the 1990’s brought 

about new media and possibilities for advertising industry, which in turn lead to 

proliferation of advertisements and additional escalation of competition between 

advertising agencies, corporations and brands. Such development has led to the present-

day advertising industry characterized by constant struggle for new, innovative strategies 

and techniques for capturing consumers’ attention and interest in the multi-media 

environment saturated with ads.  

 

1. 5. Current Advertising from Linguistic Viewpoint 

 

Advertising is inherently a public discourse. It always attempts to reach and impact 

broad masses of speakers in persuasive and memorable ways. From the stylistic 

perspective, advertisements typically make use of public colloquial style of English, 

attempting to emulate ways in which their target consumers ordinarily speak in order to 
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create a sense of closeness and understanding. However, while doing so, advertisers also 

always strive for originality, conspicuousness, exceptionality and innovation in order to 

break through the clutter of competing advertising messages and get noticed and 

remembered. Therefore, advertising has a great potential to not only reflect and 

perpetuate, but also co-create and spread latest trends in colloquial language. (Sedivy, 

Carlson, 2011) Together with other mass-media, it can be considered one of the most 

prominent contemporary driving forces of language change. 

 Advertising has always had an important role in enriching the language with new 

words and expressions, mainly through presenting new inventions, products and brand 

names to the public. However, as the advertising became less oriented on describing 

product benefits and started to put greater emphasis on its originality and noticeability, 

linguistic creativity of advertising copywriters gained new importance.  Recent studies 

on advertising language (e.g. Lehrer, 2007, Luntz, 2008, Sedivy, Carlson, 2011 etc.) 

suggest that one of major trends in advertising creativity that has become particularly 

popular around the early 2000’s is using nonce words or neologisms in order to captivate 

customers attention and conjure up humorous effect, rather than to give names to new 

products or concepts. While most of these neologisms are bound to be short-lived, some 

may have the potential to become popularized and enter a widespread use. (Lehrer, 

2007) Also, since advertising in principle both reflects and influences contemporary 

tendencies of colloquial language, I believe that these neologisms found in 

advertisements deserve to be studied in detail, since such study may suggest some facts 

on lexical productivity and creativity in present-day American English in general. 

Lexical analysis of such neologisms found in real-life examples of recent American 

advertisements is one of the main aims of this thesis. 

 Another research aim of this thesis has to do with another contemporary 

advertising trend suggested by available literary sources (esp. Lundmark, 2005, Zaltman 

et al., 2008, Tuan, 2010 etc.), which is that a great number of present-day soft sell 

advertising messages are constructed and understood as fundamentally metaphorical, in 
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terms the groundbreaking study Metaphors we Live by by Lakoff and Johnson (2003).3 

Research focus and methodology of this thesis will be in greater detail discussed in the 

following chapter. 

 

 

 

                                                
3 First published in 1980, revised and reprinted in 2003. This thesis references and cites the revised edition. 
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Valentine’s 

(2001: 219) description of the inflectional possibilities of intransitive verbs 

that take animate subjects: 

For the INDEPENDENT and CONJUNCT ORDERS, there are theoretically nine 

person/number/obviation categories, four MODES (and ITERATIVES in 

the conjunct), two POLARITIES, three TENSES, and two functions (VERBAL 

and PARTICIPIAL in the conjunct) creating 88 inflectional combinations. 

For the IMPERATIVE ORDER, there are three person/number combinations, 

and three modes, creating theoretically nine inflectional 

combinations, making a total of roughly 890 forms for the animate 

intransitive verb. 

The independent form of the verb is used in main clauses, and differently 

inflected forms are used in subordinate clauses (the conjunct form) and 

in imperatives. By polarities, Valentine means that verbs have different 

forms for positive and negative. Compare this to the four forms of the verb 

walk in English (walk, walks, walked, walking); English uses the same forms 

of the verb in main and subordinate clauses, and uses a separate word for 

negation. 

Derivation is no less complex than inflection in this language: words 

rarely consist of a single root morpheme. Instead, various bound morphemes 

are joined together to form words. Intransitive verbs, for example, 

frequently consist of two or three pieces. The last piece, called the ‘final’, 

expresses a verbal concept. The first piece, called the ‘initial’, expresses 

something that modifies the verbal concept; in English we would express 

similar concepts with separate adjectives, adverbs, or prepositions: 

(36) Examples from Valentine (2001: 327) with initial giin- ‘sharp’ 

giin’zi ‘be sharp (of tongue)-ANIM. SUBJ. giinaa ‘be sharp-INANIM.SUBJ. 

Verbs may also have a third piece that occurs between the initial and the 

final; this is called the ‘medial’ and corresponds to what in English would 

usually be a nominal concept (Valentine 2001: 330, 334): 
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(37) dewnike ‘have an ache in one’s arm’ dew ‘sore’                                                 nik ‘arm’ 

                                                e ‘have’ 

bookjaane ‘have a broken nose’ book ‘broken’                                                 jaan ‘nose’ 

                                                e ‘have’ 

gaagiijndbe ‘have a sore head’ gaagiij ‘sore’                                                 ndib ‘head’ 

                                                e ‘have’ 

 

 

Such forms can undergo further derivation by adding another final element, 

so from gaagiijndbe ‘have a sore head’ we can get gaagiijndbekaazo, 

which means ‘pretend to have a sore head’ by adding the final -kaazo, 

which means ‘pretend to’. And of course each of these verbs can then take 

various inflectional elements. 

Nouns can be made up of several bound morphemes as well. For example, 

the nouns in (38a) are made up of an initial bound element that has 

an adjectival sort of meaning, and a second bound element that means 

‘thing’. Those in (38b) have an initial element that is a free form, and a 

bound final element that means ‘building, habitation’: 

Typology 131 

(38) a. From Valentine (2001: 484) 

gete hii ‘old thing’ gete- ‘old’ -hii ‘thing’ 

shkihii ‘new thing’ oshk- ‘new’ -hii ‘thing’ 

b. bzhikiiwgamig ‘cowshed’ bizhikiw ‘cow’ -gamigw ‘building’ 

gookooshgamig ‘pig sty’ gookoosh ‘pig’ -gamigw ‘building’ 

Valentine uses terms like ‘initial’, ‘medial’, and ‘final’, rather than calling the 

bound morphemes that make up these forms ‘prefixes’ or ‘suffixes’, probably 

because these morphemes are much more like roots than like affixes in their 

meanings. We might therefore think of them as bound bases. 

There are some derivational suffixes in Nishnaabemwin, however. For 

example the suffix -aagan creates nouns from one class of transitive verbs: 

(39) naabkawaagan ‘scarf, necklace’ naabkaw ‘wear anim. noun around neck’ 
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noodaagan ‘employee’ noodaw ‘hire anim. noun’ 

And Nishnaabemwin also has compounds, which differ from the forms in 

(38) by being composed of two independent stems (Valentine 2001: 516–17): 

(40) jiibaakwe-kik ‘cooking pot’ (cook                                                 pot) 

shkode-daaban ‘train’ (fire                                                 vehicle) 

waasgamg-kosmaan ‘bell pepper’ (pepper                                                 squash) 

One thing that is striking about the morphological system of 

Nishnaabemwin is the overall complexity of words: words rarely consist of 

a single morpheme, and frequently consist of many morphemes. 

7.3.6 Summary 

Comparing these languages, we can see a bit of what Sapir means about 

the “genius” of a language. Although we don’t need to romanticize the 

unique character of each language, studying morphology opens our eyes 

to the different mixture and balance of word formation processes to be 

found in individual languages. Each language has a different combination 

of word formation processes that gives the language its unique character. 

But we should keep in mind as we wonder at all this diversity that we 

should always be on the lookout for the commonalities or universals that 

mark all these languages as human languages. 

Challenge 

Go to your university library and look for a grammar of a language you 

know nothing about. Make sure the grammar you choose has a section on 

morphology. Write a two- or three-page description of the sorts of inflection 

and derivation that your chosen language displays, thinking about 

both inflection and derivation, and about the different kinds of word formation 

rules your language displays. We will look at these again shortly. 

132 INTRODUCING MORPHOLOGY 

7.4 Ways of characterizing languages 

Up to this point we have viewed the morphological systems of languages 

in an impressionistic way, looking at the combination of inflectional and 

derivational processes that give the language its overall morphological 
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pattern. Morphologists continually seek to go beyond simple descriptions, 

however. In looking at the morphological systems of individual languages, 

we are always looking for patterns. We are interested in what sorts of 

morphological rules we might expect to find in languages and what that 

tells us about the general faculty of human language. We are also interested 

in classifying languages by looking at whether particular sorts of 

traits cluster together, and whether those clusters tell us something 

deeper about the nature of language. We will return to the first of these 

considerations in the last chapter of this book. Here, we will look more 

closely at different ways we may classify the morphology of languages, 

and how various classifications illuminate the nature of language. This 

latter enterprise is called typology. We start this section by looking at a 

very traditional way of classifying languages, and then look at more contemporary 

schemes of morphological typology. 

7.4.1 The fourfold classification 

Morphological typology has a long history, going back at least to the early 

nineteenth century in the work of Wilhelm von Humboldt (1836; reference 

in Comrie 1981/1989). In this tradition, also developed by the linguist 

Edward Sapir, who we mentioned above, it was common to divide languages 

into four morphological types: isolating (or analytic), agglutinative, 

fusional, and polysynthetic. 

An isolating or analytic language is one in which each word consists of 

one and only one morpheme. Vietnamese is often cited as an example of 

an isolating language. For example, nouns do not inflect for plurality. The 

noun dôn̓ g ho̓̂ means ‘watch’ or ‘watches’. If one wants to be specific about 

how many watches are in question, it is possible to use a numeral and 

then a noun classifier before the noun (Nguyen and Jorden 1969: 119), as 

(41a) shows: 

(41) a. hai cái dô ̓ng hô ̓ 

two CL watch 

‘two watches’ 
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b. Mai tô i làm cái đó Tô i làm cái đó hô m qua. 

tomorrow I do CL that I do CL that yesterday 

‘I will do that tomorrow’ ‘I did that yesterday’ 

Similarly, as (41b) illustrates, verbs do not inflect for tense in Vietnamese. 

Instead, if one wants to be specific abou9t the time of an event, it is necessary 

to use specific adverbs like ‘tomorrow’ or ‘yesterday’. 

Of the languages we have profiled in section 7.3, Mandarin comes closest 

to being an isolating language. Although Mandarin has abundant comTypology 
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pounding, it has little that would count as morphological inflection. Like 

Vietnamese, plurality, tense, and aspect are all expressed by separate words. 

Unlike isolating languages, agglutinative languages have complex 

words. Furthermore, those words are easily segmented into separate morphemes 

and each morpheme carries a single chunk of meaning. In our 

grammatical sketches in 7.3, Turkish is the language that comes closest to 

an agglutinative ideal. For example, we gave the various case forms of the 

Turkish noun ‘house’ in (10), repeated here (42): 

(42) ev ‘house’ 

evi Definite-accusative 

evin Genitive 

eve Dative 

evde Locative 

evden Ablative 

To form the plurals of these nouns, all one needs to do is add the morpheme 

-ler, which goes after the root and before the case endings: 

(43) evler ‘house-PLURAL’ 

evleri Plural definite-accusative 

evlerin Plural genitive 

evlere Plural dative 

evlerde Plural locative 

evlerden Plural ablative 
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The two sorts of morphemes are easily separated in terms of both form 

and meaning. 

A fusional language, like an agglutinative language, allows complex 

words, but its morphemes are not necessarily easily segmentable: several 

meanings may be packed into each morpheme, and sometimes it may be 

hard to decide where one morpheme ends and another one starts. Latin is 

a good example of a fusional language. We can, for example, compare the 

noun paradigm in Latin with that in Turkish. Whereas it is easy in Turkish 

to separate off one morpheme that means ‘plural’ and another that 

means ‘genitive’, it is not possible find separate morphemes that go with 

those concepts in Latin. Let’s look again at the paradigm for ‘girl’ in Latin 

in example (27), repeated here: 

(44) ‘girl’ Singular Plural 

Nom. puella puellae 

Gen. puellae puellārum 

Dat. puellae puellīs 

Acc. puellam puellās 

Abl. puellā puellīs 

If we assume that the root for the noun ‘girl’ is puell, the best we can do is 

to say that the morpheme that means genitive singular is -ae and the one 
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that means genitive plural is -ārum. Each of these also carries gender information 

(remember that nouns with these endings are most often feminine) 

as well. But there is no way of separating part of these morphemes 

into smaller pieces that mean ‘genitive’ or ‘singular’ or ‘plural’ or ‘feminine’). 

This is the hallmark of fusional morphology. 

The final morphological type is called polysynthetic. In a polysynthetic 

language words are frequently extremely complex, consisting of many 

morphemes, some of which have meanings that are typically expressed by 

separate lexemes in other languages. In our grammatical sketches in section 

7.3, Nishnaabemwin is a language that could easily be characterized 
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as polysynthetic. Remember that it not only has an intricate inflectional 

system, but forms complex words out of two or more bound bases. We 

repeat the examples from (37) here as an illustration of polysynthesis 

(Valentine 2001: 330, 334): 

(45) dewnike ‘have an ache in one’s arm’ dew ‘sore’                                                 nik ‘arm’ 

                                                e ‘have’ 

bookjaane ‘have a broken nose’ book ‘broken’                                                 jaan ‘nose’ 

                                                e ‘have’ 

gaagiijndbe ‘have a sore head’ gaagiij ‘sore’                                                 ndib ‘head’ 

                                                e ‘have’ 

These forms can then act as bases for all the inflectional affixes that 

attach to intransitive verbs in Nishnaabemwin. 

7.4.2 The index of synthesis and the index of fusion 

The problem with the traditional fourfold classification is that languages 

rarely fall neatly into one of the four classes. For example, English is not 

quite an isolating language – it has some inflection – but it is certainly 

not an agglutinating or a fusional language (Old English was much closer 

to being a fusional language, though). Another problem is that sometimes 

the inflectional system of a language falls into one category, but the derivational 

system fits better into another. English again can serve as an 

illustration: English derivational morphology is actually not that far from 

being agglutinating, as an example like operationalizability (operat-ion-al-izable- 

ity) suggests. 

One way of dealing with these problems is to give up the fourfold classification 

in favor of two different scales, which Comrie (1981/1989: 51) 

calls the ‘index of synthesis’ and the ‘index of fusion’. The index of synthesis 

looks at how many morphemes there are per word in a language. 

Isolating languages will have few morphemes per word – in the most 

extreme cases, only one morpheme per word. Agglutinative or polysynthetic 

languages, on the other hand, will typically have many morphemes 

per word. And because this is a scale, languages like Samoan, or English 
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can fall somewhere in-between the extremes. 

The index of fusion, in a rough sense, measures how many meanings 

are packed into each morpheme in a language. High on the index of 

fusion would be Latin inflection, where at least three different concepts 

(for example, gender, number, and case in nouns, person, number, and 

tense in verbs) can be packed into a single morpheme. Low on the index 

of fusion would be an agglutinative language like Turkish, where each 
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morpheme carries only one inflectional concept (for example, case or 

number, but not both together). 

There is no reason why we could not look at the derivational and inflectional 

morphologies of a language separately and see where they fit on 

these two scales. In terms of inflection, English would be low on the index 

of synthesis, but we might place it higher on that scale if we’re looking at 

English derivation, since many words in the language are formed by compounding, 

prefixation, or suffixation. Similarly, we might class English 

higher on the index of fusion if we’re looking at verbal inflection (the suffix 

-s carries the meanings ‘third person’, ‘present’, and ‘singular’ packed 

together in a form like walks) than if we’re looking at derivation, where 

each morpheme typically has one distinct meaning. 

Challenge 

Take a look at the grammatical sketch of an unfamiliar language that 

you made earlier in this chapter. How would you characterize your 

language in terms of the fourfold classification? Where would you 

place it in terms of the index of synthesis and the index of fusion? 

Does your language pose any special problems for these means of 

classification? 

7.4.3 Head- versus dependent-marking 

Above, we have looked at the morphologies of languages in terms of the 

ease with which words can be segmented and the relationship between 

meaning and form in morphemes. There are other things we can look at, 
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however, in classifying and comparing languages. 

One thing we can look at is the way that morphology signals the relationship 

between words in phrases. The main element in each syntactic 

phrase is called its head; the head of a noun phrase (NP) is the noun, the 

head of a verb phrase (VP) is the verb, and so on. The other elements that 

combine with the head to become a phrase might be called the dependents 

of the head. Dependents of a noun can be adjectives, determiners, 

or possessives, and dependents of a verb can be its subject or object. 

Languages can choose to mark relationships between the head and its 

dependents in different ways: the relationship can be marked exclusively 

on the head, or exclusively on the dependent, or on both or neither. If the 

relationship is marked by some morpheme on the dependent, this is 

called dependent-marking, and if it is marked on the head, it is called 

head-marking. 

As illustrated in (46a), the relationship between the head noun and its 

possessor is marked on the possessor in English, but on the head in 

Hungarian (46b) (examples from Nichols 1986: 57): 

(46) a. English 

the man’s house 

dependent head 
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b. Hungarian 

as ember ház-a 

the man house-3SG. 

dependent head 

‘the man’s house’ 

The NP in English therefore shows dependent-marking between a possessor 

and the head noun, whereas the NP in Hungarian shows headmarking. 

Whole clauses may also exhibit either dependent-marking or headmarking. 

In Dyirbal, NPs are case-marked to show their relationship to the 

verb:6 
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(47) From Nichols (1986: 61) 

balan ᶁugumbil baŋul yaɽangu baŋgu yuguŋu balgan 

ART.NOM woman.NOM ART.ERG man.ERG ART.INSTR stick.INS hit 

dependent dependent dependent head 

‘The man is hitting the woman with a stick.’ 

Dyirbal would therefore be considered a dependent-marking language 

within clauses. 

In contrast, the Mayan language Tzutujil shows head-marking within 

clauses: the verb is marked for the person and number of its subject and 

object, but there is no marking on the subject and object themselves to 

show their function in the clause (Nichols 1986: 61): 

(48) x- ∅- kee- tij tzyaq ch’ooyaa7 

ASP-3SG.- 3PL.- ate clothes rats 

head dependent dependent 

‘Rats ate the clothes’ 

As I mentioned above, it is also possible for languages to show neither 

head-marking nor dependent-marking. For example, a language 

that is isolating and has no inflection would have neither head- nor 

dependent-marking. On the other hand, it is possible for a language to 

have inflectional markings on both the head and its dependents. 

Turkish, for example, marks both the possessor and the possessed 

noun in an NP: 

(49) ev-in kapɩ-sɩ 

house-GEN door-3SG 

dependent head 

‘the door of the house’ 

When the relationship between the dependent and the head is marked on 

both constituents, we have what is called double-marking. 

6. Nichols (1986) considers the verb to be the head of a clause, but not all linguists agree with her on 

this. 
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7.4.4 Correlations 

In the last sections we have seen various ways in which the morphologies 

of languages can be classified. Typologists are interested in more than 

classification, however. They are also interested in seeing whether there 

are any predictable correlations between particular morphological characteristics 

or between morphological characteristics and other (syntactic 

or phonological) aspects of grammar. In other words, they seek to find 

whether there are any patterns to the kinds of morphology one finds in a 

language, and if there are, why those patterns might exist. 

For example, as Whaley (1997: 131) points out, isolating languages usually 

have rigidly fixed word orders. This correlation makes perfect sense: 

if a language has no morphological way of marking the function of noun 

phrases in a sentence, those functions must be signaled by the position of 

a noun phrase in a sentence. 

Linguists such as Joseph Greenberg (1963) and Joan Bybee (1985) have 

looked at many languages and observed that there are several other correlations 

to be found. For example, Greenberg noted the two patterns in (50): 

(50) If a language has inflection, it will also have derivation. 

If a language has separate morphemes for number and case, and if 

both are either prefixes or suffixes, the number morpheme almost 

always occurs closer to the base than the case morpheme. 

Observations such as these are called implicational universals. Based on 

observations of lots of languages, they are not true in every language, but 

they are true in a statistically significant number of languages. 

Bybee (1985) also observed a statistically significant trend in the ordering 

of inflectional affixes in the languages of the world. What she noticed 

is that in languages with a number of different inflectional affixes on 

verbs, those affixes tended to come in a particular order. For example, if a 

language exhibits both tense and person/number affixes, the tense affix 

usually comes closer to the verb stem than the person/number affix. And 

if there are aspectual affixes, these tend to precede tense affixes. 
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We must still ask, however, why these particular correlations should 

exist. Bybee, for example, claims that the order of inflectional morphemes 

on verbs has something to do with their relevance to the verb itself. We 

might think of this in terms of the concepts of inherent and contextual 

inflection that we discussed in section 6.6. For example, tense and aspect 

are inherent categories for verbs, but person and number are contextual: 

they signal agreement with one or more of a verb’s arguments (its subject 

or object, for example). So inherent inflection comes closer to the verb 

stem than contextual inflection. The second of Greenberg’s implicational 

universals might be explained in the same way. Number is an inherent 

inflection on nouns, but case is contextual, and inherent marking comes 

closer to the noun stem than contextual marking. Whether this is generally 

the case, however, is something that will require looking at many 

more languages. 
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7.5 Genetic and areal tendencies 

In addition to classifying languages on the basis of specific structural 

characteristics that they display in their morphologies, we can look at 

typological patterns in a more global way. There are two ways to do this. 

We can look at whether there are sorts of morphology that tend to be 

prevalent in particular language families or sub-families. And we may 

look at whether there are specific sorts of morphology that tend to be 

found in certain geographic areas even among languages that belong to 

different language families. 

We can give several examples of genetic tendencies. If we look, for 

example, at compounding in two different branches of the Indo- 

European family, Italic (Romance) and Germanic, we can see an interesting 

pattern: although both branches make use of compounds, the sorts 

of compounds they favor are quite different. Germanic languages like 

English tend to favor endocentric attributive and subordinate compounds 

like those in (51a), whereas Italic languages seem to prefer exocentric 
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exocentric subordinate: lavapiatti ‘wash-dishes’ ‘dishwasher’ 
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Another example comes from the Bantu sub-family of languages. It is 

relatively rare in the languages of the world for inflectional morphology 

to be accomplished predominantly by prefixing. Nevertheless, there is a 

large concentration of such languages in the central and southern parts 

of Africa. This is the area of Africa in which we find the Bantu languages 

which are in turn part of the larger Niger-Congo family. Bantu languages 

frequently inflect nouns and verbs by adding prefixes. A nice illustration 

of this can be found in the World Atlas of Language Structures On-line; 

go to http://wals.info and take a look at the map that accompanies chapter 

26. 

As for areal tendencies, Whaley (1997: 13) gives a fascinating example. 

He points out that three languages spoken in close proximity in the 

Balkan region of Europe all mark the definiteness of nouns by adding a 

suffix: 

(52) Albanian mik-u ‘friend-the’ 

Bulgarian trup-at ‘body-the’ 

Rumanian om-ul ‘man-the’ 

What makes this example so interesting is that these three languages 

belong to completely different sub-families of Indo-European – Albanian 
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forms its own branch; Bulgarian is Balto-Slavic; and Rumanian is Italic – 

and none of the other languages in these three branches show definiteness 

with suffixes! Geographic proximity can be the only explanation for 

the distribution of this morphological trait. 

Another example of a morphological pattern that is especially prevalent 

in a particular geographic region is verbal compounding. We saw in 

chapter 3 that English rarely compounds two verbs (although there are a 

few examples like stir-fry or slam-dunk). In contrast, verbal compounds are 

not at all unusual in Asia, even in genetically unrelated languages. For 

example, although Japanese is thought to be a language isolate (it is not 

related to any language family), and Mandarin Chinese is a member of the 
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Sino-Tibetan family, both display verbal compounds, as the examples in 

(53) show: 

(53) Japanese (Fukushima 2005: 570–85) 

naki-saken cry-scream ‘cry and scream’ 

Mandarin (Li and Thompson 1971: 55) 

mai-dao buy-arrive ‘manage to buy’ 

It would be interesting to explore the historical and social forces that lead 

languages in the same geographic area to develop similar morphological 

patterns, but we will not do so here. 

Summary In this chapter we have surveyed five languages to see what morphological 

resources they make use of. Turkish is an agglutinative 

language that largely relies on suffixing. Mandarin Chinese is an 

inflectionally isolating language that makes heavy use of compounding 

to form new lexemes. Samoan makes use of a wide range 

of different word formation processes to derive new lexemes, but 

is rather poor in inflection. Latin has heavily fusional inflection, 

and primarily derives new lexemes using prefixes and suffixes. And 

Nishnaabemwin is a polysynthetic language. We also looked at the 

traditional fourfold morphological classification of languages into 

isolating, agglutinative, fusional, and polysynthetic types, and at 

more useful typological tools such as the indexes of synthesis and 

of fusion, and at the distinction between head- and dependentmarking. 

Finally, we looked briefly at genetic and areal tendencies 

in morphological patterning. 
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Exercises 

1. On the basis of the data below, try to classify these languages as isolating, 

agglutinative, fusional, or polysynthetic. 

a. Swahili (Vitale 1981: 18) 

Juma a-li-wa-piga watoto 

Juma 3.SG.SUBJ-PST-3PL.OBJ-hit children 
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‘Juma hit the children’ 

Watoto wa-li-m-piga Juma 

Children 3.PL.SUBJ-PST-3.SG.OBJ-hit Juma 

‘The children hit Juma’ 

b. Yay (Whaley 1997: 127) 

mi4 ran1 tua4 ŋwa1 lew6 

not see CLASS snake CMPLT 

‘He did not see the snake’7 

c. Musqueam (Suttles 2004: 28) 

xw-qwé-nəc-t-əs 

inward-penetrate-bottom-TR-3TR8 

‘[She] punches holes in the bottom of it’ 

d. Old English (Baugh and Cable 1993: 62) 

On þyss-um ēaland-e cōm ūp sē 

on this-NEUT.DAT.SG island-NEUT.DAT.SG came up the.MASC.NOM.SG 

God-es þēow Augustinus 

God-MASC.GEN.SG. servant.MASC.NOM .SG Augustine 

and his gefēr-an. 

and his companion-MASC.NOM.PL 

‘God’s servant Augustine and his companions came up on this island.’ 

e. Náhuatl Puebla Sierra (Nida 1946: 171 – called Zacapoaxtla Aztec there) 

nan-čoka-to-skih-h 

2PL- cry-DUR-COND-PL 

‘you all would keep crying’ 

2. Consider the following paradigms from the Mayan language Tzutujil 

(Dayley 1985: 87): 

waraam ‘to sleep’ 

Perfect 1sg. in warnaq 

2sg. at warnaq 

3sg. warnaq 

1pl. oq warnaq 
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2pl. ix warnaq 

3pl. ee warnaq 

Completive 1sg. xinwari 

2sg. xatwari 

3sg. (x)wari 

1pl. xoqwari 

2pl. xixwari 

3pl. xeewari 

7. The superscript numerals on the original Yay sentence in (b) above are tone markings. 

8. TR means ‘transitive suffix’; 3TR means 3rd person transitive subject. 
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Incompletive 1sg. ninwari 

2sg. natwari 

3sg. nwari 

1pl. noqwari 

2pl. nixwari 

3pl. neewari 

Identify all the morphemes in the paradigms above. On the basis of your 

analysis, how would you classify Tzutujil using the traditional fourfold classification 

system? 

3. On the basis of the data below, try to classify these languages as headmarking, 

dependent-marking or double-marking. 

a. Chechen (Nichols 1986: 60) 

de:-n a:xča 

father-GEN money 

‘father’s money’ 

b. Huallaga Quechua (Nichols 1986: 72) 

hwan-pa wasi-n 

John-GEN house-3 

‘John’s house’ 

c. Abkhaz (Nichols 1986: 60, from Hewitt 1979: 116) 
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à-č’k°ən yə-y°nə̀ 

the-boy his-house 

‘the-boy’s house’ 

4. Review the sections of chapter 5 where we discussed morphological processes 

like reduplication, infixation, internal stem change, and templatic 

morphology. Do they present any problems for the traditional fourfold 

classification? Choose two examples from chapter 5 and discuss whether 

they are easily classified or not. 

5. Look at the World Atlas of Language Structures On-line (http://wals.info). 

At the WALS website click on ‘‘Features,’’ and then click on article 24. 

“Locus of Marking in Possessive Noun Phrases.” Which is more prevalent 

in the languages of the world, head-marking or dependent-marking? Now 

click on the accompanying map. Can you notice any areal tendencies in 

head-marking and dependent-marking in possessive noun phrases? 

6. Look at the Universals Archive website (http://typo.uni-konstanz.de/archive/ 

intro/index.php). Click on “Search” and at the search screen, type “morphology” 

in the box next to “Original,” and then click on “Submit Query.” You 

should get about 25 hits. From these hits, find five implicational universals. 

7. Consider the following examples from the Otomanguean language Mixtec 

(Macaulay 1996: 79): 

a. a-ni-ka-žesámá-rí 

TEMP-CP-PL-eat-1 

‘We already ate’ 

b. a-ni-ka-kã́ʔã -ró xı ̃́  maestro 

TEMP-CP-PL-talk-2 with maestro 

‘You (PL) already talked with the teacher’ 

TEMP stands for temporal, CP for completive, and PL for plural. 1 and 2 stand 

for first person and second person respectively. 

What problem does this example raise for Bybee’s implicational universal? 

For Matthew 

Young man going east 
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CHAPTER 

8 

In this chapter you will learn about the intersection 

between morphology and syntax, which is the study of 

sentence structure. 

◆ We will examine morphological processes like passivization 

and causativization that change the number of arguments 

of a verb. 

◆ We will look at phenomena that sit on the borderline 

between word formation and syntax: clitics, phrasal 

verbs like call up in which the two parts can sometimes 

be separated in sentences, and compounds that contain 

whole phrases or even whole sentences. 
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and syntax 
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8.1 Introduction 

As you’ve learned so far in this book, morphology is concerned with the 

ways in which words are formed in the languages of the world. Syntax, in 

contrast, is concerned with identifying the rules that allow us to combine 

words into phrases and phrases into sentences. Morphology and 

syntax, then, are generally concerned with different levels of linguistic 

organization. Morphologists look at processes of lexeme formation and 

inflection such as affixation, compounding, reduplication, and the like. 

Syntacticians are concerned, among other things, with phrase structure 

and movement rules, and rules concerning the interpretation of anaphors 

and pronouns. Nevertheless, there are many ways in which morphology 

and syntax interact. 

We saw in chapter 6 that inflectional morphology is defined as morphology 

that carries grammatical meaning; as such it is relevant to 

syntactic processes. Case-marking, for example, serves to identify the 

syntactic function of an NP in a sentence. Inflectional markers like tenseand 

aspect-affixes identify clauses of certain types, for example, finite or 

infinitive, conditional or subjunctive. Person and number markers often 

figure in agreement between adjectives and the nouns they modify, or 

between verbs and their subjects or objects. In some sense, inflection can 

be viewed as part of the glue that holds sentences together. 

In this chapter we will first look in more detail at several types of verbal 

morphology that affect sentence structure by changing what is 

called the valency of verbs. Valency concerns the number of arguments 

in a sentence, where arguments are noun phrases like the subject and 

object selected by the verb of the sentence. In section 8.3 we will look at 

the borderline between morphology and syntax. While it is usually clear 

to linguists which phenomena belong to which level of organization, the 

boundary between the two levels is not always crystal clear. There are 

cases in which derivational morphemes appear to attach to whole 

phrases, for example, or elements that seem not quite bound enough to 

be affixes, but not quite free enough to be viewed as independent 

words. 

8.2 Argument structure and morphology 

Above, we defined the valency of a verb as the number of arguments it 

takes. Arguments, in turn, are defined as those phrases that are semantically 

necessary for a verb or are implied by the meaning of the verb. 

Generally, arguments occur obligatorily with a verb, as the examples in (1) 

show: 

(1) a. Fenster snores. 

*Snores.1 

1. Here we use the convention of marking an unacceptable sentence with an asterisk. 
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b. Fenster devoured the pizza. 

*Fenster devoured. 

*Devoured the pizza. 

c. Fenster put the wombat in the bathtub. 

*Fenster put the wombat. 

*Fenster put in the bathtub. 

*Fenster put. 

The verb snore has only one argument, its subject noun phrase. Verbs that 

have only one argument are traditionally called intransitive. The verb 

devour requires two arguments, its subject and object noun phrases. Twoargument 

verbs are transitive. And the verb put requires a subject, an 

object, and another phrase that expresses location. If a verb requires three 

arguments, it is traditionally called ditransitive. 

The arguments of a verb are often, but not always, obligatory. For 

example, the verb eat must have a subject, and it can have an object, but 

the object is not necessary. 

(2) a. My goat eats tin cans. 

b. My goat eats. 

Although it is optional we still consider the object tin cans to be an argument 

of the verb because the verb eat implies something eaten, even if 

that something is not overtly stated; notice that in (2b), we assume that 

the goat eats something (more specifically, we assume that the goat eats 

something foodlike, if we don’t explicitly say otherwise, as we do in (2a). 

Of course, in English it is always possible to add prepositional phrases to a 

sentence that express the time or location of an action, the instrument with 

which it is done, or the manner in which it is done (Fenster put the wombat in 

the bathtub with great care on Thursday . . .). These extra phrases are not necessary 

to the meaning of the verb, however, and are not arguments. Instead, 

they are called adjuncts. We will not need to talk about adjuncts here. 

Valency-changing morphology alters the number of arguments that 

occur with a verb, either adding or subtracting an argument, making an 

intransitive verb transitive or a transitive verb intransitive, for example. 

English has some morphology that changes argument structure, but 

other languages, as we will see, have far more morphology of this sort. 

8.2.1 Passive and anti-passive 

The most obvious example of valency-changing morphology in English is 

the passive voice. Example (3) shows a pair of active and passive sentences 

in English: 

(3) a. Fenster bathed the wombat. 

b. The wombat was bathed (by Fenster). 

In the active sentence, the verb has two arguments, its agent (the one who 

does the action) and the patient or theme (what gets affected or moved by 
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the action); the agent functions as the subject of the action, and the 

patient as the object. In the passive sentence, an agent is unnecessary. If 

it occurs, it appears in a prepositional phrase with the preposition by. The 

patient is the subject of the passive sentence. In effect there is no longer 

any object, and the passive form of the verb therefore has one fewer argument 

than the active form. 

Part of what signals the passive voice in English is passive morphology 

on the verb. English passives are formed with the auxiliary verb be and a 
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past participle, which is signaled for regular verbs by adding -ed to the 

verb base. Irregular verbs can form the past participle in a number of 

ways: by adding -en (write ~ written), by internal vowel change (sing ~ sung), 

or by internal vowel change and addition of -t (keep ~ kept). 

Other languages also have morphological means to signal the change in 

argument structure in passive sentences. Example (4) shows an active and 

a passive sentence from West Greenlandic, and (5) an active–passive pair 

from Maori: 

(4) West Greenlandic (Fortescue 1984: 265) 

a. inuit nanuq taku-aat 

people.REL2 bear see-3PL.3SG.INDIC. 

‘The people saw the polar bear’ 

b. nanuq (inun-nit) taku-niqar-puq 

polar bear (people-ABL) see-PASSIVE-3SG.INDIC. 

‘The polar bear was seen (by the people)’ 

(5) Maori (Bauer 1993: 396) 

a. E koohete ana a Huia i a Pani 

T/A scold T/A pers Huia DO pers Pani3 

‘Huia is scolding Pani’ 

b. I koohete-tia a Pani e Huia 

T/A scold-pass pers Pani by Huia 

‘Pani was scolded by Huia’ 

In (4b), you can see that the morpheme niqar makes a verb passive in West 

Greenlandic, and (5b) shows that a verb in Maori can be made passive by adding 

the suffix -tia.4 As was the case in English, the addition of these morphemes 

goes along with passive syntax, that is, making the patient/theme into the subject 

of the sentence, and making the agent optional. If the agent appears, it is marked 

with the ablative case in West Greenlandic, and by the preposition e in Maori. 

Passive sentences are relatively familiar to speakers of English, but 

English has nothing like what is called the anti-passive. Like the passive, 

the anti-passive takes a transitive verb and makes it intransitive by reducing 

the number of its arguments. What’s different, though, is which argu- 

2. The relative case is the case of the transitive subject in West Greenlandic. 

3. T/A means ‘tense/aspect’; DO means ‘direct object’. 

4. Bauer (1993: 396–7) actually shows that there are several suffixes that make verbs passive in Maori. 

Words and sentences 147 

ment gets eliminated. For the passive, it’s the transitive subject that disappears 

(or is relegated to a prepositional phrase or a case form other than 

that typical for subject), whereas for the anti-passive, it’s the transitive 

object that disappears, as the example in (6) from Yidiɲ shows: 

(6) Yidiɲ (Dixon 1977: 279) 

yiŋu buɲa buga-:ᶁiŋ 

this.ABSOLUTIVE woman.ABSOLUTIVE eat-ANTIPASSIVE 

‘This woman is eating.’ 

In Yidiɲ, the anti-passive is marked on the verb by adding the suffix -:ᶁiŋ. 

Since Yidiɲ is an ergative case-marking language (see section 6.2), the subject 

of a transitive verb is in the ergative case. The subject of an intransitive 

verb is in the absolutive case, as you see in example (6). So while ‘eat’ is normally 

transitive in Yidiɲ, you can see that it has become intransitive here. 

As with the passive, it is also possible to express the ‘missing’ argument 

overtly, but in a case form other than that usually used for the direct object. 

Whereas in an active sentence, the direct object of a transitive verb is marked 

with the absolutive case, in an anti-passive sentence, the subject is absolutive 

and the object, if it appears, is either in the dative or the locative case: 

(7) Dixon (1977: 277) 

wagu:ᶁa wawa-:ᶁiɲu gudaga-nda 

man.ABSOLUTIVE saw-ANTIPASSIVE dog-DATIVE 

‘The man saw the dog.’ 

While the translation of (7) makes it look like this sentence means exactly 

the same thing as an active sentence, this is only because there is no real 

way of capturing the nuance of this sentence in English, a language that 

lacks the anti-passive. 

8.2.2 Causative and applicative 

Passive and anti-passive morphology signal a reduction in the number of 

arguments that a verb has. There are other sorts of morphology that signal 

that arguments have been added to a verb. 

Causatives signal the addition of a new subject argument, which 

semantically is the causer of the action. If the verb has only one argument 

to begin with, the causative sentence has two, and if it has two to begin 

with, the causative sentence has three arguments. Compare the Swahili 

sentences in (8) and (9): 

(8) Vitale (1981: 158) 

a. maji ya-me-chemka 

water it-PER-boil 

‘The water boiled’ 

b. Badru a-li-chem-sh-a maji 

Badru he-PST-boil-CAUSE water 

‘Badru boiled the water’ (lit. ‘caused the water to boil’) 
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(9) Vitale (1981: 156) 

a. Halima a-li-ki-pika chakula 

Halima she-PST-it-cook food 

‘Halima cooked the food’ 

b. Juma a-li-m-pik-ish-a Halima chakula 

Juma he-PST-her-cook-CAUSE Halima food 

‘Juma caused Halima to cook food’ 

In (8a), the verb ‘boil’ has only one argument, its patient/theme. In (8b), 

along with the causative morpheme -(i)sh , an external causer argument is 

added as the subject of the sentence. Similarly, in (9a), the verb ‘cook’ has 

two arguments, an agent (Halima) and a patient (‘food’); the agent is the 

subject of the sentence. When the causative suffix -(i)sh is added, a third 

argument (Juma) is added and it becomes the subject. 

Applicative morphology, like causative morphology, signals the addition 

of an argument to the valency of a verb. But the added argument is an 

object, rather than a subject. We can again use Swahili for our example: 

(10) Vitale (1981: 44); Baker (1988: 393) 
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a. ni-li-pika chakula 

I-PST-cook food 

‘I cooked some food’ 

b. ni-li-m-pik-i-a chakula Juma 

I-PST-for him-cook-APPL food Juma 

‘I cooked some food for Juma’ 

The suffix -i signals that a second object (Juma) has been added to the verb. 

Challenge 

Aside from the passive, English is usually said to have little in the 

way of valency-changing morphology. Consider the following data, 

though: 

i. Fenster ate pickles. 

ii. Fenster over-ate. 

iii. *Fenster over-ate pickles. 

What is the effect of the prefix over- on the valency of the verb eat? 

Now consider sentences (iv–vi): 

iv. The plane flew. 

v. *The plane flew the field. 

vi. The plane over-flew the field. 

Think about these examples, and try to think of other verbs formed 

with the prefix over- in English. Does over- work like any of the valencychanging 

morphemes we have looked at in this chapter? 
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8.2.3 Noun incorporation 

There is one more way in which morphology interacts with the argument 

structure of verbs. Consider the data in (11) from the Araucanian language 

Mapudungun: 

(11) Baker and Fasola (2009: 595) 

a. Ñi chao kintu-le-y ta chi pu waka 

my father seek-PROG-IND.3SG.SBJ the COLL cow 

‘My father is looking for the cows’ 

b. Ñi chao kintu-waka-le-y. 

my father seek- cow-PROG-IND.3SG.SBJ 

‘My father is looking for the cows’ 

Sentences (11a) and (11b) mean precisely the same thing in Mapudungun. 

In (11a), the direct object ‘cow’ is an independent noun phrase in the sentence, 

but in (11b), it forms a single compound-like word with the verb 

root ‘seek’. This sort of structure – where the object or another argument 

of the verb forms a single complex word with the verb – is called noun 

incorporation. Noun incorporation tends to occur in languages with 

polysynthetic morphology (see section 7.4). In Mapudungun, the object 

noun follows the verb root in both the incorporated and the unincorporated 

forms. But this need not be the case, as the example in (12) from the 

Iroquoian language Mohawk shows: 

(12) Baker (1988: 20) 

a. Ka-rakv ne sawatis hrao-nuhs-aʔ 

3N- be.white DET John 3M-house-SUF 

‘John’s house is white’ 

b. Hrao-nuhs- rakv ne sawatis 

3M- house-be.white DET John 

‘John’s house is white’ 

As (12a) shows, the direct object follows the verb when it occurs independently 

in Mohawk, but it precedes the verb when it is incorporated. 

There is much discussion among morphologists and syntacticians whether 

noun incorporation should be explained as a result of morphological rules 

or syntactic rules. We will return to this question in chapter 10. 

8.3 On the borders 

As we saw in the last section, one point of tangency between morphology 

and syntax occurs where morphology has an effect on the argument 

structure of verbs. There, it was clear that affixes – clearly morphological 

elements – can reduce or increase the number of arguments that a verb 

takes – clearly a matter of syntax. What we will look at in this section, 

however, are cases where it is not so clear what belongs to morphology 
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and what belongs to syntax – cases, in other words, that inhabit a sort of 

borderland between the two levels of organization. 

8.3.1 Clitics 

One of these borderland creatures is something that linguists call a clitic. 

Clitics are small grammatical elements that cannot occur independently 

and therefore cannot really be called free morphemes. But they are not 

exactly like affixes either. In terms of their phonology, they do not bear 

stress, and they form a single phonological word with a neighboring word, 

which we will call the host of the clitic. However, they are not as closely 

bound to their host as inflectional affixes are; frequently they are not very 

selective about the category of their hosts. Those clitics that come before 

their hosts are called proclitics, those that come after their hosts enclitics. 

Two types of clitics are often distinguished: simple clitics and special 

clitics. Anderson (2005: 10) defines simple clitics as “unaccented variants 

of free morphemes, which may be phonologically reduced and subordinated 

to a neighboring word. In terms of their syntax, though, they 

appear in the same position as one that can be occupied by the corresponding 

free word.” In English, forms like -ll or -d, as in the sentences in 

(13), are simple clitics: 

(13) a. I’ll take the pastrami, please. 

b. I’d like the pastrami, please. 

In these sentences, -ll and -d are contracted forms of the auxiliaries will and 

would, and they occur just where the independent words would occur – following 

the subject I and before the main verb. Like affixes, they are pronounced 

as part of the preceding word. Unlike affixes, they do not select 

a specific category of base and change its category or add grammatical 

information to it. Contracted forms like -ll or -d in English will attach to 

any sort of word that precedes them, regardless of category: 

(14) a. The kid over there’ll take a pastrami sandwich. 

b. No one I know’d want a pastrami sandwich. 

In (14a) -ll is cliticized to the adverb there, and in (14b) -d is cliticized to the 

verb know. 
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Special clitics are phonologically dependent on a host, as simple clitics 

are, but they are not reduced forms of independent words. Compare the 

example in (15) from French: 

(15) a. Je vois Pierre. 

I see Pierre. 

b. Je le vois. 

I him see. 

c. *Je vois le. 

I see him. 
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Although the object pronoun le in French is written as a separate word, 

it is phonologically dependent on the verb to its right; in other words, 

the object pronoun and the verb are pronounced together as a single 

phonological word. There is no independent word that means ‘him’ in 

French. So le and the other object pronoun forms in French are special 

clitics. 

Clitics are of interest both to syntacticians and to morphologists 

precisely because they have characteristics both of bound morphemes 

and of syntactic units. Like bound morphemes, they cannot stand on 

their own. But unlike morphemes, they are typically unselective of 

their hosts and have their own independent functions in syntactic 

phrases. 

8.3.2 Phrasal verbs and verbs with separable prefixes 

Also inhabiting the borderland between morphology and syntax are 

phrasal verbs in English and verbs with separable prefixes in German and 

Dutch. Phrasal verbs are verbs like those in (16) that consist of a verb and 

a preposition or particle: 

(16) call up ‘telephone’ 

chew out ‘scold’ 

put down ‘insult’ 

run up ‘accumulate’ 

Frequently, phrasal verbs have idiomatic meanings, as the glosses in (16) 

show, and in that sense they are like words. In terms of structure, the 

combination of verb and particle/preposition might seem like another 

sort of compound in English. Remember, however, that one of the criteria 

for distinguishing a compound from a phrase in English (see section 3.4) 

was that the two elements making up compounds could not be separated 

from one another. We cannot take a compound like dog bed and insert a 

word to modify bed (for example, *dog comfortable bed). In contrast, however, 

the two parts of the phrasal verb can be, and sometimes must be, separated: 

(17) a. I called up a friend. 

b. I called a friend up. 

c. I called her up. 

d. *I called up her. 

When the object of the verb is a full noun phrase, the particle can precede 

or follow it. In the former case it is adjacent to its verb, but in the latter 

case it is separated from the verb. And when the object is a pronoun, the 

particle must be separated from the verb. So do we consider phrasal verbs 

to be a matter of study for morphologists, or do we leave them to syntacticians? 

There is no set answer to this question. 

A similar issue arises with what are called separable prefix verbs in 

Dutch. Consider the examples in (18): 
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(18) Booij (2002: 205) 

a. . . .dat Hans zijn moeder opbelde ~ Hans belde zijn moeder op 

that Hans his mother up.called ~ Hans called his mother up 

b. . . .dat Jan het huis schoonmaakte ~ Jan maakte het huis schoon 

that Jan the house clean.made ~ Jan made the house clean 

c. . . .dat Rebecca pianospeelde ~ Rebecca speelde piano 

that Rebecca piano.played ~ Rebecca played piano 

Like phrasal verbs in English, separable prefix verbs in Dutch often have 

idiomatic meanings. For example, opbellen, like English ‘call up’ means ‘to 

telephone’. Each separable prefix verb in Dutch consists of a verb preceded 

by a word of another category; in (18), op is a preposition, schoon is an 

adjective, and piano is a noun. These words therefore look a bit like prefixed 

words or perhaps compounds. But there’s a difference. 

To understand the examples in (18) you need to know that Dutch exhibits 

different word orders in main clauses than in subordinate clauses. In 

main clauses the main verb is always the second constituent in the clause. 

If the subject is first, the main verb comes right after it. But in subordinate 

clauses, the main verb always comes last. The examples in (18) show 

that when the verbs opbellen ‘call up’, schoonmaken ‘make clean’, and pianospelen 

‘play piano’ occur in a subordinate clause, those complex verbs 

come at the end of the clause. The first elements op, schoon, and piano 

occur attached to the verb, almost like prefixes. However, when the verb is 

used in a main clause, the verb itself occurs after the subject, but its first 

element appears separated from it at the end of the sentence. So unlike 

normal prefixes, these elements sometimes are not attached to the verbs 

with which they normally form a unit. Are separable prefix verbs a matter 

for morphologists or for syntacticians? Again, there is no easy answer to 

this question, as they lie on the border between the two. 

8.3.3 Phrasal compounds 

Our final example of a phenomenon that is neither clearly syntactic nor 

clearly morphological is called a phrasal compound. A phrasal compound 

is a word that is made up of a phrase as its first element, and a 

noun as its second element. Phrasal compounds can be found in many of 

the Germanic languages, including English, Dutch, and German: 

(19) a. English (Harley 2009) 

stuff-blowing-up effects 

bikini-girls-in-trouble genre 

comic-book-and-science-fiction fans 

b. Dutch (Hoeksema 1988) 

lach of ik schiet humor 

‘laugh or I shoot humor’ 

c. German (Toman 1983: 47) 

die Wer war das Frage 
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‘the who was that question’ 
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On the one hand, phrasal compounds pass one of the acid tests for compounding: 

it is impossible to insert a modifying word in-between the 

phrase and the head of the compound: 

(20) a. *stuff-blowing-up exciting effects 

b. exciting stuff-blowing-up effects 

On the other hand, the first elements are clearly phrases, or even whole 

sentences, as the example in (21) shows: 

(21) God-is-dead theology 

And phrases and sentences are the subject matter of syntax. Again, it is no 

easy question to decide whether phrasal compounds are the subject of 

morphology or of syntax. Indeed, it would be reasonable to conclude that 

they should be of interest to both morphologists and syntacticians. 

Challenge 

Although phrasal compounds may seem somewhat exotic to you, they 

appear not infrequently in journalistic writing, especially in headlines, 

and in more informal writing, for example, on the sports pages 

or in feature-writing. Choose your favorite newspaper and try to find 

two examples of phrasal compounds. Share your examples with classmates 

and try to analyze what sorts of phrases can occur as the first 

elements of your compounds. 

Summary In this chapter we have investigated the relationship between morphology 

and syntax. We have seen that there are ways in which 

morphology affects the syntax of sentences, by either reducing or 

increasing the number of arguments a verb may appear with. We have 

also looked at cases where it is not entirely clear whether a phenomenon 

is a matter of morphology or of syntax or of both. Among these 

phenomena, we find clitics, phrasal verbs, separable prefix verbs, and 

phrasal compounds. What such phenomena really show us is that 

morphology and syntax are often intimately intertwined, and often 

morphologists must investigate both levels of syntactic organization 

to really understand how a language works. We will see in chapter 10 

that phenomena like the ones we’ve looked at in this chapter raise 

serious questions for theorists, and have been the matter of much 

discussion. 
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Exercises 

1. Consider the sentences below and discuss how the passive is formed in 

Swahili. Use sentences (8)–(10) to help you gloss these sentences. 

Vitale (1981: 23, 31) 

a. Juma a-li-fungua mlango 

‘Juma opened the door’ 

b. mlango u-li-fungu-liwa. 

‘The door was opened’ 

2. Consider the prefix out- in English: 

a. Fenster ran. 

b. *Fenster ran Letitia. 

c. Fenster outran Letitia. 

d. *Fenster outran. 

Describe the effect that the prefix out- has in sentences (a)–(d). Now, 

think of other verbs formed with out- in English. Does out- have a consistent 

effect on the argument structure of verbs it attaches to? 

3. Consider the bracketed words in the sentences below and discuss what sorts 

of issues they raise about the relationship between syntax and morphology: 

We arranged a [five o’clock-ish] meeting. 

Her [old maid-ish] behavior surprised us. 

Those two look very [Mutt and Jeff-ish]. 

Since that fight, I consider her an [ex-old friend]. 

None of my friends are [pro-Bush and Cheney]. 

I need a [post-90 degree day] shower. 

4. Discuss the difference in argument structure and in verbal morphology 

between the pairs of sentences below: 

a. Malagasy (Keenan and Polinsky 1999: 604) 

i. mijaly Rabe 

suffers Rabe 

‘Rabe suffers.’ 

ii. mampijaly an-dRabe Rasoa 

makes-suffer acc-Rabe Rasoa 

‘Rasoa makes Rabe suffer.’ 

b. Chichewa (Mchombo 1999: 506) 

 

 

 

 

morphology in a number of ways: morphemes may have two or more 

different phonological forms whose appearance may be completely or at 

least partly predictable. Some phonological rules apply when two or more 

morphemes are joined together. In some languages morphemes display 

different phonological behavior depending on whether they are native to 

the language or borrowed into it from some other language. In this chapter 

we will explore the various ways in which phonology interacts with 

morphology. 

In this chapter we will frequently make use of phonetic transcriptions, 

so you may want to review the IPA before you begin reading it. We will also 

make use of terminology which classifies sounds by their point of articulation 

(labial, dental, alveolar, and so on) and by their manner of articulation 

(voiced vs. voiceless, stop, fricative, liquid, and so on). You can find 

summaries of this terminology in the charts at the beginning of the 

book. 

9.2 Allomorphs 

Allomorphs are phonologically distinct variants of the same morpheme. 

By phonologically distinct, we mean that they have similar but not identical 

sounds. And when we say that they are variants of the same morpheme, 

we mean that these slightly different-sounding sets of forms share 

the same meaning or function. For example, the negative prefix in- in 
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English is often pronounced in- (as in intolerable), but it is also sometimes 

pronounced im- or il- (impossible, illegal), as English spelling shows. Since all 

of these forms still mean ‘negative’, and they all attach to adjectives in the 

same way, we say that they are allomorphs of the negative prefix. Another 

example you’ve already seen is the regular past tense in English. Although 

the regular past tense in English is always spelled -ed, it is sometimes pronounced 

[t] (packed), sometimes [d] (bagged), sometimes [əd] (waited).1 Still 

all three phonological variants still designate the past tense. Similarly, the 

plural morpheme in Turkish sometimes appears as -lar and sometimes as 

-ler, so Turkish has two allomorphs of the plural morpheme. 

As we will see below, in many cases, it is phonologically predictable 

which allomorph appears where; sometimes, however, which allomorph 

appears with a particular base is unpredictable. For example, we will see 

that it is usually possible to predict the form of the regular allomorphs of 

the English past tense morpheme, but there are quite a few verbs whose 

past tenses are irregular (for example, sang, flew, bought). 

1. Or [id] in some dialects. 
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9.2.1 Predictable allomorphy 

Let’s look more closely at the prefix in- in English. As the examples in (1a) 

show, it frequently has the form in-. However, sometimes it appears as im-, il-, 

or ir-, as the examples in (b) and (c) show. And if you think about sound rather 

than spelling, it can also be pronounced [ɪŋ-], as the examples in (1d) show: 

(1) a. inalienable 

intolerable 

indecent 

b. impossible 

c. illegal 

irregular 

d. incongruous [ɪŋkaŋgɹuəs] 

incoherent [ɪŋkohiɹənt] 

The various allomorphs of the negative prefix in- in English are quite regular, 

in the sense that we can predict exactly where each variant will occur. 

Which allomorph occurs depends on the initial sound of the base word. 

For vowel-initial words, like alienable, the [ɪn-] variant appears. It appears 

as well on words that begin with the alveolar consonants [t, d, s, z, n]. On 

words that begin with a labial consonant like [p], we find [ɪm-]. Words that 

begin with [l] or [r] are prefixed with the [ɪl-] or [ɪr-] allomorphs respectively, 

and words that begin with a velar consonant [k], are prefixed with 

the [ɪŋ-] variant. What you should notice is that this makes perfect sense 

phonetically: the nasal consonant of the prefix matches at least the point 

of articulation of the consonant beginning its base, and if that consonant 

is a liquid [l,r] it matches that consonant exactly. This allomorphy is the 

result of a process called assimilation. Generally speaking, assimilation 

occurs when sounds come to be more like each other in terms of some 

aspect of their pronunciation. 

If you have studied a bit of phonology, you know that regularities in the 

phonology of a language can be stated in terms of phonological rules. 

Phonologists assume that native speakers of a language have a single basic 

mental representation for each morpheme. Regular allomorphs are 

derived from the underlying representation using phonological rules. For 

example, since the English negative prefix in- is pronounded [ɪn] both 

before alveolar-initial bases (tolerable, decent) and before vowel-initial bases 

(alienable), whereas the other allomoprhs are only pronounced before specific 

consonant-initial bases, phonologists assume that our mental representation 

of in- is [ɪn] rather than [ɪr], [ɪl], or [ɪŋ]; often (but not always, as we 

will see below) the underlying form of a morpheme is the form that has 

the widest surface distribution.2 When the underlying form is prefixed to 

a base beginning with anything other than a vowel or alveolar consonant, 

the following phonological rule derives the correct allomorph: 

2. If you study phonology further, you will find that this is somewhat of a simplification, but for our purposes, 

it is good enough. 
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(2) Nasal assimilation: a nasal consonant assimilates to the point of articulation 

of a following consonant, and to the point and manner of 

articulation of the consonant if it is a liquid. 

Phonologists use different forms of notation to express the above rule in 

a more succinct fashion, but we’ll restrict ourselves to informal statements 

of rules here. 

This sort of assimilation – called nasal assimilation – is not unusual in 

the languages of the world. We find something similar in the language 

Zoque (Nida 1946/1976: 21): 

(3) pama ‘clothes’ ʔəs mpama ‘my clothes’ 

kayu ‘horse’ ʔəs ŋkayu ‘my horse’ 

tuwi ‘dog’ ʔəs ntuwi ‘my dog’ 

As the examples in (3) show, the possessive prefix is a nasal consonant that 

has three different allomorphs. Which allomorph is prefixed depends on 

the point of articulation of the noun it attaches to. In Zoque, we might say 

that part of forming the possessive of a noun involves prefixing an underlying 

nasal consonant which undergoes a phonological rule that assimilates 

it to a following consonant. 

Another example of a predictable form of allomorphy is the formation 

of the regular past tense in English. In chapter 2, we looked at the past 

tense in English in the context of figuring out what the mental lexicon 

looks like. We can now go into its formation in somewhat more detail. 

Consider the data in (4), which shows two of the three allomorphs of the 

regular past tense: 

(4) a. Verbs whose past tense is pronounced [t] 

slap, laugh, unearth, kiss, wish, watch, walk 

b. Verbs whose past tense is pronounced [d] 

rub, weave, bathe, buzz, judge, snag, frame, can, bang, lasso, 

shimmy 

The regular past tense in English illustrates a different sort of assimilation, 

called voicing assimilation where sounds become voiced or voiceless 

depending on the voicing of neighboring sounds. The verbs that take the 

past tense allomorph [t] all end in voiceless consonants: [p, f, θ, s, ʃ, ʧ, k]. 
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Those that take the [d] allomorph, all end either in a voiced consonant 

[b, v, ð, z, ʤ, g, m, n, ŋ] or in a vowel (and all vowels are voiced, of course). 

Why just this distribution? Clearly, the past tense morpheme has come to 

match the voicing of the final segment of the verb base: verbs whose last 

segment is voiceless take the voiceless variant. 

There is one allomorph of the past tense we haven’t covered yet. 

Consider what happens if the verb base ends in either [t] or [d]: 

(5) Verbs whose past tense is pronounced [əd] 

defeat, bond 
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Here, a process of dissimilation is at work. Dissimilation is a phonological 

process which makes sounds less like each other. A schwa separates the [t] 

or [d] of the past tense from the matching consonant at the end of the 

verb. Again, this makes perfect sense phonetically; if the [t] or [d] allomorph 

were used, it would be indistinguishable from the final consonant 

of the verb root. 

What is the underlying form of the past tense morpheme in English? As 

I indicated before, it is often a good strategy to assume that the allomorph 

with the widest distribution is the underlying form. But there is something 

else to consider as well. Phonologists typically assume that the 

underlying form of a morpheme must be something from which all of the 

other allomorphs can be derived using the simplest possible set of rules. 

In this case, the allomorph [d] has the widest distribution, because it 

occurs with all voiced consonants except [d], and with all vowel-final verb 

stems. And if we assume that the underlying form of the regular past 

tense is [d], we need only two simple rules to derive the other allomorphs: 

(6) The Past Tense Rule 

a. If the verb stem ends in [t] or [d] (the alveolar stops), insert [ə] 

before the past tense morpheme (e.g. defeated [dəfit  d] → 

[dəfit əd]). 

b. Assimilate [d] to the voicing of an immediately preceding consonant 

(e.g., licked [lɪk  d] → [lɪk t]). 

Challenge 

Rather than take my word for it that choosing the allomorph [d] 

as the underlying representation of the past morpheme yields the 

simplest set of rules, construct an argument that the set of rules in 

(6) really is simpler than alternatives. To do so, first suppose that we 

had chosen [t] instead of [d] as the underlying morpheme. Try to state 

informally what the rule(s) would have to be to derive the other allomorphs 

of the past tense. Then suppose that we’d chosen [əd] as the 

underlying representation. What would the rules have looked like 

then? Now compare the rules to each other and discuss which set is 

simplest. 

A third example of regular and predictable allomorphy comes from 

Turkish. As we’ve seen, in Turkish, virtually every morpheme, derivational 

and inflectional alike, has more than one allomorph. For example, the 

plural morpheme has the allomorphs -ler and -lar, and the genitive suffix 

has the allomorphs -in, -un, -ɩn, and -ün. The reason for this is that Turkish 

displays a process of vowel harmony whereby all non-high vowels in a 

word have to agree in backness, and all high vowels in both backness and 

roundness. When suffixes are added to a base, they must agree in the 

relevant vowel characteristics with the preceding vowels of the base: 
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(7) From Lewis (1967: 29ff) 

‘hand’ ‘measure’ ‘evening’ ‘fear’ 

Abs. pl. el-ler ölçü-ler akşam-lar korku-lar 

Gen. sg. el-in ölçü-n-ün akşam-ɩn korku-n-un 

Since the roots of the nouns el ‘hand’ and ölçü ‘measure’ have front vowels, 

the plural suffix must agree with them in frontness, so the -ler allomorph 

appears. On the other hand, akşam ‘evening’ and korku ‘fear’ have 

back vowels, and the -lar allomorph appears. Since the genitive ending has 

a high vowel, the vowel harmony is more complicated. If the noun root 

consists of vowels that are front and non-round, we find the genitive allomorph 

with a front, non-round vowel, that is, -in. Similarly, if the root 

contains front, round vowels, so does the suffix; so ölçü gets the front 

round allomorph -ün. Roots with back non-round vowels like akşam take 

the -ɩn allomorph, and roots with back round vowels like korku take the -un 

allomorph. 

We might ask in this case what the underlying form of these affixes is, 

and here it’s a bit difficult to pick one of the existing allomorphs as our 

choice. For example, neither plural allomorph -ler nor -lar has a wider 

distribution than the other. One possibility that we might consider, then, 

is that the mental representation of the plural morpheme in Turkish is 

something like what we find in (8): 

(8) Turkish plural morpheme                                                                                                                                                        

-l V r 

non-high 

non-round 

Part of the rule of vowel harmony in Turkish might then say that a nonhigh 

vowel in a suffix comes to match the backness of the vowels in a root 

that precedes it. 

Challenge 

We have proposed an underlying form for the plural morpheme in 

Turkish. Now propose one for the genitive suffix and try to give an 

informal statement of the rule of vowel harmony that gives rise to the 

different allomorphs. 

Our final example of predictable allomorphy also comes from Turkish, 

but this time it concerns consonants, rather than vowels. Let’s look at a 

bit more data from Turkish, in Lewis (1967: 10): 

(9) Abs. sg. Abs. pl. Acc. sg. 

‘bread’ ekmek ekmekler ekmeği 

‘book’ kitap kitapler kitabɩ 

‘son-in-law’ damat damatlar damadɩ 

You already know that the plural morpheme in Turkish is -ler/-lar (or in its 

underlying form in (8)). This of course suggests that the roots of the nouns 
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‘bread’, ‘book’, and ‘son-in-law’ are ekmek, kitap, and damat respectively. 

When we look at the third column of examples, it appears that the accusative 

singular ending is -i/-ɩ but we find that the roots now end in ğ, b, and 

d. In other words, where the roots normally end in voiceless consonants, 

in the accusative singular they appear to have allomorphs that end in 

voiced consonants.3 In the absolute case, the voiceless consonants are at 

the end of the word, and in the absolute plural they occur before another 

consonant, but in the accusative singular forms, the root-final consonant 

is now between vowels. What occurs is a process that is called intervocalic 

voicing. In other words, a consonant is voiced when it occurs between two 

vowels. 

9.2.2 Unpredictable or partially predictable allomorphy 

As we’ve seen above, some allomorphy is regular enough to be captured by 

phonological rules. But not all allomorphy is regular. Take, for example, 

past tenses of verbs in English. We have already looked at the regular past 

tense. Every native speaker or student of English knows that there are also 

quite a few verbs that don’t form the past tense by adding -ed. Consider 

table 9.1, which gives a selection of examples. 

3. The symbol g˘ is used in Turkish orthography for the sound [ɣ], which is a voiced velar fricative. In the case 

of roots that end in [k], then, the voiceless stop not only voices but also becomes a fricative. 

Table 9.1. (based on classes in Huddleston and Pullum 2002) 

Infinitive Irregular past Pattern 

1 burn burnt devoicing of suffix 

2 keep kept vowel shortening 

3 hit hit no change 

4 feel felt vowel shortening with devoicing of suffix 

5 bleed bled vowel shortening and no suffix 

6 leave left devoicing of stem consonant 

7 sing sang vowel ablaut (ɪ ~ æ) 

8 win won vowel ablaut (ɪ ~ ʌ) 

9 fight fought vowel ablaut (ai ~ ɔ) 

10 come came vowel ablaut (ʌ ~ e) 

If you think back to chapter 2, when we discussed the mental lexicon, we 

suggested that irregular past tense allomorphs are simply stored in the 

mental lexicon, and not derived by rules. So speakers of English have a 

lexical entry for the verb root sing, and along with it an associated entry 

for past tense sang. It is possible, though, that things are a bit more complicated. 

Think back to the experiment in section 6.3 where you asked a 

number of friends to make the past tense of the hypothetical verb gling. 

Probably a significant number of them offered either glang or glung. Since 
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this is not a real verb, clearly they didn’t have a past tense stored for it. 

Rather, they must have been making use of some sort of pattern to create 

these forms. In English there happen to be quite a few verbs whose present 

and past tenses show the same ɪ ~ æ alternation as sing or the ɪ ~ ʌ alternation 

of win. There appears to be an abstract pattern that speakers are tapping 

into here that relates a present tense with [ɪ] to a past tense with [æ] 

or [ʌ] if the verb ends in a nasal or a nasal plus some other consonant (for 

example, like swim, ring, sting, win, stink). Psycholinguists continue to work 

towards figuring out the exact nature of such patterns. 

The example of unpredictable allomorphy we looked at above concerns 

English inflection. Let’s look at another example that has to do with derivation. 

Consider the forms in (10): 

(10) a. designate [dzɪgneɪt] designation [dɛzɪgne ʃʌn] 

b. unionize [junjənaɪz] unionization [junjənaɪz                                                                                                                                                      eɪʃʌn] 

c. prosecute [p asəkjut] prosecution [pɹasəkjuʃʌn] 

d. resolve [ɹəzalv] resolution [ɹɛzəl                                                                                                                                                      u ʃʌn] 

e. expedite [kspədaɪt] expedition [ɛkspəd ʃʌn] 

f. define [dəf ɪn] definition [dɛfən                                                                                                                                                      ɪʃʌn] 

g. absorb [əbz rb] absorption [æbz rpʃʌn] 

h. circumcise [s kʌmsaɪz] circumcision [səɹkəms ʒʌn] 

i. decide [dəsa d] decision [dəsɪʒʌn] 

All of the verbs in the lefthand column have noun forms with the suffix -tion. 

But if you compare the transcriptions of the verbs and nouns carefully, you 

will see that both the verb bases and the derivational affix have various allomorphs. 

For example, the suffix seems to be -ʌn in (10a and c) but -eɪʃʌn in (10b). 

It looks like -uʃʌn in (10d), but -ɪʃʌn in (10f), and -ʃʌn in (10g). In (10a, c, and e) 

the [t] at the end of designate, prosecute, and expedite seem to have changed to [ʃ], 

the [v] at the end of resolve seems to have disappeared, and the [b] at the end of 

absorb has changed to [p]. And if you look carefully at many of these forms, the 

stress pattern on the derived noun is different from that of its verb base (the 

stressed syllable is shown in boldface). In other words, there is quite a complicated 

pattern of allomorphy associated with this suffix. 

Is it predictable? Parts of it are. For example, if a verb ends in [v] and has 

a derived noun with the -tion suffix, it will always lose its [v] and the suffix 

will be pronounced -ution (think about the derived nouns for dissolve, 

absolve, revolve, etc.). Similarly, if a verb ends in [t] and takes the -ion suffix, 

the [t] will become [ʃ]. And if a verb ends in [z] or [d] and takes the -tion suffix, 

those consonants will become [ʒ]. Since the sounds [ʃ] and [ʒ] are palatal 

sounds, this process is called palatalization. 

But the choice of allomorphs is not entirely predictable. For example, 

it’s not clear if we can predict when we will get -ation, say, as opposed to 

-ion on a particular verb base: we find -ation on the verbs unionize and refute, 

but not in circumcise and prosecute; those have the -ion allomorph. The 

derived noun form from combust is combustion, but that of infest is infestation. 

Why not combustation and infestion instead? The verb base propose 

yields proposition, but accuse yields accusation. Why not proposation, or accuSounds 
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sition? To some extent the choice of allomorphs seems to be quite arbitrary. 

We will leave this affix here, but return to it in section 9.4, where 

we will consider why this affix (and a number of others) display such pervasive 

and unpredictable allomorphy. 

9.3 How to: analyzing allomorphy 

So far we’ve looked at allomorphy in English and a couple of other languages. 

In this section, we’ll take a close look at another language and see 

how morphologists go about analyzing allomorphy in a language that’s 
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unfamiliar. Take a look at the data in (11) from the Philippine language 

Tagalog (Schachter and Otanes 1972: 290–1): 

(11) Verb root Actor focus or derived verb form4 

anak manganak ‘give birth (to)’ 

bakya mambakya ‘hit with a wooden shoe’ 

dukot mandukot ‘steal’ 

gulo manggulo ‘create disorder’ 

hiwa manghiwa ‘cut (sthg. intentionally)’ 

kailangan mangailangan ‘need’ 

ligaw manligaw ‘pay court to’ 

manhid mamanhid ‘get numb’ 

nood manood ‘watch’ 

pili mamili ‘choose (several things)’ 

sakit manakit ‘cause pain’ 

takot manakot ‘frighten (several people)’ 

walis mangwalis ‘hit with a broom’ 

The first thing that should leap out at you when you see these data is that 

the forms in the right-hand column (let’s refer to them as the derived 

forms) seem to have some sort of prefix. But it’s not always exactly the 

same prefix. The prefix looks like mang- in the first form, mam- in the 

second, and man- in the third. There’s clearly some allomorphy displayed 

in this set of data. To see better what’s going on, it is often a good strategy 

to rearrange the data so that similar forms are put together. This allows 

you to begin to see patterns. There are a number of ways of doing this, but 

in (12), I’ve rearranged them into four groups. In the first, we can clearly 

segment off the prefix mang-. In the second group, it’s still possible to segment 

off a prefix and leave behind something that looks exactly like the 

verb root. What’s left over is either mam- or man-. The examples in (12c) 

look like something is missing, though. If we were just putting together a 

prefix with the stem, we might expect mammanhid and mannood, rather 

than the forms we actually find. And finally in (12d), we have forms in 

which the initial consonant of the verb root clearly seems to be absent. 

4. The data in (11) represent two different types of verbs in Tagalog that are formed with the same prefix. The 

‘actor focus’ verbs are roughly like active (as opposed to passive) verb forms in English, and what Schacter and 

Otanes call “derived” verb forms are ones that denote destructive activity or activity directed at several objects 

or people. For the purposes of this problem, it doesn’t matter that the prefix has several different uses. 
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(12) a. Verb root Actor focus verb 

anak5 manganak ‘give birth (to)’ 

gulo manggulo ‘create disorder’ 

hiwa manghiwa ‘cut (sthg. intentionally)’ 

walis mangwalis ‘hit with a broom’ 

b. bakya mambakya ‘hit with a wooden shoe’ 

dukot mandukot ‘steal’ 

ligaw manligaw ‘pay court to’ 

c. manhid mamanhid ‘get numb’ 

nood manood ‘watch’ 

d. pili mamili ‘choose (several things)’ 

takot manakot ‘frighten (several people)’ 

sakit manakit ‘cause pain’ 

kailangan mangailangan ‘need’ 

Let’s start with the forms in (12a) and (12b) that are easily segmentable. 

Segmenting the derived verbs, we find the allomorphs mam-, man- and 

mang-. The first occurs on a root beginning with [b], the second with roots 

beginning with [d] and [l], and the third with roots beginning with [ʔ], [g], 

[h], or [w]. This far, the data should not surprise you: Tagalog seems to have 

a process of nasal assimilation, just as English and Zoque do. The labialfinal 

allomorph mam- occurs with a labial consonant, the alveolar-final 

allomorph man- occurs with alveolar initial roots, and the velar-final allomorph 

mang- occurs with roots that begin with either velar or glottal 

consonants. So far, things seem fairly neat. 

When we turn our attention to the data set in (12c), however, we will see 

that there’s more to be said about the derived forms of the verb. It’s not 

so clear how to segment the forms in this set. Suppose we assume that the 

prefix is mam- or man-, as it was in (12a, b); we are then left with anhid or 

ood as allomorphs of the roots. Alternatively, we might assume that the 

prefix in these cases is just ma-. If we do so, then the bases would be 

exactly the same as the roots, namely manhid and nood. This might seem 

like the best solution at the moment – just adding another allomorph to 

the set we already have of mang-, man-, and mam-, but let’s keep our minds 

open to both solutions until we’ve finished looking at all the data. 

The data in (12d) present us with a new problem. If we assume that 

Tagalog has nasal assimilation, we would expect that we would put together 

mam- with pili to get mampili and man- with takot to form mantakot, and so 

on. But instead we get mamili and manakot. The initial consonant of the stem 

seems to disappear when the prefix is attached. Now, if we look back and 

compare the verb roots that we find in (12b) and compare them to those we 

find in (12d), we will see that the former begin with voiced labial or alveolar 

consonants, whereas those in (12d) begin with voiceless consonants. It looks 

like when the prefix attaches to a base that begins with a voiceless conso- 

5. Although the spelling suggests that this form begins with a vowel, it is pronounced with a glottal stop before 

the vowel, so phonetically it is actually [ʔanak]. 
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nant, the prefix first assimilates to the point of articulation of the following 

voiceless consonant, and then that consonant disappears. 

Here, we need to stop and think more about the nasal assimilation rule. 

In section 9.2 I suggested that each set of allomorphs has a single underlying 

form, from which the others are derived by phonological rule. Since 

nasal assimilation in Tagalog seems to be a predictable process, we would 

assume this to be the case here as well. So we need to decide at this point 

what the underlying form should be. Remember that it’s often a good 

strategy to pick as the underlying form the allomorph that has the widest 

distribution, in other words the one that occurs with the most classes of 

sounds. Here, as the data in (12) show, the allomorph mang- occurs with 

glottal initial roots ([h] and [ʔ]), as well as with velars ([g], [k], [w]). The allomorph 

mam- occurs only with labial-initial roots ([p],[b]), and the man- allomorph 
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only with alveolar-initial roots ([d], [t], [l]). We can reasonably make 

the hypothesis then that the underlying form of the prefix is mang-, since 

it occurs with two different classes of sounds. If so, then the forms in (12) 

have the following underlying representations: 

(13) a. mang anak 

mang gulo 

mang hiwa 

mang walis 

b. mang bakya 

mang dukot 

mang ligaw 

c. mang manhid 

mang nood 

d. mang pili 

mang takot 

mang sakit 

mang kailangan 

Now we can give an informal statement of two phonological rules that 

will derive the allomorphs from the underlying forms: 

(14) The nasal of mang- assimilates to the point of articulation of a 

following consonant. 

A voiceless consonant is deleted when preceded by a nasal consonant. 

For the forms in (12a), neither rule applies. For those in (12b), only the first 

applies, since the verb roots don’t begin with voiceless consonants. But in 

(12d) both rules apply. 

(15) No rules: mang  gulo → mang gulo 

Rule (14a) only: mang  bakya → mam bakya 

Both rules: mang  pili → mam  pili → mam ili 
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What about the examples in (12c), however? Remember that we were 

undecided as to whether the allomorph of the prefix should end in a nasal 

at all, and we were leaning towards the solution in which the allomorph 

was ma-, as it would allow us to say that the verb roots always had the 

same form. We can see now, however, that that might not be the right 

solution. Suppose that we were to assume that the correct allomorph is 

ma-; since we have postulated that the underlying version of the prefix is 

mang-, we would have to derive ma- from underlying mang-. This in turn 

would require us to add a third rule that would delete -ng before a nasalinitial 

verb root: 

(16) mang  manhid → ma manhid 

Before we add this third rule, however, let’s see what happens if we 

assume that for these bases the allomorphs for the prefix are mam- or 

man-. Note that we already have an assimilation rule that accounts for 

which of the allomorphs shows up – we get mam- before an m- initial root, 

and man- before an n- initial root. And we already have a rule that deletes 

consonants after a suffix that ends in a nasal. If we tweak that rule slightly, 

we can derive the forms in (12c) without adding a third rule: 

(17) A nasal or voiceless consonant is deleted when preceded by a nasal 

consonant. 

The forms in (12c) can then be derived as follows: 

(18) mang  manhid → mam  manhid → man anhid 

mang  nood → man  nood → man ood 

So although it seemed at first that assuming the allomorph of the prefix 

in (12c) to be ma- made more sense, looking at the bigger picture, making 

the other choice allows us to derive all the allomorphs using a simpler set 

of rules. We assume then that this is the right solution. We must keep in 

mind, though, that we’ve only looked at a tiny set of data. If we were to 

continue looking at the morphology and phonology of Tagalog, we might 

decide that the analysis we’ve decided upon here needs to be revised 

again. 

9.4 Lexical strata 

What we have seen in this chapter is that building complex words is frequently 

accompanied by phonological effects such as assimilation or 

vowel harmony. In this section we will see that in some languages such 

phonological effects do not apply uniformly across the entire lexicon of 

the language, but instead are confined to a subset of the lexicon. Indeed 

some languages have two or more different layers to their lexicons which 

behave differently in terms of phonological effects. In this section we will 

look at three such languages, English, Dutch, and French. 
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9.4.1 English 

As we saw in section 9.2, the suffix -tion is associated with complex and 

partially unpredictable allomorphy, both of the suffix itself and of the 

bases it attaches to. It turns out that it’s not the only suffix in English that 

acts that way. Consider the examples in table 9.2. 

Table 9.2. Some non-native suffixes in Engish 

Attaches Attaches Attaches 

Stem Stress to bound Attaches to non-native to native 

Affix Rule change change bases to words bases bases 

-al N→A sacrificial architectural minimal architectural yes (tidal) 

-ian N→N,A Christian contrarian pedestrian Bostonian yes (earthian) 

-ic N→A dialogic Germanic geographic problematic yes no 

-ive V→A allusive alternative nutritive impressive yes (talkative) 

-ity A→ N historicity historicity atrocity similarity yes (oddity) 

-ory V→A delusory excretory perfunctory contradictory yes no 

-tion V→N decision revelation perception restoration yes (starvation) 

All seven of the suffixes in table 9.2 are non-native to English. Specifically, 

they were borrowed from Latin either directly or by way of French. All of 

them are like -tion in showing complex patterns of allomorphy. When they 

are added to bases, the final consonants of those bases sometimes change: 

(19) sacrifice [s] sacrific-ial [ʃ] 

Christ [t] Christ-ian [ʧ] 

dialogue [g] dialog-ic [ʤ] 

allude [d] allus-ive [s] 

historic [k] historic-ity [s] 
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delude [d] delus-ory [s] 

decide [d] decis-ion [ʒ] 

The stress pattern on the base often changes as well: 

(20) architecture architectural 

contrary contrarian 

German Germanic 

alternate alternative 

historic historicity 

excrete excretory6 

Furthermore, all of these suffixes can attach either to bound bases or to 

full words. And all of them prefer to attach to bases that are themselves 

6. Note that the stressing in the last pair in (20) is American English. Speakers of other dialects of English 

might stress these words differently. 
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non-native to English. The items in the last column in the table are in 

parentheses because they are among the few native bases (sometimes the 

only one) on which these affixes can be found. 

If we now look at suffixes that are native to English – that is, suffixes 

that were present in Old English, rather than borrowed from some other 

language – we find quite a different pattern: consider table 9.3. 

Table 9.3. Some suffixes native to English 

Attaches Attaches Attaches 

Stem Stress to bound Attaches to non-native to native 

Affix Rule change change bases to words bases bases 

-dom N→N none none no kingdom yes yes 

-er V→N none none no writer yes yes 

-ful N→A none none (vengeful?) sorrowful yes yes 

-hood N→N none none no knighthood yes yes 

-ish N,A→A none none no mulish yes yes 

-less N→A none none no shoeless yes yes 

-ness A→N none none no happiness yes yes 

When these suffixes attach to bases, they change neither the sounds of 

those bases nor their stress pattern: 

(21) poodle poodledom 

systematize systematizer 

sorrow sorrowful 

neighbor neighborhood 

hermit hermitish 

bottom bottomless 

happy happiness 

Typically they attach freely to either native or non-native bases, but they 

do not attach to bound bases; the word vengeful is in parentheses because 

it seems to be the only example where one of these suffixes might be said 

to be attached to a bound base, but it’s a questionable example, since 

venge, according to the OED, is an obsolete word in English. 

In fact, the different behavior of the two sets of affixes can be nicely 

illustrated by comparing the suffixes -ic and -ish, both of which can take 

nouns and make adjectives from them. Compare the adjectives they form 

from the non-native base dialogue: 

(22) dialogue dialogic dialoguish 

[d əlag] [daIəl ʤɪk] [d Iəlagɪʃ] 

The suffixes themselves differ only in their final sound, but -ic both 

changes the final consonant of its base and causes its stress pattern to 
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change, whereas -ish has neither effect. What this illustrates is that 

English derivational morphology exhibits two different lexical strata, layers 

of lexeme formation that display different phonological behavior. 

We can make one more interesting observation about the lexical strata 

of English. Consider the derived words in (23): 

(23) a. Two non-native suffixes: -al -ity sequentiality 

-ian -ity Christianity 

-tion -al organizational 

-ive -ity productivity 

b. Two native suffixes: -ful -ness sorrowfulness 

-less -ness hopelessness 

-er -hood riderhood 

-er -less printerless 

c. Native outside non-native -al -ness sequentialness 

-ian -ness Christianness 

-tion -less organizationless 

-ive -ness productiveness 

d. Non-native outside native -hood -al *knighthoodal 

-ish -ity *mulishity 

-less -ity *shoelessity 

-ness -ic *happinessic 

Not every suffix can attach to other suffixed words in English, but sometimes 

we can get complex words with two or more layers of suffixes. As 

(23) shows, we can often affix a non-native suffix to a base that already has 

a non-native suffix, and similarly put a native suffix on a base that already 

has a native suffix. Further, we can often stack up two suffixes if the first 

(the innermost in terms of structure) is non-native and the second native. 

What’s much more difficult – although not absolutely impossible, as we 

will see in chapter 10 – is to first affix a native suffix and then put a nonnative 

suffix outside it. This makes perfect sense: non-native suffixes prefer 

to attach to non-native bases. Once a native suffix has been added to a 

base, regardless of whether that base was native or non-native to begin 

with, the derived word counts as a native word as far as further affixation 

is concerned. 

The affixes we’ve looked at here show very clear and very different 

behavior, which justifies our saying that English derivational morphology 

displays two different lexical strata. To be honest, not all suffixes in 

English are as easily classified as the ones we’ve looked at in this section. 

While the other affixes that are native to English behave much as those 

discussed here, this is not the case with all non-native affixes. Some 

affixes that are borrowed, and therefore should be part of the non-native 
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stratum of English, behave more like native affixes in that they have no 

phonological effects on their bases and attach indiscriminately to both 

native and non-native bases. We will not go further into the intricacies of 
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English derivation here, but merely point out that while the outlines of 

the two strata are quite clear, there is some blurring between them. 

9.4.2 Dutch and French 

Dutch and English are closely related languages, and they share a history 

of contact with French and Latin. It is therefore not surprising that the 

morphology of Dutch exhibits two lexical strata, just as English does. 

We’ll give just a brief illustration here. In Dutch, the suffix -heid ‘-ness’ is 

of native origin, and -iteit ‘-ity’ is non-native. As we saw in English, the 

native suffix attaches easily either to native or non-native bases, but the 

non-native one can only occur on non-native bases (Booij 2002: 95): 

(24) -heid blindheid ‘blindness’ (native base) 

diversheid ‘diverness’ (non-native base) 

-iteit *blinditeit (native base) 

diversiteit ‘diversity’ (non-native base) 

As in English, non-native affixes can occur on either bound bases or free 

words, whereas native affixes only occur on free words. And as in English, 

if a word contains both native and non-native affixes, the native ones 

must occur outside the non-native ones. 

What may be somewhat more surprising is that French, a language itself 

descended directly from Latin, also shows signs of lexical strata (Huot 2005). 

French suffixes can be divided into those that are called ‘popular’ (in French 

‘populaire’) and those that are called ‘learned’ (in French ‘savant’). The former 

have descended from Latin undergoing all the sound changes that the vocabulary 

of French has been subject to. The latter come from scholarly Latin by 

borrowing later in the history of French. Popular suffixes typically attach to 

popular roots, and learned suffixes to learned roots (Huot 2005: 65): 

(25) Popular suffixes that prefer popular roots 

-age doublage ‘doubling’, grattage ‘scratching’ 

-ier jardinière ‘gardener’, pétrolier ‘oil-tanker’ 

-eux chanceux ‘lucky’, venteux ‘windy’ 

Learned suffixes that prefer learned roots 

-ion inscription ‘inscription’, punition ‘punishment’ 

-if actif ‘active’, duratif ‘durative’ 

-aire articulaire ‘articular’, réfractaire ‘refractory’ 

Popular suffixes sometimes do attach to learned roots, but learned suffixes 

do not attach to popular roots: 

(26) Popular suffix on learned root 

infectieux ‘infectious’, torrentueux ‘torrential’ 

Popular suffixes tend not to attach to already suffixed words, but learned 

suffixes can sometimes attach to other learned suffixes: 

Sounds and shapes 173 

(27) démiss  ion aire démissionnaire ‘one who has resigned’ 

And finally, popular roots sometimes have corresponding learned allomorphs: 

(28) Popular Learned 

angle ‘angle’ angul aire ‘angular’ 

cercle ‘circle’ circul aire ‘circular’ 

peuple ‘people’ popul aire ‘popular’ 

So what we see here is that there are two sets of affixes that display somewhat 

different patterns of behavior. The lexicon of French thus gives us 

another example where morphology is not neat and homogeneous, but 

instead seems to be organized into two relatively discrete layers. 

Summary In this chapter we have looked at the connection between phonology 

and morphology. Morphemes frequently have allomorphs, phonologically 

distinct variants that occur in different environments. 

Sometimes, as we saw, those environments are predictable, and we 

can postulate phonological rules that explain the distribution of 

the allomorphs. Indeed, we can often postulate a single underlying 

phonological form from which all the allomorphs can be derived. We 

have looked at a number of typical kinds of phonological rules that 

explain allomorphy in various languages: assimilation of various sorts, 

dissimilation, vowel harmony, and intervocalic voicing. We have also 

seen that not all allomorphy is entirely predictable; as the morphology 

of English shows, it can be quite unpredictable where one allomorph 

or another shows up. Finally, we have looked at three cases in which 

different segments of the lexicon constitute different lexical strata displaying 

different phonological behavior or different patterns of 

allomorphy. 

Exercises 

1. The following forms are from the now-extinct language Wappo, until 

recently spoken in California (Thompson, Park, and Li 2006: 125–7). The 

first set of examples is glossed for you. Using them as a model, first analyze 

the next two sets of data and then answer the questions below. 

a. olol - asaʔ ‘is making X dance’ 

dance - CAUS:DUR 

olol – is - taʔ ‘made X dance’ 

dance – CAUS – PST 

olol – is - ya:miʔ ‘will make X dance’ 

dance - CAUS - FUT1 
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olol – asiʔ ‘make X dance!’ 

dance - CAUS : IMP 

olol - asa - lahkhiʔ ‘isn’t making X dance’ 

dance - CAUS : DUR - NEG 

olol - isn - ta – lahkhiʔ ‘wasn’t making X dance’ 

dance - CAUS : PST – NEG 

olol - is – lahkhiʔ ‘don’t make X dance!’ 

dance - CAUS : IMP – NEG 

b. hicasaʔ ‘is making X pound Y’ 

hicistaʔ ‘made X pound Y’ 

hicisya:miʔ ‘will make X pound Y’ 

hicasiʔ ‘make X pound Y!’ 

hicasalahkhiʔ ‘isn’t making X pound Y’ 
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hicistalahkhiʔ ‘wasn’t making X pound Y’ 

hicislahkhiʔ ‘don’t make X pound Y’ 

c. hintoʔasaʔ ‘is making X sleep’ 

hintoʔistaʔ ‘made X sleep’ 

hintoʔisya:miʔ ‘will make X sleep’ 

hintoʔasiʔ ‘make X sleep!’ 

hintoʔistalahkhiʔ ‘wasn’t making X sleep’ 

hintoʔislahkhiʔ ‘don’t make X sleep!’ 

Once you have segmented and glossed the (b) and (c) sets of data, list 

all the allomorphs of all morphemes. Is all of the allomorphy predictable? 

Where you can, explain informally what seems to determine the distribution 

of the allomorphs. 

2. In Tagalog, the circumfix ka … an creates nouns designating the class or 

group of whatever the base denotes. Identify all allomorphs in the forms 

below and explain their distribution using informal phonological rules 

(Schachter and Otanes 1972: 101): 

banal ‘devout’ kabanalan ‘devoutness’ 

bukid ‘field’ kabukiran ‘fields’ 

bundok ‘mountain’ kabundukan ‘mountains’ 

lungkot ‘sadness’ kalungkutan ‘sadness’ 

pangit ‘ugly’ kapangitan ‘ugliness’ 

pulo ‘island’ kapuluan ‘archipelago’ 

dagat ‘sea’ karagatan ‘seas’ 

dalita ‘poverty’ karalitaan ‘poverty’ 

Tagalog ‘a Tagalog’ katagalugan ‘the Tagalogs’ 

3. The Dutch diminutive has several allomorphs. Determine what they are, 

and explain their distribution (De Haas and Trommelen 1993: 279): 

a. gum ‘eraser’ gumetje 

b. roman ‘novel’ romanetje 

c. parasol ‘parasol’ parasoletje 

d. kar ‘cart’ karetje 

e. lichaam ‘body’ lichaampje 
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f. pruim ‘plum’ pruimpje 

g. bezem ‘broom’ bezempje 

h. koning ‘king’ koningkje 

i. haring ‘herring’ haringkje 

j. streep ‘stripe’ streepje 

k. kabinet ‘cabinet’ kabinetje 

l. almanak ‘almanac’ almanakje   145 825 20 

m. wereld ‘world’ wereldje 

n. banaan ‘banana’ banaantje 

o. tuin ‘garden’ tuintje 

p. kuil ‘hole’ kuiltje 

q. altaar ‘altar’ altaartje 

HINT: Examples a–d have short vowels in their final syllables. Examples 

n–q have long vowels or diphthongs in their last syllables. 

4. Form the plurals of the following words in English, and transcribe them in 

the IPA: 

lip lathe 

pot kiss 

tack buzz 

club church 

thud garage 

thug judge 

cliff arena 

path hero 

stove 

a. How many allomorphs are there for the plural morpheme in English? 

b. Which of the allomorphs makes the best candidate for the underlying 

form of the plural morpheme? 

c. Formulate a phonological rule that derives the various allomorphs of 

the plural morpheme from the underlying form. 

5. Thinking about the pattern you discovered in exercise 4, now consider 

the plurals of the following words: 

wolf 

calf 

house 

mouth 

elf 

knife 

How do these differ from the plurals you discussed above? 

6. In exercise 1 of chapter 5 you looked at a process of infixation in the 

Austronesian language Leti. Some of the data you looked at there are 

given again in (i) (Blevins 1999): 

(i) kakri ‘cry’ kniakri ‘the act of crying’ 

pali ‘float’ pniali ‘the act of floating’ 

sai ‘climb’ sniai ‘the act of climbing’ 

teti ‘chop’ tnieti ‘the act of chopping’ 

vaka ‘ask’ vniaka ‘the act of asking’ 

vanunsu ‘knead’ vnianunsu ‘massage’                                                                                                                ‘the act of kneading’ 

176 INTRODUCING MORPHOLOGY 

Now compare those data to the ones in (ii): 

(ii) kili ‘look’ knili ‘the act of looking’ 

kini ‘kiss’ knini ‘the act of kissing, kiss’ 
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surta ‘write’ snurta ‘the act of writing, memory’ 

tutu ‘support’ tnutu ‘the act of supporting, support’ 

virna ‘peel’ vnirna ‘the act of peeling’ 

What are the two allomorphs of the nominalizing affix in Leti? What determines 

which allomorph goes with which bases? 

7. Consider the data below from the Mayan language Tzutujil (Dayley 1985: 

206–7): 

k’uluuj ‘to meet, encounter’ k’ulaani ‘married’ 

jaqooj ‘to open’ jaqali ‘open’ 

d’eb’ooj ‘to stain with thick liquid’ d’eb’eli ‘thick (of liquid)’ 

b’olooj ‘to twine, boil meat’ b’olaani ‘cylindrical’ 

d’oyooj ‘to cut with an axe’ d’oyoli ‘cuttable’ 

wonooj ‘to push with the head’ wonoli ‘bent over’ 

ketooj ‘to cut with a very keteli ‘discoid, wheel-shaped’ 

sharp machete’ 

ch’ikooj ‘to clean land for tilling’ ch’ikili ‘stuck in’ 

jotooj ‘to raise’ jotoli ‘be above’ 

ch’anooj ‘to spank a naked person’ ch’anali ‘naked’ 

Identify all allomorphs and try to state the conditions under which each 
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subordinate compounds, and have few attributive compounds 

(see 3.4 for these terms): 

(51) a. English 

endocentric attributive: dog bed, windmill 

endocentric subordinate: dishwasher, hand made 

b. Italian 
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