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Preface 

The traditional costly and time-consuming, trial-and-error experimental approaches to 

develop novel (nano)materials with desired properties are being complemented and often 

overtaken by new strategies based on a detailed understanding of the materials’ properties 

down to the level of individual atoms with the help of theoretical modeling.  

Graphene [1], a two-dimensional (2D) material comprising of covalently bound sp2 carbon 

atoms arranged in a hexagonal (honeycomb) lattice sandwiched between two π-electron 

clouds, has attracted great interest because of its remarkable properties and numerous 

potential applications [2]–[5]. However, despite extensive research efforts, a limited number 

of graphene-based products have so far been successfully commercialized. The potential 

range of graphene applications can be greatly enhanced by covalent modification, including 

doping of the graphene lattice with foreign atoms [6], [7] and sp3 functionalization [8]–[12].  

The work presented here concerns modeling and theoretical description of graphene-based 

materials for potential applications in spintronics and information-storage, single-atom (SA) 

and molecular magnets, single-atom catalysis (SAC), lithium-ion-batteries (LIBs), and 

supercapacitors (SCs) [13]–[18]. There was a strong synergy between theory and 

experiments throughout the work. All references to the works I am a co-author are in bold 

throughout the text.  

Fluorinated graphenes (FGs) are key precursors to the synthesis of many graphene 

derivatives, so a better comprehension of fluorographene (FG) reactivity and the nature of 

the C-F bond is key to unlocking the application potential of graphene-based materials [19]. 

Indeed, understanding the mechanism of thermal decomposition of a fully fluorinated 

graphene in the presence of a reducing hydrogen atmosphere has helped to develop novel 

electrode materials for SCs aimed at practical applications [20]. Further, the radical-based 

chemistry of FG, which enables the combination of sp2 and sp3 carbon bonds in the same 

network, along with very high nitrogen doping and vacancies, has enabled the discovery of 

a new class of carbon-based materials comprising nitrogen doped graphene with diamond-

like tetrahedral bonds for high energy-density SC electrodes, and with the help of theoretical 

modeling, the materials’ properties has been better understood [16]. 

Controllable atom substitution and defluorination of FG enables the synthesis of 

cyanographene (G–CN) [9], which has proven to be a perspective material for anchoring Pt 
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adatoms with potential implications as single-atom catalysts (SACs) [15], and the use of 

complex chemistry of −CN groups makes it possible to synthesize a wide range of graphene 

derivatives with a very high degree of functionalization, including graphene acid (G–OOH), 

which emerges as a stable and high-energy organic LIB anode material [17].  

The substitution of fluorine atoms in FG with hydroxyl groups [21], [22] and simultaneous 

doping of graphene by phosphorus atoms and its functionalization with P-containing groups 

[13] can lead to materials with magnetic features sustainable up to room temperature (RT), 

which creates perspectives for the design of metal-free graphene-based spintronic devices.  

Doping of the graphene lattice with Fe and Mn atoms results in a high magnetic anisotropy 

energy (MAE) corresponding to a theoretical blocking temperature of 34 K assuming 

a relaxation time of 10 years, enhancing the application potential of graphene in spintronics, 

including data storage in magnets of the size of SAs [14].  

In porphyrin molecules with coordinated transition metal (TM) atoms, the ligand field 

coordinated with the central metal atom governs the magnetic anisotropy due to spin-orbit 

coupling (SOC) in a close analogy to the TM atoms anchored in N-decorated defects in the 

graphene lattice [14], [23]. The possibility of tailoring the magnetic state in such 

nanostructures is highly desirable for potential spintronic applications. Theoretical 

calculations revealed the mechanism of the MAE modification in Au(111) supported one-

dimensional (1D) metalloporphyrin polymers depending on the structural conformations of 

the molecular units [18].  

The first part of this thesis, following the historical timeline of the most important 

milestones in the development of materials science, presents the main ideas behind the work. 

Afterwards, the studied materials and the theoretical methods applied in my research are 

described. Finally, the theoretical results of the six selected papers are discussed in more 

detail, along with the experiments carried out at the University of Vienna and the RCPTM 

in Olomouc. The appendices contain reprints of these papers that constitute the basis of the 

doctoral thesis. 
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Introduction 

The development of material science in a nutshell 

The history of mankind is contemporaneous with the evolution of tools and technology 

development, ultimately bringing our civilization to the point where we are today.  In 

a nutshell, the earliest primitive tools made of stone date back 2.6 million years, ushering in 

the Stone age. Later, other raw materials like bones, antlers, or ivory were used. The turning 

point in the technological evolution of early humans was the control of fire 1.7–2.0 million 

years ago. Fire provided a source of warmth, heat for cooking food, and lighting, made it 

possible to create more advanced hunting tools and allowed for geographic dispersion of 

human, cultural innovations, and changes in diet and subsequently behavior. 

The transition from the Stone Age to the Bronze Age occurred between 6000 and 2500 BC 

with the discovery of the ore smelting technique. The first evidence of human metallurgy 

dates to the 6th–5th millennium BC, and the first regions to enter the Bronze Age were West 

Asia and the Middle East, whose ancient peoples practiced year-round agriculture, 

developed writing systems, created centralized governments, economic and civil 

administration, social stratification, and slavery. They also laid the foundations for 

mathematics and astronomy. 

Abundant terrestrial iron, due to its high melting point of 1811 K was out of common use 

until the end of the second millennium BC. The Iron Age begins when the production of 

iron or steel has reached the point where iron tools and weapons replace their bronze 

counterparts. The end of the Iron Age is generally considered to coincide from the Roman 

Conquests and last up to the Middle Ages about 500 AD. 

For thousands of years, directions at sea were determined primarily by the position of 

celestial bodies. This changed with the emergence of the navigational compass in China in 

11th century, which by about 1300 appeared in Europe and the Middle East. With a compass 

in hand, Europeans set sea routes to China, Japan, and the Indonesian Islands, and 

established the trade of tea, spices, silk, and, importantly, knowledge of that time. It was 

also the time when conquistadors encountered and destroyed the Aztec and Inca 

civilizations of Central and South America. The increase in sea travel and trade routes, made 

possible by the compass, led to European settlements in the Americas. 
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Another great technological and social change was brought by the Industrial Revolution in 

1760–1840 triggered by the development of thermodynamics born out of a few important 

questions like: What is temperature? What is heat? Why do some reactions happen, and 

others do not? Is it possible to convert heat in useful energy? The practical impetus for 

development of the science of thermodynamics in the nineteenth century was the advent of 

heat engines. The increasing reliance on machines to do our work required better 

understanding of the basic principles underlying conversion of heat to work, thermodynamic 

laws, thermodynamic cycles and, interestingly, led to abstract ideas like entropy.   

The eighteenth and nineteenth century also brought great discoveries in the field of 

electricity and magnetism. In 1752, Benjamin Franklin tied a kite on string during 

a thunderstorm and proved that static electricity and lightning are one and the same. 

Following this important experiment, people were eager to tame the power of electricity 

primary for lighting their homes in a cheap and safe way trying to replace flammable and 

dangerous oil and gas lamps. In 1758, Charles-Augustin de Coulomb presented three reports 

discussing the interaction between the two electrified bodies, explained the attraction and 

repulsion between electric charges and magnetic poles. 

In 1800, Alessandro Volta constructed the first battery. The discovery of Hans Christian 

Ørsted on April 21, 1820, showing that an electrical current moves a compass needle, and 

several weeks later by André-Marie Ampère and François Arago showing that the current-

carrying coil was equivalent to a magnet, launched the electromagnetic revolution. By 

demonstrating the principle of the electric motor in 1821, Michael Faraday laid the 

foundation for modern electromagnetic technology. Ten years later, he discovered 

electromagnetic induction. In 1831, German physicists Johann Carl Friedrich Gauss and 

Wilhelm Weber established the representation for the unit of magnetism in terms of mass 

and charge and explored the nature of the Earth's magnetism. 

One of the first experiments to show the close relationship between a magnetic field and 

light was carried out by Faraday in 1845. In 1877 John Kerr discovered the counterpart of 

the Faraday effect in reflection, now widely used to study the magnetization of materials. 

In the 1860s, James Clerk Maxwell unified the theory of electricity, magnetism, and light 

into a system of partial differential equations known as Maxwell's equations [24]. In 1888, 

Heinrich Hertz, through experimental verification and validation of Maxwell's work, made 

it possible to later invent radio, television, radar, and other devices dependent on 

electromagnetic radiation. In 1879, Thomas Edison brought to life the world’s first electric 
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light bulb. Household electrification in Europe and North America began in the early 20th 

century. 

The modern understanding of magnetic phenomena in condensed matter originates from the 

work of Pierre Curie and Pierre Weiss, who investigated the effect of temperature on 

magnetic materials and observed that magnetism disappeared suddenly above a certain 

critical temperature in materials like iron, thus defining the Curie temperature and Curie-

Weiss law [25].    

However, further technological development would not be possible without quantum 

mechanics and relativity, two pillars of modern physics that erected in the early years of the 

20th century. For instance, today, our understanding of the phenomenon of magnetism is 

inextricably linked with the concept of spin, jointly proposed in 1925 by Samuel Goudsmit 

and George Uhlenbeck [26], which results from the relativistic description of the electron 

in an external electromagnetic field. The motion and interaction between electrons, the later 

called exchange energy, are of purely quantum-mechanical and quantum electrodynamics 

origin, and their understanding is derived from the work and theoretical models of Ernest 

Ising and Werner Heisenberg  [27]. 

During World War II and in the post-war period, material research became a priority for the 

development of military and space technology. It set the onset of the Silicon Age, which 

began with the invention of the metal-oxide-silicon field-effect transistor (MOSFET) by 

Mohamed M. Atalla and Dawon Kahng at Bell Labs in 1959 [28]. The Silicon Age meant 

revolutionary changes in technology, economy, culture, and thinking, leading to a rapid shift 

from the traditional industry established by the Industrial Revolution to an economy 

primarily based upon Information Technology (IT), often referred to as the Information 

Age. 

The further development of IT is inextricably linked with the advance of nanotechnology. 

The concept of a nanometer was first elaborated by Richard Zsigmondy; he coined the term 

nanometer explicitly for characterizing particle size and was the first person who measured 

the size of particles such as gold colloids with a microscope in 1898 [29]. In 1959, at an 

American Physical Society meeting at Caltech, Richard Feynman gave a lecture There's 

Plenty of Room at the Bottom, in which he envisioned the possibility of direct manipulation 

of SAs as a more powerful form of synthetic chemistry than those used at the time. Almost 

15 years later, a Japanese scientist, Norio Taniguchi, was the first to use the term 
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nanotechnology as a field mainly consists of the processing, separation, consolidation, and 

deformation of materials by one atom or one molecule [30]. The term nanotechnology was 

also applied by Eric Drexler in his book from 1986 Engines of Creation: The Coming Era 

of Nanotechnology, which proposed the idea of a nanoscale “assembler” which would be 

able to build a copy of itself and of other items of arbitrary complexity. 

The golden era of nanotechnology began in 1980s with the invention of the scanning 

tunneling microscope (STM) [31], followed by the discovery of fullerenes in 1985 [32] and 

carbon nanotubes (CNTs) in 1991 [33]. The STM development in 1981 earned its inventors, 

Gerd Binnig and Heinrich Rohrer the Nobel Prize in Physics in 1986. Harald Kroto, Robert 

Curl, and Richard Smalley were awarded the 1996 Nobel Prize in Chemistry for their roles 

in the discovery of fullerenes. The crowning achievement was in 2004 the isolation of 

graphene [1], called the wonder material of the 21st century, which is a monoatomic layer 

of sp2-hybridized carbons atoms tightly arranged into a 2D honeycomb lattice sandwiched 

between two π-electron clouds, which awarded Andre Geim and Konstantin Novoselov the 

Nobel Prize in Physics in 2010.  

The discovery of zero-dimensional (0D) fullerenes, 1D nanotubes, and 2D graphene raised 

the question of whether other low-dimensional materials could be prepared. Indeed, in 2004, 

the group of Xiaoyou Xu [34] discovered carbon dots (CDs) as a waste material during the 

synthesis of single-wall carbon nanotubes. The tunable photoluminescence, low-toxicity, 

convenient solubility in many solvents, and biodegradability predestined CDs for plethora 

of applications including bioimaging, sensing, cancer therapy, optoelectronic devices, and 

photocatalysis [35]. 

Further, 2D transition metal dichalcogenides (TMDCs), isolated for the first time in 2010 

[36], exhibiting a unique combination of direct bandgap, strong spin–orbit coupling, and 

auspicious mechanical properties, have become interesting for electronics, spintronics, 

optoelectronics, and energy harvesting [37].  

Another intriguing group of materials, MXenes consisting of a-few-atoms-thick layers of 

TM nitrides, carbides, or carbonitrides appeared in 2011 [38]. The variable arrangement and 

type of TM atoms enables their properties to be tailored, which makes MXenes applicable 

in many fields, e.g., batteries, SCs, composites, and optoelectronic devices [39]–[41]. 
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Another 2D material, hexagonal boron nitride, is a wide-gap insulator whose boron and 

nitrogen atoms are arranged in a honeycomb lattice, analogous to graphene. It is mainly 

used in electronics or piezoelectronics [42], [43]. 

A single layer of black phosphorus, phosphorene, was isolated in 2014 and attracted a lot of 

attention mainly due to its direct bandgap, tunable by the material’s thickness form 1.88 eV 

(monolayer) up to 0.3 eV (bulk) [44]. 

Other graphene-like materials isolated from bulk analogues are silicene [45], germanene 

[46], stanene [47], borophene [48], and 2D iron oxide (hematene) [49]. 

However, we do not have to go far from graphene to look for new materials with enhanced 

properties. Covalent and non-covalent graphene modifications have led to multitude of 

graphene derivatives that have increased its application potential as discussed in detail in 

Chapter 1. 

 
Figure 1 Timeline indicating important technological milestones in human history 

coeval with the development of science. 

Information storage 

The progress of human civilization would not be possible without the storage and sharing 

of information. The stored data in a person's brain are volatile. The exponentially decreasing 

forgetting curve shows that humans tend to halve their memory of newly learned knowledge 

in a matter of days or weeks unless they consciously review the learned material, the biggest 

loss of memory comes in first ten minutes.  

By 20 000 BC, primitive cultures had developed methods of storing information 

mechanically. By notching a stick, knotting a string, weaving a pattern, carving, painting 

images in caves, information could be stored by one person for transmission to others.  
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The ability to store information as symbols representing sounds, rather than as pictures 

representing concepts, was a major transition point in improving communications and 

storage efficiency. Another major step in the development of information storage was 

printing. The early documents were printed with cylinder seals in clay by Sumerian 

civilization. Other techniques including hammered coinage, pottery imprints, cloth printing, 

woodblock printing, or letterpress printing aroused in mid-15th century. Finally, the 

development of lithography and screen printing boomed the spread of information.  

The capturing sound on a recording medium began during the Industrial Revolution. Many 

pioneering efforts to record and reproduce sound were made during the latter half of the 

19th century, resulting in Scott's phonautograph of 1857, followed by more famous 

invention of the phonograph by Thomas Edison in 1877. As the industrial revolution 

dawned, owners of machinery began to store information in ways that a machine could use 

it directly. In some cases, the information could be stored as patterns. The studded cylinder 

or disk of a music box is an example of pattern stored data interpreted by a machine, in this 

case to reproduce music. In 1898, danish engineer Valdemar Poulson patented the first 

magnetic recording device, a magnetic wire recorder called telegraphone. First modern 

technologists would acquire read-only memory, i.e., the data can be stored and read, but not 

modified afterwards.  

Current computer systems store data in digital format in the form of zeros and ones. One of 

the most widely used types of digital data storage is the magnetic one. Another option to 

store the date is electrical, as used for example in solid-state drives (SSD). However, in 

contrast to magnetic storage, the data from SSD can hardly be restored when damaged.  

Magnetic storage devices, both magnetic tapes and hard disc drives (HDDs), have been used 

as a crucial recording media since the birth of the information age in 1950s. Introduced by 

IBM in 1956, HDDs became the dominant secondary storage device for general-purpose 

computers by the early 1960s, whereas magnetic tapes are predominantly used for backups. 

Data centers, which are the primary platforms for cloud computing and big data storage, 

still rely heavily on magnetic storage technology.  

The basic approach to magnetic data storage, such as magnetic wires, magnetic tapes, floppy 

disk, and later HDDs is very similar. The magnetic surface is divided into magnetic domains 

which has mostly a uniform magnetization. In current commercialized HDDs, about 

100 000 atoms are needed to store a bit [50]. As the read-write head moves along the surface, 
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the changes in magnetization are detected and recorded as zeros and ones depending on the 

orientation of the magnetic moments within the domain (Figure 2). So, the head can register 

the changes in the magnetic field and convert it into an electrical signal. More specifically, 

hard drives depend on a phenomenon called magnetoresistance (MR) [51] where a magnetic 

field alters the electrical resistance in a material, causing measurable changes in the electric 

current. MR is proportional to the strength of the magnetic field, with a larger field 

producing a higher resistance. The magnetic data is processed by applying a potential 

difference to a wire that is placed close to the magnetic material on a disk or tape. As the 

magnetic field representing data on the material passes by the wire, the resistance of the 

wire changes with the magnetic field of the data. This change in resistance alters the current 

through the wire. Monitoring this current provides a reading of the magnetic field on the 

tape or disk. 

 

Figure 2 The longitudinal and perpendicular magnetic recording. Changes in 

magnetization are detected and recorded as zeros and ones depending on the 

orientation of the magnetic moments (indicated by arrows) within the domain. 

Following the discovery of the giant magnetoresistance (GMR) effect in the late 1980s by 

Peter Grünberg and Albert Fert [52], [53] who awarded the 2007 Nobel Prize in Physics, 

GMR heads began to replace MR heads. The GMR effect is observed as a significant change 

in the electrical resistance that is induced by the application of a magnetic field to the thin 

films composed of alternating ferromagnetic (FM) and non-magnetic (NM) layers, i.e., the 

change in electrical resistance depends on whether the magnetization of adjacent FM layers 

is parallel or antiparallel (Figure 3). The overall resistance is relatively low for parallel 

alignment and relatively high for antiparallel alignment. Thus, in a GMR based system, very 

feeble magnetic variations give rise to large differences in electrical resistance and provides 

almost three times the data density than MR devices. 

Today, though, the read head no longer uses GMR but giant tunneling magnetoresistance 

(TMR) [54]. TMR is a magnetoresistive effect that occurs in a magnetic tunnel junction 

(MTJ) where electrons can tunnel from one ferromagnet into another thorough a very thin 
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insulator. The direction of the two magnetizations of the FM films is tuned by an external 

magnetic field. The electrons more likely tunnels through the insulating film when FM films 

have parallel alignment of the magnetization than with an antiparallel orientation. 

Consequently, the antiparallel alignment of the films corresponds to higher resistance. TMR 

extended the concept of GMR with both effects being based on spintronics. 

 

Figure 3 GMR effect. Change in electrical resistance depends on whether the 

magnetization of adjacent ferromagnetic layers is parallel or antiparallel. The overall 

resistance is relatively low/high for parallel/antiparallel alignment, respectively. 

Spintronics and new prospects for data storage 

Spin transport electronics, or spintronics for short – which was coined in the 1990s – is 

a rapidly developing field that combines the electronic and magnetic properties of materials. 

In addition to the electronic charge in solid-state devices, the intrinsic spin of the electron 

and/or holes, and the associated magnetic moment add another degree of freedom allowing 

for better performance as opposed to classical electronics, i.e., reduction of their power 

consumption and increase of their data storage and processing efficiency. With the wide 

applications of spintronics in mind so far, including spin-valves [55], [56], magneto-electric 

spin–orbit logics (MESOs) [57], spin torque nano-oscillators (STNOs) [58], spin-mediated 

energy harvesting, spin thermoelectric generation, or spin-polarized photovoltaic cells [59], 

intense research efforts have been made in this field to improve existing and develop 

emerging applications, including spintronic devices for quantum computing, ultra-dens data 

storage, and flexible electronics [59], [60]. 

The origins of spintronics date back to the pioneering experiments by Richard Meservey 

and  Paul Tedrow in the early 1970s on spin-dependent tunneling current between FM and 

superconducting films [61], [62], followed by Michel Julliere’s experiment on MTJs [63]. 

Spintronics flowered following the discovery of the GMR effect in the late 1980s [52], [53], 
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which went on to be used in HDDs, now using the TMR effect though  (vide supra) [64], 

[65], where magnesium oxide MgO layer being sandwiched between two FM layers acts as 

a spin filter that only allows electrons of one spin direction through it. The electron current 

flowing through MgO is almost 100% spin-up or spin-down polarized, depending on the 

magnetic orientation of the surrounding magnetic layers. Thus, the TMR signal is many 

times greater than that from a GMR spin valve. TMR is also the basis of magnetic random-

access memory (MRAM) [66], a non-volatile memory that uses magnetic moments to retain 

data instead of electrical charges. 

Over past decade, we have witnessed a tremendous increase in the rate of digital data 

production. The amount of data in the global datasphere was estimated to be 44 zettabytes 

at the dawn of 2020; by 2025, the amount of data generated each day is expected to reach 

463 exabytes globally. Google, Facebook, Microsoft, and Amazon themselves store at least 

1200 petabytes of information. Electronic Arts process roughly 50 terabytes of data every 

day [67]. It is expected that the ICT (information and communication technology) industry 

will consume 20% of the world's electricity and emit up to 5.5% of the world's carbon 

dioxide by 2025 [47]. Therefore, today's research is largely driven by the goal to develop 

IC devices that are smaller, faster, low-energy-consuming, and cheaper than ever before. 

However, advances in magnetic data storage capacity and miniaturization of the storage 

devices as we know it is coming to an end due to the so-called superparamagnetic limit [48], 

[49] that dictates the highest possible storage capacity limited by the superparamagnetism, 

a type of magnetism occurring in single-domain nanoparticles that possess a single giant 

magnetic moment that can randomly flip its direction under the influence of thermal effects. 

In contrast to (anti)ferro/ferri magnetism, superparamagnetism can occur below the Curie 

temperature of the material. 

Because of the nanoparticle’s magnetic anisotropy, the magnetic moment has usually only 

two stable magnetic orientations separated by an energy barrier, i.e., easy and hard 

magnetization axes. At finite temperature, there is a finite probability for the magnetization 

to flip. The state of the nanoparticle depends on the measurement time, !!, and Néel 

relaxation time, !", which corresponds to the mean time between the flips due to thermal 

fluctuations. If !! ≫ !"	the nanoparticle magnetization will flip several times during the 

measurement, then the measured magnetization will average to zero, which is known as 

a superparamagnetic state. If !! ≪ !", the magnetization will not flip during the 

measurement and this refers to as a blocked state. In several experiments, the measurement 
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time is kept constant, but the temperature is varied, so the transition between 

superparamagnetism and blocked state is seen as a function of the temperature (Figure 4). 

Then, the blocking temperature is defined as %# =
$%

&!(()
"#
"$
)
, where K is the nanoparticle’s 

MAE density and V its volume. Together, KV is the energy barrier associated with the 

flipping between the magnetization axes, the MAE of the material [68]. The blocking 

temperature is the temperature below which a material shows slow relaxation of 

magnetization and remains in the preferred magnetization direction. 

 

Figure 4 Blocked and superparamagnetic state, Tb stands for blocking temperature, 

'+and ', stands for measurement time and Néel relaxation time, respectively.  

How the superparamagnetic limit can be suppressed? A fundamental constrain for the 

ultimate limit of classical data storage is imposed by the MAE determining the energy 

required to flip the spin of a SA. However, the magnetic field needed to write the bit 

increases with the magnetic anisotropy, unless the magnetization per bit rises too. 

A convenient possibility to manipulate the value of MAE (and possibly also the spin state) 

via electric fields [69]–[71] – a large MAE is needed to stabilize a magnetic bit against 

thermal agitation; a low MAE is desired during magnetization reversal while writing 

information – can solve this issue while gaining a lot in energy efficiency. 

From a material perspective, the bit-patterned media (BPM), proposed in 1989 by Akira 

Kikitsu et al. [72], represents a promising approach to overcoming the superparamagnetic 

limit. BPM stores data on a uniform array of magnetic cells that act as single-domain 

magnets, each holding one bit of information (Figure 5). Patterned media is predicted to 

enable areal densities up to 20-300 Tb/in2 as compared to the 1 Tb/in2 limit that exists with 

current HDD technology. However, the mass production of BPM and its integration with 

the HDD’s recording system is perceived as the greatest challenge for its commercialization. 
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Figure 5 Bit-patterned media stores data in a uniform array of magnetic cells that act 

as single-domain magnets. 

Pioneering work showing giant MAE for Co atoms adsorbed on the Pt(111) surface [73] has 

set the ultimate limit of magnetic data storage as a surface-supported atom-sized magnetic 

bit (Figure 6). Importantly, it has more recently been proven for an ensemble of Ho atoms 

on ultra-thin MgO(100) films coating Ag(100) that information processing in atom-sized 

bits is possible [74]. Still, this can only be achieved in ultra-high vacuum and very low 

temperatures, making them impractical in actual applications. If an atom-sized magnet was 

to be found with MAE corresponding to the temperature of at least 77 K, that of liquid 

nitrogen, which is abundant and cheap, applications in data centers could become realistic.  

 

Figure 6 a) Due to the spherical symmetry of a free atom the magnetization is isotropic, 

and the magnetic anisotropy energy equals zero. b) Symmetry breaking and adatom–

substrate hybridization induces strong anisotropy of the magnetization along the out-

of-plane and in-plane direction. 

Since the seminal paper by Pietro Gambardella et al., [73] intensive research has focused 

on the magnetism of individual TM atoms and their clusters, up to the monolayers supported 



 25 

on metal surfaces [75], [76]. Surprising theoretical results showing that the magnitude and 

even the sign of MAE [77]–[79] depend on the adsorption site and also that due to strong 

quenching of adatom’s orbital moments and the formation of large, induced spin and orbital 

moments in the substrate, which contributes significantly to the MAE, have shifted the 

scientific interest to TM atoms and ultra-small TM clusters supported on NM graphene 

[80]–[84]. While the theory predicted the MAE for TM atoms embedded in graphene to 

reach only  7 meV [23], a huge MAE of up to 289 meV for a bimetallic IrCo dimer on the 

benzene molecule was calculated [85]. The MAE value was reduced to ~0.1 eV for IrCo on 

a free-standing graphene sheet [84].  

The practical application of magnetic dimers on a graphene support would require the 

deposition of a carbon sheet on a solid substrate. Importantly, an increased MAE to 

204 meV was predicted for the IrCo dimer deposited on graphene@Cu(111) [84], which 

based on Néel's theory, ()* = +-%#(-.
.%
.$
) [68], corresponds to the theoretical blocking 

temperature of 56 K. Increasing the MAE further to 285 meV would increase the blocking 

temperature to about 78 K, which is close to that of liquid nitrogen. On the other hand, the 

Pt atom and Pt–Pt dimer deposited on graphene@Ni(111) were NM [86]. From an 

experimental perspective, magnetic hysteresis and a spin lifetime of 1000 s at 2.5 K were 

measured for the self-assembled superlattice of dysprosium atoms on graphene@Ir(111) 

[87]. 

The mobility of single TM atoms or dimers in the ideal region of graphene [88]–[90] 

however, may limit their application potential. Lattice imperfections, such as vacancy 

defects can tightly anchor TM atoms or their clusters, preventing their diffusion and 

agglomeration on the surface [23], [91], [92], ultimately allowing a high MAE of up to 

170 meV to be achieved for an OsPd dimer bound to a single nitrogen-decorated vacancy 

defect [76]. 

Our open question was whether the lighter TM atoms of Groups VI.-VIII.B of the Periodic 

Table and their clusters could also show significant MAE values, and to what extent 

graphene-mediated coupling between TM dopants could modify - preferentially increase - 

the MAE compared to that of SA impurities [14]. Because information can be stored and 

processed at the atomic scale if the atomic spins are coupled [69], [70], [93] understanding 

structural, electronic, and magnetic properties of graphene simultaneously doped with 

multiple TM atoms rather than a SA dopant is of paramount importance for spintronic 

applications.  



 26 

Indeed, the Mn dopants bound to four carbon atoms, the presence of which in the graphene 

lattice has been experimentally confirmed, can create spots for the Fe–Mn dimers formation 

with a remarkably high value of ~120 meV per pair of Fe–Mn dimers due to the graphene-

mediated RKKY (Rudermann–Kittel–Kasuya–Yoshida [94]–[96]) exchange between the 

dimers, which corresponds to blocking temperature of 34 K based on Néel’s theory [14]. 

The conductive TM-doped graphene with robust magnetic features offers a new perspective 

on the design of graphene-based spintronic devices. 

Importantly, inherently diamagnetic graphene can not only be a substrate for atom-sized 

metallic magnets, but also can be equipped with magnetic features without the presence of 

magnetic metallic elements, thus opening the way, i.e., to non-metallic graphene-based 

spintronic devices [97]. Several methods has been employed to endow magnetic properties 

in graphene without the presence of TM atoms, e.g.,  defects [98]–[102], edge engineering 

[103], [104], doping with sp-atoms [6], [7] sp3 functionalization [10], [19], [21], [22], [105], 

and/or non-covalent functionalization [106] (see Chapter 2). 

The doping of graphene can be divided into two groups: electron doping by using n-dopants 

or hole doping by using p-dopants, the former with, e.g., nitrogen atoms, the latter with 

boron atoms substituting C atoms in graphene, because nitrogen has one additional electron 

and boron has one electron less than carbon [107]. As the substitution of carbon by light 

elements (Figure 7) in the graphene lattice leads to changes in the electronic density of 

states (DOS), i.e., graphitic dopants can provide π-electrons close to the Fermi level (EF) of 

graphene, if the itinerant electrons occupy narrow bands at the EF, Stoner magnetism can 

emerge, as has been recently shown for sulfur [7] and nitrogen [6]. 

Theoretical and experimental doping of sulfur and nitrogen onto graphene demonstrated FM 

arrangement with transition temperature of 62 K and 69 K, respectively and saturation 

magnetization ∼5.5 emu g−1 (S-doped graphene), ∼1.1 emu g−1 (N-doped graphene) [6], 

[7]. Below 4 at.% of sulfur atoms and 6 at.% of nitrogen, respectively, graphene exhibited 

diamagnetic character with paramagnetic (PM) centers around the dopant. The increased 

concentration and specific configurations of dopants led to the FM alignment where PM 

centers were coupled by π-electron system (see Chapter 2.4 for more details). Hence, the 

magnetic ordering can resist thermal disruption to some extent depending on the chemical 

nature of the dopant and its concentration, and configurations of foreign atoms in the 

graphene lattice – as graphene can be regarded as a bipartite system with two 

interpenetrating triangular lattices [108].  
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Besides ferromagnetism triggered by graphitic nitrogen [6], graphene-containing extensive 

pyridinic N-doping acts as spin switch, in an “on-off-on” fashion, under microwave energy 

[55], which may lead to novel types of switches, filters, and spintronic devices using sp2-

only 2D systems. 

 
Figure 7 Doping of the graphene layer with sp-elements can lead to a stable magnetic 

ordering in graphene. Color code: carbon in gray, nitrogen in blue, boron in green, 

and oxygen in red. 

FG chemistry has been shown to be convenient for the further development of magnetic 

graphene derivatives, hydroxyl-substituted FG, termed hydroxofluorographenes (GOHFs), 

exhibiting FM magnetic ordering up to 62 K and antiferromagnetic (AFM) alignment 

sustainable up to 372 K. The magnetism in GOHFs stemmed from the presence of aromatic 

islands forming diradicals that couple superexchange interactions mediated through OH-

groups [10]. However, if defluorination pathways lead to the formation of sp2 zig-zag motifs 

inside the sp3 lattice, strengthening the role of itinerant π-electrons on top of the 

superexchange interactions mediated by −OH groups, GOHF exhibits RT FM ordering [21]. 

Theoretical calculation showed that the transition temperature could be tuned by 

substitution of hydroxyls by other functional groups [22]. 

With this in mind, we have theoretically explored whether phosphorus atoms could induce 

magnetism in the graphene lattice [13]. Why did we examine phosphorus? i) Phosphorus 

atom belongs to the same group as nitrogen but is heavier and larger. Therefore, it was an 

interest in comparing their electronic and magnetic properties. ii) Phosphorus atom was 

experimentally embedded into graphene by several technique, i.e., chemical vapor 

deposition  or ion implantation/irradiation [109], [110] however, no systematic studies have 

been carried out then focusing on different C/P ratio, configuration of P atoms, or transition 

temperature. iii) Recent experimental preparation of Gr-P with P concentration up to 

6.40 at.% imprinted localized magnetic centers in graphene, which ultimately led to the 
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coexistence of AFM and FM phases, with the corresponding Neél and Curie temperature 

125 K and 300 K, respectively [111]. iv) In addition to magnetism, phosphorus doped 

graphene could be used for oxygen reduction reaction [112], oxygen evolution reaction 

[113], hydrogen generation [114], batteries [115], sensing [116], or field effect transistors 

[117]. 

Employing density functional theory (DFT), we systematically investigated structural, 

electronic, and magnetic properties, including the theoretical transition temperatures of P-

doped (Gr-P) and/or phosphono-functionalized graphene (Gr-PO3H2) at various doping 

concentrations and/or structural arrangements [13]. Our simulations of simultaneous P 

doping and −PO3H2 functionalization of graphene elucidated the origin of experimentally 

observed FM ordering up to RT and showed that the simultaneous substitution of C by P 

and the adsorption of P adatoms can lead to FM and AFM arrangements in line with 

experimental findings [111]. Such atomically tailored organic magnets may stimulate 

interest in exploiting them in spintronics or data-storage applications. 

Molecular magnets 

The coordination of TM atoms in porphyrin molecules, where the ligand field coordinated 

with the central metal atom governs the magnetic anisotropy, locally resembles the structure 

of TM atoms anchored in N-decorated defects in the graphene lattice [14], [23]. Porphyrins, 

which belong to the class of single molecule magnets (SMMs) and single-chain magnets 

(SCMs) are the subject of active research [118]. 

The SMMs and SCMs have potential applications in diverse fields and devices including 

molecular spintronics, nuclear spin resonance, molecular spin-valves, nano-memory 

devices, and quantum computing. SMMs and SCMs also exhibit many remarkable features 

that make them suitable for other applications, including quantum tunneling effects, 

quantum phase interference/coherence, and giant magnetic anisotropy [52]. Moreover, they 

can retain their magnetizations for a relatively long time in the absence of an applied field 

at low temperatures [119].  

Although the first synthesis and physicochemical characterization of a molecular magnet, 

namely of diethyldithiocarbamate-Fe(III) chloride [120],  took place as early as 1967, the 

wave of interest in molecular magnetism came nearly three decades later with the discovery 

of [Mn12O12(OAc)16(H2O)4] in 1991 [121]. The term single-molecule magnet was used five 

years later for distorted MnIVMnIII3 cubane complex [122]. In the same year, the quantum 
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tunneling of magnetization was experimentally observed in the [Mn12] complex,  which was 

considered as a breakthrough in the SMM field [123]. In 2003, Naoto Ishikawa reported on 

a new type of SMMs based on large orbital and spin angular moments of a single lanthanide 

(Ln = Tb, Dy, and Ho) ion bonded to double-decker phthalocyanine (Pc) complexes 

[Ln(Pc)2]n- [124]. These seminal works have greatly inspired the investigation of 4f-

containing SMMs, such as 3d-4f complexes, pure 4f clusters, and 4f single-ion magnets 

(SIMs). The first reports on the actinide-based SMM came in 2009 [119], [125]. In 2013, it 

was shown that mononuclear SMMs can contain not only a single PM 4f or 5f center but 

also a 3d ion [126], [127]. The synthesis of such complexes with low coordination number 

(2–4) is an effective approach to preserve the orbital angular momentum and significantly 

enhances the magnetic anisotropy [119], [128]. However, further development of new 

molecular magnets would be slow and limited without advances in surface science and on-

surface synthesis, which are used in many industries such as catalysis [129], the 

semiconductor industry [130], and biomedical devices [131].  

Surface chemistry has its pros and cons though. On the one hand, the reactants have limited 

access to each other, which reduces the contact between them. Moreover, the confinement 

into two dimensions dramatically changes the range of chemical on-surface reactions. On 

the other hand, on-surface synthesis gives access to new reaction mechanisms that would 

not be easily accessible under standard chemistry conditions and enables reactions of non-

soluble materials, consequently with an absolute absence of solvents. Further, it represents 

an efficient method to form robust organic networks and 2D polymers, or self-assembled 

building blocks [132]–[135].  

Today’s on-surface chemistry would not be possible without the development of 

experimental techniques. In the 1920s, Irving Langmuir advanced his theory of 

chemisorption, which plays an important role not only in heterogeneous catalysis but also 

in on-surface chemistry in general [136]. The huge development of surface chemistry took 

place in 1960s, when spectroscopic and structural probes were developed [137] that made 

it possible to investigate surfaces and on-surface processes. Twenty years later, surface 

studies have been reinforced with the discovery of a new class of microscopy tools, i.e., 

STM and atomic force microscopy (AFM) that enable the observation of chemical changes 

of surfaces and direct three-dimensional (3D) mapping of the positions of atoms at surfaces, 

and even direct engineering and modification of surfaces. In 1981, the first direct 

visualization of surface atoms was made using an STM [31]. For the first time, many 

processes that occurred at surfaces and interfaces, such as catalytic reactions, could be 
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probed directly. While the STM enables to investigate metal and semiconductor surfaces, 

the non-conductive surfaces of oxides and biological materials can be studied by AFM 

[138], which also provides the surface mapping of materials. Additionally, STM and AFM 

can be used as a "nanowriter" that places and positions atoms and molecules on surfaces to 

make organized structures, as demonstrated by IBM as early as 1987 [139]. Despite the 

unprecedented chemical resolution provided by the high-resolution scanning probe 

microscopy (SPM), a detailed understanding of the mechanisms of on-surface chemistry 

reactions is still limited due to the temporal resolution. This is where theoretical simulations 

come in handy.  

A beautiful example of such a combination of theory and experiment comes from our 

laboratory where the chemical evolution of the fluorinated free-base porphyrin (2H-4FTPP) 

adsorbed onto Au(111) surface, 2H-4FTPP → 2H-4FPP → Au-4FPP, was elucidated [140].  

Another combined theoretical/experimental study revealed that the spin state of a single 

iron(II) phthalocyanine molecule on N-doped graphene can be locally controlled by weak 

non-covalent interaction with the dopant causing a reordering of iron d-orbitals without the 

use of an external stimulus such as an external magnetic field, electric field, light, pressure, 

or temperature [106]. 

We more recently provided theoretical insight into the reaction steps in experimental 

synthesis of porphyrin based 1D coordination polymers and explained the sudden drop of 

MAE upon their intramolecular rearrangements [14]. Controlling the chemical reactions and 

conformational and intrinsic magnetic characteristics of surface restricted porphyrin 

molecules by rational designing could open new possibilities in the field of molecular 

spintronics [140]. 

Single atom catalysis 

Various noble-metal catalysts have been extensively exploited for industrial applications, 

including energy conversion, chemicals production, pharmaceutics, and automotive exhaust 

purification [141]–[143]. Noble metals are, however, expensive and of limited supply. Their 

industrial use, scarcity, limited supply and production, and global demand have driven their 

prices up over last decade. In addition, they are less eco-friendly compared to organic 

materials. Moreover, a large part of the metal surfaces is inactive for catalytic reactions. 

Therefore, in addition to potential applications in spintronics and information storage, TM 

atoms dispersed on graphene [144]–[147] or graphene-derivative supports [15], [148] have 
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been extensively studied as the ultimate limit to size reduction of heterogeneous metal 

catalysts [149]–[151]. 

The first known reference to the use of inorganic catalysis dates back to 1552, when Valerius 

Cordus used sulfuric acid to catalyze the conversion of alcohol to ether [136]. In 1597, 

Andreas Libavius referred in his book Alchemi  the term catalysis to describe the 

decomposition of base metals into silver and gold [136], but it was Jöns Jacob Berzelius 

who defined the term catalysis in 1835 in the sense used today  [152]. The first intentional 

catalysis was presented by Elizabeth Fulhame in 1794, who suggested that a small amount 

of water was required to oxidize carbon monoxide [152].  

However, all early catalytic studies were empirical. Only the introduction of a rate 

dependence of chemical reactions by Ludwig Wilhelmy in 1820, the first quantitative law 

of Cato Maximilian Guldberg and Peter Waage in 1864, the definition of the rate constant 

for the measurement of chemical change in 1877 by Jacobus Henricus Van’t Hoff, and the 

dependence of the chemical reaction on temperature and pressure by Henry Louis Le 

Chatelier in 1884, established the needed theory for the flowering of catalysis. In 1927, Cyril 

Norman Hinshelwood presented his kinetic theory based upon earlier findings by Irving 

Langmuir, which is still being applied in today’s catalytic modeling [136], [152]. 

Nowadays, 90% of chemical procedures use catalysts during the manufacture processes. 

The petroleum industry uses catalysis at almost every step, for alkylation, catalytic cracking, 

naphtha reforming, steam reforming, post-combustion exhaust gas treatment, etc. Even 

electrical cars use catalysts in both anodic and cathodic reactions. Natural catalysts, 

enzymes, are frequently used in food production such as baking, dairy and starch processing, 

brewing and beverages, and enable the processing and storage of food materials. The 

largest-scale chemicals such as nitric acid (from ammonia), sulfuric acid (from sulfur 

oxides), are produced by using catalysts in oxidation processes. Even one of the most 

energy-intensive Haber-Bosch process from World War I, producing ammonia as a source 

of explosives and fertilizes, still uses an iron oxide catalyst. Pharmaceutical processors use 

a variety of precious-metal-bearing catalysts in the manufacture of drugs and other products, 

mainly for hydrogenation reactions. The global demand for catalysts in 2014 was estimated 

as 33.5 billion USD, therefore, a reduction of the expenses is highly desirable. Today, over 

80% of all commercially produced chemicals utilize a catalyst at some stage in the 

production process, including food processing, fine chemicals, bulk chemicals, or the 

energy industry to increase the rate of a desired reaction and enhance its selectivity [153]. 
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For these reasons, it is very advantageous to reduce the amount of catalytically inactive 

atoms while increasing catalyst efficiency and reactivity. The ultimate limit is an atomically 

dispersed catalyst, also termed SACs, being at the frontier in atom economy thanks to the 

highest possible surface to volume area, and nearly 100% metal loading utilized to form 

accessible active sites (Figure 8). The SACs are one of the holy grails in catalysis as they 

bridge the gap between the homogeneous and heterogeneous catalysis, enabling the best use 

of rare and expensive noble metals. Moreover, the well-defined structure and strong 

interaction between the support and SACs ensure ease of reuse, recycling of the catalytic 

material, and prevents undesirable agglomeration and leaching [154]–[157]. 

 
Figure 8 Miniaturization of the bulk catalyst into nanoparticles and ultimately SACs 

is advantageous due to the higher surface to volume ratio, accessible sites, selectivity, 

and specific activity. 

Despite the fact that many metals are capable of catalytic reaction, one of the most 

interesting is continued to be platinum, which is still used in many research works as 

indicated by Nobel laureate Paul Sabatier [152]. It possesses a unique catalytic activity, 

especially for hydrogenation reactions, which ultimately became the basis for the rapid 

development of the petrochemical industry [152].  

The huge surface area and relative ease of functionalizing graphene make it a promising 

material for heterogenous catalysis [149]. However, the stabilization of the individual metal 

atoms on the pristine graphene remains a significant challenge in further development of 

effectual and stable SACs due to the mobility of metal adatoms, agglomeration, or leaching 

[88]–[90], which make heterogeneous catalytic reactions typically unoptimized as concerns 

structure, morphology, theoretical description, and performance [158]–[160].  
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To overcome these difficulties, it is necessary to identify appropriate anchoring groups for 

single metal atoms, understand the nature of the metal-linker-graphene interaction, and the 

influence of the adatoms on the electronic structure of the graphene derivative. 

It has recently been shown that N-doped graphene acid (N-G–OOH) with the basal plane 

densely covered by COOH groups exhibits excellent catalytic activity in oxygen reduction 

reaction (ORR) towards H2O2 generation [161]. With the help of DFT calculations, it was 

revealed that surface carboxylic acid functional groups play a significant role in achieving 

the high activity of N-G–OOH for 2e− ORR. 

In other study, the strong interaction between palladium and carboxylic groups of G–OOH 

ensured a nanoparticle growth mechanism entailing counterion metathesis followed by a G–

OOH promoted reduction. The G–OOH-Pd nanohybrids mediated Suzuki–Miyaura cross 

coupling reaction under eco-friendly conditions [162]. 

We have also shown that G–CN, experimentally prepared for the first time in 2017 [9], is 

a suitable scaffold for the Pt adatoms, both in Pt0 and PtII oxidation states [15]. Effective 

immobilization of Pt ions may enable a multitude of catalytic reactions, as has already been 

demonstrated for amine coupling and alcohol oxidation reactions on Cu@G–CN [148]. 

Energy storage 

Given the significant growth of the world population, the demand for energy resources is 

projected to increase by 100% by 2050 [163], [164] and the ICT industry itself could 

account for 20% of global electricity consumption and 5.5% of the world's carbon dioxide 

emission already by 2025 [47]. In addition, the limited supply of fossil fuel resources and 

government restrictions on fuel cars due to carbon dioxide emissions, and the rapidly 

growing demand for electric vehicles, grid electric energy storage, powering portable 

electronics, and reliance on energy-based devices, it is legitimate to research focused on 

sustainable energy resources and suitable energy storage technologies using earth-abundant 

elements with minimal environmental impact [165]. In this context, rechargeable batteries 

and SCs have attracted immense attention [166]. 

The term battery was introduced by Benjamin Franklin in 1749 when he experimented with 

electricity using a set of linked capacitors. In 1780, Luigi Galvani’s famous experiments on 

frog legs led to the discovery of the principle behind batteries. The first true battery, 

however, was invented by Alessandro Volta in 1800, which was essentially a stack of 
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alternating discs of copper and zinc separated by a cloth soaked in brine [167]. One of the 

most enduring batteries is the lead-acid battery, which was invented in 1859 by Gaston 

Planté and is still used today to start most cars with an internal combustion engine. It is the 

oldest example of a rechargeable battery. Then, in 1868, Georges Leclanché invented the 

Leclanché cell, later improved by Carl Gassner in 1886, which is known today as the dry 

cell. The first battery to use an alkaline electrolyte appeared in 1899 thanks to Waldemar 

Jugner using nickel-cadmium electrodes in potassium hydroxide.  

LIBs currently dominate the contemporary energy storage landscape. This rechargeable 

battery laid the foundations for wireless electronics such as cell phones and laptops [168]. 

It is also used from powering electric cars to storing energy from renewable sources, which 

with the development of smart grids and networks for “Internet of Things,” rapidly increases 

the demand for batteries with higher efficiency and lower cost [169].  John B. Goodenough, 

M. Stanley Whittingham, and Akira Yoshino for their contribution to the development of 

LIBs awarded the 2019 Nobel Prize in Chemistry. 

However, LIBs suffer from long charging times and undergo irreversible processes during 

cycling that gradually reduce their energy density and thus their cycle-life [169]. Another 

LIBs bottleneck is that the cathode materials that determine the LIBs capacity contain non-

sustainable Co or Ni elements [170]. At the same time, graphite, which is typically used on 

the negative electrode anodes, limit the rate performance and safety due to the slow Li-ion 

diffusion and operation potential window that is very close to the voltage of Li metal plating. 

This causes rapid aging of graphite anodes, especially in power-demanding applications 

such as electric vehicles and poses a risk of catastrophic battery failure due to the growth of 

lithium metal dendrites [171], [172]. 

The first capacitator to use a double-layer charge storage was reported in 1957 by Becker 

of General Electric [173], but the device was not commercialized due to the impractical 

design because of the need to immerse it in a pool of electrolytes. In 1966, Robert A. 

Rightmire at Standard Oil of Ohio (SOHIO) [174] developed another version of the 

capacitor as electrical energy storage apparatus, while working on experimental fuel cell 

designs, with the standard design used today. The first commercially effective 

electrochemical capacitor referred to as a supercapacitor was sold in 1975 by the Japanese 

company Nippon Electric Company (NEC). In 1991, Brian Evans Conway described the 

difference between SCs and batteries behavior in electrochemical energy storage [175], and 

in 1999 he defined the term supercapacitor [173]. 
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The advantages of SCs over batteries or fuel cells are high power density, long life cycle, 

and small size [176], which means savings in material and cost. They can store more energy 

than classic conventional capacitors, while maintaining a similar cell design [176]–[178]. 

These attributes, together with high stability and rather low costs, makes them frontier 

candidates in the energy storage industry. However, commercial SCs have cell-level specific 

energies (and energy densities) several times lower that of lead-acid batteries and about one 

order of magnitude less than state-of-the-art LIBs [179]–[181]. Table 1 compares 

advantages and disadvantages batteries and SCs. 

Table 1 Pros and cons of batteries and supercapacitors. 

Pros Cons 

Batteries 

Power density Limited cycle life 

Storage capacity Voltage and current limitations 

Better leakage current than capacitors Long charging times 

Constant voltage that can be turns off/on 
More temperature sensitive than 

capacitators 

Supercapacitors 

Long life cycle Low specific energy 

High load currents Linear discharge voltage 

Short charging times High self-discharge 

Excellent temperature performance High cost per watt 

 

Cost-effective and environmentally friendly nature, abundance, processability, and design 

versatility render organic materials subject to reversible electrochemical redox processes 

and coordinating lithium, attractive candidates for anodes in LIBs [179], [180]. Likewise, 

replacing the metal atoms in SC's electrode materials with non-metal and earth-abundant 

elements such as carbon would have significant environmental benefits, reducing our 

dependence on critical natural resources and increasing sustainability. Further, in order to 

take advantage of SCs in a broader range of applications, it is imperative to identify 

electrode materials that have much better energy density combined with long life and high 

power. 
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Graphene has attracted increasing attention as an interesting electrode candidate for energy 

storage due to its striking mechanical and electronic properties [1], and the ease of 

functionalization by various functional groups [13], [20], [22] boosting electrochemical 

stability and capacitive performance [182], [183].   

For instance, thanks to the reach chemistry of FG [9], [184], sulfur chains with a particularly 

high sulfur content of 80 mass% covalently bonded to graphene resulted in an  

electrochemically active cathode material for lithium–sulfur batteries (LSBs) [185]. The 

sulfurized-graphene material exhibited excellent performance with only 5 mass% of 

conductive carbon additive and at a low temperature of 298 K. In combination with 

a fluorinated ether as electrolyte additive, the capacity persists at ca. 700 mAh g−1 after 100 

cycles at 0.1 C, and at ca. 644 mAh g−1 after 250 cycles at 0.2 C. Thus, LSBs can offer 

a promising alternative in the energy storage field [185]. 

The covalent grafting of carboxyl groups on the conductive skeleton of graphene paves the 

way for an efficient and stable G–OOH anode for LIBs [17]. Experiments combined with 

our theoretical calculations revealed the excellent charge transport, particularly low charge 

transfer resistance and redox activity stemming from the carboxyl groups, and lithium 

intercalation properties due to the co-presence of significant content of sp2 moieties of the 

G–OOH anode. The true potential of G–OOH as a LIB anode was confirmed by the practical 

capacity and rate capability of 800 mAhg−1 at 0.05 A g−1 and 174 mAhg−1 at 2.0 A g−1 [17]. 

Recent studies have also shown that G–OOH is as a promising material for electrochemical 

sensing [186], catalysis [161], [162], [187], electrocatalysis [188], and eco-friendly 

electrode material for SCs [178] [9].  The charging/discharging rate stability test revealed 

that G–OOH can be repeatedly measured at current densities ranging from 1 to 20 A g−1 

without capacitance loss, making this material suitable for lightweight electrode materials 

for SCs with extremely high durability [178]. 

The FG chemistry made it also possible to homogeneously graft the amino acid arginine 

(Arg) via its guanidine group on both sides of graphene [177]. More specifically, having the 

guanidino functional group, Arg acted as a nucleophile and was grafted onto electrophilic 

radical centers of FG forming the zwitterionic arginine-functionalized FG (FG/Arg). This 

material showed a high capacitance of ≈390 F g−1 at 0.25 A g−1 and, importantly, after 

≈30 000 galvanostatic charging/discharging cycles under typical operation conditions, the 
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capacitance retention remained at around 82.3%. An eco-friendly FG/Arg offers promising 

properties for an efficient supercapacitor in aqueous electrolytes [177]. 

Further, using combined experimental and theoretical approaches, a simple and up-scalable 

method was developed for the preparation of partially FGs based on thermal reduction of 

a fully fluorinated sample in a reducing hydrogen gas. The specific capacitance was 

influenced by the number of fluorine atoms and the hydrogenation process, as explained 

with the help of our computational modeling. An optimized material showed a specific 

capacitance of 539 F g−1 recorded at a current density of 0.25 A g−1 with 100% specific 

capacitance retention after 1500 cycles in a three-electrode configuration and 96.7% specific 

capacitance after 30 000 cycles in a two-electrode setup [20]. 

Finally, thanks to the radical-based FG chemistry enabling the presence of sp2 and sp3 

carbon bonds in the same lattice, a new class of carbon-based materials was developed 

comprising nitrogen doping and diamond-like tetrahedral bonds for high energy density SCs 

[16]. Our theoretical calculations revealed that the C–C bonds develop between C-centered 

radicals, which emerge in the vicinity of the N dopants. This material achieved an ultra-high 

mass density of 2.8 g cm−3 and delivered unprecedented energy densities of 200 W h L−1 at 

a power of 2.6 kW L−1 and 143 W h L−1 at 52 kW L−1 – twice as high as that of top-rated 

materials and several-fold higher than commercial supercapacitor carbons – increasing the 

competitiveness of SCs in the portable energy storage landscape [16]. 
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Outline 

In the following chapter, the materials that form the basis of our research [13]–[18] are 

introduced. The common denominator is graphene and its derivatives. By modifying 

graphene with dopants, adatoms, or functional groups, unique materials with tailored 

structural, electronic, and magnetic properties can be obtained for potential applications in 

SCs, electrodes, spintronics, composites, photovoltaic devices, medicine, environmental 

treatment , and sensors [2], [189]–[196].  

Another studied material in this thesis is porphyrin, whose main features are presented in 

Chapter 1.5, and thanks to its unique magnetic properties [18], it may find applications in 

catalysis, spintronics, molecular sensing, and biological applications [35], [197]–[201].  

The magnetism of graphene derivatives is reviewed in Chapter 2. 

Chapter 3 discusses the theoretical basis of the calculations upon which our study is based. 

Besides the description of Schrödinger equation (SE), Hartree-Fock (HF) method, and 

Thomas-Fermi (TF) model, the focus is on the concept of DFT and its exchange-correlation 

functionals. Further, the physics behind solid-state calculations is presented. 

In Chapter 4, the possibilities of establishing magnetic ordering in phosphorus-doped and 

phosphono-functionalized graphene is discussed. For a single P substitution, the 3D 

reconstruction of the experimental geometry based on atomic-resolution aberration-

corrected scanning transmission electron microscopy (STEM) imaging at multiple sample 

tilts is compared with the computational results [13]. 

Chapter 5 deals with the doping of TM atoms (Cr, Mn, and Fe) with vacancy-containing 

graphene, both bare and nitrogen-decorated, which, based on spin-polarized DFT (SP-DFT) 

calculations including spin-orbit coupling, results in a high MAE due to the coupling 

between TM dopants through graphene. The computational findings are supplemented by 

an experimental atomic-resolution characterization of a Mn substitution, which may create 

spots for the formation of atom-sized magnets in graphene [14].    

In Chapter 6, the feasibility of adapting the MAE with conformational changes of 1D 

Au(111)-supported metalloporphyrin polymers is presented. DFT results are discussed in 

relation to scanning tunneling microscopy and spectroscopy, and high-resolution atomic 

force microscopy experiments [18]. 
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Chapter 7 discusses the theoretical prospective of graphene and its derivatives as a scaffold 

for SAC preventing the unwanted migration and agglomeration of SACs. Calculations from 

first-principles allowed to identify the cyano group as a convenient binding site for Pt 

adatom, which was additionally supported by the experimental result confirming that the –

CN groups act as ligands immobilizing of 3.7 wt.% Pt adatoms [15].  

Chapter 8 focuses on the possibility of using G–OOH, a carboxyl derivative of graphene, 

as the LIB anode. While the experimental measurements showed excellent charge transport, 

redox activity, and lithium intercalation of the G–OOH anode, theoretical insight was 

needed into the mechanism underlying energy storage in G–OOH [17]. The results of finite 

(functionalized ovalene) and infinite (periodic) model calculations in the context of 

experimental data are discussed.  

The reaction of FG with azide anions enables the preparation of a material connecting sp2 

layers of the graphene type with tetrahedral carbon-carbon bonds and superdoping with 

nitrogen. The resulting ultra-high mass density material is an excellent ion host, delivering 

unprecedented energy densities. Theoretical research allowed for a better understanding of 

the structural properties of this material, which is discussed in Chapter 9 [16]. 

Finally, our research is concluded in Chapter 10, followed by References, and then 

Appendices containing reprints of these papers that constitute the basis of my dissertation. 
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1 Materials 

1.1 Graphene  

The concept of single layer graphite was first described by P. R. Wallace in 1947, who 

investigated the band theory of graphite [202]. The first mention of monolayer reduced 

graphene oxide (GO) flakes obtained experimentally by Hanns-Peter Boehm and co-

workers was in 1962, who in 1986 established the term graphene by combining the word 

graphite and the suffix ene referring to polycyclic aromatic hydrocarbons [203]. However, 

graphene was first unambiguously produced and identified by Andre Geim and Konstantin 

Novoselov in 2004 [1]. Using micromechanical cleavage and the Scotch tape technique, the 

monolayer of graphite was exfoliated and transferred to silicone dioxide wafer. For their 

pioneering isolation and description of graphene, both scientists were awarded the Nobel 

Prize in Physics in 2010. 

Besides mechanical exfoliation of graphene layers, graphene can be prepared by chemical 

vapor deposition (CVD), thermal decomposition of SiC, electrical arc discharge method, 

organic synthesis, or chemical syntheses from graphite dispersion [204]. 

Pristine graphene belongs to the group of 2D materials because it consists of only a single 

layer of carbon atoms arranged in hexagons (Figure 9). Each carbon atom forms three 

1.42 Å long bonds with adjacent carbon atoms [205]. It was predicted that graphene as a 2D 

material would not be stable, however, the corrugation, sp2 hybridization of the s, px, and py 

orbitals forming the σ bonds (Figure 9) make graphene stabile. While these σ C-C bonds 

are responsible for the extraordinary mechanical strength of graphene, the π-bonds (Figure 

9) hybridized from the pz orbitals are responsible for most of the graphene’s excellent 

electronic properties [202].  
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Figure 9 a) graphene bipartite lattice with A (red) and B (blue) sublattices, b) σ-bonds 

are responsible for the extraordinary mechanical strength of graphene, the π-cloud 

causes excellent electron mobility, c) semi-metallic electronic structure with the Dirac 

point is shifted by electron or hole doping. 

Pristine graphene acquires a delocalized conjugated system with Dirac cones at the EF 

(Figure 9c), i.e., it is a zero-gap semiconductor, which results in an extraordinary electron 

mobility (2×105 cm2V−1s−1) [1] and thermal conductivity of graphene (~5000 W m−1K−1) 

[206]. It attains excellent intrinsic strength with a breaking strength of 42 N m–1 and the 

Young’s modulus of about 1 TPa [207], and a huge specific surface area (2675 m2 g–1) 

[208]. Moreover, graphene is optical transparent (97.7%) [209]. Due to its fascinating 

properties, graphene can be used in many applications, e.g., field-effect transistors [210], 

optical devices [211], medicine [212], (bio)sensors [213], SCs [3] and/or in sport industry 

as a composite material. 

Nevertheless, there are several drawbacks including high hydrophobicity and the lack of 

magnetic response that hinders its usage. Therefore, various methods have been developed 

to alter its properties, even though graphene is chemically inert. Covalent chemistry is an 

effective way of modulating the physico-chemical properties of graphene, i.e., by converting 

sp2 hybridized carbon atoms to sp3 ones, new 2D materials with altered properties were 

obtained [214]. For instance, treatment of graphene with cold plasma [215] or irradiation of 

graphite with protons [216] produces hydrogenated graphene, called graphane, which is 

a wide-gap semiconductor. Oxidation of graphene, leading to GO containing hydroxy, 

epoxy, or carbonyl groups, turns hydrophobic graphene into a hydrophilic material [217]. 

More importantly for the further chemistry of graphene, exfoliation of graphite fluoride or 

fluorination of graphene gave rise to FG, which is considered to be the thinnest insulator. 

High reactivity of FG enables facile and scalable access to a wide portfolio of graphene 

derivatives [184], such as thioflurographene, which can be used as a biosensor [218], GOHF 
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exhibiting FM or AFM ordering at RT [10], [21], G–CN which can be used in SACs [9], 

[148], [219] or G–OOH which can be used as a SC component [9], [17], [178], [220]. 

1.2 Fluorographene 

Fluorographene, also known as graphene fluoride, was first synthesized in 2010 [11], [221]. 

FG is a 2D derivative of graphene consisting of hexagonal carbon rings with covalently 

attached fluorine atoms in sp3 hybridization, which can form four main configurations, i.e., 

chair, boat, armchair, and zig-zag (Figure 10) [222]. FG can be prepared via two 

approaches: i) top-down method, which includes thermal, sonochemical, or microwave 

exfoliation of graphite fluoride [11], [221], [223] and ii) bottom-up approach where 

graphene is either directly fluorinated by XeF6, F2, and SF6 [11], [224] or treated by fluorine 

radicals using SF6, CF4, or F2 as plasma sources [225]–[227]. The remarkable FG properties 

predispose it in many application including electronics, electrochemistry, or biomedicine  

[228], [229]. 

 

Figure 10 Four main configurations of fluorographene a) chair, b) boat, c) zig-zag, and 

d) armchair. 

The presence of F atoms on both side of the graphene surface disrupts the 1-electron cloud 

and modifies its electronic properties from a semi-metal into an insulator. The value of the 

bandgap of the FG is, however, ambiguous. While the experiments evaluate the bandgap to 

3 eV using Raman spectroscopy [11] and 3.8 eV using near edge X-ray absorption 

spectroscopy (NEXAFS) [230], calculations at the generalized gradient approximation 
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(GGA) level estimate it at 3 eV [19] and the many-body GW theory, which accounts for 

single particle Green’s function G and screened Coulomb interaction W, strongly 

overestimates the FG bandgap to 7-8 eV [231]. The combination of many-body GW and 

fixed-node diffusion Monte Carlo (MC) calculations gives the bandgap of 7.1 eV [232], 

which in combination with the exciton binding energy of 1.9 eV calculated using the Bethe-

Salpeter equation [231] provides the gap of 5.2 eV. 

FG is a highly important material for the further development of the graphene derivatives 

due to its propensity to react with electrophiles [233]. Initially, it was presumed that FG is 

chemically and thermally inert due to the strong covalent C-F bond, which resembles the 

one of very stable Teflon [11]. It was shown, however, that fully fluorinated graphene 

undergoes chemical transformation involving nucleophilic substitution and reductive 

defluorination under mild conditions, e.g., FG can react with NaOH, NaSH, NaNH2, CCl2, 

which leads to new graphene-based materials [8], [184], [233]–[237]. 

FG is spontaneously defluorinated in the presence of nucleophilic solvents [234], which is 

attributed to the strong dipolar–dipolar interactions of the solvent molecules with the 

electron-deficient carbon atom of the C–F bond. The experimental-theoretical study of FG 

in N,N′-dimethylformamide has further revealed that the fluorine vacancies play the role of 

electrophilic radical centers that cause homolytic bond cleavages. In this way, point defects 

in FG can initiate its reactivity [238]. 

The reactivity of FG obviously depends on the strength of the C–F bonds. We found out 

that the bond strength varies from 1.11 to 5.13 eV depending on the configuration of the 

fluorine adatoms. FG is prone to form a specific pattern during fluorination and 

defluorination processes [19]. While defluorination favors the formation of zig-zag π-

conjugated chains of sp2 carbon along the fluorinated surface, various structural patterns can 

be formed by gradual fluorination (Figure 11). These specific patterns acquire either 

a metallic or semiconducting electronic structure and either FM or NM alignment [19]. 
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Figure 11 The preferable structural patterns during the gradual fluorination. The 

lowest-in-energy of a) C18F1, b) C18F2, c) C18F3, d) C18F4, e) C18F5, f) C18F6, g) C18F6, 

h) C18F7, i) C18F8, j) C18F9 [19]. 

The ability to tailor the electronic and magnetic properties of partially fluorinated FG 

samples by the proper positioning of F adatoms and different C/F ratios has also been 

demonstrated in other studies [224], [239]–[242]. The DFT calculations revealed that the 

precise location of the F adatoms on the graphene surface allows for tuning the bandgap 

from 0 to ∼3.13 eV and establishing the magnetic alignment in FG [19], [242]. The 

combined theoretical and experimental study has shown that monoatomic chains of fluorine 

atoms on graphene lead to strong magnetism in these purely organic graphene-based 

systems. The magnetic susceptibility data yielded behavior typical of a quantum spin-ladder 

system with FM legs and AFM rungs whose exchange coupling constant along the rungs 

was measured to be 450 K (Figure 12) [241].  

 
Figure 12 Monoatomic chains of fluorine atoms on graphene led to strong magnetism 

with exchange coupling of 450 K. The JFM and JAFM denotes ferromagnetic and 

antiferromagnetic coupling between the atoms. Red a green represents spin-polarized 

carbon atoms [241]. 
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1.3 Cyanographene 

The chemistry of FG turned out to be beneficial for the synthesis of a well-defined graphene 

derivative containing homogenously distributed –C≡N groups, i.e.,  cyanographene 

(Figure 13) [9]. Reaction of FG with NaCN in dimethylformamide (DMF) leads to highly 

efficient nucleophilic substitution of F adatoms by nitrile groups. Simultaneous reductive 

defluorination partially re-establishes the delocalized π-electron cloud and thus increases 

the conductivity of G–CN. 

 
Figure 13 Theoretical model of cyanographene with –CN groups covalently attached 

to the graphene layer from both sides [9]. 

The well-defined stoichiometric G–CN can be used as a sensing material for the negatively 

charged analytes, for example for ascorbic and uric acid [186]. Further, the covalent –CN 

group turned out to be important for catalysis, particularly as a scaffold for SACs, e.g., Pt 

[15] or Cu SAs [148].  

Silver nanoparticles 4-8 nm of diameter covalently bound to G–CN has been proven to kill 

silver-nanoparticle-resistant bacteria at concentrations 30 times lower than stand-alone 

silver nanoparticles. The combined theoretical-experimental study showed strong and 

multiple dative bonds between –CN groups and silver nanoparticles. The G–CN prevents 

the leaching of silver nanoparticles, ascribing very high cytocompatibility to healthy human 

cells, which is a huge advantage over the commonly used ionic silver and free Ag 

nanoparticles [243]. 

The introduction of reactive homogeneously distributed functionalities over the graphene 

surface is highly desirable since it enables for further modifications as demonstrated during 

the synthesis of G–OOH [9]. 
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1.4 Graphene acid 

Various oxygen-containing functional groups are introduced into graphene through the 

oxidation processes [244]. These functionalities, particularly the carboxyl groups, increase 

the hydrophilicity of the material and provide many opportunities for further reactions and 

redox processes. However, the ambiguously defined structure of GO hinders further 

consistent and reproducible modifications of graphene [245]–[247], and  the direct and 

exclusive attachment of −COOH groups to the graphene surface is very challenging. 

Thus, a new approach to  grafting -COOH functionalities with high degree of 

functionalization (13-15%), homogeneity, and selectivity has been developed, which led to 

a new graphene derivative, graphene acid (Figure 14) [9]. In the first stage, G–CN is 

synthesized from FG via reductive defluorination by using NaCN in DMF. The nitrile 

groups are then converted to carboxyl functionalities by acid hydrolysis with 20% HNO3.  

  
Figure 14 Theoretical model of graphene acid with –COOH groups covalently 

attached to the graphene layer from both sides [9]. 

G–OOH acquires extraordinary colloidal stability, biocompatibility, and low toxicity. Since 

the titration profile of G–OOH resembles the one of molecular organic acids, it is deemed 

as a 2D acid with pKa of 5.2 [9]. Furthermore, theoretical calculations revealed that in some 

cases – depending on the functionalization degree, the distribution of functional groups, and 

the sublattice symmetry – the spin-up and spin-down states were split by exchange 

interaction indicating the possibility of stimulation of magnetic moments in some G–OOH. 

Specifically, the magnetic properties in G–OOH structures were triggered by a sublattice 

imbalance of the graphene bipartite lattice, caused by changes in its sp2 hybrid states 

to sp3 by covalent grafting of carboxyl groups. Importantly, many structural arrangements 
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led to a significantly reduced bandgap in the electronic structure of G–OOH with a quite 

pronounced density of states near the EF, which indicates an appreciable conductivity [9]. 

Indeed, compared with GO, the conductivity of G–OOH increases, the sheet resistance of 

G–OOH was recorded as 6800 Ω sq-1, which is five orders lower than the one of GO [186]. 

Despite that –COOH groups prefer to form chains over the graphene surface, they do not 

form intralayer hydrogen bond (H-bond) networks. However, molecular dynamics 

simulations demonstrated the formation of interlayer H-bonds when the pH is below the pKa 

of the system, and thus, the carboxylate groups are protonated. This agrees with the 

experiments showing the formation of spherulitic supramolecular G–OOH crystals after 

drying [9]. 

The carboxylic groups permit subsequent functionalization of the G–OOH system, the 

carbodiimide chemistry has been used to conjugate G–OOH with the aminothiol 

cysteamine, the aminoalcohol 2-(2-aminoethoxy)ethanol, and the diamine ethylenedioxy-

bis(ethylamine) via the amide bond formation [9]. 

Further, the combined theoretical-experimental work has also shown that G–OOH can be 

used as an efficient and stable anode for LIBs [17], [178], [186] as discussed in more detail 

in Chapter 8. 

1.5 Porphyrins 

Porphyrins belong to the group of heterocyclic macrocycle organic compounds, which are 

constituted of four pyrrole units interconnected via methine bridges. The parent component 

of porphyrins, porphine, is a planar continuous cycle with 18 1-electrons. Metals and/or 

ligands functionalized porphines are termed porphyrins. Porphyrin, being an aromatic 

system, absorbs in the visible region of the electromagnetic spectrum, hence the name 

porphyrin, which means purple.  

TM coordinated porphyrins combine the inherent redox and magnetic properties of metal 

centers with those of the purely organic materials, making them promising materials for 

molecular magnets and molecular spintronics [248]–[250]. The combination of central TM 

atoms incorporated within the tetradentate ligand (Figure 15), tailored substituents, axial 

ligands, and the substrate influence the final performance and properties of these molecular 

assemblies [197]. Further, the SOC coupling of the central TM atom dictates the MAE of 

the porphyrin-based coordination polymer complexes [251]; free TM atoms bear large spin 
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and orbital magnetic moments, which, however, decrease in magnetic compounds due to 

electron delocalization and crystal field effects that compete with the intra-atomic Coulomb 

interactions. Such effects were found to decrease on surfaces and low-symmetry 

nanostructures [77], [86], [252], [253]. For instance, 1D metalloporphyrin chains prepared 

via a heat-assisted Ullmann-like coupling reaction of Fe(III)diphenyl-bromine-porphyrin 

(2BrFeDPP) on Au(111) [18] exhibit a MAE of 3.7 meV. Annealing at 600 K led to 

molecular planarization of poly-FePP on Au(111) leading to a decrease of MAE to 1.7 meV. 

SP-DFT calculations, including SOC, elucidated the origin of the molecules planarization 

and the reduction of MAE by reordering of the 3d levels of the central Fe atom (see 

Chapter 6) [18]. 

 
Figure 15 Stick-ball model of the 2BrFePP porphyrin molecule. a) metal-free molecule, 

b) molecule with an iron atom. Color code: carbon in grey, nitrogen in blue, hydrogen 

in white, bromine in purple, iron in ochre [18].  

Due to numerous potential applications of porphyrins including catalysis, spintronics, 

molecular sensing, photosensitizers, and biological applications [35], [197]–[201], [254]–

[257] many studies have focused on the self-assembly and self-metalation of porphyrin 

molecules on various surfaces [258]–[261]. Both freestanding and supported conjugated 

porphyrins oligomers and polymers with delocalized electronic networks [262], [263] have 

been the  subject of research of many groups. 

Due to the poor solubility of porphyrins, ultrahigh vacuum on-surface synthesis is 

performed (cf. Chapter 6) to obtain porphyrins molecules with TM-center, 1D molecular 

wires, or 2D porphyrin polymers on solid surfaces [197], [198], [264], [265] and 

characterized by microscopy techniques [140], [266]. For example, annealing of the 

fluorinated free-base 5,10,15,20-tetrakis(4-fluorophenyl)porphyrin (2H-4FTPP) deposited 

on the Au(111) surface at 500 K initiated its planarization via dehydrogenation and ring-

closing reactions. Further annealing at 575 K allowed gold metalation from the Au(111) 

substrate. Final annealing at 625 K induced the activation of the C–F and C–H bonds, which 
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enabled intermolecular C–C coupling and the formation of porphyrin oligomers [267] 

(Figure 16).  

 
Figure 16 Thermal reaction pathways of 2H-4FTPP on Au(111). i) Planarization of the 

molecule via cyclodehydrogenation and electrocyclic ring closure, ii) self-metalation 

with an Au atom coming from the Au(111) surface, and iii) terminal C–H and C–F 

Bond activation. Reprinted with permission of [267]. 

A gold metalation reaction was also experimentally carried out and theoretically described 

by Bruno de la Torre et al. [140]. The final configuration of the porphyrin molecule depends 

on the balance between the gain in the adsorbate–surface interaction energy and the 

deformation energy of the molecule. The theory showed that the heat induced planarization 

and electrocyclic ring closure of 2H-4FTPP were attributed to a reduction of the bond-

dissociation energy of the pyrrole's C–H bonds of the Au(111)-supported porphyrin 

molecule compared to that in the gas phase. On the other hand, the C–F bond exhibited the 

highest bond dissociation energy (BDE), which makes it the least likely to be perturbed 

[140]. 

The redox properties of porphyrin molecules and polymers are utilized in oxidation 

reactions [268], e.g., porphyrinic metal-organic-frameworks (MOF) have shown the ability 

to selectively catalyze the oxidation of cyclohexane under mild condition [269]. The 

conjugated electronic system and the strong absorption of visible light of the porphyrin are 

beneficial for plethora of applications: TiO2-supported porphyrins are used in solar energy 

harvesting [270], porphyrin polymers in photodynamic therapy [271], [272], deposited on 

reduced graphene oxide or platinum are used for photochemical splitting of water [273], 

and porphyrin nanocomposites are utilized  in photonics [274].   

Last but not least, porphyrin molecules play a key role in many biological systems. One of 

the most important porphyrin compounds for human beings - heme - is the iron-containing 

oxygen-carrying metalloprotein in red blood cells, which transports oxygen from the 

respiratory organs to the rest of the body. Porphyrin molecule containing magnesium is an 
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important part of chlorophylls, which absorbs energy from light and participates in the CO2 

fixation process in plants. 

2 Magnetism of graphene derivatives 

For several centuries it was presumed that the phenomenon of magnetism only concerned 

TMs, their alloys, rare earth elements and their compounds. This view has changed with the 

first reproducible experimental reports of magnetism in p-orbital based compounds  from 

1991 with the discovery of crystalline p-nitrophenyl nitrooxide (p-NPNN) [275] and the 

charged complex of C60–TDAE (tetrakis(dimethylamino)ethylene) [276] displaying FM 

ordering due to the ion-radicals [101], but only at low temperatures (0.6 K and 16 K, 

respectively). These materials brought the attention of the scientific community to organic 

magnetic materials [97].  

 
Figure 17 Diverse methods have been employed to imprint magnetic alignment in 

graphene, e.g., vacancy defects, edge engineering, doping with foreign atoms, and sp3 

functionalization.  

Since the discovery of graphene in 2004 [4], and later the synthesis of graphene derivatives, 

many groups have focused on imprinting and tailoring their magnetic properties 

(Figure 17).  

The theoretical understanding of graphene magnetism can be described in terms of the tight-

binding model, the Hamiltonian model, the Hubbard model, or the mean-field 

approximation. The one-orbital mean-field Hubbard model seems to be the simplest model 

to analyze the magnetic properties of sp2 carbon nanostructures. The unhybridized pz 

orbitals in graphene give rise to low energy π-symmetry electronic states. The mean-field 
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Hubbard model considers the π-symmetry electronic states [97] where the Hamiltonian is 

given as  

 2 =	2/ +	20   (1), 

where H0 and HI are the kinetic and interaction parts of the Hamiltonian, respectively.  The 

kinetic Hamiltonian characterizes the nearest-neighbor (NN) tight-binding Hamiltonian and 

is given as 

 2/ =	−5	 ∑ 7812
3
842 + ℎ. 8. ;〈1,4〉2   (2), 

where t indicates the hopping integral between neighboring i-th and j-th sites belonging to 

the A- and B-sublattice (Figure 9a), respectively, 812
3  and 842 are the creation and 

annihilation operators, respectively, which create and annihilate an electron at site i with 

spin σ. The term h.c. is the Hermitian conjugate part of the Hamiltonian. The consideration 

of nearest-neighbor atoms is denoted by the angular bracket. H0 can predict the electronic 

structure of sp2 carbon atoms. 

The on-site Coulomb interaction (interaction part of the mean-field Hubbard model) 

explains the emergence of magnetism and is expressed as 

 20 = <∑ .1↑.1↓1   (3), 

where U is the magnitude of the on-site Coulomb interaction. The spin-resolved electron 

density at the i-site is given by .12 	= 812
3
842. This model involves only the nearest neighbor 

interactions, which means that only two electrons that occupy the same pz atomic orbital are 

considered. This could be overcome by the mean-field approximation where a spin-up/-

down electron at the i-site interacts with an average electron density. The Hamiltonian is 

then defined as  

 2!: = <∑ {.1↑〈.1↓〉 + 〈.1↑〉.1↓ − 〈.1↑〉〈.1↓〉}1  (4). 

The induced magnetic moment in graphene depends on the parameter U/t. With a correct 

choice of U/t, one can obtain similar solutions compared to those from the first-principles 

calculations. 
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Alternatively, the magnetism in graphene can be described based on Lieb’s theorem [277], 

the counting rule [101], and the Stoner criterion [278]. The number of zero-energy states in 

the tight-binding model is then given, based on the counting rule, as 

 A = 2C	 − D  (5), 

where N denotes the total number of sites and α is the maximum possible number of non-

adjacent sites [101]. According to Lieb’s theorem [277], the total spin of a bipartite system 

can be calculated as 

 E =
;
<
|D= − D-|	   (6), 

where D=,	D- are the numbers of sites in sublattices A and B, respectively. Together, the 

counting rule and Lieb’s theorem are connected as  

 η ≥ |D= − D-|  (7). 

Further, the Stoner criterion decides about the magnetic character of the materials. It is based 

on the competition between the loss of kinetic energy and the gain in exchange energy due 

to spin polarization of a system. The exchange splitting of the electronic states in a spin 

polarized system can cause a gain in the exchange energy [279]  

 ∆E = H↑ −	H↓ =
>
<
∑ .1

<
1    (8), 

where ∑ .1
<

1  determines the degree of localization of the corresponding state. The loss of 

kinetic energy is proportional to this state. If U > 0, the material becomes spin polarized and 

zero-energy states appears in DOS plot. Thus, spin polarization prevents the instability of 

low-energy states in the system. 

Usually, the s- and p-block elements have higher kinetic energy than the exchange energy. 

Thus, they tend to be NM as the loss of kinetic energy dominates over the gain in exchange 

energy. The reduction of the dimension, the presence of defects and other atoms at the 

interface or surface eventually overcome this obstacle, and organic-based materials may 

become magnetic.  

2.1 Defects in graphene 

Defects crafted in the graphene structure (Figure 18) alters its chemical, mechanical, and 

electronic properties. Moreover, defects can induce magnetic moments in naturally 
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diamagnetic pristine graphene as was shown in numerous theoretical and experimental 

studies [97]. In principle, both vacancy and adatoms remove pz orbital from graphene π-

cloud leaving unpaired electrons [101]. These defect states were experimentally confirmed 

with STM. Theoretically, zero-energy states, also called quasi-localized states or midgap 

states, appear at the EF  in the electronic structure of graphene and  spread around the defects, 

forming the characteristic √3 ∙ √3L30° patterns in the spin density distribution plots [98]. 

First-principles calculations for defect-induced magnetism have shown that itinerant 

magnetism is sustainable over the wide range of defect concentrations [279], [280]. 

However, while hydrogen adsorption demonstrated narrow states at EF, bond reconstruction 

due to a single vacancy defect resulted in partial suppression of the magnetic moments and 

broadening of the states around EF. This has also been shown experimentally as a profound 

peak in STM measurements [280].  

  

Figure 18 Vacancies and adsorbed adatoms can induce magnetic moments in 

graphene. Color code: Carbon atoms in grey, atoms around vacancy defects in blue, 

adatom in purple. 

Furthermore, the position of hydrogen adatoms on the graphene lattice can be precisely 

manipulated by using STM, which allowed for tuning of magnetic properties based on 

disbalancing of the graphene bipartite lattice. The conductance dI/dV spectra of two 

hydrogen adatoms adsorbed to graphene showed two regimes: i) no midgap states were 

observed when hydrogens were bound onto the different sublattice (NM regime) and ii) H 

adatoms adsorbed to the same sublattices showed midgap states at EF (magnetic regime). 

Moreover, a large extension of the local magnetic moments related to H adatoms indicated 

long-range magnetic interactions mediated by direct exchange [281]. Additionally, SAs 

were implanted and manipulated into the graphene lattice by electron-beam irradiation and 
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STM [109], [282], which enables the positioning of individual dopants or specific groups in 

graphene, thus, tailoring its final properties. 

2.2 Edge modification of graphene 

Generally, three spatially confined carbon forms derived from graphene can be 

distinguished: graphene nanoribbons (GNRs), graphene nanoflakes (GNFs), and graphene 

quantum dots (GQDs). The magnetism in these materials depends on its shape and edge 

type, which also influences their stability and  electronic band structure [283]. 

Theoretical calculations revealed that zig-zag edges (Figure 19) are exhibited as non-

bonding π-electron edge states with energy levels appearing at EF; the presence of such 

states has also be recognized in several experimental studies [104]. These states emerge due 

to the broken symmetry of the pseudospins; the unpaired electrons (with S = 1/2) in the non-

bonding π-orbital of the zig-zag edge are localized, thus forming a strongly spin-polarized 

region. As a result, the finite-sized graphene with zig-zag edges becomes magnetic. These 

states are absent in the case of the NM armchair edges (Figure 17). The edges can be 

terminated by hydrogen atoms which creates edges without s-dangling bonds promoting the 

stability of these materials [104]. 

  

Figure 19 In contrast to armchair edges (in blue), zig-zag edges (in red) imprints 

magnetism in graphene. 

GNRs are commonly produced by chemical unfolding of CNTs by oxidation reagents, 

electrical current or high-pressure, organic synthesis, or CVD technique [189]. For an 

arbitrarily shaped sheet of GNRs with a combination of armchair and zig-zag edges, 

a ferrimagnetic (FIM) alignment can be established. Basically, two types of interaction 

between edge-state spins are recognized: i) intra-edge interaction between spins lying along 
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the same edge, which is strong and of FM character [189] and ii) inter-edge interaction 

between spins on opposite edges, which is moderate and can be either FM or AFM 

depending on the mutual geometry between the edges [189]. The width between the edges, 

edge saturation, doping, and defects further affect the final properties of GNRs [283]–[285], 

which naturally complicates the interpretation of experimental observations of edge 

magnetism in this material. 

GNFs are, in contrast to 1D GNRs, considered as 0D sp2 carbon allotropes, which can bear 

magnetic ordering depending on their size, shape, and symmetry  [286], [287]. Theoretical 

calculations revealed FM, AFM, and mixed states in GNFs according to Lieb’s theorem 

[277] Moreover, doping, applied strain, or external field further alters their properties [285]. 

The combined experimental-theoretical study of GNFs revealed a low-temperature FM 

ordering with an experimental Curie temperature, Tc, of 37 K. The magnetic measurement 

at 5 K showed a coercivity of 72 Oe and a magnetization of 0.45 emu g-1 [285]. DFT 

calculations taking into account various size and shape models of GNFs revealed that, 

regardless of the GNF shape, the zig-zag edges induce spin-polarized electronic states, 

whereas the armchair edges are non-magnetic. The nearest-neighbor carbon atoms residing 

different sublattices were coupled  in the AFM manner in line with the theorem by Lieb 

[277], the atoms localized inside the carbon flake were NM, but on the other hand the zig-

zag edges led to the local imbalance of graphene lattice, establishing edge FM [285]. Such 

localized states have been observed by scanning tunnelling spectroscopy (STS) [288]. As 

with GNRs, while intra-edge coupling could be of FM or AFM alignment, inter-edge 

coupling was responsible for suppressing FM ordering. Theoretical calculations revealed 

morphology-driven magnetism of GNFs, resulting from synergistic effects of size, 

geometry, edge terminations, and angle between adjacent edges. As shown in Figure 20, 

the lowest TC was found for rectangular and trapezoidal flakes that contain both magnetic 

zig-zag edges and NM armchair edges. The largest TC of 107 K was calculated for the 

triangular flake which possess a predominant intra-edge coupling between the zig-zag edges 

and sharp corners. A median TC of ≈47 K calculated for various GNF morphologies and 

sizes corresponds well with the experimentally observed TC [285].  
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Figure 20 Predicted TC values of various GNR and GNP structures: The calculated TC 

for graphene flakes of various shapes and sizes (as shown in the insets) versus magnetic 

moments (normalized per number of atoms) indicating stability of the ground FM 

state. The graphene flakes are labeled by small letters; the corresponding point on the 

plot is indicated by a capital letter. Reprinted with permission from [285]. 

2.3 Functionalization of the graphene layer 

The sp3 functionalization of the graphene layer (Figure 21) is another effective strategy to 

adjust its physicochemical properties for a given application. Particularly, it tunes the 

bandgap and the hydrophobicity/hydrophilicity of graphene, and prevents aggregation of 

graphene layers [97]; it also imprints magnetic features into graphene.  

DFT calculations indicated that any molecule attached to the graphene layer through a 

weakly polar single bond imprints a magnetic spin moment of 1 O- [289] in agreement with 

the theorem by Lieb [277]. The magnetic moments align ferromagnetically on the same 

sublattice. In contrary, sp3 functionalized opposite sublattices tend to couple 

antiferromagnetically.  
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Figure 21 The sp3 functionalization of graphene can lead to a magnetic ordering that 

is stable up to room temperature. Color code: carbon in grey, fluorine in green, oxygen 

in red, hydrogen in white [10].  

Graphane, the fully hydrogenated graphene derivative, is a NM semiconductor with a wide 

bandgap of 3.5 eV. The strong covalent C-H bonds cause transition from sp2 to sp3 states 

and confines the pz electrons into the chemical bonds, which is manifested by the 

disappearance of the π-bands. The σ-bands move to the top of the valence band, which is 

accompanied by a large opening of the bandgap [12]. A single H-vacancy defect in the 

graphane lattice leads to the formation of a localized state with an unpaired spin and, 

accordingly, the formation of a defect level in the energy gap (vide supra) [290]. Subsequent 

hydrogenation, the C/H ratio, and the configuration of H adatoms further tune the properties 

of graphane. For example, first-principles calculations for single-side hydrogenated 

graphene with H adatoms distributed over the same graphane sublattice, also known as 

graphone, predicted FM alignment with the estimated Curie temperature between 278 and 

417 K [291]. Since the strong C-H bonds break the 1-bonding network and leave the 

electrons in the unhydrogenated C atoms localized and unpaired, the magnetic moments are 

presented on the unhydrogenated sp2 C-atoms. The long-range magnetic coupling in 

graphone can be ascribed to the large spatial extension of the valence electrons in the p-

states [291].   

Similarly, the properties of fully fluorinated graphene, which is considered as the thinnest 

insulator, could be modulated by the degree of F coverage and its configuration [19], [242]. 

The spin number increases monotonically with the higher degree of fluorination [100]. More 

recently, a combined experimental–theoretical work demonstrated that monoatomic chains 

of fluorine atoms attached to graphene led to strong magnetism with exchange coupling of 
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450 K (see Subchapter 1.2). Two edges were separated by a nearly impenetrable CF-

nanoridge which acted as a high-energy barrier for the graphene 1-electron cloud. Magnetic 

susceptibility data revealed a behavior typical of a quantum spin-ladder system with FM 

legs and AFM rungs (see Figure 12) [241]. 

Resembling graphone, a recently prepared single-side semi-fluorinated graphene (C2F) 

should be FM according to Lieb’s theorem since the fluorine atoms are adsorbed on the 

same sublattice of graphene [292].  However, dissimilarly to graphone, C2F was shown to 

be at the edge of the AFM–FM instability, which in combination with the Dzyaloshinskii–

Moriya interaction can lead to a skyrmion state [293]. 

The tendency of FG to nucleophilic substitution reaction enabled to prepare a new graphene 

derivative, GOHF (Figure 22a,b), via the ultrasonic exfoliation of fluorinated graphite in 

DMF and subsequent treatment of FG with aqueous tetramethylammonium hydroxide [10]. 

At the proper chemical composition, sp3/sp2 coverage, and the position of the -F and –OH 

groups, GOHF exhibits FM magnetic ordering up to 62 K and AFM alignment sustainable 

up to 372 K (Figure 22e,f). Theoretical calculations elucidated these observations by 

diradical motifs – m-xylylene and trimethylenemethane motifs – embedded in the sp3 lattice 

of GOHF, where the –OH groups mediate the coupling between carbon atoms through 

superexchange interactions as indicated in atom-resolved DOS (Figure 22c,d), showing the 

spin-split midgap states at EF with a significant contribution of –OH-derived states [10]. 

These diradical motifs emerge only above the site percolation limit of the graphene lattice, 

i.e., the sp3 functionalization must reach a defined level for both the generation of diradical 

motifs and suppression of the lateral diffusion of adatoms that would ruin the periodic 

pattern of sp2 magnetic islands over the graphene sheet. The presence of diradical motifs 

has also been experimentally proved by electron paramagnetic resonance (EPR) spectra 

[10]. 
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Figure 22 a) The m-xylylene-like motif (green) of GOHF embedded in an sp3 lattice 

with up/down spin densities shown in yellow/blue. b) The sp3-embedded 

trimethylenemethane-like motif with the corresponding FM spin density. 

Brown/green, blue, red and pink balls represent carbon, fluorine, oxygen and 

hydrogen atoms, respectively. c,d) DOS of the GS FM phase corresponding to the m-

xylylene-like motif and the trimethylenemethane-like motif, respectively. e) 

Temperature evolution of the mass magnetic susceptibility (χmass) of GOHF showing 

the  FM-AFM transition at 62K, and f) the AFM-PM transition at 372 K [10].  

However, the reaction of FG with KOH in ethanol led to the formation of GOHF, in which 

the zig-zag motifs of sp2 carbon atoms passing through the sp3 carbon lattice with the –F 

and –OH groups attached were observed by STEM validating the computational structural 

models (Figure 23a,b) and they provide a suitable matrix to stabilize the FM ordering up 

to RT (Figure 23c). Nucleophilic substitution promotes the formation of radical centers in 

the sp3 region and the emergence of superexchange interactions, whereas the defluorination 
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pathways lead to the formation of sp2 zig-zag motifs that act as communication pathways 

between radical motifs involving itinerant π-electrons (Figure 23d–f) [21].  

 

Figure 23 a,b) Scanning transmission electron microscopy/high-angle annular dark-

field imaging (STEM/HAADF) with evident zigzag patterning in agreement with the 

theoretical model. c) Temperature evolution of the mass magnetic susceptibility (χmass) 

recorded for the C18(OH)3.4F6 showing FM-PM transition at 383 K, d) GOHF model 

with spin density distribution (positive shown in red and negative in green) plotted for 

isosurfaces at 5 × 10–3 eÅ–3, e) corresponding atom-resolved spin-polarized DOS plot 

showing a continuum of states at EF predominantly composed of π-chain states and the 

electronic states of the radicals, −OH groups, and −F adatoms. f) schematic DOS of 
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the two parallel-aligned magnetic moments with a FM superexchange interaction (top) 

and itinerant electron magnetism with the interaction of magnetic spins mediated by 

conduction π-electrons (bottom) Reprinted with permission from [21].  

2.4 Doping with foreign atoms 

Foreign atoms introduced into the graphene lattice during synthesis processes can lead either 

to electron doping using n-dopants [112], [294] or hole doping using p-dopant [295]. Both 

type of dopants modifies electronic structure of graphene by changing the position of EF 

(Figure 9c). Such doping has been theoretically and experimentally demonstrated for 

doping graphene with nitrogen and boron atoms [107], and while the Dirac point of 

graphene has been downshifted in N-doped graphene, in B-doped graphene it has been 

upshifted with respect to EF [107]. 

Further, the substitution of carbon by light elements in the graphene lattice can induce FM 

ordering in diamagnetic graphene. The combined theoretical-experimental studies have 

shown that depending on the position and concentration of sulfur [7] and nitrogen atoms 

[6], the FM alignment can occur [108]. Below 4 at.% of sulfur and 5 at% of nitrogen, even 

though PM centers were imprinted upon doping, they did not lead to magnetically active 

configurations. However, the increased concentration of dopants led to higher number of 

induced PM centers eventually forming magnetically active motifs (Figure 24). The 

theoretical calculations confirmed FM long-range ordering between  PM centers mediated 

via π-electron system sustainable up to 62 K (S-doped graphene, [7]) and 69 K (N-doped 

graphene, [6]) with graphitic dopants playing the principal role.  
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Figure 24 a) Partial density od states (PDOS) of graphene doped by 4.2 at.% of sulfur; 

b) PDOS calculated for graphene doped with nitrogen embedded in the lattice 

at para positions at a concentration of 4.2 at.%. The supercells are shown in the insets. 

Reprinted with permission from [6] and [7].  

Besides the FM-imprinting graphitic nitrogen atoms, N-doped graphene with only pyrrolic 

nitrogen at relatively high concentration of 11 at.% of nitrogen was shown to stabilize FM 

ordering up to 678 K [296]. Pyridinic N-atoms at 9.8 at.% doped into the graphene lattice 

imprinted localized spin-polarized centers, SL, and spin-containing sites with itinerant-like 

spins, SI. These two spin domains, separated by diamagnetic region, are coupled via 

exchange interaction which drives the spin-switch effect under microwave irradiation at X-

band frequency [55] (Figure 25). Under the application of large microwave flux density, 

Pa, the exchange interaction, Jex, exceeds a thermal barrier and causes a spin-flip-flop 

transitions between SI and SL sites (Figure 25). This makes such material convenient for 

transistors or spintronic devices without the need of spin-injecting FM substrate. 
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Figure 25 a) Model of two distinct spin systems (the SL and SI sites) embedded in 

nitrogen-doped graphene, separated by a diamagnetic region. When the exchange 

interaction (Jex) exceeds kBT and under the application of large microwave flux density 

(Pa), b) spin-flip-flop transitions from uncoupled and saturated SI and SL sites 

intercross the energy band of the coupled system (SISL). Theoretical structure of N-

doped graphene is shown as inset. Reprinted with permission from [55]. 

Besides doping with light elements, 3d elements from Group 4 of the periodic table and 

from Group 6 5d Pt and Au have also been considered in graphene [80], [297], [298]. High 

resolution-transmission electron microscopy (HR-TEM) revealed easy diffusion of Pt and 

Au along the pristine graphene lattice at 873 K [88] with an activation barrier from vacancy 

centers of 2.2-2.5 eV and a much lower barrier of 0.14 eV (theoretical value for Pt) and 

0.28 eV (experimental value for Au) on pristine graphene. This was further corroborated by 

theoretical calculations for Ag, Cu, and Au clusters on graphene [299] and 4d and 5d TMs 

on Graphene/Ru(0001) [300]. Thus, lattice imperfections such as atomic vacancies may 

prevent them from diffusing [23]. DFT calculations revealed strong binding of 3d elements 

in vacancy defects with migration barriers around 2−4 eV for metals at SV and slightly 

higher for DV [80]. Further,	V, Cr, Fe, Co, and Ir atoms induced magnetic moment in 

defective graphene [23], [298] which can be explained by a simple local-orbital picture, 

involving the hybridization and electron filling of sp2 carbon atoms and spd orbitals of TM 

[80]. Interestingly, while Fe@SV and Cu@DV are NM, the Fe@DV and Cu@SV 

complexes have high magnetic moments [80].  

Recent ion beam implantation and electron-beam manipulation of foreign atoms into 

graphene [109], [282], [301], [302], as well as STM [281], which enables precise 

positioning of foreign atoms, make doped graphene promising for spintronics and magnetic 
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data storage. It is worth recalling that that several studies have focused on the MAE of TM 

atoms and the MAE enhancement by embedding TM dimers into defects in the graphene 

lattice [23], [76], [84] (cf. Introduction). MAE  in graphene with vacancy defects, both bare 

and nitrogen-decorated, doped by Cr, Mn, and Fe atoms and TM dimers was also a subject 

of our study [14]. Mn dopants experimentally observed in the graphene lattice by STEM 

may create spots for the Fe–Mn dimer formation with a large MAE of 120 meV 

corresponding to the blocking temperature of 34 K [14]. 

2.5 Theoretical calculations of magnetic transition temperature 

The magnetic transition temperature is an important parameter determining the suitability 

of a magnetic material for practical applications. Raising the temperature to the Curie point 

disrupts the FM alignment of the material, leading to random alignments of the magnetic 

moments, an analogous AFM-PM transition is reached at the Néel temperature.  Since it is 

generally difficult to find an exact solution to an interacting many-body system [303], 

several approaches have been proposed for calculating the Curie temperature, TC. 

One option to calculate the TC is to use the mean-field approximation (MFA), which 

assumes that each spin only interacts with the average spin number from neighboring atoms 

via exchange interactions that decay very quickly with a distance, so in practice only the 

NN spins are assumed to interact. Then, one can express the exchange interaction using the 

Heisenberg model and the Hamiltonian operator as [304]  

 2 =	−P ∑ E&E(〈&(〉    (9), 

where P denotes the exchange interaction constant and the brackets under the sum sign 

suggests that the sum is taken only on the NN pairs. 

By using the Langevin and Brillouin functions, a general formula can be derived [305], 

[306]  

 %? =
@(@A;)BC
D&!

    (10), 

where S is the spin number, z denotes the coordination number, and +- is the Boltzmann 

constant. The exchange interaction is expressed as [307], [308], [306], [309] 

 P = 	
∆F
<C@&

   (11), 
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where ∆* is the energy difference between FM and AFM phases. 

By combining Eq. 10 and Eq. 11 for S = 1, the mean-field approximation yields the equation 

[22], [310], [311]  

 %? =
<∆F

D&!"#
   (12), 

where D! is the number of considered magnetic atoms. The MFA typically provides 

a higher Tc estimate compared to the experimental one. For example, MFA provided even 

2–7 times higher values compared to experimental results for 1D quantum-dots arrays of 

BN nanoflakes  [310]. In our calculations of sp3 functionalized graphene with sp2 diradical 

islands the values were 2-11 times higher than the experimental values. The MFA therefore 

offers a rather upper-limit for the %?  estimate at relatively low cost [22]. 

Several improvements to the MFA have been proposed. A natural step beyond the  standard 

MFA approach is to consider a spin cluster under the effective field instead of individual 

spins as applied in the cluster mean-field (CMF) method or the correlated cluster mean-field 

(CCMF) theory, which account for small clusters under the effect of correlated self-

consistent mean fields [303]. These methods allow a very accurate estimation of critical 

temperatures at a low computational cost for systems with S = ½.  

Another model, the Ising model, takes into account the up or down orientation of spin 

moments with S = ½. Taking into account the interaction of the spin moments of individual 

atoms in the graphene lattice, the Ising model on a triangular lattice [22], [312] can be 

expressed as  

 %? =
/.DHIHB
&!

    (13). 

It can provide excellent agreement with measured magnetic FM-AFM transition 

temperatures as shown for G(OH)F systems [22], [313]. 

In the Ising model, the magnetic exchange coupling constant is usually associated with the 

energy difference between the FM and AFM spin arrangements, J = ∆E/2z. However, in  

complex system such as in G(OH)F [313], spin-flip of the FM phase led to ferrimagnetic 

states instead of the AFM phase. To solve this issue, the PM state is calculated by a spin 

singlet with all electrons paired, although the PM state can be maintained by thermal effects 

with local moments pointing in random directions. The use of PM states instead of AFM 
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phase  usually yields an upper estimate of TC as shown for G(OH)F whose TC was two and 

five times higher compared to the experimental value [22]. 

Replacing the system of spin moments of individual magnetic atoms with a super-spin with 

S = ½ on the square lattice (z = 4), %?  is given as [13], [314] 

 %? =
/.JKHB
&!

   (14), 

and the exchange interaction J as [307] 

 P = 	
F'(LF)'(

<C@&
  (15), 

where *MN and *=MN are the total energies of the FM and AFM phases, respectively, and z 

is the coordination number in the super-spin system. For S = 1,  S = 3/2, and S = 2, and the 

square lattice [13], [303], [314], %?  can be expressed by Eqs. (16)–(18), respectively   

 %? =
;.KHOB
&!

   (16). 

 %? =
D.<HPB
&!

   (17). 

 %? =
J.DJ;B
&!

   (18). 

We applied the above model with Eqs. 14-18 for P-doped graphene as described in 

Chapter 4, obtaining reasonable values of %?  and RT FM or AFM alignment of magnetic 

moments in agreement with experiments [13], [111]. For other lattices such as linear, plane 

square, and cubic, similar equations with different pre-factors has been derived [315]. 

Other, more demanding techniques to study the critical temperatures has been developed 

[303], e.g., thermodynamic perturbation theory [315],  Quantum Monte Carlo (QMC) [305], 

Bethe-Peierls-Weiss (BPW) approximation [316], Oguchi’s method [317], or high-

temperature series-expansion (HTSE) method [318] whose critical temperature is 

practically exact.   
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3 Theoretical backgrounds 

The interactions between atoms and electrons are governed by the laws of quantum 

mechanics. Hence, it was necessary to develop accurate and efficient techniques for solving 

quantum-mechanical equations for complex many-electron systems. The SE for such 

systems is not analytically solvable, therefore numerical approaches have become 

invaluable for physics, chemistry, and materials science, e.g., HF method (1928) [319], 

Configuration interaction method (1928) [320], Møller–Plesset perturbation theory (1934) 

[321], Coupled-Clusters (initially created in 1950s and developed in 1966) [322], and/or 

Multi-configurational self-consistent field (SCF) method (1964) [323]. The breakthrough in 

computational efforts came in 1970s with the Hohenberg–Kohn (HK) theorems [324] 

defining electron density as the key element of DFT. The electron density in DFT is 

a function of only three spatial coordinates as opposed to many-body SE (Figure 26). HK 

work was further developed by Walter Kohn and Lu Jeu Sham, which led to Kohn–Sham 

(KS) DFT [325]. The KS equations (KSE), a set of coupled one-electron equations, 

transform the complexity of the electron–electron interactions into an effective single-

particle potential, determined by the exchange-correlation functional that describes the 

complex kinetic and energetic electron-electron interactions. Although the form of this 

functional is unknown, approximate functionals have proven highly successful in describing 

many material properties. The hierarchy of exchange-correlation functionals after John 

Perdew is usually referred to as the “Jacob's ladder” of DFT [326] (Figure 26).  

One of the most important roles of the DFT modeling is to provide information that is 

difficult to access in experiments. This became possible with an unprecedented increase of 

computer power. Historically, one of the first topics in materials science that successfully 

applied DFT was the phase and lattice stability of ideal crystals, which were in excellent 

agreement with the experiment [327]. Hence, DFT marked a decisive breakthrough in these 

efforts, and in the past decade, DFT has had a rapidly growing impact not only on 

fundamental but also industrial and material research, such as catalysis, surface science, 

nanomaterials, biomaterials, and geophysics [328]. 
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Figure 26 Scheme showing the hierarchy of ab-initio methods and density functional 

theory. 

The computational experiments can basically be applied in three areas, i) as a double-check 

for experimental results, ii) to explain experimental observations down to atomic resolution, 

and iii) as a tool to discover new phenomena and materials, and their properties, such as 

structural, electronic, magnetic, catalytic, and other properties. Moreover, they help to 

understand and optimize laboratory experiments and thus reduce chemical costs. The focus 

of this dissertation was to predict the novel materials’ properties and to explain experimental 

observations, mainly in graphene-related materials.  

3.1 Schrödinger equation  

In the electronic structure theory, we are interested in the theoretical description of atomic-

scale objects. Since this scale is dominated by quantum effects, quantum theory must be 

applied to obtain reliable results. For this, the eigenvalue problem is solved, known as the 

stationary SE [329], [330] written in bracket notation as 

 2Q|R1S = *1|R1⟩  (19), 
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where R1 refers to the wave-function, Ĥ is the Hamiltonian, *1 denotes the eigenvalue of 

the Hamiltonian. 

In non-relativistic quantum mechanics, a molecular Hamiltonian is defined that describes 

the system of N electrons and M nuclei (without external fields), which is in fact the total 

energy operator  

 2Q = 	%UQ + %U) +	VUQQ + VUQ)+VU))  (20), 

expressed as the sum of operators corresponding to the kinetic and potential energies, i.e., 

the kinetic energy operator of the electrons, %UQ, and the nuclei, %U), the Coulomb electronic 

repulsions operator VUQQ, the Coulomb attractive interactions operator among the electrons 

and the nuclei VUQ), and the nuclear Coulomb repulsion term VU)). 

Solutions to the stationary SE with the full molecular Hamiltonian are exceedingly 

complicated due to the presence of non-separable interaction terms and contain a fully 

quantum description of electrons and nuclei. The mass of the nuclei is much larger than that 

of the electrons (about 105) and the electrons move much faster than the nuclei (about 100-

1000 times), therefore, the complexity of the problem may be significantly reduced by 

separating the electron and nuclear motion 

 W(X,X)) = WQ
R*(X)W)(X))  (21), 

where X = (Z;, Z<, … , Z")	 is the 3N dimensional electron position vector, and (X) =

(X;, X<, … , X")	 is the 3M dimensional nuclear position vector. 

Since electrons are in the field of moving nuclei and the nuclei “feel” the mean interaction 

with electrons, it is useful to introduce the Born-Oppenheimer (BO) approximation, where 

the masses of nuclei in the term %U) are formally set to infinity [329], [330]. Hence the 

positions of the electrons are given explicitly, and the positions of the nuclei are given 

parametrically. The BO Hamiltonian is defined as 

 2Q-S =		%UQ +	VUQ) + VUQQ+V))  (22). 

Since only the electronic terms require solutions to the eigenvalue problem, the equation 

has the form 

 2Q-S =		2QQ+V))  (23). 
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And one looks for the solutions to the eigenvalue problem 

 2QQ\RQ,1S = *Q,1\RQ,1S  (24). 

Note that the parametric dependence on the nuclear coordinates have been omitted for the 

sake of convenience. The variation method is an important approach to the approximate 

solution to the eigenvalue problems and the stationary SE for electrons. The variation 

principle means that the total energy expectation value of any approximate normalized trial 

wave function	|W]⟩ is the upper bound to the exact solution for a given state  

 ^W]\Ĥ\WS = *] ≥ *  (25). 

In other words, the variation method allows one to minimize the total energy expectation 

value with respect to the parameters of the trial wave function and find the lowest value of 

the total energy that corresponds to the variational estimate of the exact energy. 

3.2 Hartree-Fock method 

HF method, also known as the SCF method, is a one-electron approximation that properly 

accounts for the permutation symmetry of fermions [329], [330].  The HF method relies on 

the variational optimization of a single-determinant N-electron ground-state wave function. 

One starts with a Slater determinant 

 R/(a;, a<, … , a") = |a;(bT)a<(bU)…a"(b,)⟩  (26). 

and the spin-orbitals a1 are varied to minimize the ground-state energy expectation value 

 *VM = cd.{X+}^R/\Ĥ\R/S  (27),  

with the assumption that the wave-function is orthogonal and normalized. 

In the HF method, the electron “feels” an interaction with the average potential from all 

other electrons; this is called mean-field-particle interaction or the mean-field method. 

However, HF ignores inter-particle correlations, and the total energy is increased due to 

neglect of the repulsion. The HF method relies on solving an eigenvalue problem 

 ef(g1)a&(g1) = H1a&(g1)  (28), 
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which is a set of N-coupled non-linear eigenvalue equations instead of one equation for N 

fully interacting electrons that would be much more difficult to solve, and  ef(g1) is the 

effective one-electron Fock operator  

 ef(g1) = −
;
<
∇1
< − ∑

Z)
[+)
+ iVM(g1)

N
=\;    (29) 

with a mean electronic potential iVM(g1) acting on an electron i 

 iVM(g1) = ∑ ∫kl′
]^,_`-a]

&

|`L`-|
n1(Z) − ∑ o21,24 ∫kl′

^,
∗(`-)^+(`-)
|`L`-|

n4(Z)44   (30). 

The first term (the Hartree term) is responsible for the electrostatic repulsion of electron 

“clouds”. The second term (the exchange term) is the sum over all pairs of orbitals with the 

same spin projection, keeping electrons with the same spin apart, so that the Pauli principle 

is obeyed. While the HF method combined with the Slater determinant correctly describes 

the exchange effects arising from the permutation symmetry of the fermions, it lacks the 

correlation energy that was introduced in the post-HF methods. To solve the problem, an 

iterative procedure should be used until the self-consistency is obtained. Due to its low 

computational demands, HF is also used as a starting point for more demanding calculations. 

3.3 Thomas-Fermi model 

Working independently, in 1927 Llewellyn Thomas and Enrico Fermi used a statistical 

model to approximate the distribution of electrons in an atom [331], [332]. Although 

electrons are distributed non-uniformly in an atom, the local density approximation (LDA) 

has been made such that the electrons are uniformly distributed in each small-volume 

element ΔV, but the electron density can still vary from one small-volume element to the 

next. The energy in the TF is defined in terms of electron density as 

 * = % + iQcd(Z).(Z)kl +
;
<
∬

)(`/))(`0)
`/0

kl;kl< +
;
<
∬

)(`/))12(`/,`0)
`/0

kl;kl< (31), 

where T is the kinetic energy, iQcd(Z) is the external potential and .e?(ZT, ZU) is the 

exchange-correlational density. Thomas and Fermi applied the LDA to Eq. 31 and 

neglecting the exchange-correlation effect, obtained 

 *fM[.(Z)] = %fM[.(Z)] + iQcd(Z).(Z)kl +
;
<
∬

)(`/))(`0)
`/0

kl;kl<  (32), 

with the TF kinetic energy functional 
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 %fM[.(Z)] = sM ∫.(Z)
J/DklD   (33), 

where kinetic constant sM =
Dh&

;/!
t
D
Pi
u
</D

, h is the dimension and m is the mass. 

When equation (32) and (33) are combined, the TF energy is obtained as 

 *fM[.(Z)] = sM ∫.(Z)
J/DklD + iQcd(Z).(Z)kl +

;
<
∬

)(`/))(`0)
`/0

kl;kl< (34), 

which can be minimized with the constraint  

 ∫.(Z)kl = D  (35) 

to obtain the approximate ground state electron density of an atom. 

While the TF model is suitable for calculating system’s ground state energy, its accuracy is 

limited due to the inaccurate representation of kinetic energy, exchange energy, and the 

complete neglect of electron correlation. TF model yields poor quantitative predictions for 

realistic systems, no molecular bonding is predicted, and molecules are less stable than their 

fragments. However, the basic concept and the kinetic energy expression of the TF theory 

has been used as a component in a more sophisticated density-approximation to kinetic 

energy within the DFT. A more realistic evaluation of one-electron orbitals and the 

introduction of non-interacting electrons (reference potentials) led to a proper description 

of the chemical bond. 

3.4 Density functional theory 

Over the past 40 years, DFT has become a very popular method in computational quantum 

chemistry. Its popularity is due to the lower computational demands compared to the wave-

function based methods while still achieving a reasonable precision. Compared to SE, DFT 

means finding the function of the three spatial variables instead of the 3N variables of the 

wave function, which significantly reduces the complexity of DFT-based calculations. The 

DFT method relies on two fundamental mathematical theorems from Walter Kohn and 

Pierre Hohenberg in 1964 [324]. 

The first theorem states that the external potential, iQcd(Z), and hence the total energy, is 

a unique functional of the electron density	.(Z). The energy functional *[)(`)]	in the first 

Hohenberg-Kohn theorem can be written in terms of the external potential iQcd(Z) as 

follows 
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 *[)(`)] = ∫.(Z)iQcd(Z)kl + v[)(`)]  (36), 

and  

 iQcd(Z) = −∑
Z+

|`L`3|1    (37), 

where v[)(`)] is the unknown functional of the electron density .(Z) and  w1 denotes the 

charge of the nuclei.  

The second theorem states that the ground-state energy can be obtained variationally, i.e., 

the density that minimizes the total energy is the exact ground-state density. In other words, 

the ground-state and its properties are uniquely determined by the electron density. If we 

know the exact form of v[)(`)], we could vary the electron density until the energy functional 

*[)(`)] is minimized. Nevertheless, we do not know the exact form of the v[)(`)].  

The energy functional, *[)(`)] 

 *[)(`)] = %[)(`)] +
;
<
∬

)(`4))(`&)
`4&

kl;kl< + *e? + ∫xQcd.(Z)kl  (38), 

consists of %[)(`)] which denotes the kinetic energy of electrons, the second term stands for 

the electron-electron repulsion (divided by two to avoid their self-interaction), *e?is the 

exchange-correlation potential, and the last term describes the interaction between electrons 

and nuclei [330]. 

Electrons are fermions that must obey the Pauli exclusion principle. If the coordinates of 

two identical particles are exchanged the total wavefunction, W1,4, changes its sign. This 

gives rise to the exchange energy: 

 *c =	−∬W1(ZT)W4(ZU)
;
`/0
W1(ZU)W4(ZT)kl;kl<  (39). 

The correlation is defined as the difference between the exact eigenvalue of the time-

independent SE and the solution of the HF limit [330] 

 *? = * − *VM  (40). 

The most problematic is the expression of the functional for the kinetic part. We can express 

the kinetic energy of N electrons in the form of their molecular orbitals, y1 ,  as 

 *&1) = −
;
<
∑ ∫y1Δ1y1kl1
"
1\;   (41). 
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The kinetic energy for each electron is thus described by the one-electron wave function 

(orbital), and their energies are summed. 

The energy functional can be re-written as 

 *[)(`)] = %[)(`)] +	∫ .(Z)VQ::(Z)kl  (42), 

where the effective potential, VQ::, is expressed as 

 VQ:: = {Q::(Z) +	∫
)(`&)
|`L`&|

kl + Ve?(Z)   (43). 

Now, we can solve the Kohn-Sham equations (KSE) 

 t−
;
<
∆1 + VQ::,1uy1 = H1y1  (44), 

in the same way as the HF equations.  

The self-interaction of electrons is treated by a functional derivative of exchange-correlation 

energy 

 Ve?(Z) =
lF12(`)
l)(`)

  (45). 

The KSEs are iteratively and self-consistently solved as follow: i) define a trial electron 

density, .(Z) ii) solve the KSEs using the trial electron density to find the single-electron 

wave function, y1(Z) iii) calculate the electron density defined by the Kohn-Sham single-

particle wave function iv) compare the calculated electron density, .$@(Z), with the trial 

electron density used in solving the Kohn-Sham equations, .(Z). If these densities match, 

the ground-state electron density is obtained that can be used to compute the total energy. 

Otherwise, the trial electron density must be updated (Figure 27). 



 75 

 

Figure 27 The workflow of DFT calculations from the initial guess of electron density 

to calculation of energy density and desired properties. 

The form of the exchange-correlation functional, *e? , is not known. Therefore, many 

attempts and approximations have been made that can be gathered into two groups. The first 

approach focuses on deriving *e?from first principles, the second one is more pragmatic, 

i.e., the *e?  contains parameters obtained from experimental measurements. The accuracy 

and speed of DFT-based methods depend crucially on the form of the exchange-correlation 

functional whose hierarchy is depicted in Figure 26 [326]. 

Local Density Approximation (LDA) functional 

The LDA assumes that the local exchange-correlation energy density is the same as in 

the homogeneous electron gas (HEG), which is the hypothetical physical state with the 

constant density. At any point in space the local exchange-correlation energy of the HEG is 

used for the corresponding density, ignoring the non-locality of the true exchange-

correlation energy. The LDA functional is mathematically expressed as 

 *e?
mn=[.] = ∫ .(Z)H|.(Z)}kl  (46), 
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where H|.(Z)} is the HEG exchange-correlation energy, which can be separated into the 

exchange and correlation part 

 H(.) = 	 Hc(.)Ho(.)  (47). 

For the exchange part, the analytic solution was derived in [333] and written as 

 Hc(.) = −
D
O
t
D
i
u

4
5
∫ .(Z)O/Dkl  (48). 

The correlation part of HEG energy has no analytic solution, and it was determined 

numerically by the quantum MC simulations  [334] and fitted to the analytic form by Vosko, 

Wilk, and Nusair (VWN) [335]. The local spin density approximation (L(S)DA) [335]–

[337] is an extension of the LDA that accounts for the electron density with spin C and with 

spin ~ 

 H(.) = H|.p , .q}  (49) 

and usually implies the VWN correlation. L(S)DA uses Slater exchange plus Vosko, Wilk, 

Nusair correlation (S-VWN) [333], [335]. 

L(S)DA calculations provide better results than the HF method for geometries, vibrational 

frequency, or dipole moments. The description of energetics is worse though, it tends to 

overestimate the bond strength and cohesive energies [326]. The ionization energies and 

bandgaps in semiconductors and insulators are utterly underestimated. It must be noted that 

the L(S)DA fails badly to predict the ground magnetic state for TMs, for example the 

L(S)DA predicts the ground state of iron to be hexagonal close-packed and NM instead of 

body-centered cubic and FM [328].   

Generalized Gradient Approximation (GGA) and meta-GGA functionals 

The GGA introduces a dependence of *e?rr= on the local gradient of the electron density 

∇.(Z) 

 *e?
rr=[.] = ∫.(Z)e(., ∇.)kl  (50). 

The exact form of the GGA functionals is more complex and can also include parameters. 

A popular exchange functional is the Becke functional B88, also noted as B [338], and the 

correlational functional is LYP by Lee, Yang and Paar [339] or P86 by Perdew [169]. The 

Vienna Ab-Inition Simulation Package (VASP), which is the main software used for our 
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calculations, includes PBE (Perdew-Burke-Ernzerhof) [340],  PW91 (Perdew-Yang) [341], 

[342], RPBE (revised PBE) [343], AM05 (Armiento-Mattson) [344], and PBEsol [345]. The 

PW91 functional was derived by using MC for the uniform electron gas and the exact 

properties of the exchange-correlation hole. PBE was derived by using the exact properties 

of the exchange-correlation energy. RPBE represents a revised version of the PBE 

functional to improve binding and adsorption energies. AM05 was designed to take into 

account surface effects. PBEsol represents revised PBE density-functional which improves 

predictions of equilibrium properties of solids [346]. 

The GGA functionals are more precise than the LDA ones, correct the over-binding 

tendency of the LDA, however, they usually underestimate the bandgaps [347].  

The meta-GGA extends the GGA method with the second derivation of the electron density 

∇<�(Z) 

 *e?
!QdsLrr=[.] = ∫.(Z)e(., ∇., ∇<.)kl  (51). 

The B95 correlation functional by Becke [348] and the TPSS exchange-correlation 

functional by Tao, Perdew, Staroverov, and Scuseria [349] belong to the most common 

meta-GGA functionals. TPSS was shown to improve the description of solids and surfaces 

[350]. The non-empirical SCAN (strongly constrained and appropriately normed semilocal 

density functional) [351] includes 17 known exact constraints of meta-GGA which are 

mentioned in the supplementary material of [351]. SCAN improves the description of 

geometries, energies, and bandgaps of various materials at almost-GGA cost [352]. 

Hybrid functionals 

Hybrid functionals incorporate a portion of exact exchange from the HF theory to local or 

semilocal DFT exchange in certain proportion. The aim is to improve the calculation of 

many molecular properties, such as atomization energies, lattice parameters, bond lengths, 

vibration frequencies as well as band structure in semiconductors and insulators [353], since 

underestimating the DFT bandgap can be corrected by overestimating the bandgap by the 

HF method. The most popular hybrid functional is the three-parameter B3LYP, which 

consists of 

 *e?
-Dmtu = (1 − Å/ − Åc)*e

mn= + Å/*e
Qcsod + Åc*e

-PP + (1 − Åo)*?
%v" + Åo*?

mtu (52), 
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with tunable parameters Å/ = 0.2, Åc = 0.72, and Åo = 0.81, where	Å/ defines the percentage 

of HF exchange energy, e.g., in B3LYP Å/	= 20 %. Since the mixing coefficients were 

derived by fitting them to a large test set of molecules, this is a general and accurate 

functional. However, the correlation part of the functional turned out to be incorrect in the 

HEG limit [346]. 

The parameter-free PBE0 functional [354]  mixes the PBE exchange energy and HF 

exchange energy in a set 3:1 ratio 

 *e?
u-F/ = 0.25*e

VM + 0.75*e
u-F + *?

u-F (53). 

Since PBE0 is empirical-parameters-free which predicts correctly the structural, 

thermodynamic, kinetic, and spectroscopic properties of various materials, it is widely used 

in both quantum chemistry and condensed matter physics [354].  

In periodic boundary condition (PBC) calculations, obtaining the HF exchange energy is 

very expensive because of the slow decay of the exchange interaction with distance. 

Therefore, the HSE (Heyd–Scuseria–Ernzerhof) exchange–correlation functional [355] has 

been proposed to separate Coulomb potential into a long-range and short-range part. In 

general, HSE can be written as 

*e?
wu-Fh = Å*e

VM,@x(Ñ) + (1 − Å)*e
u-F,@x(Ñ) + *e?

u-F,mx(Ñ) + *?
u-F  (54), 

where Ñ is the adjustable parameter controlling short-range (SR) and long-range (LR) 

interactions, and Å is the mixing parameter. 

The HSE03 and HSE06 functional mixes HF exchange and DFT exchange only to the short-

range interaction 

 *e?
V@F/D = 0.25*e

VM,@x(Ñ) + 0.75*e
u-F,@x(Ñ) + *e?

u-F,mx(Ñ) + *?
u-F (55), 

and range-separation parameter Ñ = 0.2 and 0.3 Å-1 for HSE03 and HSE06, respectively 

[356]. 

All functionals exist in spin-degenerate and spin-polarized versions. The GGA calculations 

represent a systematic improvement over the LDA, although for the heavy elements 

a certain tendency for the GGA to overcorrect the LDA error is observed.  The meta-GGA 

leads to only moderate progress as compared with the GGA. Hybrid functionals demonstrate 
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great promise for insulating and semiconducting systems, but also show the need to develop 

new hybrid functionals better suited to metal description [328].  

There are certain issues in using some functionals for specific systems. For itinerant 

magnets, only the GGA provide reliable results, the LDA often predicts the wrong GS. 

Hybrid functionals tend to overestimate the magnetic moments and exchange splitting 

because in metallic systems the screening of the HF exchange is underestimated.  For 

systems with localized magnetic moments, the GGA underestimates the exchange-splitting, 

while hybrid functionals or the DFT+U approach leads to improved results. 

The nature of DFT tends to over-delocalize valence electrons and over-stabilize metallic 

ground states [357] and therefore it fails to predict the properties of systems whose GS is 

characterized by a more pronounced localization of electrons. The DFT+U method 

describes the “strongly correlated” electronic states of a system – typically 

localized d or f orbitals – by using the Hubbard model [358], while the rest of valence 

electrons are treated by standard DFT functionals [357]. The Hubbard model enables to 

include the so-called on-site repulsion, which stems from the Coulomb repulsion between 

electrons at the same atomic orbitals [359]. Thus, by simply adding a semiempirical 

numerical parameter U, which is the Coulomb potential responsible for localization, the 

underestimated electronic interactions are corrected. The U correction enhances the 

description of structural, electronic, or magnetic properties of correlated systems, the 

electron transfer energetics, and chemical reactions. However, it fails in predicting the 

properties of systems with more delocalized electrons, such as metals [360].  

Modern functionals 

The development of new functionals improving the DFT results is an active filed of quantum 

chemistry, hundreds of different functionals have been proposed to date. Pure DFT 

exchange-correlation functionals use only local quantities at a reference point: e.g., electron 

density, density gradient. It is therefore presumed that pure functionals overestimate local 

contributions and underestimate non-local contributions. The most significant non-local 

contribution neglected in pure functionals may be the long-range electron-electron exchange 

interaction because it may be impossible to represent this interaction as a functional of 

a one-electron quantity. 

In atoms and molecules, the exchange-correlation potential of semilocal functionals decays 

exponentially, while the asymptotic form of the exact potential is −1/r [361]. For hybrid 
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functionals mixing exact and GGA exchange, the exchange-correlation potential decays 

asymptotically as −a/r where a is the fraction of HF exchange. To recover the exact −1/r 

asymptote, it has been suggested to separate the Coulomb kernel into a short- and long-

range part. 

In the long-range-corrected functionals (LC-functionals), the local functional can be used 

for short-range exchange interaction, and long-range part is treated with HF exchange 

 *e?
m?LnMf = *e

nMf,@x + *e
VM,mx + *?

nMf  (56), 

where DFT stands for any possible flavor of DFT. The LC-functionals effectively minimize 

the self-interaction error in DFT and overcome the tendency of over-delocalization of the 

electron density typically found in local DFT approaches. The LC-functionals improves the 

description of charge transfer excitation energies, oscillator strengths in time-dependent 

Kohn–Sham calculations, optical response properties or activation energies such as 

hyperpolarizability in coupled-perturbed Kohn–Sham and finite-field calculations.  They 

are commonly used for the simulations of excited states [362]. However, the HOMO-

LUMO gaps are approaching to HF values and are grossly overestimated [363]. As an 

example, one can use ÑB97XD [364] which includes empirical dispersion. 

3.5 Spin-polarized DFT 

The basic variables of the spin-density-functional theory are the scalar density n(r) and the 

vector of the magnetization density m(r). Alternatively, to these variables, the 2 × 2 spin 

density matrix nαβ(r) can be used, where α and β can have positive (spin up) and negative 

(spin down) value. The n(r), m(r), and nαβ(r) are connected by 

 !(#) = 	∑ !!!(#)!   (57), 

  ((#) = 	∑ )!"!!"(#)!"   (58), 

and by 

 !!"(#) = #
$ *!(#)+

!" +(%(#)-%!" +(&(#)-&!" +('(#)-'!". (59), 

where σ = (σx, σy, σz) is a vector consisting of the Pauli spin matrices. 

The exchange part is derived from the general spin-scaling relation and expressed as  
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 *c
@nMf7.↑,.↓; =

;
<
|*nMf72.↑,; + *

nMf[2.↓]}  (60). 

The Hohenberg-Kohn-Sham spin-density functional is given as 

*7.pq(Z); = 	%@	7.
pq(Z); +

Q&

<
∫∫

)(`))_`-a
|`L`-|

kZkZz +	∑ VQcd
pq
(Z)pq .pq(Z)kZ +

	*co 	7.
pq(Z);          (61). 

The variation and minimization of %@	7.pq(Z); and *7.pq(Z); with respect to the single-

particle wave-function lead to the Kohn-Sham equations 

 − ħ!
$)∇*

$1+!(#) + ∑ 2,--!"(#)1+"(#)" =	3+1+!(#)   (62), 

where Ö1 stands for Langrange parameters which guarantee the normalization of the wave-

function. The potential VQ::
pq can be expressed as 

 2,--!"(#) = +!"4$ 	∫ ./*"0
|*2*"|6#

3 +	2,%4!"(#) + 2%5!"(#)  (63) 

and represents an effective one-particle potential. 

The exchange-correlation potential is given as 

 2%5!"(#) =
67#$8.%(*),.&(*)<

6.%&(*)   (64) 

The spin-density-functional theory is exact; however, the functionals Exc and Vxcαβ are not 

known and must be approximated. The most common approximations are LSDA and spin-

polarized GGA.  

3.6 Dispersion corrections in DFT 

A shortcoming of the standard DFT is that it lacks correct description of  London dispersion 

interactions (or loosely van der Waals (vdW) interactions) coming from dynamical 

correlations between fluctuating charge distributions [346]. Therefore, several dispersion 

corrections have been proposed [365].  

The vdW interactions between a molecule and a metal surface have a leading contribution 

of the type C3/z3 where z is the distance between the molecule and the surface [366]. The 

dipole-dipole C3 coefficients resulting from the polarization of the atoms were then 

estimated from the polarizability of the molecule and the dielectric function of the surface 
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[367].  The semiempirical DFT-D2 correction by Stefan Grimme [368], often used due to 

its low computational cost,  introduces the dispersion correction by means of pairwise 

interactions from the London formula [369] leading to a sum over the term  C6/R6. The C6 

parameters were tabulated for all atoms in the periodic table [370]. The DFT-D2 method 

overestimates the interactions with metals [371]. The systematic improvement of the DFT-

D2 method,  DFT-D3 [372], includes successive terms C8−C10 in the expansion, which 

incorporates a range of precalculated coefficients for various elements in different reference 

states. For instance, the C6 coefficients are assigned to each pair of atoms, taking into 

account the number of neighbors. However, DFT-D3 still largely overestimates the 

water−metal interaction [373]. For the interaction of substrate with metals, a method based 

on the determination of static polarizabilities together with the ionization potentials has been 

developed. This simple model based on the response of the dipole to the presence of an 

electric field was shown to provide reliable values for the C6 coefficients for surface atoms 

on low-coordinated centers and alloys [365]. 

In an alternative formulation, known as DFT-vdW [374], the C6 coefficients and radii are 

determined nonempirically from the electron density, and effective atomic volumes are used 

to obtain environment dependency. However, since scaling of the coefficients with volume 

yielded unclear results concerning the accuracy for more complex systems, Victor Ruiz 

[375] has introduced the DFT-vdWsurf method [376], which determines a metal surface C6 

coefficient, which accounts for the collective response of the substrate electrons using the 

Lifshitz−Zaremba−Kohn (LZK) theory [366], [376]. 

Alternatively, a nonlocal correlation functional vdW-DF proposed by Bengt Lundqvist 

[377], [378] accounts for dispersion interactions approximately. The key to the vdW-DF 

method is the inclusion of a long- range correlation energy and a fully nonlocal functional 

of the density. The results depend on the combination between the exchange and the 

nonlocal correlation functionals [379]. Despite its success for describing dispersion better 

than any other non-empirical method [380], vdW-DF overestimates equilibrium separations 

and underestimates hydrogen-bond strength [381]. 

Last but not least, a random phase approximation (RPA) [382] and an adiabatic connection 

and fluctuation dissipation theorem (ACFDT) [383], [384] rigorously account the vdW 

energy. However, these methods are computationally very demanding and better serves as 

benchmark method for reactivity of large molecules on metal surfaces.  
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3.7 Finite models versus periodic boundary conditions 

Modelling of graphene derivatives, which is the main subject of our research, can be carried 

out using a finite model or a PBC model. Each of them has its pros and cons, and the choice 

of the approach depends on what properties one aims to investigate. Both finite and infinite 

graphene models can be described using quantum-chemical or molecular mechanic 

(empirical) methods. 

Often used as finite models are polyaromatic hydrocarbons (PAHs), benzene (C6H6), 

coronene (C24H12), ovalene (C32H14), or circumcoronene (C54H18) [385]. The C–H dangling 

bonds at the edges of the PAH affect the electron density distribution in the system as the 

electrons of the hydrogen atoms are drawn to the carbon skeleton, generating a positive 

electrostatic potential on the hydrogens and a negative electrostatic potential above and 

below the carbon sheet where the 1-electron cloud resides. Thus, the finite model acquires 

quadrupole potential which is not presented in real corrugated graphene. The main 

advantage of using finite models is that they can be studied using a wide portfolio of 

electronic structure methods developed for molecular systems. It must be noted, however, 

that the electronic band structure of graphene and its derivatives can only reasonably be 

studied using PBC models because models that do not account the inherent extended nature 

of graphene neglect correlation contributions from the bands close to the Dirac point. 

It is convenient to use atomic orbitals as building blocks for construction of wave function 

or electron density of a PAH. For example, one-electron Kohn-Sham orbitals y1 composing 

the Slater determinant are expanded as a linear combination of atomic basis functions a1 

 y1 = ∑ 8{1a1
m
{\;   (65). 

If a complete basis set is used (Ü = ∞), an exact solution is obtained. 

Ideal graphene is an infinite 2D material which can be naturally modelled using PBC. It is 

a method of choice for calculating the electronic band structure of graphene and its 

derivatives [385]. The infinite model may also better describe the situations encountered in 

some experiments, as compared to the simulations employing the final models. The theory 

behind PBC solid-state calculations is described in the next subchapter. 
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3.8 Solid-state calculations 

Modern calculations for solids are determined by several technical choices: i) The expansion 

of the Kohn-Sham eigenfunctions can be done either by plane waves or localized basis 

functions, e.g., Gaussian-type orbitals. ii) The interactions between the ionic core and the 

valence electrons can be described either by a full-potential approach or by 

pseudopotentials. iii) The description of the electron-electron interactions depends on the 

choice of the exchange-correlation functional. In this subchapter I shall focus on plane 

waves and the pseudopotential approach due to the use of the VASP package [386]–[388] 

in most of my research. 

Bloch’s theorem, plane waves, and cut-off energy 
Bloch's theorem [389], [390] is applied on the wave functions of electrons inside a crystal 

and relies on the periodicity of the Coulomb potential in a crystalline solid. Therefore, 

the potential energy function, V(Z), in Schrödinger's equation can be expressed as: 

 V	(Z) = 	V	(Z + X))  (66), 

 where X) represents an arbitrary translation vector of the crystallographic lattice. 

Bloch's theorem determines that the wave function W	á(Z) in a crystal, obtained from the 

SE, can be expressed as the product of a plane waves and a function 	à&(Z) with the same 

periodicity as the lattice, i.e., 

 W& 	(Z) = 	 â
1	|∙	`à&(Z)  (67), 

where the space of vectors r is called the real space, and the space of vectors k is called the 

reciprocal space (or simply k-space). The periodicity of à|	(Z) means that it can be 

expanded in terms of a special set of plane waves:  

 à|	(Z) = 	∑ 8~â
1~∙`

~   (68), 

where the summation is over all vectors defined by ä = 	m;å; +m<å< +mDåD.  

The expansion of electrons as plane waves â1|` is very efficient in the solid state physics 

whose materials have atoms arranged in the periodic space [346]: i) It is easy to switch from 

the real-space to the momentum-space via the Fourier transform, which enables faster 

computations. ii) The basis-set convergence control is trivially determined by the cut-off 



 85 

energy. iii) the basis-set superposition errors, which must be controlled in calculations based 

on local basis sets, can be naturally avoided.  

Cutoff-energy 
The softness of the pseudopotentials (vide infra) is important for plane-waves; a softer 

pseudopotential requires a smaller number of plane-waves in the wave-function expansion. 

Despite the time-saving pseudopotentials approach, the result of the single-particle 

equations would still require diagonalization of a large matrix, the size of which is assigned 

by the number of plane-waves in the expansion of the wave-functions. This issue has been 

grasped by the so-called cut-off energy [391]. 

By combining equations (67) and (68), a wave function W	á(Z) in a crystal can be expressed 

as 

 W& 	(Z) = ∑ 8|A~~ â1(|A~)`  (69). 

The evaluation of this expression even at a single point in the k-space involves summing 

over an infinite number of possible values of G. Fortunately, this function has a simple 

interpretation as solutions of the Schrödinger equation 

 * =
h&

<!
|á + ç|<  (70). 

It is reasonable to expect that the lower energy solutions are physically more important than 

solutions with very high energies. As a result, it is usual to truncate the infinite sum above 

to include only solutions with kinetic energies less than the cut-off energy 

 *o�d =	
h&

<!
éo�d
<   (71). 

The infinite sum is then reduced to 

 W& 	(Z) = ∑ 8|A~|~A||Är678 â1(|A~)`  (72). 

k-points 
A primitive cell in the reciprocal space is called the Brillouin zone (BZ) [391], [392]. The 

BZ plays a central role in the band theory of materials. The volume of the BZ, 2=>, and the 

volume of the primitive cell in the real space defined by the Wigner–Seitz construction, 

25,??, are related by 
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 V-Z =
(<i)5

%69::
   (73). 

To determine the total energy of a crystal, still a summation over the lowest eigenvalues has 

to be performed. For infinite periodic systems, this band structure energy in the total energy 

expression should be replaced by the integral over the first BZ, which is defined in the 

reciprocal space and integrates over the possible values of k in the Brillouin zone  

 è =
%69::
(<i)5 ∫

	è(á)k+
s
-Z   (74). 

Fortunately, this integral can be quite accurately approximated by the sum over a finite set 

of k-points. As the number of k-points increases, the results become more accurate. At the 

limit of a very large number of points, these numerical methods converge to the exact result 

for the integral. 

The key ideas related to getting well-converged results in k-space include: i) Calculations 

should be converged with respect to the number of k-points. ii) The number of k-points used 

in the calculation should be reported to ensure reproducibility of the results. iii) Increasing 

the volume of the supercell reduces the number of k-points needed to achieve convergence 

because the increased volume in the real space correspond to a decreased volume in the 

reciprocal space. 

Because the integrals take up so much of the computational effort of the DFT calculations, 

it is not surprising that the problem of efficiently evaluating these integrals has been studied 

very carefully. Most DFT packages offer the option of choosing k-points based on this 

method, and all that is needed is to specify how many k-points should be used in each 

direction in the reciprocal space. For calculations using a supercell that has the same length 

along each lattice vector and therefore the same length along each reciprocal lattice vector, 

it is natural to use the same number of k-points in each direction.  

Pseudopotentials 
Since chemistry per se is determined by valence electrons and the strongly bound inert core 

electrons are not crucial in defining chemical bonds and other physical characteristics of 

materials, pseudopotentials have been established so that the valence electrons are in the 

effective potential of the core electrons [346]. One usually refers to the frozen-core 

approximation. It is presumed that the core states are naturally localized within the 

augmentation spheres and that the core states of the isolated atoms are not influenced by the 

formation of molecules, only valence electrons are treated explicitly. The wave-function of 
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the electrons remain unchanged, and the simpler pseudo-wave-functions replace the 

oscillating wave-function of the core electrons. The real, the pseudo-wave-function, and 

potentials are identical above a cut-off radius lo (Figure 28).  

 
 

Figure 28 Illustration of the concept behind the pseudopotential. The pseudo-wave 

function coincides with the true or full valence wave function at the cut-off radius ZÅ.  

Projected augmented wave (PAW) method 
The PAW method [346], [393] achieves the efficiency of the pseudopotential method and 

the accuracy of the full-linearized augmented-plane-wave (FLAPW) method for solid-state 

calculations. The valence wavefunctions tend to oscillate rapidly near the ion cores. The 

PAW approach addresses this issue by transforming these rapidly oscillating wavefunctions 

into smooth wavefunctions that are computationally less demanding and provides a way to 

calculate all-electron properties from these smooth wavefunctions. Unlike the 

pseudopotential approach, the PAW method includes the nodal features of the valence 

orbitals and ensures orthogonality between the valence and core wave functions.  

In principle, the linear transformation ê transforms the \W]S pseudo wavefunction into the 

all-electron wavefunction |W⟩ of a Kohn–Sham single particle wavefunction 

 |W1⟩ = ê\W]1S   (75). 

The transformation operator ê modifies the nodal structure in the core region of the all-

electron wavefunction that is smooth beyond the lo 

 ê = 1 + ∑ êUxx   (76), 
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where êUx denotes the difference between the pseudo and all-electron wavefunctions which 

are non-zero only in the core region because beyond the lo the pseudo-wave function 

matches with the all-electron wave-function. 

The pseudo-wavefunctions can be expanded to pseudo-partial waves in the core region with 

the coefficients 81 as 

 \W]S = ∑ 81\n]1S	1   (77). 

For each partial wave, there exists an auxiliary pseudo-partial wave connect by 

transformation 

 |n1⟩ = (1 + êUx)\n]1S  (78). 

An arbitrary pseudo wavefunction can be written in the pseudo-partial wave basis by 

 W](Z) = ∑ n]1(Z)81 = ∑ n]1(Z)〈ëí1|W]〉xx   (79), 

where |ëí1⟩ is the set of the so-called projector functions satisfying completeness 

 ∑ \n]1S⟨ëí1| = 1x   (80) 

and fulfilling orthogonality 

 ^n]1\ëí1S = o1,4 (63). 

Then the transformation operator ê can be expressed as 

 ê = 1 + ∑ ||n⟩ − \n]1S}⟨ëí1|1   (81), 

where the index i	goes over all the partial waves corresponding to all atoms. Then the true 

all-electron wave function can be expressed as 

 |W⟩ = \W]S∑ ||n⟩ − \n]1S}〈ëí1|W]〉1   (82), 

The pseudo-wavefunctions W] are variational quantities in the PAW method that can be 

expressed by plane waves 

 W]1,|(Z) = ∑ s1,|A~â
(|A~)`

~   (83). 
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In the regions between the PAW spheres surrounding the atoms, the pseudo-wavefunctions 

are identical to the all-electron wavefunctions. However, inside the spheres the pseudo-

wavefunctions are only a bad approximation to the exact wave functions. Hence, partial 

waves were introduced that are solutions of the spherical scalar-relativistic Schrödinger 

equation [346]. 

3.9 Spin-polarized DFT including spin-orbit coupling 

VASP accounts for the fully relativistic calculation for the core electrons and treats the 

valence electrons in a scalar relativistic approximation. The SOC of the valence electrons 

may be included using the second-variation method and scalar-relativistic eigenfunctions of 

the valence states. The inclusion of SOC  enables the calculation of orbital moments, the 

determination of the easy/hard axis of magnetization, and the calculation of the magnetic 

anisotropy energy [346]. 

SOC has been implemented in VASP by Georg Kresse and Olivier Lebacq [394] following 

the approach of Leonard Kleinman [395] and Allan MacDonald et al. [396]. Calculations 

including SOC are performed in a non-collinear mode implemented in VASP by David 

Hobbs et al. [397] and Martijn Marsman and Jürgen Hafner [398]. The relativistic 

Hamiltonian given in a basis of total angular momentum eigenstates \î, c4S with j = l±1/2 

(containing all relativistic corrections up to order α2, where α is the fine-structure constant) 

is recast in the form of 2 × 2 density matrix .pq(Z) in spin-space by re-expressing the 

eigenstates of the total angular momentum in terms of a tensor product of regular angular 

momentum eigenstates |-, c⟩, and the eigenstates of the z-component of the Pauli spin 

matrices. The relativistic effective potential consists of a term diagonal in spin-space which 

contains the mass-velocity and Darwin corrections and the spin–orbit operator 

 ï = 	ï@? + ï@S =	∑ [V( ∙ ñÇ + V(
@Só ∙ ò](,! |-, c⟩	⟨-, c| (84), 

where ñÇ is the unit operator in spin-space and 

 ó ∙ ò =
;
<
	ô
ÜC ÜL
ÜA −ÜC

ö  (85). 

The l-components of the scalar V( and spin-orbit V(@S potentials are weighted averages over 

the l±1/2 components, assuming that the magnetization is directed along the z-axis. The 

Hamiltonian is therefore a 2 × 2 matrix in spin-space. The non-diagonal elements arise from 

the spin–orbit coupling, but also from the exchange-correlation potential when the studied 
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system displays a non-collinear magnetization density. The electron density .(Z) is given 

by the trace of the density matrix which may be written as a linear combination of the 

2 × 2 unit matrix and the vector õ = (úc , úÉ , úC) of the three Pauli spin matrices, 

 .pq(Z) =
Ñ)(`)l;<A+(`)∙Ç;<Ö

<
   (86), 

with the local magnetization density ù(Z) = ∑ .pq(Z) ∙ õpqpq . For a local magnetization 

ù(Z) directed along the unit vector û = (üd.† cosn, sin † sinn, cos †) the exchange 

splitting is å(Z)û ∙ ò, where å(Z) = lF=6Ñ);,<(`)Ö
l!(`)

 is the functional derivative with respect to 

the spin density c(Z) = |ù(Z)|. The spin-orbit interaction is transformed using the Wigner 

spin-rotation matrices. The Kohn–Sham equations with the relativistic effective potential is 

being solved self-consistently. Both spin–orbit coupling and non-collinearity lead to 

a mixing of different spin-components. 

3.10 Computational details 

In our DFT-based calculations, we used the PBC model [13]–[18] and the finite model [14], 

[15], [17] which are briefly discussed in Chapter 3.7, the first  using the VASP package 

[386]–[388], the second with Gaussian software [399] with the long-range-corrected 

ωB97XD functional [364] which includes empirical dispersion, plus we considered an 

implicit solvent model [17]. 

As PBC models of graphene, we used both a 3 × 3 (6 × 3) orthorhombic cell containing 48 

(96) carbon atoms  (Figure 29a) [13], [14], [17] and a 3 × 3 ( 6 × 6) triclinic cell containing 

18 (72) carbon atoms [15] (Figure 29b). For modeling the structure of GN3 we used 

graphene flakes [16] shown in Figure 29c. As finite graphene models, we used coronene 

(C24H12) and larger ovalene (C32H14) [14], [15], [17] depicted in Figure 29d,e. The PBC 

model was used to study the freestanding and Au(111)-deposited porphyrin molecules 

(Figure 29f). 
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Figure 29 PBC and finite models used in our computational modeling. a) 3 × 3 

orthorhombic cell of pristine graphene [14], b) 3 × 3 triclinic cell of pristine graphene 

[15], c) GN3 graphene flake [16], d) coronene model of G–OOH [17], e) ovalene model 

of G–OOH [17], f) porphyrin molecule deposited on Au(111) [18]. Color code: carbon 

in gray/black, nitrogen in blue, oxygen in red, hydrogen in white, iron in ochre, and 

gold in yellow. Reprinted with permission from [13]–[18]. 

All PBC calculations were spin-polarized and were executed with PAW potentials [346], 

[393]. The convergence tests allowed us to determine the cut-off energy and the number of 

k-points to obtain the best compromise between the accuracy of the calculations (Table 2) 

and the time needed to perform them. 
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Table 2 An example of convergence tests for Gr-P using the PBE functional. Reprinted 

with permission from [13]. 

system 

total 

energies 

(eV) 

total 

magnetic 

moment 

(µB) 

total 

energies 

(eV) 

total 

magnetic 

moment 

(µB)) 

400 eV 600 eV 

 

C47P1 

3 × 3 × 1 -439.2767 1.00 -435.1998 1.00 

6 × 6 × 1 -439.2866 1.00 -435.2098 1.00 

9 × 9 × 1 -439.2862 1.00 -435.2099 1.00 

11 × 11 × 1 -439.2865 1.00 -435.2099 1.00 

15 × 15 × 1 -439.2865 1.00 -435.2099 1.00 

21 × 21 × 1 -439.2865 1.00 -435.2099 1.00 

C46P2-NM 

3 × 3 × 1 -432.5935 0.00 -430.7406 0.00 

6 × 6 × 1 -432.6008 0.00 -430.7477 0.00 

9 × 9 × 1 -432.6008 0.00 -430.7477 0.00 

11 × 11 × 1 -432.6064 0.00 -430.7532 0.00 

15 × 15 × 1 -432.6074 0.00 -430.7541 0.00 

21 × 21 × 1 -432.6074 0.00 -430.7542 0.00 

C46P2-FM 

3 × 3 × 1 -430.5273 2.00 -429.8078 2.00 

6 × 6 × 1 -430.5296 2.00 -429.8105 2.00 

9 × 9 × 1 -430.5293 2.00 -429.8105 2.00 

11 × 11 × 1 -430.5295 2.00 -429.8105 2.00 

15 × 15 × 1 -430.5294 2.00 -429.8105 2.00 

21 × 21 × 1 -430.5295 2.00 -429.8105 2.00 

 

The maximum plane-wave cutoff energy was 600 eV [13]. The Brillouin zone integrations 

were performed with maximum 21 × 21 × 1 k-point mesh [13]. Electronic exchange and 
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correlation effects were treated with GGA-PBE [340]. However, it is known that semi-local 

GGA functionals tends to underestimate bandgaps [231] due to the self-interaction error and 

overdelocalization of the electronic system,. For this reasons, for selected systems [13] we 

also performed single-point calculations using the meta-GGA SCAN [351], which has been 

shown to improve band gaps of diversely bonded materials [352] or more demanding hybrid 

PBE0 functional [353], which by mixing exact exchange (HF) with PBE exchange may 

eliminate the—in some sense complementary—deficiencies of HF and DFT and, thus, 

provide a better description of band gaps.  

In systems were non-covalent interactions plays an important role, the empirical dispersion 

of Grimme [368], [372] was taken into account in both PBC [16], [17] and finite [15] 

models. The charge transfer was evaluated via Bader charge analysis (PBC) [400]–[402] 

and natural bond orbital (NBO) analysis (finite model) [403]. The climbing image nudged 

elastic band method (CI-NEB) [404], [405] was used to determine the reaction transition 

states. 

For graphene-supported TMs [14], and 1D Au(111)-supported metalloporphyrin polymers 

[18] we performed DFT + U [357], [358] calculations with U–J of 2 eV and 4 eV, 

respectively. The DFT + U method depends on semiempirical values of U–J [406] whose 

transferability between different systems is questionable. However, if moderate values of 

the on-site Coulomb repulsion are admitted, they introduce only modest changes with 

respect to conventional DFT calculations [407], whereas large values of the on-site 

repulsion led to unrealistic eigenvalue spectra of TM dimers [408]. 

We calculated MAEs following the implementations of David Hobbs [397] and Martijn 

Marsman and Jürgen Hafner [398] in the VASP package (see Chapter 3.9). The MAE per 

computational cell was evaluated as the difference in total energies between different 

orientations of the magnetization. In addition to fully self-consistent calculations of MAE, 

the magnetic force theorem [409] was applied allowing to approximate the MAE by the 

difference in the band energies from non-self-consistent calculations, thus significantly 

reducing the computational efforts. 

All other calculation details can be found in the Appendices. 
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4 Tailoring Electronic and Magnetic Properties of Graphene by 

Phosphorus Doping 

Rostislav Langer, Piotr Błoński*, Christoph Hofer, Petr Lazar, Kimmo Mustonen, Jannik 

C. Meyer, Toma Susi*, and Michal Otyepka, ACS Appl. Mater. Interfaces 2020, 12, 34074–

34085, DOI: 10.1021/acsami.0c07564. 

Doping of the graphene lattice by light elements, sulfur [7], nitrogen [6], and boron [410] 

opens possibilities for tailoring its electronic and magnetic properties toward spintronic 

and optoelectronic applications. Further, recent experimental preparation of phosphorus 

doped graphene (Gr-P) led to the AFM phase below 125 K and the FM phase up to 300 K 

[111]. Although the sp3-phosphono −PO3H2 groups were supposed to be the main magnetic 

sources [111] because the oxidation of substituent P is highly exothermic [411], no insight 

into the influence of particular phosphorus chemical forms on the magnetic properties of 

Gr-P was presented, which motivated us to investigate the origin of magnetism in this system 

in more depth including the theoretical estimate of transition temperatures. In particular, 

we focused our research on the structural, electronic, and magnetic properties of Gr-P and 

Gr-PO3H2 at different levels of doping and structural arrangements. We compared our 

simulation for the single P-substitution to a 3D reconstruction of the experimental geometry 

based on atomic-resolution aberration-corrected scanning transmission electron 

microscopy (STEM) imaging at multiple sample tilts. We also provided a catalogue of 

theoretical core-level binding energies of variously bonded P that may be present in P-

doped graphene to facilitate X-ray photoelectron spectroscopy-based identification of its 

chemical forms in graphene. 

Our DFT calculations revealed that either P atoms embedded in the graphene lattice or 

−PO3H2 functionalized graphene modulated structural, electronic, and magnetic properties 

of graphene depending on the C/P ratio and bonding configurations ultimately leading to 

the FM ordering sustainable at RT. This finding possibly elucidates the origin of 

experimentally observed FM ordering at RT [111]. Interestingly enough, simultaneous 

adsorption of P adatoms and substitution of carbon atoms by phosphorus can lead to RT 

FM and AFM structures in line with experimental findings [111]. The co-existence of AFM 

and FM phases is assigned to the occupations of the graphene bipartite lattice, i.e., the 

magnetic moments are AFM coupled when the P-moieties are equally located on both 

sublattices of graphene and the FM phase appears when the P adatoms are located only on 

one sublattice. 
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The unique electronic and magnetic properties of P-doped graphenes, which can be 

ultimately fine-tuned by the manipulation of P dopants, predispose these materials for 

various technological applications including catalysis, sensing, energy storage, electronics, 

and spintronics. 

DFT calculations showed that the substitution of carbon atoms by phosphorus (2.13 at.%, 

C47P1, Figure 30a) led to a geometric distortion of the graphene lattice with a C–P bond 

length of 1.76 Å and a C–P–C angle of 101°, which agrees well with the experimental 

estimate of 1.61 ± 0.25 Å and 99.6 ± 11.5° [110]. 3D reconstruction of a single P substitution 

in pristine graphene has been experimentally shown via STEM (Figure 31). This confirmed 

that the large atomic radius of P as compared to C cannot be confined by the graphene 

lattice, which led to the protrusion of the P atom above the graphene plane (Figure 30b). 

 

Figure 30 Spin-density distribution plot of Gr-P (2.13 at.%): a) top view and b) side 

view. Isosurface ±4 meÅ–3. Positive/negative magnetic moments are shown in 

green/blue. α and β denote the two sublattices of the graphene bipartite lattice. 

Numbers correspond to the bond length in Ångstrom. Carbon atoms are shown in 

gray, and phosphorus atoms are in orange. c) Spin-resolved DOS of Gr-P (2.13 at.%). 

The Fermi level marked with a vertical red dashed line is set to zero. Blue and yellow 

bars represent the bandgap and the spin-flip gap, respectively. Reprinted with 

permission from [13]. 
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Figure 31 a–d) Atomically resolved STEM projections of a P substitution in graphene 

at specimen tilt angles of 0, 280, −290, and 340 mrad along the x-axis b, c) and the y-

axis d). The scale bars are 2.5 Å. e) 3D reconstruction from multiple images recorded 

at different tilt angles and with threefold averaging. Reprinted with permission from 

[13]. 

Having one additional electron compared to a carbon atom, a single P atom adds an extra 

electron when substituted into the graphene lattice, thus disrupting its π-delocalized system 

and opening a 1 eV wide bandgap.  

Moreover, doping-induced imbalance of the bipartite graphene lattice, N = Nα - Nβ, where 

Nα and Nβ are the number of atoms belonging to each sublattice, with the total spin of the 

bipartite lattice given by the formula 2S = |Nα - Nβ|  [277], in the case of C47P1 S = 0.5, led 

to two spin-polarized mid-gap states in the vicinity to the EF separated by a gap of 0.12 eV 

(Figure 30c). The spin-density distribution plot revealed a large spatial extension of the 

magnetic state (Figure 30a,b) around the P dopants and forming a characteristic 

(√3 × √3)R30° superstructure recognizable in STM [98]. The orbital/atom decomposed 

DOS (Figure 32) and spin density distribution plots thus demonstrated the direct coupling 

between the p-orbitals of P and NN C atoms, extending over long distances.  
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Figure 32 Orbital/atom-decomposed DOS of Gr-P (2.13 at.%). Fermi energy is set to 

zero (dashed green line). Sub α/β denotes the two graphene sublattices (see Figure 30), 

CNN denotes nearest neighbor carbon atoms to the P atoms. Reprinted with permission 

from [13]. 

The magnetic transition temperature, Tc, is a key material parameter determining its 

potential industrial applications. If the Tc of a material exceeds the temperature of liquid 

nitrogen (77 K), the material becomes interesting for real devices and applications. We used 

the Ising model and a MFA [304] to estimate Tc of P-doped graphene using a C96 supercell 

(denoted as 6 × 3 cell, Figure 33) which enabled exchange interactions between single spins 

comprising magnetic moments induced by doping/functionalization in the C48 supercell 

(3 × 3 cell) (Figure 30). The magnetic transition temperatures (normalized per 3 × 3 cell) 

were evaluated using the Ising model on a square lattice [314] as %?(0@)MNL=MN =
/.JKHB
&!

	for spin 

S = 0.5 (C47P1, C48P1, C45P3, Gr-P-Ox). For higher spin systems, we used the following 

expressions: %?(0@)MNL=MN =
;.KHOB
&!

 for S = 1 (C46P2, C47P2), %?(0@)MNL=MN =
D.<HPB
&!

 for S = 1.5 

(C45P3), and %?(0@)MNL=MN =
J.DJ;B
&!

 for S = 2 (Gr-P-Ox), where +- stands for Boltzmann constant 
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and P	denotes the magnetic exchange coupling, evaluated [307] as P = F'(LF)'(
<C@&

, where *MN 

and *=MN are total energies of FM and AFM phases, respectively, and ¶ is the coordination 

number in systems of single spins (Figure 33). Within the MFA [305] Tc was estimated as  

%?(NM)
MNL=MN =	

B@(@A;)

D&!
, where P = F'(LF)'(

<
 per pair of single spins S.  Depending on the 

mutual configuration of the P atoms in the larger 6 × 3 cell, Tc of P-doped graphene with 

coverage of 2.13 at.% may be as high as 86 K (Ising model), which makes it promising 

material for potential spintronics applications. In the case of Gr-P, the MFA provided rather 

unrealistic TC values as opposed to the reasonable values from the Ising model. 

 

Figure 33 Scheme of calculating the transition temperature between the FM and AFM 

phases. A 6 × 3 supercell enabled the AFM interaction (positive/negative magnetic 

moments are depicted in green/blue) of magnetic islands by flipping their spin 

alignment (green/blue arrows). Reprinted with permission from [13]. 

The increased concentration of P atoms in the graphene lattice (4.35 at.% and 6.67 at.%) 

slightly modified the C–P bond lengths and C–P–C angles (1.76–1.78 Å and 99–102°). The 

stability of Gr-P depends on the mutual positions of the P atoms; in the GS phosphorus 

atoms taken the nearest-neighbor positions in the graphene lattice (4.34 at.%, Figure 34) 

and at a higher concentration (6.67 at.%, Figure 34) they occupied the para-positions in the 

graphene lattice. In experimental samples, the configuration of P dopants depends on the 

presence and type of defects, reactive sites, and contaminations during synthesis, therefore, 

the system is likely to differ from the energetically most stable configurations [109], [110]. 

The bipartite nature of the graphene lattice dictates whether or not Gr-P has magnetic 

properties, so the electronic and magnetic properties of Gr-P vary significantly both with 

the concentration and configurations of P atoms in the graphene lattice. Whereas P atoms 

evenly substituting C atoms in both sublattices at 4.35 at.%, led to the NM structure 
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(Figure 34a), the imbalance of the graphene lattice gave rise to the long-range FM ordering 

as evident in the spin-density plots (Figure 34b,c) with Tc reaching 192 K calculated using 

the Ising model. However, increasing the P doping level to 6.67 at.% significantly lowered 

Tc to a maximum of 46 K. 

The Gr-P at at 4.35 at.% and 6.67 at.% exhibited either metallic or semiconducting 

electronic structure. The bandgap of NM Gr-P was smaller than those for magnetic 

structures, however, the presence of mid-gap states effectively lowered their electronic gaps. 

Moreover, a pronounced DOS near EF in some of the theoretical structures indicated 

a possibility of appreciable conductivity. It should be noted that experimental samples may 

contain various arrangements of P atoms, and their electronic structure would therefore 

reflect a statistical averaging of the different configurations.  

 
Figure 34 Structures and spin textures of a) the most stable Gr-P at 4.35 at.%, b) the 

most stable magnetic arrangement at 4.35 at.%, and c) the most stable Gr-P at the 

6.67 at.%. Reprinted with permission from [13]. 

In addition to the substitution of the C atoms in the graphene lattice with P atoms, we 

considered adsorption of P adatoms onto graphene (Gr-adP). Among the high-symmetry 

sites of the graphene, only the bridge (B) site (Figure 35) appeared to be stable (-0.46 eV), 

while the on-top (T) and the hollow (H) sites were unstable. Consequently, the diffusion of 
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P adatoms along B–T–B or B–H–B paths is unlikely, as P adatoms would rather 

spontaneously desorb from graphene.  

A tiny bandgap was opened in Gr-adP doped at 2.08 at.% as shown in DOS plot (Figure 35) 

and the spin value was S = 0.5, which can be understood by electron counting: two valence 

electrons formed covalent bonds with C atoms below, two electrons formed a lone pair, and 

the fifth valence electron induces a magnetic moment in Gr-adP. However, the carbon atoms 

in the vicinity of P adatom were NM, indicating PM in Gr-adP (2.08 at.%). This was further 

corroborated by the calculated Tc of 2 K showing excellent agreement with the experiments 

[111] where PM behavior was witnessed at a low P concentration. 

 

Figure 35 Spin-density distribution plot of Gr-adP (2.08 at.%): a) top view and b) side 

view. Isosurface is ±4 meÅ–3. c) Density of states of Gr-adP (2.08 at.%). α and β denote 

the two sublattices of the graphene bipartite lattice. T, B, and H stand for on-top, 

bridge, and hollow site, respectively. Reprinted with permission from [13]. 

We also studied the adsorption of a P adatom onto P-doped graphene. The adsorption energy 

depended on the mutual distance between the P adatom and the P-dopant, and the P adatom 

showed a tendency to adsorb next to the P atom substituting C in the graphene lattice. The 

adsorption configurations determined the electronic and magnetic properties of the 

considered structures. The Gr-adP structures possessed semiconducting electronic structure. 

We found FM structures with S = 1 and TC of 18–303 K (Ising model) and, interestingly, 

the GS AFM structure at RT. Importantly, the co-existence of FM and AFM structures has 

been observed in experimental samples of P-doped graphene [111].  
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In the light of the experimental P-doped graphene [111], we theoretically considered also 

various oxidized phosphorus groups and functional groups adsorbed onto pristine graphene 

or onto Gr-P (Figure 36). While phosphate −OPO3H2 or −OPO2 groups were unstable and 

desorbed from the graphene lattice, the relatively weakly bound phosphono −PO3H2 group 

(-0.42 eV) induced FM in the system with S = 1 and Tc = 44 K, and a similar spin texture 

and electronic structure to the single P-doped graphene.  For two −PO3H2 in meta 

configuration on the graphene lattice, Tc increased to 148 K.  

Finally, we considered the simultaneous effect of Gr-P, Gr-P-Ox, and Gr-PO3H2 on the 

electronic and magnetic properties of functionalized graphene. All structures were 

semiconducting. Depending on the composition and configurations of the theoretical 

structures, FM can emerge with midgap states at EF and the theoretical Tc reaching 242 K. 

Thus, in line with experimental findings [111] magnetism with high Tc may result from 

a synergistic effect of phosphorus in various bonding configurations.   

 

Figure 36 Spin-density distribution plot of Gr-PO3H2: a) top view and b) side view. 

Isosurface is ±4 meÅ–3. c) Density of states of Gr-PO3H2. Reprinted with permission 

from [13]. 

Since semi-local GGA functionals tend to underestimate bandgaps due to self-interaction 

error and excessive delocalization of the electron system [231], [412], we calculated the 

bandgaps of several Gr-P structures using the meta-GGA functional SCAN [351] and hybrid 

functional PBE0 [353]. Both functionals resulted in wider bandgaps as compared with 

GGA-PBE. The bandgaps of the FM structures increased by 0.4-0.7 eV and the spin-flip 

gaps by 0.7-1.2 eV. For NM structures, the SCAN functional predicted wider bandgaps by 
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approximately 0.1 eV, and for PBE0 by 0.6-0.7 eV. The values of Tc increase up to 90-times 

(SCAN) and up to 50-times (PBE0), and thus did not lead a realistic estimate. This can be 

attributed to the larger exchange distribution 100-3450% relative to the GGA-PBE value.  

In summary, we theoretically investigated the structural, electronic, and magnetic properties 

of Gr-P. We considered the P atoms embedded in the graphene lattice as well as on-surface 

adsorbed the P adatoms and the POx functional groups. The simultaneous P-doping and sp3 

functionalization of graphene by the –PO3H2 groups  as well as adsorption of the P adatoms 

may lead to the RT FM or AFM alignment in accordance with the experimental findings 

[111]. The electronic structure calculations revealed that the magnetic ordering of Gr-P can 

be attributed to a combined direct coupling in an antiparallel fashion of an electron cloud of 

partially filled π-orbitals of neighboring carbon atoms that extends over a large distance 

from the P dopant, and the RKKY interaction. Our theoretical research was supported by an 

experimental reconstruction of the 3D geometry of the single P substitution. Our results may 

further encourage research into graphene-based magnets with C/P-tuned properties, or 

ultimately through the direct manipulation of P dopants. The unique and tunable electronic 

and magnetic properties of P-doped graphene predestine these materials for plethora of 

applications including spintronics.  
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5 Graphene Lattices with Embedded Transition-Metal Atoms 

and Tunable Magnetic Anisotropy Energy: Implications for 

Spintronic Devices 

Rostislav Langer, Kimmo Mustonen, Alexander Markevich, Michal Otyepka, Toma Susi*, 

and Piotr Błoński*, ACS Appl. Nano Mater. 2022, 5, 1562–1573, 

DOI: 10.1021/acsanm.1c04309. 

Big Data with a complex structure and large, aggressively growing volume challenges the 

storage capacity of data centers, thus spurring the drive to store information at the atomic 

scale. One of the great challenges in this field is preventing thermally induced reorientation 

of the magnetic moments between the easy and hard magnetization axis or, in other words, 

increasing the blocking temperature, which is enforced by magnetic anisotropy energy, i.e., 

the energy barrier for magnetic moments to flip their directions. Single-atom magnets 

represent the ultimate limit of the magnetic data storage [73], [87], [413]. Identifying 

substrates anchoring magnets the size of atoms firmly and, thus, conserving their size, 

symmetry and, accordingly, a large MAE, is at the core of the frontier magnetic materials 

research. If a system with an MAE could be found at least corresponding to the temperature 

of liquid nitrogen, data centers applications would become more feasible. To this end, 

transition metal atoms and their nanoclusters adsorbed on graphene were extensively 

studied and single-layer graphene with vacancy defects was identified as a suitable 

anchoring platform for magnetic TM atoms with remarkable MAE values [23], [76]. Atomic 

vacancies in graphene can be created intentionally, by irradiation. 

In the light of recent advances in experimental manipulation of foreign atoms in the 

graphene lattice [282], [414], [415], we chose Cr, Mn, and Fe as prototypical metals from 

Groups VI.-VIII.B for the systematic study under SP-DFT with SOC and on-site Coulomb 

repulsion of 2 eV, changes in electronic and magnetic properties of doped defective 

graphene, including MAE, in relation to the arrangement and distances between TM atoms, 

both of the same element and two different TM atoms.  

We found that doping of graphene with two different TM atoms and the formation of upright 

TM dimers lead to a vast increase in MAE compared to SA-doped graphene, and the value 

and even the sign of MAE as well as the electronic structures are sensitive to the distribution 

of doping atoms in the graphene lattice. In particular, two upright Fe–Mn dimers bound to 

two separate DVs reach an MAE of 120 meV due to the graphene-mediated RKKY exchange 
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between dimers, which modifies the occupations of states near EF such that a changed 

splitting of energy bands that have degenerated in the absence of SOC lowers the total 

energy. The MAE of 120 meV corresponds to a blocking temperature of 34 K assuming 

a relaxation time of 10 years.  

We first focused our investigation on the stability and structural, electronic, and magnetic 

properties of SAs of Cr, Mn, and Fe embedded in SV and DV defects in the graphene lattice, 

both bare and nitrogen-decorated (NSV and NDV). All TM atoms were strongly bound in 

vacancy defect, which is consistent with previous reports on TM@SV and TM@DV [80] 

(Figure 37a,b). The presence of N atoms on the edges of defects in the graphene layer 

increased the binding energies of TM atoms compared to TM@NSV and TM@NDV. 

The presence of TM in a defective area of the graphene lattice, specifically Mn@DV, was 

experimentally recognized by STEM (Figure 37c) and its identity was confirmed by 

electron energy-loss spectroscopy, which also allowed to determine the Mn L3/L2 white-line 

ratio. 

 
Figure 37 Top and side view of a) TM@SV and b) TM@DV where TM stands for Cr, 

Mn, and Fe. Carbon atoms are depicted in gray, and TM atoms in ocher. Spin densities 

corresponding to positive/negative magnetic moments are displayed in blue/red at 

isosurface values of ±0.035 eÅ–3. Supercells are marked by dashed lines. After the cell 

was doubled in the x-direction, a second defect was introduced into the lattice. 

c) STEM image of an Mn@DV impurity (bright contrast) bonded to four carbon 

atoms in a disordered patch of graphene. Reprinted with permission from [14].  

All considered TM atoms induced magnetic moments in graphene of 2 μB or 3 μB for 

TM@S(D)V and in the range of 1 μB to 4 μB for TM@NS(ND)V. Depending on the spin 

and symmetry of the interacting states [416], [417] the coupling of states with energies 

above and below EF through spin-orbit interaction promotes either perpendicular or in-plane 
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magnetization, as shown in Figure 38. However, MAE was small in the range between 

±0.1 meV and 1.1 meV and increasing within the Cr–Mn–Fe order in line with the low 

orbital moment anisotropy at isotropic spin moments. No significant changes of MAE were 

observed for TM@NS(ND)V. 

In agreement with other studies, the electronic structure of graphene changed from semi-

metal to metal (Mn@DV and Fe@DV), half-metal (Fe@SV [298]), and/or semiconductor 

(Cr@SV [298], Mn@SV [418], and Cr@DV [419]), whereas N-impurities acting as n-

dopants shift the density of states toward lower energies causing the semiconductor 

(Cr@SV and Mn@SV) to metal transition (Cr@NSV and Mn@NSV), half-metal (Fe@SV) 

to semiconductor transition (Fe@NSV), and metal (Mn@DV and Fe@DV) to 

semiconductor transition (Mn@NDV and Fe@NDV).  

 
Figure 38 Coupling of eigenstates with energies above and below EF through spin-orbit 

interaction, which favors either perpendicular or in-plane magnetization, depending 

on the spin and symmetry of the interacting states. For the five d states (per spin), in-

plane magnetization is favored if the EF is located between even ml = 0, ±2 and odd 

ml = ±1 states of the same spin, or between even or odd states of opposite spin. 

A perpendicular magnetization is favored if EF is located between even (or odd) and 

odd (or even) states with opposite spins. Reprinted with permission from [14]. 

Information can be stored and processed on the atomic scale if the atomic spins are coupled. 

Indeed, the possibility to tailor the sign and strength of the magnetic coupling between 

atomic spins by the RKKY interaction mediated by conduction electrons in a metallic 

substrate has been demonstrated by spin-polarized scanning tunnelling spectroscopy (SP-

STS) [407]. More recent time-resolved SP-STM experiments and DFT calculations [420] 
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further confirmed the role of the RKKY interaction in enhancing the atomic spin stability. 

The capability of the RKKY interaction to transfer and process information between atomic 

spins of adatoms on a NM metallic surface has been proven experimentally by realizing 

few-atom spin-based logic gates [93].  This sparked our interest in examining the property 

changes along with the mutual distances of TM atoms. To this end, we employed a larger 

6 × 3 orthorhombic cell with two defects, and by changing the distance between the defects, 

we simulated the mutual interaction of TM atoms at different separations within the 

graphene lattice. 

Whilst no structural changes of TM1TM2@SV and TM1TM2@DV were spotted compared 

to TM@SV and TM@DV, the magnetic moments were appreciably different from those of 

SA-doped graphene and, except CrCr@SV and MnMn@SV, the magnetic moments of the 

larger 6 × 3 cells were not the sum of the magnetic moments of the smaller cells. Notably, 

an increased magnetic moment of CrCr@DV and MnMn@DV indicating a synergistic 

effect between TM atoms. Moreover, depending on the distribution of the TM atoms in the 

graphene lattice, the AFM order was more energetically preferred than the FM one in line 

with other studies [418], [421], for instance, MnMn@SV and CrCr@DV. Nonetheless, the 

MAE values of the graphene-doping homoatomic pairs were still in the sub-meV range, and 

the highest MAE found for CrCr@DV was only 1.6 meV.  

For the graphene doping heteroatomic pairs TM1TM2@SV and TM1TM2@DV calculated 

at a fixed distance of 12.87-13.24 Å between TM1 and TM2, the magnetic moments were 

the sum of the magnetic moments of individual TM atoms, and the electronic band gaps 

reached approximately the mean values obtained for the TM-SAs, but noteworthy, their 

MAE per computational cell increased significantly compared to TM-SAs. We found an 

MAE of –23.0 meV for CrFe@DV (Figure 39), 16.0 meV for CrMn@DV, and –15.8 meV 

for FeMn@DV. For Cr and Mn atoms of CrMn@DV separated by 6.55 Å, we found the 

MAE increased to 47.5 meV due to a strong anisotropy of the spin moments. Among the 

TM1TM2@NSV and TM1TM2@NDV systems, FeMn@NSV exhibited the highest MAE of 

5.2 meV. The enhanced MAE in DV-graphene doped with two different TM atoms, which 

contrasts with SA-doped graphene, is a changed splitting of energy bands that were 

degenerate in the absence of SOC, and the downshift in binding energies of the dz2 states, 

both leading to a lowering of the total energy (see the Appendix for more details) upon the 

reorientation of the magnetization direction.  
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The TM atoms induces magnetic moments in the surrounding carbon atoms of the graphene 

lattice due the sharing of electrons between the magnetic atoms and the lattice (Figure 39). 

Moreover, a (half)metallic DOS of (CrMn@DV) and FeMn@DV can enable the conduction 

electrons to couple to magnetic moments, which indicates the presence of an RKKY 

exchange [94]–[96] across the graphene lattice (Figure 40). The energy gap at EF in 

CrFe@DV indicates that the RKKY interaction is suppressed in this system, and the 

coupling between the TM atoms is due to superexchange within the carbon atoms. 

 
Figure 39 a) Top and b) side view of spin densities for the system of Cr and Fe atoms 

bound to separate DV defects plotted at ±0.01 eÅ
-3 

isovalues for Cr and Fe (displayed 

in green/cyan for spin densities corresponding to positive/negative magnetic moments) 

and ±0.001 eÅ
-3 

(shown in blue/red) for DV-graphene. Reprinted with permission from 

[14]. 
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Figure 40 Variation in the calculated total energies (in black) and magnetic moments 

(in blue) with the distance between TM atoms in the CrFe@DV system. Reprinted with 

permission from [14]. 

In the view of theoretical calculations showing MAE enhancement in TM dimers on 

graphene [23], [408], [422], we investigated the possibility of creating TM–TM upright 

dimers embedded into defective graphene and their MAEs. We found the exothermic 

binding energy of the second TM atom on top of TM@DV and TM@SV ranging from 

−4.05 to −0.04 eV with a TM1–TM2 bond length of 1.98–2.85 Å and magnetic moments of 

1.4–8.0 μB. The Fe@Mn@DV and Mn@Mn@SV systems have large positive MAEs of 

9.8 meV and  14.9 meV respectively, and Fe@Fe@SV a large negative MAE of −12.4 meV. 

Earlier studies [23], [84] revealed that the dominant part in the MAE is enforced by the 

upper TM atom even despite the opposite MAE of the lower TM atom.  

The introduction of a second Fe@Mn dimer into the DV defect at a distance of 12.9 Å from 

Fe@Mn@DV (Figure 41) resulted in an MAE increase to ~120 meV due to the spin 

anisotropy of −1.6 μB and the graphene-mediated RKKY-like exchange interactions 

between the dimers. Figure 42 shows that the dominant positive contribution to the 

enormous MAE of ∼120 meV is brought about the presence of partially occupied quasi-

degenerate states at EF and which is lifted for axial magnetization. This appears to be 

a general feature of the mechanism favoring the large MAE formation [423]. The giant 

MAE of ∼120 meV corresponds to the blocking temperature of 34 K with a relaxation time 

of 10 years based on Néel’s theory [68]. 
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It is noteworthy that the phonon frequency calculations and the calculated Gibbs energy of 

−1.36 eV at 373 K for the Fe@Mn dimers indicate that they may be stable in the DV defects. 

 
Figure 41 a) Top view and b) side view of spin densities plotted at ±0.01 e–Å–3 isovalues 

for Fe@Mn (displayed in green/cyan for spin densities corresponding to 

positive/negative magnetic moments) and ±0.001 eÅ–3 (shown in blue/red) for DV-

graphene for the system of two Fe─Mn dimers bound to separate DV defects. c) Side 

view of the corresponding structure. Gray, purple, and ocher colors represent carbon, 

manganese, and iron atoms, respectively. Reprinted with permission from [14]. 

 

 



 110 

 
Figure 42 Relativistic partial atom/orbital-resolved densities of states for two Fe–Mn 

dimers bound to separate DV defects for in-plane (solid lines) and perpendicular 

magnetization (dashed lines): a) Mn atoms and b) Fe atoms. Reprinted with 

permission from [14]. 

In conclusion, in this work, we theoretically investigated the stability and the electronic and 

magnetic properties of TM atoms and dimers of the elements Cr, Mn, and Fe in (N)SV and 

(N)DV in the graphene lattice. We focused our study on the MAE dependence on i) the 

distances between TM atoms in the single-layer graphene; ii) homo- and heteroatom doping 

of graphene; iii) the formation of upright TM dimers of the same and different elements.  

One of the most significant findings of our work is that, unlike the low MAE of up to 2 meV 

for TM SA-doped graphene, doping of graphene with two different TM atoms and the 

formation of upright TM dimers leads to a huge increase in MAE. The combination of 

graphene-mediated RKKY-like superexchange interactions between TM dopants and the 

presence of partially occupied degenerate states at EF favors large MAE, which for the 

Fe@Mn@DV system can reach ~120 meV. TM-doped conductive graphene with robust 

magnetic properties therefore offers a new perspective in the design of graphene-based 

spintronic devices.  
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6 On-Surface Synthesis of One-Dimensional Coordination 

Polymers with Tailored Magnetic Anisotropy 

Benjamin Mallada, Piotr Błoński*, Rostislav Langer, Pavel Jelínek, Michal Otyepka, and 

Bruno de la Torre*, ACS Appl. Mater. Interfaces 2021, 13, 32393–32401, 

DOI: 10.1021/acsami.1c04693. 

1D organic polymers with regularly distributed magnetic centers are desirable for next-

generation electronic and spintronic devices for their long spin coherence length and 

mechanical flexibility. However, the experimental synthesis of such 1D magnets is still 

a significant challenge. Advances in this field require the selection of an appropriate 

functional molecule to form a large 1D polymeric framework. Porphyrin frameworks with 

coordinated TM atoms appear promising thanks to their high thermal stability and 

propensity to form well-ordered assemblies on various solid surfaces. 

A thermally assisted Ullmann-like coupling reaction of Fe(III)diphenyl-bromine-porphyrin 

(2BrFeDPP-Cl) on Au(111) successfully led to synthesized 1D porphyrin chains. In 

addition, the thermally controlled C–H bond activation of this material resulted in 

molecular planarization driven by the 2D surface confinement on the gold substrate. Based 

on theoretical calculations, we described the mechanism of heat-induced intramolecular 

planarization and the related change in MAE of metalloporphyrin polymers. Thermal 

activation of the C–H bond leads to conformational changes in the porphyrin units, which 

results in on-surface molecular planarization, changing the symmetry of the Fe environment 

leading to rearrangement of the 3d levels of the central Fe atom. 

Before discussing the calculation results, let us first briefly talk over the experimental data. 

The molecular precursor used in this study – iron(III)5,15-(di-4-bromophenyl)porphyrin 

chloride, 2BrFeDPP-Cl (Figure 43) – possesses phenyl groups functionalized with C−Br 

groups at the para position, which ensures the linearity of the polymeric product after 

dehalogenation on the Au(111) substrate. 

At 300 K, 2BrFeDPP-Cl adsorbed onto the Au(111) substrate in the form of spatially 

extended close-packed islands, as shown by STM (Figure 44a-c). These are dechlorinated 

species 2BrFeDPP in the saddle conformation with twisted aryl moieties. DFT calculations 

of 2BrFeDPP@Au(111) revealed that the Fe ion is above the Au atom and 3.53 Å from the 

surface, and the adsorption energy is �77.4 kcal/mol.  
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At 500 K the C�Br bonds were cleaved and large 1D poly-FeDPP wires (that extend up to 

∼40 monomers) were formed due to the surface-assisted aryl–aryl cross-coupling of 

adjacent porphyrin molecules, as demonstrated by STM/non-contact AFM (Figure 43 and 

Figure 44d-f).  

At 600 K, the molecular units within the wires underwent an intramolecular transition via 

dehydrogenation and electrocyclic ring closure of their aryl termini and the macrocyclic 

pyrroles, resulting in isoindole motifs inducing planarization of the porphyrin monomers on 

the surface (FePP units, Figure 43 and Figure 44g-i). 

Our theoretical calculations revealed that the activation energy for Br removal was lower 

than that of H removal by 15 kcal/mol. The Br removal reduced the BDE of the H atom, 

thus facilitating the H abstraction at higher temperatures, resulting in ring closure of the aryl 

moieties steered by the 2D confinement of the surface. Hence, sequential annealing of 

2BrFeDPP allows first the formation of poly-FeDPP structures via Ullmann bonding of aryl-

halides, and then the formation of planar poly-FePP structures at higher temperatures. 

 
Figure 43 Thermal reaction mechanism of 2BrFeDPP-Cl on Au(111). Reprinted with 

permission from [18]. 
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Figure 44 a) STM topography upon deposition of 2BrFeDPP-Cl on Au(111). 

b,c) STM/nc-AFM of 2BrFeDPP-Cl on Au(111). d) STM topography of poly-FeDPP 

annealing to 500 K. e,f) STM/nc-AFM of poly-FeDPP. g) STM topography of poly-

FePP annealing to 600 K. h,i) STM/nc-AFM of poly-FePP. Reprinted with permission 

from [18]. 

Removal of the coordinated Cl atom from 2BrFeDPP-Cl reduced the oxidation state from 

Fe3+ to Fe2+ and lowered the total spin from S = 3/2 to S = 1. In addition, calculations 

predicted an MAE of −4.1 meV for 2BrFeDPP-Cl, where a negative MAE represents the 

easy-axis system as opposed to the MAE of dechlorinated 2BrFeDPP.  

The first derivative of the dI/dV spectra acquired on the 2BrFeDPP molecules and FeDPP 

monomers showed excitation voltage onsets at Vs = ±8.5 mV and Vs = ±7.5 mV. While the 

polymerization process hardly affected the magnetic anisotropy of the FeDPP, the 

planarization of poly-FeDPP to poly-FePP reduced the onset of the excitation energy from 

±7.5 to ± 3.5 mV. 

In order to investigate the origin of the experimentally observed MAE reduction of 

planarized FePP molecules, we performed SP-DFT with SOC calculations for 2BrFeDPP 

and 2BrFePP molecules as well as FeDPP and FePP polymers, both free-standing and 

Au(111)-deposited. Their MAEs are gathered in Table 3. The decrease in MAE for the 

planarized molecules was in semi-quantitative agreement with the experimental 

observations, regardless of whether they were deposited on the Au(111) surface and/or 

polymerized. This suggests that the origin of the MAE reduction is to be found in differences 
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in the symmetry of the Fe environment, which may lead to a different occupation scheme 

of the central Fe atom.  

Table 3 MAE (meV) of freestanding and Au(111)-supported 2BrFeDPP and 2BrFePP 

[18].  

2BrFeDPP 2BrFePP 

 Freestanding On Au(111) 
 

Freestanding 
On 

Au(111) 

Single 

molecule 
6.2 2.0  1.0 0.3 

Dimer 4.8   1.1  

Wire 1.5 3.7  0.4 1.7 

In a freestanding 2BrFeDPP molecule with all Fe–N distances equal to 2.01 Å, the 

occupations of Fe 3d levels in the SR limit and for the axial (hard) magnetization direction 

were similar, while upon the rotation of magnetic moments into the in-plane (easy) 

direction, the lifting of the degeneracy of the dπ states and the reordering and change in the 

occupation of the 3d levels were observed (Figure 45a). 

Since for a freestanding 2BrFePP molecule the square-planar symmetry was broken with 

two short and two long Fe–N bonds in the length of 1.94 and 2.04 Å, the lifting of the 

degeneracy of the dπ-states was already observed in the SR limit. There were no significant 

changes in the eigenvalue spectra for different orientations of magnetic moments using SOC 

(Figure 45b), which explains the reduced MAE in planarized 2BrFePP. 

Projected density of states (PDOS, Figure 46) for an Au(111)-deposited single-molecule of 

2BrFeDPP and 2BrFePP indicates that the spin polarization originated predominantly from 

the contribution of dz2 and dπ. As with the freestanding molecules, the degeneracy of dπ was 

largely broken for planarized 2BrFePP/Au(111) (Figure 46b), and the effect of SOC on the 

occupations of the 3d electronic states was lower than that of the freestanding molecules as 

a consequence of the hybridization with the substrate, which led to a small MAE of 0.3meV, 

while in 2BrFeDPP on Au(111) the in-plane magnetic direction is favored by 2.0 meV. The 

reduced MAE of 2BrFePP on Au(111) is in line with the experimental observation.  

It should be noted that although the occupation schemes of the 3d-electronic states of 

Au(111)-supported poly-FeDPP and poly-FePP correspond well to those for single 
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molecules on Au(111) shown in Figure 46c,d, the MAE values are greater than for the latter 

case. The reason may be intrachain interactions at the expense of interaction with the 

substrate. The relative MAE reduction of the Au(111)-supported molecules and chains due 

to planarization is however similar and amounts to ~2 meV in-line with the experimental 

findings, although DFT inherently provides a lower limit to the actual MAE.   

 
Figure 45 Simplified scheme of the occupation of Fe 3d levels of the freestanding 

2BrFeDPP a) and 2BrFePP b). The left-hand part of each graph shows the spin-up and 

spin-down derived states from the scalar-relativistic (SR) calculations while the middle 

and right-hand part show the occupation for the axial and in-plane orientations of the 

magnetic moments after adding SOC. The relativistic states are not spin eigenstates. 

Reprinted with permission from [18]. 
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Figure 46 PDOS of the d orbitals of Fe for the Au(111)-supported 2BrFeDPP a) and 

2BrFePP b).  The corresponding PDOS-derived occupation schemes of Fe 3d levels are 

shown in c,d). Due to two unpaired Fe-d electrons, the systems have S = 1 ground state. 

Reprinted with permission from [18]. 

To sum up, we theoretically investigated conformational changes of 1D metal-porphyrin 

wires on Au(111) as a result of sample annealing and the corresponding changes in magnetic 

properties, in particular the reduction of MAE related to the planarization of the porphyrin 

units. Upon planarization, the MAE of the triplet ground state of the central Fe ion dropped 

down due to the reduction of the ligand field symmetry and the subsequent change in the 

occupancy of the 3d Fe electronic states. These results indicate new possibilities in the 

design of on-surface 1D organic magnets with tailored magnetic properties.   
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7 Anchoring of single-platinum-adatoms on cyanographene: 

Experiment and theory  

Rostislav Langer, Edvin Fako, Piotr Błoński*, Miroslav Vavrečka, Aristides Bakandritsos, 

Michal Otyepka, Núria López*, Appl. Mater. Today 2020, 18, 100462, 

DOI: 10.1016/j.apmt.2019.100462. 

Noble-metal catalysts have been extensively exploited for industrial applications, including 

energy conversion, chemicals production, and automotive exhaust purification, just to name 

a few. Noble metals are, however, expensive and of limited supply. Catalytic reactions take 

place on metal surfaces and, therefore, the metal in accessible to the reactants are not 

involved in the catalysis and it is very advantageous to reduce the amount of such inactive 

atoms. The dispersion of ultra-small metal-particles onto high-surface-area supports is an 

effective strategy to increase their usage efficiency and catalytic reactivity [151]. The 

ultimate limit is atomically dispersed catalyst, also termed single-atom catalyst, with nearly 

100% metal dispersion, making nearly every active site accessible [149], [424], [425]. To 

prevent the undesirable aggregation of SACs jeopardizing their catalytic reactivity, metal 

catalysts should be anchored onto a high-surface-area support, leaving the coordination 

sphere around SACs accessible for possible catalytic reactions. High specific surface area 

and reasonable price make graphene an attractive support for SACs. However, since TMs 

are prone to undesired migration and agglomeration on the graphene lattice, identifying 

the suitable ligand is of high importance. By using first-principles calculations, we found 

that among graphene covalently functionalized by –OH, –F, –CN and –H, only–CN groups 

were able to form stable complexes with Pt0/Pt2+ atoms/ions. Our results were supported by 

the synthesis of cyanographene with 3.7 wt.% single Pt adatoms immobilized onto its 

surface.  

The relatively low interactions of the d-elements of the transition metals with graphene and 

their high mobility on its surface [426], [427], require finding an effective approach to 

stabilizing TM-SAs on graphene. Sp3 functionalization of graphene seems to be a wise 

choice as it enables greater availability of SAs compared to when these atoms were 

embedded into vacancy defects in the graphene lattice. Therefore, the quest to identify 

suitable ligands for SAs, and a thorough understanding of the nature of the metal-ligand-

graphene interaction and the influence of SA on the electronic structure of the graphene 

derivative is of great importance for the progress in the field of SAC.  
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We considered pristine graphene [216] and existing graphene derivatives in the diluted limit, 

i.e., FG [221], graphane [216], GO [217], and G–CN [9] containing −F, −H, −OH, and −CN 

groups, respectively, as  potential anchors for a single platinum atom (Figure 47). 

 
Figure 47 Relaxed structures of a) one-sided and b) two-sided functionalized 

graphene: pristine graphene (g), fluorinated (g-F, g-F2), hydroxylated (g-OH, g-

(OH)2), nitrilated (g-CN, g-(CN) 2), and hydrogenated (g-H, g-H2) graphene and 

graphene deposited with platinum adatom (g-Pt, g-Pt2) [15].  

We focused on two-sided functionalized graphene g−X2 (X = −F, −H, −OH, and −CN) with 

functional groups in ortho/trans positions, because adding another functional group next to 

the sp3 carbon already bearing the functional group in a trans manner increased the C–X 

bond strength (Table 4), as well as their diffusion barriers (Figure 48). While the adsorption 

on the carbon atom (top position) proved to be the most energetically stable for all the 

considered functional groups on graphene, a single Pt atom was preferentially bound 

between two C atoms (bridge position). 
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Table 4 Binding energies Ebind, magnetic moments μtot, Bader charges and C-X 

distances of g-F, g-OH, g-CN, g-H, g-Pt and g-F2, g-(OH)2, g-(CN)2, g-H2, g-Pt2. 

Positive/negative values of Bader charges mean the loss/gain of electrons [15].  

Defect g–X 
Preferred 

site 
Ebind /eV μtot/ μB 

Bader 

charges of 

functional 

group / e- 

C–X 

distances / 

Å 

g–F top -1.71 0.00 -0.55 1.55 

g–OH top -0.73 0.73 -0.43 1.51 

g–CN top -1.27 1.00 -0.23 1.50 

g–H top -0.85 1.00 0.06 1.13 

g–Pt bridge -1.80 0.00 0.07 2.10 

g–F2 top -2.02 0.00 -0.58 1.46 

g–(OH)2 top -1.12 0.00 -0.47 1.46 

g–(CN)2 top -1.73 0.00 -0.23 1.49 

g–H2 top -1.39 0.00 0.05 1.12 

g–Pt2 bridge -1.68 0.00 -0.03 2.09 

 

 
Figure 48 Diffusion paths between high symmetry sites on pristine graphene: a) one-

sided and b) two-sided functionalized graphene. The high symmetry sites are depicted 

as inset [15].  

All the unique adsorption positions of Pt SA onto g−X2 were considered. The adsorption of 

Pt in the immediate vicinity of –F, −OH, and –H, cut their bonds with graphene and liberated 

the fluorine, hydroxyl, and hydrogen groups attached to the Pt atom, leading to the 
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graphene–Pt–F (–OH or –H) complexes (Figure 49). Such complexes can easily diffused 

along the top-bridge path with low diffusion barriers of 0.13-0.44 eV, similar to a single Pt 

adatom for which the diffusion barrier is 0.15 eV [88]. The release of the –OH group upon 

the Pt adsorption is in line with the experimental observations [428], [429]. Importantly, the 

Pt adatom did not cut off the –CN group from graphene but remained either coordinated 

next to the nitrile group or formed a linear g–CN–Pt complex (Figure 49). The release of –

F, −OH, and –H and the formation of g–CN–Pt complex were predicted for both one-sided 

and two-sided functionalized graphene (Figure 50). 

This predisposes G–CN as a suitable material to anchor Pt SAs with the Pt coordination 

sphere for potential catalytic reactions when it is bound at the top of the −CN group, and the 

1.34 eV diffusion barrier may prevent thermal effects that could compromise the stability 

of this material.  

 
Figure 49 The most stable structures of g-X-Pt complexes: two-sided fluorinated g-Pt-

F2, hydroxylated g-Pt-(OH)2, nitrilated g-(CN)2-Pt and hydrogenated g-Pt-H2 [15].  
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Figure 50 Binding energy mapping of single-Pt-adatom on one-sided functionalized 

graphene a) fluorinated g-F-Pt, b) hydroxylated g-OH-Pt, c) hydrogenated g-H-Pt and 

d) nitrilated g-CN-Pt [15].  

Further, using the finite model calculations of g-(CN)2-Pt performed with the Gaussian 

software [399] employing PBE exchange-correlation functional [340] and empirical 

dispersions D3 [372], we showed that the nitrile group is well suited for anchoring Pt0 and 

PtII in both common oxidation states of platinum.  

Indeed, the ability of G–CN to bind Pt SAs was experimentally confirmed by mixing 

aqueous dispersions of G–CN with a PtII salt and showed via HR-TEM and high-angle 

annular dark-field-STEM (HAADF-STEM) as atomic sized high-contrast, bright spots from 

metal atoms (Figure 51). Moreover, energy-dispersive spectroscopy (EDS) revealed that Pt 

atoms appear to be densely and homogeneously populated on nitrogen rich graphene sheets. 

The PtII oxidation state was confirmed by high-resolution photoelectron spectroscopy (HR-

XPS). According to atomic absorption spectroscopy (AAS) analysis, G–CN was able to 

immobilize 3.7 wt.% of Pt. 
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Figure 51 a) Representative HR-TEM image of a flake from the g-CN/Pt  hybrid and 

HR-XPS  of the Pt 4f region, b) higher magnification HR-TEM image showing high-

contrast spots probably originating from embedded Pt(II) ions, c,d) HAADF-STEM 

images showing the heavier (and thus brighter) single metal ions embedded in the g-

CN support and EDS elemental mapping performed on g-CN/Pt for e) carbon, 

f) nitrogen, g) platinum, and h) combined C, N and Pt [15]. 

Covalent bonding of –H, −OH, and –CN with graphene opened the graphene’s zero-

bandgap, while fluorinated graphene became a p-type metal. All g–X2 systems were NM 

(Figure 52). The metallic character of the fluorinated graphene was further enhanced by the 

deposition of Pt adatoms and the formation of the g−Pt−F2 complex, as was the electronic-

gap closure in the g−Pt−(OH)2 complex. The conductive nature of these materials can be 

beneficial in electrochemical sensors, capacitors, (photo) redox and (photo) electrocatalytic 

applications. The formation of the graphene−Pt−H2 complex lowered the electronic gap of 

hydrogenated graphene from 0.27 to 0.19 eV. On the other hand, the 0.26 eV cyanographene 

electronic gap was hardly modified by the Pt bound at the top of the −CN group. 
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Figure 52 Spin-polarized PDOS plots of two-sided functionalized graphene a) g-X2, 

b) g-X2-Pt. The Fermi level is set to zero. Bandgaps are depicted by vertical bars; 

numbers correspond to the width of the bandgap (in eV) [15]. 

In conclusion, we investigated theoretically the possibilities of anchoring the Pt SAs onto 

graphene functionalized by -F, -OH, -CN and -H, which may otherwise easily diffuse onto 

the pristine graphene lattice. We found that on the one hand the Pt adatom cleaved the -F, 

-OH and -H bonds to graphene leading to the formation of graphene-Pt-F (-OH or -H) 

complexes, on the other hand the -CN group remained attached to the graphene lattice and 

anchored the Pt adatom with high energy barrier against -CN-Pt diffusion. The effective 

immobilization of Pt ions on g-CN was also confirmed experimentally [148]. Thus, g-CN 

is as a suitable scaffold for Pt SACs, enabling the efficient use of rare and expensive noble 

metals.   
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8 Graphene Acid for Lithium-Ion Batteries—Carboxylation 

Boosts Storage Capacity in Graphene 

Ievgen Obraztsov, Aristides Bakandritsos*, Veronika Šedajová, Rostislav Langer, Petr 

Jakubec, Giorgio Zoppellaro, Martin Pykal, Volker Presser, Michal Otyepka*, Radek 

Zbořil*, Adv. Energy Mater. 2021, 12, 2103010, DOI: 10.1002/aenm.202103010.   

 
Advances in materials design may lead to more efficient organic metal-ion batteries to meet 

the requirements of low-cost and environmental-friendly energy storage technologies. 

Among organic materials, carboxylic acids are attractive anode candidates in organic/LIBs 

owing to their low reduction potential and their coordination proclivity toward Li [430]. 

Since the capacity of organic materials can be expressed as the ratio of the number of 

coordinated lithium ions to the molecular mass of the organic molecule, an organic anode 

material with a high percentage of carboxyl groups is desirable for increasing the capacity. 

However, maintaining high conductivity upon imprinting high carboxyl content can be 

a problem limiting the development of organic LIB anode materials. This obstacle can be 

overcome by covalently grafting carboxyls into a highly conductive backbone such as 

graphene, leading to the carboxylic graphene derivative termed graphene acid [9].  

The experimental measurements showed the excellent charge transport, redox activity, and 

lithium intercalation of the G–OOH anode, thus demonstrating the true potential of G–OOH 

anodes in advanced LIBs. However, the energy storage mechanism in G–OOH remained 

unclear. Therefore, we theoretically examined both Li-G–OOH (of both Li0 and Li+) binding 

and charge transfer using finite (functionalized ovalene) and infinite (periodic) models. The 

calculations revealed that up to 4 Li0 atoms per one carboxyl group can be bound to G–

OOH in two binding modes, i.e., the Li atom was either in contact both with the sp2 carbon 

area and the carboxyl oxygens or, the Li atom was bound between the carboxyl oxygens. 

Weaker bonding of Li+ ions to G–OOH than Li0 allows for their easy migration to the 

cathode required during the discharge. The partial charge on Li indicated strong charge 

transfer processes between the Li species and the G–OOH skeleton.  

G–OOH was prepared by selective acidic hydrolysis of G-CN as described in Chapter 1.4. 

The elemental analysis via X-ray photoelectron spectroscopy (XPS) revealed 79.9 at.%, 

4.3 at.%, and 15.6 at.% of C, N, and O atoms, respectively, along with a trace amount of 

fluorine atoms. The oxygen atoms are exclusively from the –COOH groups. 
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G–OOH with a functionalization degree of 13 at.% possess a sheet resistance of 

6800 Ω sq−1, which is five orders of magnitude lower than that of GO [43]. G–OOH thus 

attains high redox capacity and extra charge storage due to the carboxyl groups bonded to 

the conductive sp2 skeleton. For these reasons, in our combined theoretical-experimental 

study, we considered the G–OOH as the LIB anode.  

Cyclic voltammetry (CV) and electrochemical impedance spectroscopy (EIS) revealed 

a high specific capacity of 747 mAh g-1 at 0.05 A g-1 (Figure 53).  The composition-based 

capacity of G–OOH was 706 mAh g-1 for the reversible binding of four Li atoms per one 

carboxylic-sp2 area according to our theoretical calculations (vide infra). Nyquist plots and 

EIS measurements further evidenced low resistance, fast kinetics of the carboxyls’ group 

redox process, and high electronic charge transfer of the conductive graphene lattice. For 

comparison, the capacity of graphene and GNPs were measured as 476 mAh g-1 and 

330 mAh g-1, respectively at 0.05 A g-1 after the fifth cycle [431] (Figure 53).  

 
 

Figure 53  Performance comparison of organic materials [17]. 

Galvanostatic charge/discharge (GCD) cycles after 180 cycles showed a specific capacity 

of 475 mAh g−1 when cycled back from 0.2 to 0.05 A g−1, which demonstrates the high 

stability and repeatability of its electrochemical properties. After 20 cycles, the oxygen 

content dropped to 11.5% and remained unchanged for the following 180 cycles as revealed 

by XPS. Differential capacity analysis shown three broad redox peaks: The first one below 

0.5 V corresponds to lithiation-delithiation of the graphene lattice of G–OOH, the second 

between 1.0–2.0 V corresponds to carboxylate redox reactions, and the third above 2.5 V, 



 126 

which was attributed to redox processes of nitrogen-containing graphene moieties from the 

synthesis.  

We employed the first-principle calculations using both finite and periodic model of G–

OOH to shed more light on the mechanism behind the high capacity and Li intercalation 

properties of this material. The calculations revealed that four Li0 atoms can be bound per 

one carboxyl group in G–OOH with binding energy of –57.6 kcal/mol per Li0 atom and 

without significant structural changes. Two binding modes of binding the Li atoms were 

distinguished: i) The Li atom is either bound between the carboxyl groups or ii) the Li atom 

is in contact both with the carboxyl groups and the sp2 graphene lattice (Figure 54). The 

binding of four Li atoms per one –COOH group agrees with the experimental 

measurements, including Raman spectroscopy. Adding a fifth Li atom per carboxyl was not 

favored as it had positive adsorption energy. We predicted weaker bonding of the Li+ ions 

to G–OOH than Li0, which enabled their easy migration to the cathode required during 

discharging. The partial charge on Li 0.94-0.99 e- on both oxidized/reduced states indicated 

strong charge transfer between Li-G–OOH.  

 
 
Figure 43 Theoretical model of Li-G–OOH according to DFT calculations; a) top and 

b) side view (the dashed line indicates the super-cell used in calculations). The zoom 

view c) shows two binding modes of Li atoms close to one (bottom) and two (up) 

carboxyl groups (C, O, and Li atoms are shown as black, red, and pink, respectively, 

balls). The atom numbering is arbitrary to highlight up to four Li atoms close to the 

nearest carboxyl group [17]. 
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To summarize, G–OOH was identified as a highly efficient LIB anode material that possess 

excellent redox and intercalation properties and low charge transfer resistance, resulting 

from the conductive and selectively carboxylated graphene backbone. Our theoretical 

calculations and experimental operando Raman revealed an effective interactions and 

intercalation of lithium-ions with G–OOH. The calculations further elucidated the bonding 

preferences of Li atoms/ions with G–OOH and confirmed the direct charge transfer pathway 

between Li atoms/ions and the G–OOH host, where the experimental and composition-

based capacitances match the theoretically calculated capacitances. The high 

competitiveness of G–OOH in comparison to other anode materials, combined with its 

easily reproducible and scalable composition, enables the effective use of this material as 

a LIB anode. 
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9 Nitrogen doped graphene with diamond-like bonds achieves 

unprecedented energy density at high power in a symmetric 

sustainable supercapacitor 

Veronika Šedajová, Aristides Bakandritsos*, Piotr Błoński, Miroslav Medveď, Rostislav 

Langer, Dagmar Zaoralová, Juri Ugolotti, Jana Dzíbelová, Petr Jakubec, Vojtěch Kupka and 

Michal Otyepka*, Energy Environ. Sci. 2022, 15, 740-748, DOI: 10.1039/D1EE02234B. 

The field of energy storage is currently dominated by lithium-ion batteries. To meet the 

United Nations' goal of affordable, reliable, and sustainable energy, the development of 

electrochemical energy storage devices with improved efficiency, safety, environmental 

friendliness, and lower costs is urgently needed. Supercapacitors offer safety, long cycle 

life, and ultra-fast charge-discharge, making them an attractive alternative to LIB. 

Moreover, the carbon based SCs ensure the independence of the critical elements. However, 

the energy content that can be stored per volumetric unit of the electrode is the Achilles' 

heel of contemporary SCs. 

The radical-based chemistry of FG enabled the synthesis of nitrogen superdoped (16 at.%) 

graphene-type sp2 layers with tetrahedral (sp3) C–C bonds that exhibited unprecedented 

energy density twice as high as that of top-rated materials and several-fold higher than 

commercial SC carbons, making it highly desirable as a sustainable supercapacitor. This 

material (GN3) is characterized by a very high mass density compared to porous carbons, 

while keeping intact the ability to store energy carriers. Calculations based on DFT 

revealed that the diamond-like C–C bonds develop between carbon-center radicals that 

appear near nitrogen dopants, thus explaining the high mass density of the material and 

verifying the solid-state nuclear magnetic resonance (NMR) findings. 

The energy density of the best currently available commercial supercapacitors is low, i.e., 

their cell-level specific energies are 10 Wh kg−1, while lead–acid batteries offer 20–

35 Wh kg−1, and LIBs reached ∼150 Wh kg−1 [432], [433]. However, LIBs suffer from long 

charging times and, unlike SCs, undergo irreversible processes during cycling that gradually 

reduce their energy density and life cycle. To exploit the benefits of supercapacitors in 

a wide range of applications, it is necessary to develop new electrode materials with high 

energy density, long life, and high power. At the same time, replacing metal atoms in 

electrode materials with earth-abundant elements, such as carbon, would bring significant 
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environmental benefits, reducing our dependence on critical natural resources and 

increasing sustainability. 

Since FG chemistry allows the production of carbon derivatives with high mass density 

[434] and because the carbon atoms in the one-sided fluorinated carbon sheet in (C2F)n in 

an FCCF manner adopt a diamond-like structure suggesting a high mass density [435], 

[436], FG was used as a starting point of our combined experimental-theoretical research. 

While it could be argued that the large bandgap of FG [11], [230] is unfavorable for 

supercapacitors, it has been shown that defluorination and functionalization of FG via 

radical reactions promoted by fluorine elimination [132], [238] diminishes its bandgap [19]. 

A few-layered fluorographene reacted with sodium azide, NaN3 in DMF at 403 K causing 

the defluorination and superdoping of nitrogen atoms into the graphene layer (Figure 55). 

DFT calculations demonstrated that the N3- anion commenced a nucleophilic reaction on 

carbon radical defects, which resulted in fluorine elimination and nitrogen superdoping, and 

subsequent N2 release. 

XPS analysis revealed almost complete defluorination of FG after a rection time of 72 hours 

when the nitrogen doping reached 16.1 at.%. The HR-XPS spectra of the N 1s envelope 

showed pyridinic, pyrrolic, and graphitic nitrogens of 44, 49 and 7 at.%, respectively. The 
1H → 13C cross polarization magic angle spinning (CP MAS) solid-state NMR showed 

chemical shifts typical for sp3 carbons in diamond and diamond-like carbon materials [437] 

while infra-red (IR) spectroscopy indicated on the formation of the π-conjugated aromatic 

network and aromatic C–N moieties [438]. These nitrogen dopants densely and 

homogeneously covered the GN3 sheets as revealed by energy dispersive X-ray 

spectroscopy (EDXS) and by elemental mapping with HAADF-STEM (Figure 55a-e). 

Further, as proved by thermogravimetric and evolved gas analyses in air, these N-atoms are 

indeed embedded in the lattice. The vacancies and holes in graphene lattice were showed 

by HR-TEM (Figure 55).  
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Figure 55 a), b) HR-TEM images of GN3 flakes, c) HAADF image of a GN3 flake used 

for EDXS mapping, along with the corresponding d) carbon and e) nitrogen map. 

f) Schematic synthesis of GN3 from sonicated FG [16]. 

To elucidate the structure of GN3 and the C–C tetrahedral bonds formation, DFT 

investigated theoretical models of bilayer graphene and GN3 bilayers containing vacancies 

and nitrogen dopants mainly in pyridinic and pyrrolic configurations (Figure 56) and thus 

in line with the experimental findings. While the final equilibrium interlayer distance 

between the pristine graphene flakes was approximately 3.45 Å (Figure 56a), graphitic-

nitrogen doping stabilized the structure with a shorter interlayer distance of 3.08 Å 

(Figure 56b,c). In the GN3 bi-layer model (Figure 56d), the system upon relaxation 

spontaneously formed interlayer sp3 tetrahedral C-C bonds. The interlayer bonds were 

formed by the carbons in the pyridinic vacancies in which the radicals were centered, as 

highlighted by the spheres in Figure 56e. Interestingly, similar interlayer bonds were 

suggested after the introduction of atomic vacancies and pyrrolic N atoms by N-ion beam 

irradiation of the graphene sheets, leading to the formation of carbon radicals around the 

vacancies [439]. The Raman spectrum and X-ray diffraction further confirmed the 

disordered structure with randomly developed tetrahedral C–C bonds in GN3.  
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To theoretically estimate the GN3 density,	�(Dé), we used the following expression:   

�(Dé) =
!("r)

%("r)
=

)("r)∗N("r)

@∗h("r)
=

)(r[)∗;./J∗N(r[)

@∗:∗h(r[)
=

;./J
:
�(él), where m, M, n, V, S, h, 

�(él) denotes respectively the mass, molar mass, amount of substance, volume, area, 

interlayer distance, density of bulk graphite (2.2-2.3 g/cm3),  and e = h("r)
h(r[)

 is the interlayer 

distance ratio. The obtained average interlayer distance and mass density were 2.9 Å and 

2.8 g cm-3, respectively, in agreement with experimental thickness measurements of pressed 

material performed using SEM and a digital micrometer. 

 
Figure 56 Decrease of the interlayer distance due to attraction and bond formation of 

N-doped graphene layers. a) A coronene dimer as a model for two-layered graphene. 

b) Bilayer graphene model with two graphitic nitrogens. c) Bilayer graphene model 

with two graphitic and four pyridinic nitrogens. d) Theoretical structure of GN3 at 

a C:N atomic ratio of ca. 84:16 obtained from first-principles spin-polarized DFT 

calculations. e) Top view of this structure with the carbons forming interlayer bonds 

highlighted as spheres [16]. 

The cyclic voltammograms (CV) and GCD measurements in a symmetric full cell using as 

the ionic-liquid electrolyte 1-ethyl-3-methylimidazolium tetrafluoroborate (EMIM-BF4) 

with 1,1,2,2-tetrafluoroethyl-2,2,3,3-tetrafluoropropyl ether (TTE) in a 9:1 ratio, 

demonstrated fast charge transport within the GN3 system. Furthermore, a very low charge 

transfer resistivity was found. Volumetric performance of the material, particularly its 

energy density and power density, is important for modern energy devices. The former 

affects the amount of energy that can be stored, while the later enables fast charging and 

discharging. The GN3 cell demonstrated ground-breaking performance (Figure 57) with 

energy density of 200 Wh L-1 at a power of 2.6 kW L-1, 170 Wh L-1 at 5.2 kW L-1, or 



 132 

143 Wh L-1 at 52 kW L-1 corresponding to improvements of 74% and 190%, respectively, 

over the previous record [440]. 

 

Figure 57 Electrochemical characterization of a symmetric supercapacitor cell with 

GN3 electrodes. a) CV curves in the EMIM-BF4 and TTE (9:1) electrolyte at low scan 

rates. b) GCD profiles at different specific currents. c) Energy and power density of 

GN3 at increasing specific currents. d) Comparison of the GN3 cell with symmetric 

cells made using commercial high surface area (2000 m2 g-1) porous carbons (PC and 

KC) at 2 A g-1 and e) the performance of these cells. f) Cyclic stability of GN3 showing 

the GCD profiles at the beginning, midpoint, and end of a 10 000 cycle test at 20 A g-1 

current density [16]. 

To sum up, in our combined experimental-theoretical research, we discovered a new class 

of carbon-based materials, GN3, comprising nitrogen-doped graphene with diamond-like 

tetrahedral bonds formed between carbon-centered radicals that emerged near the nitrogen 

dopants and ultra-high mass density of 2.8 g cm-3, as elucidated within DFT. GN3, prepared 

using FG radical chemistry, acquired a high energy density of 200 WhL-1 at a power of 

2.6 kW L-1 and an efficient charge transport, ion penetration, diffusion, and storage. The 

discovery of such class of materials may stimulate research into other high-density 

conductive carbon-based materials to further enhance the competitiveness of SCs in portable 

energy storage.  
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10 Conclusion and perspective 

Calculations within the SP-DFT framework provided an efficient tool to thoroughly 

characterize both existing and hypothetical graphene-based materials and to a better 

understand underlying phenomena in spintronics, magnetic data storage, single-atom 

catalysis, and energy storage. It is amazing that such a broad range of applications of 

materials based on graphene turned out to be possible thanks to the relatively easy 

modification and functionalization of graphene layers. 

In this dissertation, special emphasis is placed on P-doped graphene, TM-doped graphene, 

and 1D porphyrin polymer with promise for spintronics and ultra-dens data storage, G-CN 

binding Pt-SAs for potential applications in SAC, and last but not least, Li-G–OOH and 

GN3 which may change the contemporary energy-storage landscape.  

Due to the ability to tailor the properties of graphene-based materials through doping and 

sp3 functionalization, the studied materials can be further optimized and many other 

applications still to be discovered. The computational design of materials with desired or 

optimized properties for a given application can be greatly accelerated by machine learning 

techniques. 

For example, catalytic reactions on G-CN with Pt-SAs can be examined in the future. 

Another direction could be to further optimize the structure and composition of graphene-

based materials towards the desired capacity value, energy density, and power density for 

SCs. Finally, forthcoming development directions of a wider family of high temperature 2D 

graphene magnets with application-specific properties must consider aspects of size and 

morphology with other magnetism sources, e.g., defects, doping, and functionalization. 

Furthermore, for the practical applications of graphene magnets, the carbon sheet must be 

deposited on a solid substrate. Finding a suitable solid substrate for graphene magnets that 

will not compromise or even improve their properties remains one of the goals for the future.    
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ABSTRACT: The electronic and magnetic properties of graphene
can be modulated by doping it with other elements, especially
those with a different number of valence electrons. In this article,
we first provide a three-dimensional reconstruction of the atomic
structure of a phosphorus substitution in graphene using
aberration-corrected scanning transmission electron microscopy.
Turning then to theoretical calculations based on the density
functional theory (DFT), we show that doping phosphorus in
various bonding configurations can induce magnetism in graphene.
Our simulations reveal that the electronic and magnetic properties
of P-doped (Gr-P) and/or phosphono-functionalized graphene
(Gr-PO3H2) can be controlled by both the phosphorus
concentration and configurations, ultimately leading to ferromag-
netic (FM) and/or antiferromagnetic (AFM) features with the transition temperature up to room temperature. We also calculate
core-level binding energies of variously bonded P to facilitate X-ray photoelectron spectroscopy-based identification of its chemical
form present in P-doped graphene-based structures. These results may enable the design of graphene-based organic magnets with
tailored properties for future magnetic or spintronic applications.
KEYWORDS: graphene, phosphorus, doping, functionalization, magnetism

1. INTRODUCTION
Graphene1 remains one of the most studied materials due to its
extraordinary properties such as tensile strength exceeding that
of steel,2 ballistic electron conductivity,3 huge surface area,4

and optical transparency.5 However, the applicability of
graphene in current electronics and spintronics is limited due
to its zero band gap and the absence of long-range magnetic
ordering. Substitutional doping of the lattice by heteroatoms,
e.g., sulfur6 and nitrogen,7,8 or its sp3-functionalization,9−11 has
been identified as a viable strategy to modulate the electronic,
magnetic, and spintronic properties of graphene.12 In addition,
recent advances in ion implantation and electron-beam
manipulation of impurities,13−15 as well as scanning tunneling
microscopy (STM),16 have started to enable the precise
positioning of individual dopants or functional groups in the
host lattice, paving the way toward very precise tuning of
material properties.
Phosphorus has been introduced as a substitutional dopant

into the graphene lattice using either chemical vapor
deposition13 (CVD) or ion implantation,15 and its single-
atom spectroscopic fingerprint15 and dynamics13 have been
studied using aberration-corrected scanning transmission
electron microscopy (STEM) and electron energy loss
spectroscopy (EELS). However, the three-dimensional (3D)

geometry of the substitutional site has thus far only been
inferred by comparison to EEL spectrum simulations.15 In
terms of applications, phosphorus doping has been extensively
studied for the oxygen reduction reaction,17 oxygen evolution
reaction,18 hydrogen generation,19 batteries,20 supercapaci-
tors,21 sensing,22 field effect transistors,23 and electrocatal-
ysis.24,25

The possibility of imprinting magnetic features into
graphene by nitrogen dopants7 raises the question of whether
a heavier element of the same group, e.g., phosphorus, may
also allow tailoring the magnetic properties of graphene.
Having one additional electron compared to a carbon atom,
phosphorus can act as an electron donor when substituted into
the graphene lattice, thus affecting its electronic structure and
potentially inducing magnetic ordering. However, this heavier
element introduces a distortion of the lattice.15 Recent
experimental preparation of Gr-P with P concentration up to
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6.40 atom % imprinted localized magnetic centers in graphene,
which ultimately led to the coexistence of antiferromagnetic
(AFM) and ferromagnetic (FM) phases, with the correspond-
ing Neeĺ temperature (TN) of 125 K and the Curie
temperature (TC) of 300 K. It was presumed that sp3-type
POx groups were the major magnetic sources,26 as oxidation of
substitutional P is highly exothermic.27 However, no
theoretical insights into the effects of individual chemical
forms of phosphorus on magnetic properties of Gr-P were
provided, which would allow a deeper comprehension of the
origin of magnetism. To the best of our knowledge, so far only
single phosphorus atoms doped into the graphene lattice28,29 at
different concentrations,30,31 i.e., various sizes of the computa-
tional cell, have been theoretically considered.
In this work, we employed density functional theory (DFT)

calculations, also going beyond the generalized gradient
approximation-Perdew−Burke−Ernzerhof (GGA-PBE) level,
to investigate the structural, electronic, and magnetic proper-
ties including the theoretical transition temperatures of Gr-P
and Gr-PO3H2 at various doping concentrations and/or
structural arrangements. Our simulation for the single
substitution was compared to a three-dimensional reconstruc-
tion of the experimental geometry based on atomic-resolution
STEM imaging at multiple sample tilts. DFT calculations of
simultaneous P doping and −PO3H2 functionalization of
graphene elucidated the origin of experimentally observed FM
ordering up to room temperature,26 whereas adsorption of P
adatoms onto the graphene lattice and substitution of carbon
atoms by phosphorus can lead to FM and AFM structures.26

Organic magnets based on Gr-P, potentially tailored to the
level of atomic precision,13 may stimulate interest in exploiting
such a system in spintronics or data-storage applications.

2. METHODS
2.1. Computational Methods. Phosphorus doping into the

graphene lattice naturally implies a large variety of possible structural
motifs. We used a C48 orthorhombic supercell, hereafter denoted the
3 × 3 cell, and considered P atoms embedded in 45 unique
configurations reaching concentrations up to 6.67 atom %, to gain a
deeper insight into the interplay among the structural, electronic, and
magnetic features of these systems. In addition, adsorption of P
adatoms on a pristine graphene layer, simultaneous substitution and
adsorption of phosphorus, oxidized Gr-P including oxygen (Gr-P-Ox,
x = 1, 2) or hydroxyl (Gr-P-OH) adsorption, −PO3H2-functionalized
graphene, and P adsorption at vacancy sites were considered by
examining additional 100 unique configurations.
All atomistic calculations were carried out using spin-polarized

DFT and the projected augmented wave (PAW) scheme as
implemented in the Vienna ab initio simulation package
(VASP).32−34 Electronic exchange and correlation effects were treated
using the Perdew−Burke−Ernzerhof (PBE)35 generalized gradient
approximation (GGA) with a plane-wave cutoff of 600 eV. The
Brillouin zone integrations were performed with a 6 × 6 × 1 Γ point-
centered k-point mesh36 (structure and cell optimization) with the
convergence criterion of 10−6 eV for each self-consistent field (SCF)
cycle. Following convergence tests (Table S1), the final static
calculations of which density of states plots (DOS) are based on
were performed using the tetrahedron method37 with a 9 × 9 × 1 k-
point mesh and 1800 grid points. It is known that PBE-GGA tends to
underestimate the band-gap width;38 therefore, we further performed
single-point calculations using the meta-GGA strongly constrained
and appropriately normed semilocal density functional (SCAN),39

which has been shown to improve band gaps of diversely bonded
materials at almost-GGA cost,40 and with a more demanding hybrid
PBE0 functional,41 which by mixing exact exchange (HF) with PBE
exchange may eliminate thein some sense complementary

deficiencies of HF and DFT and, thus, provide a better description
of band gaps. We used SCAN along with the tetrahedron method37

and kept the k-point mesh and energy cutoff unchanged, and for
PBE0, the k-point mesh was reduced to 3 × 3 × 1 and the energy
cutoff to 400 eV. Both SCAN and PBE0 calculations were performed
using the structures taken from PBE calculations.

The thermodynamic stability of Gr-P was analyzed in terms of the
formation energy Ef = 1/n(Ed − Ep + n(μC − μP)), where Ed and Ep

denote the total energies of the doped and pristine graphene,
respectively, and μC and μP are, respectively, the chemical potentials
of C and P atoms (approximated as the total energies of a C atom in
graphene and P in the gas phase and/or a P atom in black
phosphorus, BP), and n is the number of substituting atoms. A
positive Ef indicates that the doping process is endothermic, although
it does not prevent the formation of Gr-P complexes. The adsorption
energy of on-surface P adatoms adsorbed on doped graphene was
calculated as Ead = 1/n(Ed − Ed−X − nEX), where Ed, Ed−X, and EX

denote the total energies of the doped graphene, doped graphene
without the P adatom/functional group, and the P adatom/functional
group (OH, PO3H2, and O2 molecule) in the gas phase, respectively.
To correct the overbinding of O2 by GGA, we rescaled the adsorption
energies of O2 using an experimental O2 binding energy.

42 A negative
Ead indicates stable structures.

Magnetic transition temperatures were estimated using the Ising
model and a mean-field approach.43,44 We considered a larger C96
supercell (hereafter denoted the 6 × 3 cell), which enabled exchange
interactions between single spins comprising magnetic moments
induced by doping/functionalization in the 3 × 3 cell (Figure S1).
Following the convergence test (Table S1), we applied the k-point
grid of 3 × 6 × 1 and the energy cutoff of 400 eV for all of the
functionals. The magnetic transition temperatures (normalized per 3
× 3 cell) were evaluated using the Ising model on a square lattice45 as
T

kC(IS)
FM AFM 0.567

B
=− for spin S = 0.5, T J

kC(IS)
FM AFM 1.674

B
=− for S = 1,

T J
kC(IS)

FM AFM 3.278

B
=− for S = 1.5, and T J

kC(IS)
FM AFM 5.351

B
=− for S = 2, where

kB stands for the Boltzmann constant and J denotes the magnetic
exchange coupling, evaluated46 as J E E

zS2
FM AFM

2= − where EFM and EAFM
are total energies of FM and AFM phases, respectively, and z is the
coordination number in systems of single spins (Figure S1). For the
mean-field estimate of transition temperatures, we used47 the

expression T JS S
kC(MF)

FM AFM ( 1)
3 B

=− + , where J E E
2

FM AFM= − per pair of

single spins S. Since TC was hardly dependent on the mutual distance
between the single spins (Figure S2) and, further, TC obtained for
FM/AFM phases using the Ising model on a honeycomb lattice48

T J
kC(IS)

FM AFM 0.3797

B
=− in the 3 × 3 cell led to similar results as the mean-

field approach in the 6 × 3 cell (Table S2 and Figure S3), we argue
that both approaches can provide reasonable estimates of theoretical
TC.

The X-ray photoelectron spectroscopy (XPS) binding energies
were calculated using the final state method as the total energy
difference between a system having a core hole in its respective core
level (P 2p or C 1s) and the initial state. The final state explicitly
included a core hole in the calculation, and the system’s electronic
structure was relaxed in its presence. Although VASP allows including
the core hole and calculating the binding energy shifts,49 the
calculations were performed using the FHI-aims code,50 which
implements an all-electron full-potential approach to the electronic
structure. Hence, the absolute value of the binding energy could be
calculated. The binding energies were calculated using the static
geometries from previous VASP calculations. The Brillouin zone
integrations were performed with a 3 × 3 × 1 k-point grid. This grid
was found to be fully converged, since core states are not dispersed
and, hence, are not sensitive to the k-point mesh. The tier2 tight basis
set provided with the code was employed for both P and C atoms.
The tight basis provided a converged value of 284.3 eV for the C 1s
binding energy of pristine graphene, in excellent agreement with the
experiment.51,52 To test the computational settings further, we
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calculated the reference value for the P 2p binding energy in black
phosphorus. We obtained 130.2 eV, which agreed very well with the
experimental spin−orbit split values.53
2.2. Experimental Methods. P-doped graphene was synthesized

by CVD as described previously.13 STEM images were recorded using
a Nion UltraSTEM100 operated at 60 keV with a medium angle
annular dark field (MAADF) detector with a semiangular range of
60−200 mrad. The probe current was ∼50 pA, and the beam (semi-
)convergence angle was 30 mrad. Multiple frames were averaged to
enhance the signal of individual structures, and multiple views of the
same P dopant site were acquired by tilting the sample by about 300
mrad along two different axes in a standard double-tilt sample
cartridge. The three-dimensional geometry of the site was
reconstructed from the tilted images following a procedure established
for Si.54 In short, a structure model was iteratively optimized by
minimizing the error between its corresponding image simulation and
the experimental images. Due to the greater instability of P under
electron irradiation,13 and therefore the higher noise in the individual
images compared to Si, we constrained the reconstruction by
assuming threefold symmetry: models rotated by ±120° along the
z-axis were averaged, and the z-coordinates of the symmetric
neighbors were averaged to reduce the error of the reconstructed
model.

3. RESULTS AND DISCUSSION
3.1. Three-Dimensional Reconstruction of a Phos-

phorus Substitution. Figure 1 shows experimental STEM
images of the single P substitution in graphene and a 3D
reconstruction of the surrounding geometry. The STEM image
evidenced that the substitution of one carbon atom by
phosphorus led to a strong geometric distortion of the host
graphene lattice. The reconstruction yielded a C−P bond
length of 1.61 ± 0.25 Å and a C−P−C angle of 99.6 ± 11.5°
(error bounds based on the standard deviation of the
reconstructed C atom positions). The main source of
uncertainty in these values lies in the z-positions of the P
and its three C neighbors, which are the hardest to determine
accurately. The experimental observation confirms that the
larger atomic radius of P as compared to C (98 vs 67 pm)
cannot be accommodated by the lattice, causing a protrusion
of phosphorus above the plane, in contrast to a planar
geometry when doped with graphitic nitrogen.7

3.2. Computational Studies of Phosphorus Doping.
3.2.1. C47P1 (2.13 atom %). Our DFT calculations indicated
that the substitution of carbon by phosphorus led to the same
geometric distortion of the graphene lattice as observed
experimentally (Figure 2a,b and Table 1). The C−P bond was
elongated to 1.76 Å in comparison to the C−C bond length of
1.42 Å in pristine graphene, in good agreement with earlier
studies15 and the experimental estimate of 1.61 ± 0.25 Å. The
nearest-neighbor carbon atoms also protruded from the
graphene plane with C−C bonds of 1.45 Å. The calculated

C−P−C angle was 101°, again very close to the experimental
estimate of 99.6 ± 11.5°. Thus, both experimental and
theoretical calculations showed that the graphene lattice
cannot house the larger phosphorus atom within its plane,
highlighting the difference from substitutional nitrogen with
the same valence number.56

Pristine graphene is a semimetallic nonmagnetic (NM)
material with a Dirac point at the Fermi level. The introduction
of a single phosphorus atom into the graphene lattice disturbed
its sp2-delocalized system and opened a band gap of ∼1 eV,
with two spin-polarized midgap states at the Fermi energy (EF)
separated in energy by ∼0.12 eV (Figure 2c).
The midgap states reflect an imbalance of the graphene

bipartite lattice, N = Nα − Nβ, where Nα and Nβ are numbers
of atoms belonging to each sublattice, with the total spin of a
bipartite lattice given by 2S = |Nα − Nβ|

57 and, in this case, S =

Figure 1. (a−d) Atomically resolved STEM projections of a P substitution in graphene at specimen tilt angles of 0, 280, −290, and 340 mrad along
the x-axis (b, c) and the y-axis (d). The scale bars are 2.5 Å. The images were processed by a double-Gaussian filter to enhance the signal-to-noise
ratio55 and colored by the ImageJ lookup table “fire” to enhance contrast. (e) Three-dimensional reconstruction from multiple images recorded at
different tilt angles and with threefold averaging.

Figure 2. Spin-density distribution plot of Gr-P (2.13 atom %): (a)
top view and (b) side view. Isosurface ±4 meÅ−3. Positive/negative
magnetic moments are shown in green/blue. α and β denote the two
sublattices of the graphene bipartite lattice. Numbers correspond to
the bond length in Ångstrom. Carbon atoms are shown in gray, and
phosphorus atoms are in orange. (c) Spin-resolved DOS of Gr-P
(2.13 atom %). The Fermi level marked with a vertical red dashed line
is set to zero. Blue and yellow bars represent the band gap and the
spin-flip gap, respectively. A corresponding atom/orbital decomposed
DOS is shown in Figure S4.

Table 1. Formation Energy Ef (eV) Calculated Using the
Chemical Potential of P Atoms Approximated by the Total
Energy of a Free P Atom (and the Energy of the P Atom in
BP), Magnetic Moment μ (μB), Spin Number S, C−P Bond
Length (Å), C−P−C Angle (°), and Transition
Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM

and the Mean-Field Expression TC(MF)
FM‑AFM for Gr-P (2.13 atom

%) Shown in Figure 2a

Ef μ S C−P C−P−C TC(IS)
FM‑AFM TC(MF)

FM‑AFM

−0.41 (3.02) 1.00 0.50 1.76 100.91 79 35
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0.5. The quite modest 120 meV energy splitting of the midgap
states indicates a large spatial extension of the magnetic state.19

Indeed, a spin-density distribution plot revealed the spin
texture extending over several lattice sites around the doping
atom and forming a distinctive (√3 × √3)R30° super-
structure recognizable in scanning tunneling microscopy
(STM) images58 (Figure 2a,b). Further, atom-/orbital-resolved
DOS (Figure S4) revealed a strong contribution from the
phosphorus atom and the nearest-neighbor carbon atoms to
the midgap states as well as the direct interaction between
neighboring C atoms carrying opposite spin moments, in line
with the spin-density plot presented in Figure 2a.
The magnetic transition temperature, Tc, is one of the key

material parameters to be considered for technological
applications. Table 1 reports the theoretically estimated
transition temperature between FM and AFM phases whose
spin densities are depicted in Figure S5. Using the 6 × 3 cell,
we found that the Curie temperature may be as high as 86 K
depending on the precise arrangement of two P dopants in the
graphene lattice (Figure S2). The synthesis of an FM Gr-P
material with TC of liquid nitrogen (77 K) may inspire an
interest in utilizing such a system in magnetic and spintronic
applications. FM ordering at 2.13 atom % is in contrast to
experimental measurement26 where such a nominal concen-
tration of P in Gr-P exhibited paramagnetic behavior. This
discrepancy might be attributed to the presence of adsorbed P
in contamination or as adatoms or even vacancies expected in
experimental samples. A larger model of graphene containing
more P atoms arranged equally on graphene sublattices can
also quench the FM ordering (see below).
3.2.2. C46P2 (4.35 atom %). Upon increasing the

concentration of P in the graphene lattice to 4.35 atom %,
the average C−P bond length and C−P−C angle changed only
slightly (1.76−1.78 Å and 99−102°, respectively) (Table 2).
The stability of Gr-P depends on the mutual positions of the
phosphorus atoms, as shown in a formation energy map
(Figure 3a and Figure S6). In the ground state (GS), 0.26 eV
lower in energy than other configurations, phosphorus atoms
occupied nearest-neighbor positions in the graphene lattice
(Figure 3b). However, experimentally, the spacing of dopants
will depend on the local availability of P during the synthesis or
implantation process, and thus the system is likely prevented
from reaching the energetic GS. Indeed, in our atomic-
resolution imaging of P-Gr samples here or reported in earlier
studies,13,15 this configuration has never been observed. We

also note that the unavoidable surface contamination present
in all samples can be expected to predominantly obstruct the
more defective and reactive sites discussed below, making
them very challenging to observe using STEM or STM
imaging. It is also worth noticing that the relative stabilities of
Gr-P structures may depend on the functional used, as M06-L/
6-31G* reverted the formation energies of structures P2-a and
P2-b.59 Importantly, relative stabilities of the structures P2-a
and P2-b obtained with the PBE functional were not altered
using PBE0 and SCAN functionals (Table S3).
The electronic and magnetic properties of Gr-P varied

significantly with the configurations of the doping atoms.
Incorporation of phosphorus opened a band gap between the
valence and conduction bands for some configurations (Figure
S7a−f). The gap widths for nonmagnetic Gr-P configurations
(Figure S7a−f) were smaller than those for magnetic structures
(Figure S7g−k); however, the presence of midgap states
effectively lowered the electronic gaps. Experimental samples
likely contain various distinct arrangements of P atoms and,
thus, their electronic structure reflects a statistical averaging
over various configurations. A pronounced density of states
near EF in some of the theoretical structures indicated a
possibility of appreciable conductivity (Figures S7).
Due to the bipartite nature of the lattice, the GS of Gr-P was

nonmagnetic (Figures 3b and S8). Slightly less stable
structures with P atoms evenly substituting C atoms in both
sublattices were also nonmagnetic (Figure S6b−f). A long-
range FM ordering in Gr-P emerged for P atoms occupying the
same sublattice of the graphene sheet, as evident in the spin-
density plot (Figures 3c, S6h−k, and S9). As also evident from

Table 2. Formation Energy Ef (eV) Calculated Using the Chemical Potential of P Atoms Approximated by the Total Energy of
a Free P Atom (and the Energy of the P Atom in BP), Magnetic Moment μ (μB), Spin Number S, C−P Bond Length (Å), C−
P−C Angle (°), and Transition Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM and the Mean-Field Expression
TC(MF)
FM‑AFM for Gr-P Structures (4.35 atom %) with Various P Atoms’ Positions Shown in Figures 3 and S6

structure Ef μ S C−P C−P−C TC(IS)
FM‑AFM TC(MF)

FM‑AFM

a −1.63 (1.79) 0.00 0.00 1.78 100.89
b −1.37 (2.06) 0.00 0.00 1.77 102.22
c −1.33 (2.09) 0.00 0.00 1.77 99.27
d −1.25 (2.17) 0.00 0.00 1.78 100.08
e −1.21 (2.22) 0.00 0.00 1.77 101.08
f −1.18 (2.24) 0.00 0.00 1.77 100.59
g −1.16 (2.26) 2.00 1.00 1.76 100.81 162 257
h −1.11 (2.31) 2.00 1.00 1.76 101.13 192 306
i −1.06 (2.38) 2.00 1.00 1.76 100.78 169 270
j −1.04 (2.39) 2.00 1.00 1.76 101.03 150 239
k −1.04 (2.39) 2.00 1.00 1.76 101.44 150 239

Figure 3. (a) Formation energy map (in eV) of Gr-P (4.35 atom %).
Structures and spin textures of Gr-P at 4.35 atom %, (b) GS structure
(P-a) and (c) the most stable magnetic arrangement (P-g). The
labeling in Table 2 corresponds to the letters in panel (a).
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the LDOS plots (Figure S10), the p-orbitals of P atoms and
the p-orbitals of each C atom are coupled to those of their
nearest neighbors, which drive the direct coupling between the
magnetic moments over long distances. Spin S = 1 was found
for magnetic Gr-P, in agreement with the theorem by Lieb57

(Table 2). The theory thus indicated a role of substitutional
doping for the establishment of high-temperature FM ordering
in Gr-P (Table 2).
3.2.3. C45P3 (6.67 atom %). Changes in the C−P bond

length and the C−P−C angle upon further increase of the
doping level were similar to those observed at lower P
concentrations: bond lengths remained in the range 1.76−1.78
Å and C−P−C angles within 100−103° (Table 3). In the GS,
P atoms occupied para-positions in the graphene lattice
(Figure 4a).
Electronic DOS of selected structures are shown in Figure

S11. Following Lieb’s theorem,57 all structures with an odd
number of doping atoms were magnetic either with S = 0.5 (N
= 1, Figure 4a,b) or with S = 1.5 (N = 3, Figure 4c,d), with the
former being more stable than the latter. The direct coupling
between the p-orbitals of P and C atoms ensured long-range
FM ordering (Figures S12−S14) with a broad distribution of
transition temperatures depending on the specific position of P
in the host lattice (Table 3). However, this increased
concentration of P did not lead to higher TC.
3.3. Adsorption of Phosphorus Adatom. 3.3.1. C48P1

(2.08 atom %). To investigate whether magnetism in graphene
can also be induced by phosphorus adatoms, we placed P over
the high-symmetry sites of the graphene lattice, i.e., on-top
(T), bridge (B), and hollow site (H) (Figure 5a). The B site
was found to be energetically favorable (Figure 5a,b and Table
4) with an adsorption energy of −0.46 eV, which could be
stable at lowered temperatures. The T and H sites were
unstable, and the P adatom moved to the B site or desorbed
from the graphene lattice upon structural optimization. Thus,
the diffusion of P adatoms along B−T−B or B−H−B paths is
unlikely, as they would rather desorb from graphene than move

on the graphene lattice hopping from one high-symmetry site
to another.
The P adatom opened a small gap in the graphene DOS

(Figure 5c). The spin value of Gr-P with the adsorbed P
adatom was S = 0.5, which can be understood by an electron
counting consideration: two valence electrons formed covalent
bonds with C atoms below, two electrons formed a lone pair,
and the fifth valence electron induced a magnetic moment.
However, the carbon atoms in the vicinity of P were almost
nonmagnetic (0.00−0.01 μB; Figure S15), which suggested
that long-range FM ordering was not established. Indeed, the

Table 3. Formation Energy Ef (eV) Calculated Using the Chemical Potential of P Atoms Approximated by the Total Energy of
a Free P Atom (and the Energy of the P Atom in BP), Magnetic Moment μ (μB), Spin Number S, C−P Bond Length (Å), C−
P−C Angle (°), and Transition Temperature (K) Calculated using the Ising Model TC(IS)

FM‑AFM and the Mean-Field Expression
TC(MF)
FM‑AFM for Various Gr-P Structures (6.67 atom %) Shown in Figure 4

structure Ef μ S C−P C−P−C TC(IS)
FM‑AFM TC(MF)

FM‑AFM

a −1.52 (1.90) 1.00 0.50 1.78 102.80 9 4
b −1.38 (2.04) 1.00 0.50 1.79 99.84 28 12
c −1.22 (2.20) 1.00 0.50 1.76 102.01 28 13
d −1.11 (2.31) 3.00 1.50 1.77 102.14 46 157

Figure 4. Structures and spin textures of Gr-P (6.67 atom %). The panel labels (a−d) correspond to the structures in Table 3.

Figure 5. Spin-density distribution plot of Gr-adP (2.08 atom %): (a)
top view and (b) side view. Isosurface is ±4 meÅ−3. (c) Density of
states of Gr-adP (2.08 atom %). T, B, and H stand for on-top, bridge,
and hollow site. The B site corresponds to Table 4.

Table 4. Adsorption Energy Ead (eV), Magnetic Moment μ
(μB), Spin Number S, C−P Bond Length (Å), C−P−C
Angle (°), and Transition Temperature (K) Calculated
Using the Ising Model TC(IS)

FM‑AFM and the Mean-Field
Expression TC(MF)

FM‑AFM for Gr-adP (2.08 atom %) Shown in
Figure 5

site Ead μ S C−P C−P−C TC(IS)
FM‑AFM TC(MF)

FM‑AFM

B −0.46 1.00 0.50 1.95 45.14 1 1
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magnetic transition temperature did not exceed 2 K.
Paramagnetic behavior at a low P concentration26 was also
experimentally observed.
3.3.2. C47P2 (4.26 atom %). We also studied the adsorption

of a P adatom onto P-doped graphene. Since the T and H
positions were unstable for a single P adatom, we considered
only B sites on Gr-P. The adsorption energy strongly depended
on the mutual distance between the P adatom and the P
dopant site, as can be seen in an adsorption energy map
(Figure 6). In general, the P adatoms exhibited a tendency for

adsorbing next to the P substituting for C in the graphene
lattice. Structures in cis configurations were commonly
preferred over those in trans configurations (Table 5).
Electronic DOS of all structures are shown in Figure S16.

Depending on the adsorption site, the structures were either
FM with S = 1 or nonmagnetic (Figure S17). Also, the
theoretical magnetic transition temperature strongly depended
on the adsorption site (Table 5). Several Gr-P structures were
AFM ones (structures e and f in Figure 6a and structures e and
f in Figures 6b, and S18). Importantly, the coexistence of FM
and AFM structures has been observed in experimental
samples.26

3.4. Functionalization of Pristine and P-Doped
Graphene. 3.4.1. 2.08 atom %. We considered various
oxidized phosphorus groups and functional groups adsorbed
onto pristine graphene or onto Gr-P, which were presumably
present in experimental samples.26 Whereas oxygen atoms and
hydroxyl groups (Figure S19) adsorbed strongly onto a P
dopant, the phosphono −PO3H2 group (Figure 7) was
relatively weakly bound to graphene. Phosphate −OPO3H2
or −OPO2 groups were unstable and desorbed from the
graphene lattice.
The electronic DOS of Gr-P-Ox and Gr-P-OH are shown in

Figures S20. Both oxygen and hydroxyl adsorption did not
induce magnetism in Gr-P. In contrast, adsorption of the
−PO3H2 group on pristine graphene (Gr-PO3H2, Figure 7)
induced localized magnetic moments in the system (Figures
S21 and S22), however, with relatively low TC (Table 6).
3.4.2. 4.17 atom %. Motivated by reported experimental

characterization,26 we further combined the Gr-P, Gr-P-Ox,
and Gr-PO3H2 structures. Depending on their mutual
arrangements, the adsorption energies ranged from −0.06 to
−1.99 eV (Table 7). Surprisingly, although the P dopant and
the −PO3H2 group individually induced magnetism in
graphene, their combination did not (Figure S23). Only

upon the adsorption of the second −PO3H2 group into a
meta/trans configuration of Gr-PO3H2 did the magnetic
alignment emerge (Figure S23h) with quite a high TC
(Table 7). The electronic DOS are displayed in Figure S24.

3.4.3. 6.25 and 8.33 atom %. We also considered
simultaneous Gr-P, Gr-P-Ox, and Gr-PO3H2 at higher
concentrations (Figure S25).26 Depending on the composition
and configurations of the theoretical structures, either NM or
FM arrangements were established with adsorption energies
ranging from 1.51 to −2.35 eV (Table 8). The electronic DOS
are displayed in Figure S26. In line with experimental
findings,26 magnetism with high TC may thus stem from a

Figure 6. Adsorption energy map (in eV) of Gr-P (4.26 atom %). The
adsorbed P adatom is in (a) cis and (b) trans configurations with
respect to the substituting P in the graphene lattice. The labels
correspond to Table 5.

Table 5. Adsorption Energy Ead (eV), Magnetic Moment μ
(μB), Spin Number S, P−P Distance (Å), and Transition
Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM

and the Mean-Field Expression TC(MF)
FM‑AFM for Gr-P Structures

(4.26 atom %) with Various Positions of P Adatoms Shown
in Figure 6a

position Ead μ S P−P distance TC(IS)
FM‑AFM TC(MF)

FM‑AFM

Cis
a −1.78 0.00 0.00 2.05
b −1.28 0.00 0.00 2.18
c −0.95 0.00 0.00 3.06
d 0.09 2.00 1.00 4.74 68 108
e 0.15 0.00 0.00 5.71 303* 482*
f 0.06 0.00 0.00 4.44 213* 339*
g −0.60 0.00 0.00 2.92
h −0.54 0.00 0.00 4.02
i −0.88 0.00 0.00 4.73
j −0.06 2.00 1.00 5.26 174 277
k −0.06 2.00 1.00 6.10 79 127

Trans
a −0.61 2.00 1.00 3.16 18 28
b −0.86 0.00 0.00 3.33
c −0.30 0.00 0.00 4.14
d −0.33 2.00 1.00 5.43 123 196
e −0.09 0.00 0.00 6.43 234* 373*
f −0.06 0.00 0.00 5.16 230* 367*
g −0.20 0.00 0.00 3.84
h −0.46 0.00 0.00 4.76
i −0.30 0.00 0.00 5.55
j −0.27 2.00 1.00 5.94 154 245
k −0.27 2.00 1.00 6.72 74 117

a* denotes AFM structures (Figure S18).

Figure 7. Spin-density distribution plot of Gr-PO3H2: (a) top view
and (b) side view. Isosurface is ±4 meÅ−3 (see also Table 6). (c)
Density of states of Gr-PO3H2.
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synergistic effect of phosphorus in various bonding config-
urations (Table 8 and Figure S25).
3.5. Vacancy in Phosphorus-Doped Graphene (2.13−

8.70 atom %). Lattice defects, e.g., atomic vacancies, are
unavoidable in graphene sheets due to the impact of either
growth conditions or irradiation (see refs 60 and 61 and
references therein). In the following, we considered P atoms
bound in a divacancy defect,22,23 but also other bonding
configurations (Figure 8) that may be encountered. Greater
structural changes were observed as compared to the
substitutional doping of P into the ideal graphene lattice.
Formation energies varied quite widely with C−P bond lengths
1.76−1.80 Å and C−P−C angles 90−99°.
The electronic properties of defective Gr-P varied depending

on the types of defects (Figure S27). Gr-P with a tetramerized
pyridinic P atom (Figure 8a,d), Gr-P with a dimerized
pyridinic P atom (Figure 8e), and Gr-P with P atoms bound
in the divacancy defect (Figure 8f) displayed spin-symmetric

DOS. More importantly, Gr-P with one pyrrolic and two
pyridinic P atoms (Figure 8b) and Gr-P with three pyridinic P
atoms (Figure 8c) exhibited magnetic features; however, they
were sustainable only at very low temperatures (Table 9),
which may explain the paramagnetism of experimental samples
at low P concentration.26 Single pyridinic P atoms (Figure 8g)
also induced a magnetic moment in Gr-P with a TC of 53 K
(Table 9).

3.6. Core-Level Binding Energies of P-Doped Gra-
phene. We further calculated core-level binding energies to
facilitate the experimental identification of phosphorus
incorporated into graphene. The P 2p binding energy was
calculated for various phosphorus configurations (Table 10).
The binding energy is 130.4 eV for a P substitution and 128.8
eV for a P adatom bonded to two C atoms at the bridge
position. The binding energy difference is high enough for
adsorptive and substitutional doping to be resolved via X-ray
photoelectron spectroscopy (XPS), although adsorption into

Table 6. Adsorption Energy Ead (eV), Magnetic Moment μ (μB), Spin Number S, P−O Bond Length (Å), C−PO3H2 Bond
Length (Å), and Transition Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM and the Mean-Field Expression
TC(MF)
FM‑AFM for Functionalized Gr and Gr-P (2.08 atom %) Shown in Figures 7 and S19

structure Ea μ S P−O C−PO3H2 TC(IS)
FM‑AFM TC(MF)

FM‑AFM

Gr-P-OH −4.70 0.00 0.00 1.63
Gr-P-O1 −0.79 0.00 0.00 1.49
Gr-PO3H2 −0.42 1.00 0.50 1.98 44 19
Gr-P-O2 3.31 0.00 0.00 1.68

Table 7. Adsorption Energy Ead (eV), Magnetic Moment μ (μB), Spin Number S, P−O Bond Length (Å), C−PO3H2 Bond
Length (Å), and Transition Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM and the Mean-Field Expression
TC(MF)
FM‑AFM for Functionalized Gr and Gr-P (4.17 atom %) Shown in Figure S23

structure Ea μ S P−O C−PO3H2 TC(IS)
FM‑AFM TC(MF)

FM‑AFM

a −1.99 0.00 0.00 1.90
b −1.40 0.00 0.00 1.96
c −0.91 0.00 0.00 1.49 1.92
d −0.72 0.00 0.00 1.93
e −0.71 0.00 0.00 1.49 2.00
f −0.70 0.00 0.00 1.49 2.04
g −0.66 0.00 0.00 1.87
h −0.26 2.00 1.00 1.90 148 236
i −0.08 0.00 0.00 1.49
j −0.07 0.00 0.00 1.49
k −0.06 0.00 0.00 1.49

Table 8. Adsorption Energy Ead (eV), Magnetic Moment μ (μB), Spin Number S, P−O Bond Length (Å), C−PO3H2 Bond
Length (Å), and Transition Temperature (K) Calculated Using the Ising Model TC(IS)

FM‑AFM and the Mean-Field Expression
TC(MF)
FM‑AFM for Functionalized Gr-P (6.25−8.33 atom %) Shown in Figure S25

structure Ea μ S P−O C−PO3H2 TC(IS)
FM‑AFM TC(MF)

FM‑AFM

6.25 atom %
a −2.35 3.00 1.50 2.71 52 179
b −1.45 1.00 0.50 1.49 1.90 4 2
c −1.04 1.00 0.50 1.49 1.97 6 3
d −0.82 1.00 0.50 1.97 114 50
e −0.61 3.00 1.50 2.08 218 747
f −0.60 1.00 0.50 1.49 1.97 65 29
g −0.54 1.00 0.50 1.98 51 23
h −0.51 1.50 1.50 2.11 184 630
i 1.51 1.00 0.50 1.49 79 35

8.33 atom %
j −0.38 4.00 2.00 1.97 242 1448
k −0.21 4.00 2.00 1.97 199 1076
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carbonaceous contamination may be impossible to distinguish
from lattice adsorption. Nevertheless, when multiple P
substitute into the lattice, the P 2p binding energies of various

configurations are very uniform near 130.4 eV, and the
magnetic and nonmagnetic structures (e.g., Figure 3c,b)
cannot be distinguished based on P 2p even in high-resolution
XPS. The C 1s binding energy may serve this purpose better
because C 1s energies for C atoms bonded to the P dopant are
about 1 eV lower than C 1s of other graphitic carbons (Table
10). However, for realistic doping levels, the C 1s response of
the bulk will tend to obscure such signals. Notably, the
ferromagnetic configuration (Figure 3c) involves a single C
between two P dopants, with an even lower C 1s at 282.5 eV.
This structure (Figure 3c) is particularly interesting because it
had the lowest formation energy of ferromagnetic two-P
patterns.
The core-level binding energy of 130.4 eV for a P

substitutional dopant embedded into the lattice agrees well
with experimental studies.26 A low-energy peak positioned at
129.5 eV was assigned to C−P bonding in phosphorus-doped
carbon nanotubes,62 with a corresponding peak at 130 eV in
XPS spectra of P-doped graphene.26 Occasionally, a higher
value of 131.5 eV was reported for phosphorus-doped

Figure 8. Structures and spin-density textures of defective Gr-P. The panel labels (a−g) correspond to the structures in Table 9.

Table 9. Concentration of P Atoms (atom %), Formation Energy Ef (eV) Calculated Using the Chemical Potential of P Atoms
Approximated by the Total Energy of a Free P Atom (and the Energy of the P atom in BP), Magnetic Moment μ (μB), Spin
Number S, C−P Bond Length (Å), C−P−C Angle (°), and Transition Temperature (K) Calculated Using the Ising Model
TC(IS)
FM‑AFM and the Mean-Field Expression TC(MF)

FM‑AFM for Gr-P (Vacancy) Shown in Figure 8

structure P atom % Ef μ S C−P C−P−C TC(IS)
FM‑AFM TC(MF)

FM‑AFM

a 8.70 −1.46 (0.82) 0.00 0.00 1.80 97.83
b 6.40 −1.33 (1.24) 1.00 0.50 1.80 96.54 3 1
c 6.40 −1.18 (1.39) 1.00 0.50 1.77 98.77 7 3
d 8.70 −1.13 (1.15) 0.00 0.00 1.80 98.75
e 4.35 −0.54 (1.17) 0.00 0.00 1.79 96.46
f 2.13 −0.18 (1.53) 0.00 0.00 1.86 90.00
g 2.13 1.28 (2.99) 1.00 0.50 1.76 91.97 53 23

Table 10. P 2p Binding Energies (BEs) of Various Forms of
P in Graphene Calculated as the Energy Difference between
the Final State (Core-Hole Due to Excited 2p Electron) and
the Initial Statea

type of P P 2p BE (eV) C 1s BE (eV)

P1 (Figure 2a) 130.4 283.3
P2a (Figure 3b) 130.5 283.6
P2g (Figure 3c) 130.4 282.5
P1-bridge (Figure 5a) 128.8 283.6
P adatoms-a (Figure 6a) 131.4 (129.7) 283.6
P-O (Figure S19) 130.6 282.6
PO3H2 (Figure 7) 132.8 284.9

aThe C 1s binding energies are calculated for carbon atoms
neighboring P (calculated C 1s of pristine graphene is found at
284.3 eV).
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graphene.19 It should be noted that the P 2p peak is split into
the 2p1/2 and 2p3/2 components by spin−orbit interaction in
experimental spectra. Experimental spectra of P-doped graph-
itic materials often contain an additional P 2p peak at energies
around 133 eV, which is assigned to P−O and P−O−C
bonds.20,21,63,64 Our calculation indicated that oxygen bonded
directly to a P dopant in graphene does not shift its P 2p
binding energy, yielding a calculated value of 130.6 eV, which
is surprisingly similar to 130.4 eV obtained for an unoxidized
phosphorus dopant. Instead, we propose that P 2p energies
around 133 eV observed in experiments correspond to the
PO3H2 group (Table 10). Notably, the values of the core-level
binding energy for P−O and PO3H2 are almost constant
regardless of their arrangements in the lattice (Table 8).
Therefore, XPS alone is not sufficient for a distinction of
specific magnetic configurations but can distinguish among
phosphorus doping, adsorption, and the presence of
phosphono groups.
3.7. Band-Gap Estimation. Since semilocal GGA func-

tionals tend to underestimate band gaps due to the self-
interaction error and overdelocalization of the electronic
system,38,65 we calculated the band gap of several GS structures
using the meta-GGA SCAN functional39 and the demanding
hybrid PBE0 functional,41 which should provide better
estimates of gap values. Both SCAN (Figure S28) and PBE0
(Figure S29) led to wider band gaps (Table 11) as compared

to GGA-PBE. The band gaps of magnetic structures increased
by 0.4−0.7 eV and the spin-flip gaps increased even more, i.e.,
by 0.7−1.2 eV (Table 11a,c,d and Figures S28a,c,d, and
S29a,c,d). For nonmagnetic structures, the SCAN functional
predicted wider band gaps by about 0.1 eV (Table 11b,f and
Figure S28b,f) and for PBE0 by 0.6−0.7 eV (Table 11b,e,f and
Figure S29b,e,f). Recently, the variation in band gaps with the
size of unit cells of P-doped graphene was studied66 using
VDW-DF/DZP, M06-L/6-31G*, and HSEH1PBE/6-31G*
periodic DFT. For the unit cell containing 50 atoms, the
band gaps of 0.62/0.59, 0.71/0.61, and 0.94/0.82 eV,
respectively, have been predicted. Our PBE and SCAN/
PBE0 thus provided, respectively, lower and upper bounds to
the band gap of the single P substitution in graphene (Table
11). The deviation between VDW-DF and HSEH1PBE has
been shown66 to become small for large unit cells, and a single
P atom in a unit cell of 5000 atoms may still open a gap of 0.05
eV without significantly affecting the carriers’ mobilities.
Moreover, by opening the electronic gap, P doping may

influence effective masses of carriers. It has been reported66

that the increased concentration of P atoms results in wider
band gaps and, accordingly, contributes to higher effective
masses.
Both SCAN and PBE0 functionals did not alter the magnetic

structures, except for the one shown in Figure 6a (cis
configuration Pa), which became AFM (Table 11e). However,
they led to 5−90-fold (SCAN) and 3−50-fold (PBE0)
increased TC (Table S4) and, thus, failed to provide a realistic
estimate. This may be attributed to a larger exchange splitting
(Figures S30−S35), between 100 and 3450% with respect to
the GGA-PBE value.67 For the sake of completeness, we note
that for certain structures, PBE0 provided also lower TC as
compared to the GGA-PBE values (Table S4). Both SCAN
and PBE0 showed serious limitations in predicting the
magnetic properties of metals.68,69

4. CONCLUSIONS
We have theoretically addressed the structural, electronic, and
magnetic properties of graphene doped by phosphorus atoms,
supported by an experimental reconstruction of the three-
dimensional geometry of the single P substitution. The larger
atomic radius of P as compared to C atoms could not be
accommodated by the graphene lattice and caused a protrusion
of phosphorus above the plane of graphene. The experimental
geometry showed a good agreement with the theoretical
calculations. In addition, we studied graphene containing P in
functional groups and in vacancy sites. A synergistic effect of
simultaneous P doping and −PO3H2 functionalization possibly
elucidates the origin of experimentally observed FM ordering
up to room temperature.26 Simultaneous substitution of C by
P and the adsorption of P adatoms can lead to FM and AFM
arrangements in line with experimental findings.26 The
electronic-structure calculations indicated that the magnetic
ordering of graphene doped with phosphorus may be
attributed to a combined direct coupling in an antiparallel
fashion of a spin-polarized electron cloud extending over a long
distance from the P dopant between partially filled π-orbitals of
neighbor carbon atoms and the RKKY interaction.70 The
electronic and magnetic properties of several GS structures
were recalculated using the meta-GGA SCAN functional and
the hybrid PBE0 functional. Both functionals in most cases
failed to provide a realistic estimate of magnetic transition
temperatures. We also provided a catalog of core-level binding
energies to facilitate the experimental identification of the
phosphorus in various bonding configurations and its
incorporation into graphene.
We believe that the presented results will stimulate further

research in graphene-based organic magnets with features
tunable by varying the level of doping combined with sp3

functionalization or, ultimately, by the manipulation of P
dopants. The unique electronic and magnetic properties of P-
doped graphenes, which can be fine-tuned by doping,
predispose these materials for various technological applica-
tions including electronics, catalysis, electrocatalysis, sensing,
energy storage, and spintronics.
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Table 11. Band Gap (in eV, Spin-Flip Gap in Parenthesis) of
Gr-P Structures with Different Concentrations and/or
Topologies of P Calculated using PBE, SCAN, and PBE0
Functionals

structure PBE SCAN PBE0

P1 (a) (Figure
2a)

1.02 (0.12) 1.46 (1.09) 1.40 (1.10)

P2a (b) (Figure
3b)

0.02 0.13 0.69

P2g (c) (Figure
3c)

1.48 (0.14) 1.98 (0.98) 1.74 (1.37)

P3a (d) (Figure
4a)

1.60 (0.00) 2.00 (1.00) 2.37 (1.21)

P adatom-a-cis
(e) (Figure 6a)

0.30 0.65 (up), 1.28 (down) 0.90

Pa-vacancy (f)
(Figure 8a)

0.14 0.14 0.76
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k-point convergence test, scheme for calculating
transition temperatures, ΔEFM‑AFM and TC vs distance,
comparison of TC obtained using the Ising model for the
3 × 3 cell and the mean-field approach for the 6 × 3 cell,
structures, and spin textures; density of state plots,
orbital/atom decomposed density of state plots, and
Curie temperatures calculated using PBE, SCAN, and
PBE0 functionals (PDF)
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(34) Blöchl, P. E. Projector Augmented-Wave Method. Phys. Rev. B
1994, 50, No. 17953.
(35) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized Gradient
Approximation Made Simple. Phys. Rev. Lett. 1996, 77, 3865−3868.
(36) Monkhorst, H. J.; Pack, J. D. Special Points for Brillouin-Zone
Integrations. Phys. Rev. B 1976, 13, No. 5188.
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ABSTRACT: Doping of the graphene lattice with transition-metal atoms resulting in a
high magnetic anisotropy energy (MAE) is an important goal of materials research
owing to its potential application in spintronics. In this article, using spin-polarized
density functional theory including spin−orbit coupling, we examined the magnetic
properties of graphene with vacancy defects, both bare and nitrogen-decorated, and
doped by Cr, Mn, and Fe transition-metal single atom (TM-SA) and two different TM
atoms simultaneously. The adsorption of a second TM atom on an already embedded
TM atom, i.e., the formation of upright TM dimers, was also considered. It is found that
the graphene-mediated coupling between TM dopants can significantly increase MAE
compared to that of SA impurities. While the MAE of TM-SA did not exceed 2 meV, it was enhanced to −23 meV for Cr and Fe
simultaneously embedded into two separated double-vacancy (DV) defects and to a remarkably high value of 119.7 meV for two
upright Fe−Mn dimers bound to two separate DVs, considerably exceeding the sum for individual TM-SAs. The latter MAE
corresponds to a blocking temperature of 34 K assuming a relaxation time of 10 years. The origin of the enhanced MAE is discussed
in relation to the spin excitations at the Fermi level and changes in d-derived states accompanying the rotation of the magnetization
between in-plane and out-of-plane directions. We demonstrate that the presence of partially occupied degenerate states at the Fermi
level favors its formation. The stability of the systems is also discussed. The computational findings are supplemented by an atomic-
resolution characterization of an incidental Mn impurity bonded to four carbon atoms, whose localized spin matches expectations as
measured using core-level electron energy-loss spectroscopy. Conducting TM-doped graphene with robust magnetic features offers
prospects for the design of graphene-based spintronic devices.
KEYWORDS: doped graphene, defective graphene, magnetism, magnetic anisotropy energy, blocking temperature

■ INTRODUCTION
Since the isolation of graphene in 2004,1 a great deal of
research effort has been devoted to endowing it with robust
magnetic features that are lacking in its pristine form to
enhance its potential in spintronic applications2 ranging from
quantum computing3 to storing data in magnets with the size
of single atoms.4 One of the great challenges in this field is
preventing thermally induced reorientation of the magnetic
moments between the easy and hard magnetization axis or, in
other words, increasing the blocking temperatures (Tb), which
is enforced by MAE, i.e., the energy barrier for magnetic
moments to flip their directions. A high MAE necessitates large
spin and orbital magnetic moments per atom and a large spin−
orbit coupling (SOC). Further, magnetic anisotropy is highly
dependent on symmetry, dimensionality, and atomic compo-
sition and is often found to be much larger in low-symmetry
nanostructures than in highly symmetric bulk materials.5−8

Surface-supported nanoparticles offer additional degrees of
freedom to tune the MAE by the particle shape and size
down to single atoms and coupling with the substrate.9−11

To this end, transition-metal (TM) atoms and their
nanoclusters adsorbed onto graphene have been extensively
studied.7,12,13 While they can be mobile over structurally
perfect regions of the graphene sheet, lattice imperfections
create spots that can firmly anchor TM atoms or clusters,
preventing their diffusion and conserving their size, symmetry,
and, accordingly, the desired properties.12,14−16

As revealed by density functional theory calculations (DFT),
Fe clusters can promote vacancy formation, i.e., it becomes
easier to remove C atoms from the graphene lattice in the
presence of Fe.17 A high diffusion barrier of 6.8 eV has been
calculated for a Fe atom in a single vacancy (SV) defect in the
graphene lattice using the Perdew−Burke−Ernzerhof (PBE)
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functional, sufficient to prevent the migration of Fe at room
temperature.18 The strong adsorption of Fe in vacancy defects
in graphene was found to give rise to a large anisotropy in
geometries and MAE, which, however, did not exceed 1
meV.17 Although theory predicted ferromagnetic (FM)
alignment for four Fe atoms substituting C atoms in a 6 × 6
supercell of graphene that initially contains 72 C atoms
(corresponding to 5.55 atom % dopant concentration),19 a
single Fe atom embedded in SV was found to be nonmagnetic.
In contrast, a single Fe atom in a double-vacancy (DV) defect
in graphene acquired a high magnetic moment of 3.5 μB.

14 The
high spin state of Fe@DV was further experimentally verified
via core-level electron energy-loss spectroscopy of its L edge
white-line intensity ratio.20

Theoretical calculations based on DFT have also revealed
strong binding of Sc-Zn, Pt, and Au atoms in vacancy defects
in graphene due to the strong interaction between sp2 carbon
and spd orbitals of a metal, with migration barriers around 2−4
eV for metals at SV and slightly higher for DV. The total
magnetic moments of Cr and Mn were 2 and 3 μB, respectively,
for both types of defects.18 The nonbonding d-orbitals were
partially occupied for Cr and Mn, while the antibonding states
were filled for Fe.21 Further, the Curie temperature of Cr@SV
was theoretically estimated to be 498.2 K.19

DFT calculations have revealed that graphene doped by a
single Mn atom undergoes a transition from nonmagnetic
semimetal into an FM half-metal.22 A second Mn atom binds
preferentially in the immediate vicinity of the Mn already

present in the graphene lattice, and they interact antiferro-
magnetically (AFM) in the ground state (GS).19,22 The
magnetic moments of Mn@SV vary with the Mn concen-
tration and originate from the p−d exchange mechanism.23

Such calculations have also indicated that doping a Cr atom
into the SV defect in graphene tuned its Fermi level (EF) from
semimetal to half-metal. The p−d exchange mechanism
between the C-p and Cr-d states was responsible for the
induced magnetism in the otherwise nonmagnetic graphene.24

The doping of two Cr atoms into the graphene monolayer
generated a magnetic moment of ∼4 μB. Depending on the
distance between the Cr dopants, the GS was found to be FM,
AFM, or paramagnetic (PM). The origin of the particular
magnetic state was described on the basis of RKKY indirect
exchange interactions.25 Experimentally, a Cr atom was
inserted into e-beam-induced vacancies in a graphene lattice
in situ in STEM, although unfortunately its electron energy-loss
spectrum was not reported.26

Despite the abundant computational literature on the
structural, electronic, and magnetic properties of graphene
doped with Cr, Mn, and Fe, calculations of their MAEs are
more elusive14,17 and, to the best of our knowledge, MAE of
Cr- and Mn-doped graphene has not been calculated until
now. This is surprising because the estimation of the magnetic
anisotropy caused by SOC is of fundamental importance for
assessing the material’s applicability for spintronic applications.
Further, information can be stored and processed in the atomic
scale, if the atomic spins are coupled.3,27,28 Thus, for the

Figure 1. Top view of (a) single-vacancy defect in graphene, (b) double-vacancy defect in graphene, (c) TM@SV, and (d) TM@DV (where TM
stands for Cr, Mn, and Fe). Side view of (e) TM@SV and (f) TM@DV. Carbon atoms are depicted in gray, and TM atoms in ocher. Five-
membered rings are highlighted in green, and eight- and nine-membered rings are highlighted in red (cf. text). Spin densities corresponding to
positive/negative magnetic moments are displayed in blue/red at isosurface values of ±0.035 e− Å−3. Supercells are marked by dashed lines. After
the cell was doubled in the x-direction, a second defect was introduced into the lattice.
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questionable, and if moderate values of the on-site Coulomb
repulsion are admitted, they introduce only modest changes
with respect to conventional DFT calculations,27 whereas large
values of the on-site repulsion led to unrealistic eigenvalue
spectra of TM dimers,48 we used DFT + U method with U−J
of 2 eV.
In addition to fully self-consistent calculations of MAE, the

magnetic force theorem,49 MAE(FT), was applied. The FT
allows us to approximate the MAE by the difference in the
band energies from non-self-consistent calculations, thus
significantly reducing the computational efforts, although it
can also lead to errors that are difficult to control.14

The energy barrier against thermal agitations can be
represented by the MAE via a simple equation, MAE = kBT.
Thus, an MAE of 32 meV would be sufficient to allow the
system withstand a single thermal excitation up to 373 K.
However, given the stochastic nature of the thermally induced
reversal of the magnetization direction, the MAE corresponds
to the blocking temperature Tb by an equation based on Neél’s
theory50 ikjjjjj y{zzzzzτ

τ= k TMAE ln N
B b

0

where τN represents the aimed relaxation time (10 years) and
τ0 is the attempt period specific for every magnetic material
(usually in the order of 10−10 s, which is also assumed here).

■ EXPERIMENTAL DETAILS
Scanning transmission electron microscopy images were recorded
using an aberration-corrected Nion UltraSTEM100 instrument
operated at 60 kV in near-ultrahigh vacuum using the MAADF
(medium-angle annular dark-field) detector with an angular range of
80−200 mrad. As a sample, we used chemically synthesized
commercial monolayer graphene (Graphenea), which occasionally
contains incidental lattice imperfections. Localized magnetic moment
analysis was further conducted via electron energy-loss spectroscopy
using a Gatan PEELS 666 spectrometer retrofitted with an Andor
iXon 897 electron-multiplying charge-coupled device camera, with an
energy spread of approximately 0.35 eV and a dispersion of 0.5 eV
px−1. The Mn L edge fine structure white-line ratio L3/L2, which
represents dipole transitions from the Mn 2p3/2 and Mn 2p1/2 to
unoccupied 3d levels,20 was calculated after smoothing the spectrum
with a 3.5 eV moving average, and then subtracting the pre-edge
background to estimate the L3 peak area, followed by subtracting the
background from the tail of that peak to determine the L2 peak area.

■ RESULTS
Single-Atom Doped Graphene. First, we focused on the

binding energies and structural properties of TM@SV and
TM@DV (Figure 1). All TM atoms were strongly bound to
defective graphene in line with previous reports.14,18,21 Binding
in the DV defect was more favored than in the SV defect in line

with a larger charge transfer from TM atoms to graphene
lattice in TM@DV (Table 1). TM atoms were lifted out of the
graphene plane during optimization due to the steric effect of
their larger size. For the TM@SV, the length of the TM−C
bond varied between 1.81 and 1.88 Å. The bonds of TM@DV
were longer, in the range 1.90−2.07 Å (Table 1). Generally,
the length of the TM−C bond decreased in the order from Cr
to Fe as the size of the atoms decreases. TM@SV caused
buckling of the graphene layer, which was more pronounced in
the vicinity to the TM atom, while for TM@DV, almost no
buckling was observed (Figure S2).
Bader analysis showed charge transfer from TM atoms to

their carbon neighbors (0.7−1.2 e−, cf. Table 1) consistent
with the higher electronegativity of C than the TM atoms. We
also considered the charge states of TM (common oxidation
states II and III) in SV and DV defects using the finite model
of ovalene (Figure S3), B3LYP51,52 functional, and def2SVP
basis set as implemented in Gaussian 09.53 The natural bond
orbital (NBO) analysis54 was employed to evaluate TM’s
partial charges. The analysis revealed a charge transfer mainly
from the s and p orbitals of TM atoms, while the C atoms of
graphene lattice back-donate charge to the d-orbitals of TM
atoms (Tables S1 and S2).
All TM atoms studied here induced magnetic moments in

graphene (Figure 1c,d). In TM@SV, three metal valence
electrons participate in the formation of TM−C σ-bonds, one
electron in a TM−C π-bond, and remaining unpaired valence
electrons (two of Cr and three of Mn) induce magnetic
moments of 2.0 and 3.0 μB, respectively (Table 1). In TM@
DV, metal valence electrons are involved in the formation of
four TM−C σ-bonds and one to create the π-bond. The π-
electrons on the atoms in the immediate vicinity to the DV
defect have opposite spins canceling each other out; the
remaining valence electrons of TM atoms induce magnetic
moment in graphene (Table 1). The magnetic moments on Fe
were 1.8 μB and 3.0 μB for Fe@SV and Fe@DV, respectively.
An earlier study at the GGA-PBE level revealed a zero
magnetic moment for Fe@SV because the Fe impurity has
doubly occupied states and an even number of electrons;18

however, the on-site Coulomb correction led to the non-
magnetic solution higher in energy than the magnetic one by
0.03 eV in agreement with the study by Santos et al.21

Doping with TM atoms induced changes in the electronic
structure of graphene from semimetal to metal (Mn@DV and
Fe@DV), half-metal (Fe@SV17,19), and/or semiconductor
(Cr@SV,19,26 Mn@SV,22,55 and Cr@DV26), in good agree-
ment with the literature, as depicted in Figure S1 and Table S3.
However, the atom- and orbital-decomposed partial densities
of states (PDOS) revealed an even more complex picture of
changes in the electronic structure of graphene upon doping.
Although the C3v symmetry of TM@SV broke the degeneracy

Table 1. Binding Energy Ebind (eV), TM−C Bond Length (Å), Total Magnetic Moment μtot (μB), Magnetic Moment of TM μTM
(μB), Magnetic Moment of Nearest Carbon Atoms μC (μB), Bader Charges qBader of TM (e−), MAE(TE), and MAE(FT) (Both in
meV) of TM@SV and TM@DV

system Ebind TM−C μtot μTM μC qBader MAE(TE) MAE(FT)

Cr@SV −6.47 1.88 2.00 2.44 −0.12 1.04 −0.15 −0.11
Mn@SV −6.39 1.85 3.00 2.75 −0.09 0.91 −0.26 −0.25
Fe@SV −7.13 1.81 1.95 1.81 −0.03 0.74 0.83 0.25
Cr@DV −7.24 2.07 2.00 2.44 −0.10 1.18 0.05 0.02
Mn@DV −7.21 1.98 3.25 3.42 −0.08 1.17 0.64 0.49
Fe@DV −6.48 1.90 3.16 2.98 −0.03 1.17 1.11 0.21
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application of graphene in spintronic devices, the graphene
lattice will contain multiple TM atoms rather than a single-
atom dopant. In addition, the easy axis must be oriented
perpendicular to the surface of the substrate to reduce the
dipolar magnetic interactions between neighboring magnetic
moments. Hence, examining the interaction of magnetic atoms
in the graphene lattice is of both fundamental and practical
interest.
In this work, systematic spin-polarized (SP) DFT calcu-

lations including SOC were carried out to investigate
structural, electronic, and magnetic properties of defective
graphene containing SV and DV defects, optionally also N-
decorated,29 doped with Cr, Fe, and Mn. In light of recent
advances in the experimental manipulation of foreign atoms in
the graphene lattice30,31 and the theoretical prediction for
manipulation of a Fe atom,32 these elements were selected as
examples from Groups VI−VIII.B to elucidate changes in
electronic and magnetic properties of doped graphene,
including the MAE, with respect to the distances between
TM atoms, both of the same element and two different TM
atoms. The formation of upright TM dimers was further
considered. Our main finding is that doping graphene with two
different TM atoms and the formation of TM dimers leads to a
tremendous increase in MAE compared to SA-doped
graphene.

■ COMPUTATIONAL DETAILS
First-principles calculations were performed using SP-DFT as
implemented in the Vienna Ab initio Simulation Package
(VASP).33−35 The electron−ion interactions were treated by
the projector-augmented wave (PAW) method.36,37 The basis
set contained plane waves with a maximum kinetic energy of
500 eV. The electronic exchange and correlation effects were
treated by the Perdew−Burke−Ernzerhof (PBE)38 functional
in the generalized gradient approximation (GGA).
The graphene monolayer was represented by 3 × 3 and 6 ×

3 orthorhombic cells containing 48 and 96 atoms, respectively,
and a vacuum layer of 15 Å deployed along the z-direction to
avoid spurious interactions between the images of the
graphene layers due to the periodic boundary conditions. To
construct the SV and DV defects, one and two carbon atoms
were removed from the graphene lattice, respectively, which
resulted in the reconstruction of carbon bonds after
optimization39 (Figure 1a,b). In the SV, five- and nine-
membered rings were formed, and due to the unsaturated C
center (2-fold-coordinated C atom), a local magnetic moment
of about 1.2 μB was observed.39 In the DV five- and eight-
membered rings were formed and remained nonmagnetic as
the reconstruction of the atomic positions facilitates an overlap
of unpaired sp2 electron clouds. The density of states (DOS) of
SV showed spin-polarized metallic behavior (Figure S1a),
while DV exhibited nonmagnetic DOS with a band gap of 0.1
eV (Figure S1e). Nitrogen-containing vacancy defects were
also considered; the quadruple-N-decorated double vacancy
(NDV) was nonmagnetic, while the corresponding triple-N-
decorated single vacancy (NSV) possessed a magnetic moment
of 0.3 μB.

40 To include TM atoms, we initially placed the Cr,
Mn, and Fe atoms ∼1 Å above the center of the optimized
vacancy because it is the most preferred binding site,14 and
reoptimized the structures.
We further introduced two defects in the 6 × 3 cell to

examine possible changes in the structural, electronic, and
magnetic properties of graphene doped with two TM atoms of

the same/different elements. We also considered changes in
the distance between TM atoms and their effect on the
properties of the doped graphene. Finally, we adsorbed another
TM atom on top of TM@(N)SV and TM@(N)DV to study
the properties of dimers TM2@TM1@(N)SV and TM2@
TM1@(N)DV.
All structures were optimized until forces acting on all atoms

were reduced to less than 10 meV/Å and the electronic and
magnetic degrees of freedom were relaxed until the change in
total energy between successive iteration steps was smaller
than 10−6 eV. A Gaussian smearing of width 0.02 eV was used
for partial occupancies of orbitals. For sampling of the Brillouin
zone, convergence tests demonstrated the sufficiency of a Γ-
centered 6 × 6 × 1 k-point mesh (3 × 6 × 1 mesh for the 6 × 3
cell). Static calculations were performed with the tetrahedron
method with Bloc̈hl correction,41 while keeping the remaining
computational parameters unchanged.
The binding energies, Ebind, of TM atoms to defective

graphene were evaluated as

= − −+E E E Ebind DG TM DF TM

where EDG+TM, EDF, and ETM are energies of defective graphene
doped with TM, defective graphene, and a single TM atom in
the gas phase, respectively. The binding energy of a second
(upper) TM atom with the lower TM atom already embedded
into the graphene lattice to form an upright TM dimer was
evaluated as

= − −+ + +E E E Ebind DG TM1 TM2 DF TM1 TM2

To further assess the stability of TM atoms and dimers in their
ground-state configurations, we evaluated their migration
barriers from imperfect regions of the graphene lattice. In
addition, the Hessian matrix was determined to exclude the
presence of imaginary modes in the spectrum of phonon
frequencies. The finite difference method was used, i.e., each
ion was displaced in the direction of each Cartesian coordinate,
and from the forces, the Hessian matrix was determined. Only
symmetry-inequivalent displacements were considered with a
step size of 0.02 Å and the self-consistency cycle converged
until the energy difference reached 10−7 eV.
Bader charge analysis42,43 was performed to evaluate the

charge located on each atom (qBader)

= −q V NBader val Bader

where Vval and NBader denote the number of valence electrons
in a free atom and the computed number of valence electrons
in the atom in the system, respectively.
Spin−orbit coupling has been implemented in VASP by

Kresse and Lebacq following the approach of Kleinman44 and
MacDonald et al.45 Calculations including SOC were
performed in the noncollinear mode as implemented in
VASP by Hobbs et al.46 The magnetic anisotropy energy
(MAE) per computational cell was evaluated as the difference
in total energies (TE) between different orientations of the
magnetization

= −E EMAE x z

In this convention, a positive MAE corresponds to an easy axis
perpendicular to the graphene plane. For selected systems and
the denser 11 × 11 × 1 k-point mesh, the MAE changes were
about 1 meV.14

Since DFT + U methods depend on semiempirical values of
U−J47 whose transferability between different systems is
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of d-orbitals into dz2, dxy/dx2−y2 and dxz/dyz that coupled with
the p-orbitals of the carbon atoms, the coupling of states with
energies above and below the Fermi level (EF) through spin−
orbit interaction promotes either perpendicular or in-plane
magnetization, depending on the spins and symmetries of the
interacting states,56,57 as schematically shown in Figure S4.
PDOS of Cr@SV demonstrated predominant contribution of
the occupied dδ (and in a smaller extent dz2) orbitals and empty
dz2 orbital to the intragap states (Figure S5) favoring in-plane
MAE, which is, however, dominated by the large energy
denominator and, thus, very small. PDOS of Mn@SV and Fe@
SV (Figures S6 and S7) showed that the TM dz2 orbital
contributes to the spin-up valence band (VB) edge and the
TM dδ and dπ orbitals to the spin-down conduction band (CB)
edge that provides competitive negative/positive contributions
to the MAE. The spin-up VB(CB) edge of Cr@DV (Figure
S8) exhibited sharp peaks of dxy/dx2−x2 (dxz/dyz); thus, the
electron hopping between the nearest occupied and
unoccupied states favors the in-plane anisotropy, which is
counterbalanced by another mechanism, i.e., lowering of the
total energy by a downshift of dx2−y2-derived bands. Since the
degenerate dxy/dx2−y2 states are far from EF, the effect is small,
and altogether, the MAE for Cr@DV does not exceed 0.05
meV (Table 1). Both Mn@DV (Figure S9) and Fe@DV
(Figure S10) showed half-metallic DOS originating, respec-
tively, from spin-up and spin-down of dxz/dyz, which provides
the primary contribution to the positive MAE.
SP-DFT calculations including SOC revealed quite small

MAEs ranging between ±0.1 and 1.1 meV and increasing
within the Cr−Mn−Fe order (Table 1) in line with the low
orbital moment anisotropy at isotropic spin moments (Table
S4). The magnetic force theorem provided even lower values
of MAE (Table 1).
In our scanning transmission electron microscopy observa-

tions of chemically synthesized monolayer graphene, we were
able to find an incidental Mn impurity bonded to four carbon
neighbors in a defected area of the lattice (Figure 2a). The
identity of the impurity was confirmed by electron energy-loss
spectroscopy, which also allowed us to determine its Mn L3/L2
white-line ratio as 1.74 ± 0.05 (Figure 2b). This value
contrasts with the almost twice as high value of 3.38 ± 0.05
reported by Lin et al. for Fe@DV.20 While it is difficult to
precisely quantify the values of their magnetic moment based

on these ratios,58 such a large difference is surprising
considering that our simulation results shown in Table 1
would lead to expect that both Fe and Mn exhibit similar
localized magnetic moments.
The reason for this discrepancy could be the local disorder

here: while the Mn is bonded to four carbon neighbors, the
nearby lattice contains pentagonal and heptagonal rings.
Furthermore, other impurities that are presumably silicon are
bound to vacancies in the nearby lattice, which might further
disturb the localized properties of the Mn site. Indeed,
simulations with simultaneous Mn and Si dopants in the 6 × 3
cell indicated the reduction of the magnetic moment on Mn
because of nearby Si (Tables S5 and S6). Bader charge analysis
revealed a charge transfer of 2.2−2.5 e− from Si to the
graphene lattice, and the DOS plots of Mn1Si@SV and
Mn1Si@DV shown in Figure S11 exhibit small electronic gaps,
overlap of pz− and dz2-derived states, and, thus, the reduced Mn
magnetic moment. There are multiple Si atoms in the
experimental sample, which further reduces the Mn magnetic
moment. These findings highlight the sensitivity of the
experimental magnetic moment to sample quality and the
need for further systematic studies.
Very recently, the incorporation of substitutional Mn atoms

into SV defects in graphene on Cu(111) has been reported.59

While the L3/L2 Mn white-line ratio has not been studied, the
reported magnetic moment on Mn from DFT calculations is
∼3 μB, which agrees with our results (Table 1).

Graphene Simultaneously Doped by Two TM Atoms.
Recent experimental manipulation of impurity atoms in
monolayer graphene30,31,60 has raised our interest in studying
the influence of the mutual arrangement and distance of TM
atoms (thereafter denoted as TM1TM2@SV and TM1TM2@
DV) on the electronic and magnetic properties of graphene.
We used a larger 6 × 3 orthorhombic cell containing 96-carbon
atoms to introduce a second SV or DV defect in the graphene
lattice as shown in Figure 1, and by changing the distance
between the vacancy defects (Figures S12 and S13), we
simulated the mutual interaction of TM atoms at different
separations within the graphene lattice. Both cis/trans position
of TM atoms in graphene lattice (i.e., both TM were above the
graphene lattice vs one TM above and one below the lattice)
were considered, but only the most energetically stable
structures are discussed in the following.
While virtually no differences in the structural features of

TM1TM2@SV and TM1TM2@DV were observed compared to
TM@SV and TM@DV, the magnetic moments significantly
differed from those of single TM-atom-doped graphene
(Tables S7 and S8). One could expect that the magnetic
moments of the larger 6 × 3 cells should correspond to the
sum of the magnetic moments of TM-SAs (this is indeed true
for CrCr@SV and MnMn@SV); however, CrCr@DV and
MnMn@DV exhibited even higher magnetic moments
indicating a synergistic effect between the TM atoms, i.e., a
maximum value of 8.0 μB per computational cell vs the
expected 4.0 μB for Cr and 6.0 μB for Mn. At the same time,
the values of magnetic moments varied between 6.1 and 8.0 μB
(CrCr@DV) and between 7.3 and 8.0 μB (MnMn@DV)
depending on the mutual TM−TM distance, and between 2.5
and 6.0 μB and between 5.6 and 6.9 μB, respectively, for FeFe@
SV and FeFe@DV (Tables S7 and S8). No systematic change
of magnetic moments with the TM−TM distance was however
observed. In agreement with the previous reports19,22,25,61

depending on the distribution of the TM atoms in the

Figure 2. Experimental observation of an Mn@DV impurity. (a)
STEM/MAADF image of the Mn atom (bright contrast) bonded to
four carbon atoms in a disordered patch of graphene. The slight
irregular variation in the contrast of some scan lines before the
impurity is likely due to mechanical or electronic scan noise. (b) EEL
spectrum of the Mn L core edge, confirming the identity of the
impurity and allowing us to determine its localized magnetic moment
via the L3/L2 white-line ratio.

ACS Applied Nano Materials www.acsanm.org Article

https://doi.org/10.1021/acsanm.1c04309
ACS Appl. Nano Mater. 2022, 5, 1562−1573

1566



 193 

 

graphene lattice, the AFM order was more energetically
preferred than the FM one; for instance, MnMn@SV (Figures
S12-20) and CrCr@DV (Figure S13-4) were AFM in the GS
and lower in energy by 69.8 and 30.4 meV, respectively,
compared to the FM order.
Compared to TM@SV and TM@DV, DOS of TM1TM2@

SV and TM1TM2@DV (Figures S14−S23 and S24−S31)
changed significantly due to the introduction of a second TM
atom into the graphene lattice. For the CrCr@SV GS structure
(Figure S14; see also Figure S15), the degeneracy of the dδ-
derived states was broken, and they were broadened due to the
largely increased binding energy of the second Cr atom.
Further, an upshift toward lower binding energies was
observed for occupied dxz/dyz, which were also broadened.
Importantly, while the bandgap value (Table S9) for the GS
structure was 0.5 (0.3) eV for the spin-up (down) channel, the
less stable FM structure (Figure S12-4) exhibited metallic
DOS (Figure S16), while in the AFM alignment (more stable
than the FM one by 99.1 meV), it exhibited an electronic gap
of 0.3 eV (Figure S17).
For MnMn@SV, a broadening and upshift of the occupied d

states brought about the metallic character to the DOS of the
GS structure (Figure S18, Table S9) with FM alignment of the
magnetic moments. For the GS structure ordered AFM
(Figure S19), and for the less stable system (Figure S20),
the electronic gap was shrunk by 0.1−0.2 eV compared to the
SA counterpart. Similarly, the electronic gap of FeFe@SV GS
was as low as 0.1 eV (Table S9, Figure S21), or even
disappeared for the GS−1 FM structure (Figure S22). The
band gap of the GS-1 AFM structure (more stable than the FM
one by 98.4 meV) was 0.2 eV (Figure S23).
For TM1TM2@DV, we observed the half-metallic (metallic)

character of CrCr@DV in the GS (GS−1) (Figures S24−S26)
and a small band gap (up to 0.3 eV) opening for MnMn@DV
(Figures S27 and S28) and FeFe@DV in the spin-up channel
(Figures S29 and S30) (Table S9). The AFM FeFe@DV
(Figure S31) was lower in energy than the FM analogue by
29.7 meV and exhibited a tiny band gap of 0.1 eV.
Although the MAE changed within the range of 0.4 meV

(calculated per computational cell) for the TM pairs, no
systematic dependence of the MAE on the TM−TM distance
was observed. While the MAE of both MnMn@SV and
MnMn@DV roughly reached twice the MAE value of Mn@SV
and Mn@DV, the MAE of CrCr@SV and CrCr@DV
increased and the MAE of FeFe@SV and FeFe@DV decreased
compared to the SA counterparts (Tables S7 and S8). It
should be noted, however, that for the graphene-doping
homoatomic pairs, the MAEs are in the sub-meV range, and
the highest MAE found for CrCr@DV is only 1.6 meV. We
also note that the sign of the MAE changed in some cases.

Since the value of MAE for homoatomic doped graphene
did not significantly change with the mutual distance between
TM atoms, for graphene doped with two different atoms, we
only examined MAE for a fixed distance of 12.87−13.24 Å
between TM1 and TM2. The total magnetic moment of such a
system increased to approximately the sum of the magnetic
moments of the individual TM atoms (Tables 2 and S10). The
electronic band gaps reached roughly intermediate values
obtained for the SA counterpart (Table S11 and Figures S32−
S38). FeMn@SV and FeMn@DV exhibited metallic DOS.
Apart from CrFe@DV, whose GS was AFM and higher in
energy than the FM one by 15.4 meV, all other systems were
FM in the GS.
Noticeably, the MAE (calculated per computational cell)

significantly increased compared to the single TM atoms,
reaching −23.0 meV for FM CrFe@DV, 16.0 meV for CrMn@
DV, and −15.8 meV for FeMn@DV. The character of spin
excitations near EF remains similar for Cr in Cr@DV (Figure
S8) and in mixed systems CrTM@DV (Figures S35, S36, and
S39), i.e., the electron hopping between the nearest occupied
and unoccupied states, dxy and dyz, favors the in-plane
anisotropy. For the Mn atom in CrMn@DV, spin excitations
involving spin-up occupied/empty dxz/yz and spin-up occupied
dxz and spin-down empty dz2 favors positive MAE (Figures S37
and S40). For Mn in FeMn@DV (Figures S38 and S41), spin
excitations in the immediate vicinity to EF involving dyz/xz favor
positive MAE, which is counterbalanced by the negative
contribution from the coupling between majority-spin
occupied dxy and empty dxz/yz. Similarly, the coupling between
spin-majority occupied dyz and spin-minority empty dxz, and
between spin-majority occupied dxy and spin-minority
unoccupied dxz favors, respectively, negative and positive MAE.
While the occupation scheme of Fe in FeMn@DV is like in

Fe@DVthe negative contribution to MAE is due to the
coupling of majority-spin and minority-spin dyz/xz, which
compete with the positive contribution as described above for
Fe@DVit changed in CrFe@DV (Figure S35) so that now
easy-plane is also favored due to the net negative contribution
from the coupling between majority-spin/minority-spin
occupied/unoccupied dxz/yz, and between minority-spin
occupied dz2 and unoccupied dxz/yz; however, the coupling
between majority-spin occupied dxz/yz and minority-spin
unoccupied dz2 provides a positive contribution to the MAE.
One shall also note that the energy denominators in the mixed
systems and thus the corresponding contributions to the MAE
can be different from that in SA-doped graphene.
The visible effect of the enhanced MAE in DV-graphene

doped with two different TM atoms, which contrasts with SA-
doped graphene, is a changed splitting of energy bands that
were degenerate in the absence of spin−orbit interaction,

Table 2. Binding Energy Ebind (eV), TM1−TM2 Distance (Å), Total Magnetic Moment μtot (μB), Magnetic Moments of TM1
and TM2 μTM1, μTM2 (μB), and MAE(TE) and MAE(FT) (Per Computational Cell, Both in meV) of TM1TM2@SV and TM1TM2@
DV Depicted in Figures S32−S38

structure Ebind TM1−TM2 μtot μTM1, μTM2 MAE(TE) MAE(FT)

CrFe@SV −12.16 13.24 4.00 2.49, 1.55 8.80 0.15
CrMn@SV −11.73 12.86 5.00 2.48, 2.73 0.40 −0.34
FeMn@SV −11.25 13.04 4.89 1.58, 2.84 2.90 −0.16
CrFe@DV (AFM) −5.53 12.95 0.00 0.23, −0.04 −23.20 0.61
CrFe@DV −5.52 12.95 6.00 2.43, 3.12 −23.00 0.49
CrMn@DV −5.17 13.00 5.09 2.45, 3.42 16.00 0.59
FeMn@DV −3.97 12.87 6.70 3.02, 3.48 −15.80 1.08
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specifically the dxz/yz states, and the downshift in binding
energies of the dz2 states, both leading to a lowering of the total
energy (Figures S39−S44) upon the reorientation of the
magnetization direction: The easy-plane of the CrFe@DV and
FeMn@DV systems seems associated with the downshift in
binding energies, respectively, dyz, dxz, and dz2 states (Figures
S39 and S40) and the dxz and dyz states (Figures S43 and S44).
As for CrMn@DV, the changes in d-DOS of Cr at about −1.5
to −1.0 eV and of Mn at about −1.5 eV brought about the
positive MAE (Figures S41 and S42). Surprisingly, the spin
and orbit anisotropy for both CrFe@DV and CrMn@DV was
∼0.0 μB, while for FeMn@DV, a substantial spin anisotropy at
almost isotropic orbital moments was found (Table S10).
Interestingly, when Cr and Mn atoms of CrMn@DV were
separated by 6.55 Å, the MAE increased up to 47.5 meV due to
a strong anisotropy of the spin moments (−0.55 μB).
Note that the MAE obtained using the magnetic force

theorem, MAE(FT), was much lower than MAE(TE). In
principle, FT calculations can be used to decipher the atomic
and orbital partial contribution to MAE; however, this was not
possible for the systems studied here due to the negligible
MAE(FT).
The presence of TM atoms induces magnetic moments in

the surrounding carbon atoms, as revealed by the asymmetry in
electronic DOS (Figures S32−S44), i.e., the sharing of
electrons between the magnetic atoms and the lattice leads
to a net magnetic moment on the carbon sites (Figures S45−
S47). Further, a (half)metallic DOS at EF (CrMn@DV) and
FeMn@DV can enable the conduction electrons to couple to
the magnetic moments indicating the presence of an RKKY
(Rudermann−Kittel−Kasuya−Yoshida)62−64 exchange
through the graphene lattice (Figure S48). For the CrFe@
DV system with small energy gaps at EF, the RKKY interaction
is suppressed and the coupling between TM atoms is due to a
superexchange network of interactions throughout the carbon
atoms. Thus, the origin of the greatly enhanced MAE up to
−23 meV for DV-graphene doped simultaneously by two
different TM atoms can be sought in graphene-mediated
coupling due to the RKKY-like superexchange interactions
between TM atoms. Electrons predominantly hop between the
occupied and unoccupied states in the immediate vicinity to
EF, which leads to the switch of magnetic anisotropy from the
easy-plane direction for CrFe@DV (Figure S35) and FeMn@
DV (Figure S38) to the out-of-plane direction for CrMn@DV
(Figure S37). Although the RKKY-like superexchange
interactions between Cr and Mn pairs and trimers doping
the graphene lattice65,66 have also been reported, only pairs of
different TM atoms in DV appear to influence their electronic
structures in favor of large MAEs.
Notably, the graphene-doping heteroatomic TM pairs

should exhibit high stability in the vacancy defects (Table
S12 and Figure S49). This contrasts the behavior of 3p/2p or
4p/2p co-doping elements, which in almost all cases prefer to
replace a C−C bond.67,68

For the sake of completeness, the simultaneous adsorption
of two TM atoms in the centers of two different defect types
separated by about 7.8 and 9.5 Å was considered: Cr1Cr2@
SVDV and CrFe@SVDV (Table S13 and Figure S50). The
magnetic moments were close to the sum of the individual
Cr@SV and Cr@DV systems; only the magnetic moment on
Fe was lower as in Fe@DV. The MAEs were low, about 1
meV. However, it was significantly enhanced from 0.1 to 8.1
meV in Cr1Cr2@SVDV when the intervacancy distance

changed from 7.8 to 9.4 Å, indicating that in experimental
samples, the precise implementation of TM atoms may play a
significant role in achieving a large MAE.

Adsorption of a TM Atom onto TM-Doped Graphene.
Theoretical calculations revealed that transition-metal dimers
can exhibit an enhanced MAE than the SA-doped
graphene.7,14,48 Therefore, we considered TM−TM dimers
embedded into defective graphene as shown in Figures S51−
S62. The binding energy of a second TM atom on top of
TM@DV and TM@SV was exothermic in energy ranging from
−4.05 to −0.04 eV with a TM1−TM2 bond length of 1.98−
2.85 Å (Table 3). It must be noted that while more stable

configurations may be obtained by binding TM atoms to
graphene on both sides, the resulting MAEs are low, in the sub-
meV range (cf. Table S14 and Figure S63), as are the MAEs of
the graphene-doping TM-SAs.
The interaction between the TM atoms in a dimer led to

lower or higher total (1.4−8.0 μB) and local magnetic
moments compared to the SA-doped defective graphene
(Tables 3 and S15). The magnetic moment of the lower TM
atom was quenched by the adsorption of a second TM atom.
The relatively strong binding of a second TM2 atom above

the TM1 in TM2@TM1@SV and TM2@TM1@DV signifi-
cantly altered the electronic structure of the TM1-doped
graphene (Figures S51−S62, Table S16). Particularly, broad-
ening and/or upshift of the states led to the metallic DOS for
several systems (Cr@Cr@SV, Fe@Cr@SV, Fe@Fe@SV; cf.
Figures S51, S52, S54, and S64−S67). For the metallic Fe@
Cr@DV and Fe@Mn@DV, the reordering of states in the
vicinity to EF was observed (Figures S58, S61, and S67). In the
remaining systems, the band gap in the range of 0.1−0.5 eV
was calculated (Table S16).

Table 3. Binding Energy Ebind (eV), TM1−TM2 Distance
(Å), Total Magnetic Moment μtot (μB), Magnetic Moments
of TM1 and TM2 μTM1, μTM2 (μB), and MAE(TE) and MAE(FT)
(Per Computational Cell, Both in meV) of TM2@TM1@SV
and Dimers TM2@TM1@DV Depicted in Figures S51−S62

structure Ebind

TM1−
TM2 μtot μTM1, μTM2 MAE(TE) MAE(FT)

Cr@Cr@
SV

−0.39 2.85 3.72 2.32, 1.28 −0.73 −0.43

Fe@Cr@
SV

−1.66 2.19 2.97 1.89, 1.80 −6.85 −1.26

Mn@Cr@
SV

−2.70 2.19 6.86 1.90, 4.38 −1.13 −0.22

Fe@Fe@
SV

−0.09 2.27 1.42 −0.03, 1.37 −12.40 0.77

Fe@Mn@
SV

−3.61 2.31 5.00 1.65, 3.44 −5.05 −1.79

Mn@Mn@
SV

−0.19 2.47 7.98 2.48, 4.61 14.90 −1.96

Cr@Cr@
DV

−0.04 2.48 6.00 0.75, 4.56 −0.42 −0.20

Fe@Cr@
DV

−3.39 2.19 4.00 0.76, 3.09 −2.31 −1.39

Mn@Cr@
DV

−4.05 2.19 3.00 −1.60, 3.84 0.35 0.27

Fe@Fe@
DV

−1.58 2.13 3.96 −0.96, 3.75 −0.86 1.29

Fe@Mn@
DV

−1.25 1.98 3.03 0.46, 2.52 9.79 0.61

Mn@Mn@
DV

−2.64 2.37 8.04 3.30, 4.28 0.16 0.11
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Among the TM dimers considered, a large positive MAE was
calculated for Fe@Mn@DV (9.8 meV) and Mn@Mn@SV
(14.9 meV), and a large negative MAE for Fe@Fe@SV (−12.4
meV) (Table 3). The systems with the largest MAE exhibited
the largest anisotropies of the magnetic moments (Table S15).
The shape anisotropy contribution69 to MAE is negligible,
below 1 meV, increasing from 0.04 meV for the mixed-atom
system CrFe@DV to 0.91 meV for Fe@Mn@DV. Since only
Fe@Mn@DV has a big Ebind among dimers with a large MAE,
we will focus only on it in the following.
Figure S61 shows the change of occupation of the Mn atom

in the Fe@Mn@DV system compared to SA Mn@DV (Figure
S9). The dxy/x2−y2 states of the lower atom are pushed down to
−0.75 eV, the dxz/yz states above EF, and dz2 split into two
components, one below occupied dxy/x2−y2 and another just
above EF. The states of Fe lie in the immediate vicinity to EF.
The dz2 states of both TM atoms split and coincide indicating σ
bonding between two metal atoms. The dxz/yz states of both
TM atoms are broadened and overlap, indicating π bonding.
The spin excitations near EF for the Mn atoms (Figure S61)

favor a negative MAE. This, however, due to the large energy
denominator is very small. Previous reports13,14,16 have
demonstrated that the leading contribution to the MAE is
imposed by the upper TM atom despite the opposite sign of
MAE of the lower TM atom. For the upper Fe atom, the
coupling between minority-spin occupied dxy and majority-spin
empty dxz/yz favors the positive MAE. Further positive
contribution to the MAE is associated with the downshift of
the peaks in the dyz spectra to about −1.4 to −1.2 eV for the
perpendicular magnetization, which was located just below EF
for the in-plane direction. Altogether, the downshift in binding
energies of the d-states of the upper TM atom favoring the
positive MAE can be seen in the relativistic PDOS (Figures 3
and S67).

Interestingly, the introduction of the second dimer separated
by 12.9 Å (6 × 3 cell, Figure 4) caused the increase of MAE up
to 119.7 meV in Fe@Mn@DV due to the spin transition as
indicated in spin anisotropy of −1.6 μB and orbital anisotropy
of 0.1 μB. The scalar-relativistic PDOS (Figure S68) for the
two Fe−Mn dimers bound to separate DV defects indicates
competing contributions to positive/negative MAE due to

excitations near EF. However, the gapless PDOS facilitates
graphene-mediated coupling between the dimers due to the
RKKY exchange interactions (see above and Figure S69), and
furthermore, the quasi-degeneracy of partially occupied states
at EF for in-plane magnetization is lifted for axial magnet-
ization, as shown in Figure 5, bringing about the dominant

positive contribution to the enormous MAE of ∼120 meV.
Similarly, the existence of a partially occupied quasi-degenerate
state at EF has been shown to favor the formation of a large
magnetic anisotropy in an Ir−Co dimer supported on an ideal
graphene layer.13

The giant MAE of ∼120 meV corresponds to the blocking
temperature of 34 K based on Neél’s theory.50

Figure 3. Relativistic partial atom/orbital-resolved densities of states
for Fe@Mn@DV (Figure S61h) for in-plane (solid lines) and
perpendicular magnetization (dashed lines): (a) Mn atom and (b) Fe
atom (cf. Figure S67).

Figure 4. (a) Top view and (b) side view of spin densities plotted at
±0.01 e− Å−3 isovalues for Fe@Mn (displayed in green/cyan for spin
densities corresponding to positive/negative magnetic moments) and
±0.001 e− Å−3 (shown in blue/red) for DV-graphene for the system
of two FeMn dimers bound to separate DV defects. (c) Side view
of the corresponding structure. Gray, purple, and ocher colors
represent carbon, manganese, and iron atoms, respectively.

Figure 5. Relativistic partial atom/orbital-resolved densities of states
for two Fe−Mn dimers bound to separate DV defects (Figure 4) for
in-plane (solid lines) and perpendicular magnetization (dashed lines):
(a) Mn atoms and (b) Fe atoms.
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It is noteworthy that the Fe−Mn dimers with the high MAE
are expected to be stable in their GS configurations in the
vacancy defects (Table S17 and Figure S70), as also shown by
the phonon frequency calculations (Table S18) and the
calculated Gibbs energy70 of −1.36 eV at 373 K.
TM Doping of N-Decorated Defective Graphene. The

presence of N atoms at the edges of the defects in the graphene
layer (Figure S71) led to higher binding energies of TM@NSV
and TM@NDV, smaller TM−C/N distances, and higher
charge transfers in comparison with TM@SV and TM@DV
(Table S19). Magnetic moments of TM atoms in TM@NSV
and TM@NDV can either increase or decrease depending on
the system, and they varied in the range of 0.3−1.9 μB (Tables
S19 and S20). The lower spin state of Fe@NDV compared to
Fe@DV is in line with experimental observations.20 In general,
N-impurities act as n-dopants and shift the density of states
toward lower energies (Figures S72−S77). This also led to the
semiconductor (Cr@SV and Mn@SV) to metal transition
(Cr@NSV and Mn@NSV), half-metal (Fe@SV) to semi-
conductor transition (Fe@NSV), and metal (Mn@DV and
Fe@DV) to semiconductor transition (Mn@NDV and Fe@
NDV) (Table S21). No significant changes of MAE (by 0.1−
1.8 meV) were observed compared to TM@DV and TM@SV.
The magnetic force theorem revealed much higher MAE than
the fully self-consistent calculations (Table S19), which
indicates that MAE of atom-sized magnets calculated as the
difference in the band energies at a fixed potential and charge
density should be validated against MAE calculated as the
difference in the total energies from self-consistent calculations
for different orientations of the magnetic moments.
The mixed element dopants, TM1TM2@NSV and

TM1TM2@NDV, showed a reversed stability trend compared
with pristine analogues, i.e., TM1TM2@NDV possessed lower
binding energies than TM1TM2@NSV (Table S22). Their
magnetic moments increased due to the combination of
individual TM atoms ranging between 2.6 and 8.7 μB (Table
S22). The lowest-in-energy structures of single and double
vacancies demonstrated half-metallic DOS (Figures S78 and
S79, Table S21).
The FeMn@NSV system, with the largest magnetic moment

of 8.7 μB, exhibited the biggest MAE (5.2 meV) among the
TM1TM2@NSV and TM1TM2@NDV systems (with the MAE
in the sub-meV range or about 1 meV) with an 8-fold increase
of MAE in comparison to TM@NSV and TM@NDV (Table
S22 and S23), due to the favorable graphene-mediated
coupling between TM atoms doping graphene (see above).
However, the presence of nitrogen led to the significantly
smaller values of MAE compared to TM1TM2@SV and
TM1TM2@DV, i.e., 5.2 vs 16.0 meV.
Finally, the formation of upright dimers TM2@TM1@NSV

and TM2@TM1@NDV were energetically favorable (Table
S24). The lowest-in-energy structure of single and double
vacancies showed metallic and half-metallic states (Figures S80
and S81, Table S21), differing from the pristine analogues. The
MAE was lower than that for the corresponding dimers bound
to the pristine vacancy defects, except Cr@Cr@NSV, which
possesses an MAE of −17.6 meV (Table S24 and S25).

■ CONCLUSIONS
In this work, we theoretically examined the stability as well as
the electronic and magnetic properties of TM atoms and
dimers of the elements Cr, Mn, and Fe bound to graphene
single or double vacancies. We studied the dependence of

magnetic anisotropy energy (MAE) on (i) the distances
between the TM atoms within the monolayer graphene; (ii)
co-doping of graphene with two atoms of the same and
different elements; (iii) formation of upright TM dimers, both
homo- and heteroatomic; and, finally, (iv) the presence of
nitrogen atoms within the vacancy defects.
While the MAE of TM single atoms in defective graphene

did not exceed 2 meV, the binding of a second TM atom to
another defect in the graphene lattice led to a significant
increase of MAE to −23 meV for CrFe@DV and a remarkably
high value of 119.7 meV for two upright Fe−Mn dimers bound
to two separate DVs, with the easy-plane and perpendicular
easy axis, respectively. This giant MAE corresponds to the
blocking temperature of 34 K. The origin of the greatly
enhanced MAE can be sought in graphene-mediated coupling
due to the RKKY-like superexchange interactions between TM
dopants that modifies the occupations of states near EF such
that a changed splitting of energy bands that were degenerate
in the absence of spin−orbit interaction lowers the total
energy. Specifically, the presence of partially occupied
degenerate states at EF favors the formation of a giant MAE,
which appears to be a general feature of the mechanism
favoring the large MAE formation.5 It is worth noticing that
the value and even the sign of MAE as well as the electronic
DOS are sensitive to both the distribution of TM atoms in the
graphene lattice and composition of the graphene-doping
atoms.
Finally, we provided the atomic-scale observation of a Mn

substitution in graphene, including a spectroscopic measure-
ment of its L edge core energy-loss white-line intensity ratio.
Mn dopants bonded to four carbon atoms may create spots for
the Fe−Mn dimer formation.
The conductive TM-doped graphene with robust magnetic

features offers a new vista to the design of graphene-based
spintronic devices. For practical applications of TM-doped
graphene, the carbon sheet must be deposited on a solid
substrate. The effect of substrates on the MAE of TM atoms
and dimers anchored by the defects in graphene remains to be
studied.
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ABSTRACT: One-dimensional (1D) metalloporphyrin polymers can
exhibit magnetism, depending on the central metal ion and the
surrounding ligand field. The possibility of tailoring the magnetic signal
in such nanostructures is highly desirable for potential spintronic
devices. We present low-temperature (4.2 K) scanning tunneling
microscopy and spectroscopy (LT-STM/STS) in combination with
high-resolution atomic force microscopy (AFM) and a density
functional theory (DFT) study of a two-step synthetic protocol to
grow a robust Fe-porphyrin-based 1D polymer on-surface and to tune
its magnetic properties. A thermally assisted Ullmann-like coupling
reaction of Fe(III)diphenyl-bromine-porphyrin (2BrFeDPP-Cl) on
Au(111) in ultra-high vacuum results in long (up to 50 nm) 1D
metal−organic wires with regularly distributed magnetic and (electroni-
cally) independent porphyrins units, as confirmed by STM images.
Thermally controlled C−H bond activation leads to conformational changes in the porphyrin units, which results in molecular
planarization steered by 2D surface confinement, as confirmed by high-resolution AFM images. Spin-flip STS images in combination
with DFT self-consistent spin−orbit coupling calculations of porphyrin units with different structural conformations reveal that the
magnetic anisotropy of the triplet ground state of the central Fe ion units drops down substantially upon intramolecular
rearrangements. These results point out to new opportunities for realizing and studying well-defined 1D organic magnets on surfaces
and demonstrate the feasibility of tailoring their magnetic properties.
KEYWORDS: coordination-polymer, on-surface chemistry, metal-porphyrin, magnetic anisotropy, scanning probe microscopy

1. INTRODUCTION
The synthesis and functionalization of molecular spintronic
nanostructures have attracted considerable interest due to their
great potential for being beneficial to the next generation of
electronic devices.1−5 Among others, organic nanostructures
enabling to tailor the spin-polarized signal is a burgeoning area
of spintronic research.5 One-dimensional (1D) polymeric
organic magnets with regularly distributed magnetic centers
are desirable networks, thanks to their long spin coherence
length and mechanical flexibility.6 Till date, several 1D
molecular wires with transition-metal (TM) atoms have been
proposed, including 1D TM-cyclopentadienyl,7 TM-benzene,8

TM-anthracene,9 TM-phthalocyanine,10 TM-metallocene,11

TM-benzoquinonediimines,12 and TM-naphthalene.13 How-
ever, despite significant efforts, the experimental realization of
such 1D polymeric molecular spintronics still remains a
significant challenge. Nevertheless, the fabrication of novel
frameworks that could be fashioned by a simple synthetic
method is urgently required. To make progress in this field, it
is important to choose a suitable functional molecule for
making a large 1D polymeric framework.

Porphyrin molecules with coordinated TM atoms emerge as
a promising candidate for constructing molecular spintronics
because they combine inherent optical, redox, and magnetic
properties of the intervening metal centers with those of the
purely organic materials.14−22 In such coordination polymer
complexes, the ligand field coordinated with the central metal
atom governs its magnetic anisotropy due to spin−orbit
coupling (SOC).23,24 Additionally, porphyrins exhibit high
thermal stability and propensity to form well-ordered
assemblies on a variety of solid surfaces.25−27 Commonly,
peripheral ligands are attached to the porphyrin macrocycle in
specific positions in order to steer the intermolecular
bonding.28 Thus, arrays of conjugated porphyrin with
delocalized electronic networks have been intensively explored
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over the last two decades.29−32 For example, the 1D Zn-
porphyrin arrays have been already obtained experimentally,
and they may find promising applications as a conducting
molecule.33

However, such large structures are difficult to form by
traditional chemical synthesis and to deposit on surfaces for
further characterization and application onto devices; there-
fore, only oligomers formed by a few porphyrin units have
been investigated so far. Recently, the emerging field of on-
surface synthesis has enabled to overcome the limitation of
both solubility and reactivity found in the solution synthesis,
along with allowing in situ atomic-scale characterization by
means of scanning tunneling microscopy/non-contact atomic
force microscopy (STM/nc-AFM).34 Furthermore, the 2D
confinement imposed by the substrate during the polymer-
ization process may result in molecular structure rearrange-
ments, which would be otherwise difficult to induce as
molecular planarization.
Here, we report a thorough investigation into the on-surface

synthesis of large (up to 50 nm) metal-porphyrin based 1D
molecular wires with regularly distributed magnetic and
thermally adjustable anisotropy signals by means of low-
temperature STM and high-resolution nc-AFM with CO-tip35

complemented with theoretical calculations. Importantly, the
formation of such long 1D chains have not been observed so
far. Porphyrin building blocks are functionalized by bromine
atoms in both phenyls at the para position, which steer an

thermally induced intermolecular Ullman-like coupling reac-
tion of aryl-halides, giving rise to 1D molecular wires, and
further intramolecular transformations (planarization) at
higher temperatures, allowing stepwise thermal control of
chemical reactions.
We show that the adsorption of iron(III) 5,15-(di-4-

bromophenyl)porphyrin-chloride molecules on Au(111)
leads to the dechlorination of a large portion of molecules,
which reduces the total spin of the molecule. Subsequent
annealing to 500 K induces debromination, which gives rise to
1D molecular structures of covalently linked iron porphyrin
molecules driven by aryl−aryl intermolecular coupling. A
second step of annealing to 600 K affords intramolecular
dehydrogenation and ring closure reactions as a consequence
of activation at such a temperature of both C−H bonds of the
aryl and porphyrin moieties, which results in molecular wires
formed by iron-metaled planarized porphyrin molecules.
Inelastic spin excitation experiments in combination with
DFT calculations reveal a substantial modification of the
magnetic anisotropy energy (MAE) at the iron atom upon
porphyrin planarization due to the adjustment of the electron
density at d and π orbitals.
We envision that our investigation into the magnetic

anisotropy dependence and the spin−spin coupling in
porphyrin-based molecular wires can provide insights into
the magnetism, spin delocalization, metal−ligand d-π mixing,

Chart 1. Thermal Reaction Sequence of 2BrFeDPP-Cl on Au(111) Obtained in the First Step of Annealing: Dehalogenation
and Subsequent On-Surface Homocoupling Polymerization upon Annealing up to 500 K, and Furthermore,
Cyclohydrogenation into cis- and trans-Polymers upon Annealing up to 600 K

Figure 1. (a) STM topography upon deposition of 2BrFeDPP-Cl on Au(111) at RT (Vbias = −200 mV, Iset = 20 pA). (b,c) Detailed STM/nc-AFM
constant height images with CO-tip. (d) STM topography upon sample annealing to 500 K (Vbias = 100 mV, Iset = 20 pA). (e,f) Corresponding
detailed STM/nc-AFM constant height images with CO-tip of FeDPP molecular wires. (g) STM topography upon sample annealing to 600 K
(Vbias = −500 mV, Iset = 50 pA). (h,i) Corresponding detailed STM/nc-AFM constant height images with CO-tip of the FePP molecular wires. The
scale bar corresponds to 10 nm in (a,d,g) and to 1 nm in (b,c,e,f,h,i).
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and pathways for transmitting spin effects in 1D molecular
nanostructures.36−40

2. RESULTS
2.1. Structural Characterization. Chart 1 shows the

chemical structure of the iron(III)-chlorine biphenyl porphyrin
archetype [iron(III) 5,15-(di-4-bromophenyl)porphyrin chlor-
ide, hereafter referred to as 2BrFeDPP-Cl], we used as a
molecular precursor in this study. This porphyrin species
possesses phenyl moieties functionalized with C−Br groups at
the para position to facilitate the linearity of the intermolecular
coupling reaction product upon dehalogenation on the
Au(111)substrate. Initial step-by-step structural character-
ization of the on-surface reaction was conducted by scanning
probe microscopy (SPM) measurements to identify the
distinct molecular structures present on the sample. Sub-
sequently, after each sample annealing step, the sample is
transferred and cooled to 5 K in ultra-high vacuum (UHV)
conditions for SPM inspection.
2.1.1. Structure at 300 K. Upon adsorption at room

temperature, 2BrFeDPP-Cl porphyrins were arranged into
spatially extended close-packed islands with a majority of
molecules appearing with a dim center, as depicted by STM
images (cf. Figure 1). They correspond to the dechlorinated
(loss of the Cl ligand) species 2BrFeDPP, which adopt a saddle
conformation with twisted aryl moieties.25,41 2BrFeDPP
molecules can be controllably realized by removing the Cl
ligand from the 2BrFeDPP-Cl molecules using tunneling
electrons over the Cl position41 or by gently annealing the
substrate (T < 500 K). The nc-AFM constant high images with
CO-tip of assembled 2BrFeDPP molecules displayed a bonded
Br atom as bright features (see Figure 1c), which correspond
to strong repulsive force contributions, corroborating the
preservation of bromine at the termini of both twisted phenyl
moieties (cf. Figure 1b,c). According to the 2BrFeDPP
optimized structure on Au(111) from DFT calculations (see
Figure S1), the single molecule adsorbed preferentially on the
Au(111) surface in a way that the Fe ion was directly above the
Au atom of the top-most layer, with the adsorption energy of
−77.4 kcal/mol at the Fe−Au distance of 3.53 Å. The in-plane
rotation of the molecule, which decreased the Br−Br distance,
increased the adsorption energy by at most 7.7 kcal/mol.
2.1.2. Structure at 500 K. A first step of the sample

annealing to T ∼ 500 K for 30 min led to the development of
large 1D molecular wires extended over the surface (cf. Figure
1d). As illustrated by high-resolution STM/nc-AFM images,
the molecular wires were composed of covalently bonded iron-
porphyrin molecules that lost their coordinated chlorine atoms
(cf. Figure 1e,f). Thus, we denote the subunits within the 1D
structure as FeDPP, indicating the structural relationship with
the precursor molecule. The annealing resulted in the cleavage
of the C−Br bonds and the subsequent formation of 1D
supramolecular structures upon surface-assisted aryl−aryl
cross-coupling of adjacent porphyrin molecules. A wise choice
of molecular functionalization in para positions at the
porphyrin precursor allowed linearity during the intermolec-
ular coupling process, which led to molecular wires with
lengths that extend up to ∼40 monomers with no appreciable
structural defects.
Importantly, the connecting aryl−aryl pairs were twisted

owing to the steric hindrance, similar to unreacted 2BrFeTPP
molecules on Au(111). Moieties at the same monomer were
twisted differently; thus, consecutive bridges with opposite

twist angle were observed within the 1D structures (cf. Figure
1e,f). In consequence, the non-planar configuration of the
monomers hindered the submolecular resolution of the
porphyrin centers by means of constant height nc-AFM
imaging; therefore, only the linker moieties, which protruded
further out of the surface, are featured in nc-AFM images (cf.
Figures 1f and S2).
Finally, the loose end of the molecular wires was passivated

by bromine or residual hydrogen atoms, precluding further
polymerization. Interestingly, FeDPP molecular wires were
easily manipulated with the SPM tip both vertically and
laterally over the surface, which demonstrates the robustness of
the nanostructure (see Figure S3).

2.1.3. Structure at 600 K. Following the thermal annealing
of the molecule-decorated sample to T ∼ 600 K for 30 min,
molecular units within the wires underwent an intramolecular
reaction through dehydrogenation and electrocyclic ring
closure of their aryl termini and the macrocyclic pyrroles.
This process led to the formation of isoindole motifs, which
induced planarization of the porphyrin monomers on the
surface (hereafter referred to as FePP units, Figure 1g), as
unambiguously corroborated by high-resolution STM and nc-
AFM images shown in Figure 1h,i. Therefore, the Fe atom at
the center of the porphyrin unit is displayed as a cross-like
feature in nc-AFM images, similar to the nc-AFM contrast
observed on other metal phthalocyanines and porphyrin
complexes.42−44

The ring closure of aryl moieties toward the macrocycle gave
rise either to trans- or cis-configurations of the molecular
repeating units (Chart 1). Statistically (over hundreds of
monomer units counted on several samples), we observed
equivalent abundance of the intramolecular cis (52%) and
trans (48%) motifs, pointing out that both configurations are
equally favorable. Interestingly, we found two effects regarding
the substrate reconstruction: (1) the FePP molecular chains
aligned along the herringbone, and, (2) frequently, the
molecular chains terminated at the elbow sites. Thus, the
segments that showed repeated cis or trans motifs were found
with a maximum length of five units.
The intramolecular- versus intermolecular-induced reaction

observed at different temperatures is rationalized by theoretical
calculations of the dissociation energy (BDE) for various C−H
and C−Br bonds of a single porphyrin specie on the Au(111)
surface. Our theoretical calculations revealed that the
activation energy for bromine abstraction was lower than
that of hydrogen abstraction (C−H1 and C−H2, see bond
labeling shown in Figure 2) by at least 30 kcal/mol (see Table
1). Upon adsorption, this value dropped up to 15 kcal/mol due
to surface-assisted molecular structure stabilization. The initial
removal of the Br atom further reduced the bond dissociation
energies of the C−H1, which favored H abstraction at higher
temperatures, resulting in the ring closure of aryl moieties

Figure 2. Stick-ball model for 2BrFeDPP (a) and 2BrFePP (b). BDEs
of the labeled bonds are gathered in Table 1. C atoms are shown in
gray, H in white, N in blue, Fe in orange, and Br in red.
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steered by the 2D confinement of the surface. Thus, the
stepwise annealing of 2BrFeDPP first allowed the formation of
poly-FeDPP structures through Ullmann-like coupling of aryl-
halides and, subsequently, the emergence of poly-FePP planar
structures at higher temperatures. Interestingly, we found
shorter molecular chains upon the planarization process
(annealing at 600 K) in average (4−11 monomers). This
may be due to thermally induced polymer breaking. However,
molecular chains containing up to 50 nm can be found on the
sample (see Figure S4).
Accordingly, annealing the sample at intermediate temper-

atures in the range of T ∼ 500−600 K, that is, at 550 K, for 30
min, partially activated the ring closure reaction, thus yielding
molecular wires with a mixture of FeDPP and FePP units (see
Figure S5). Notably, no trace of intramolecular dehydrogen-
ation was observed at temperatures below 550 K. Indeed, no
dehydrogenation reaction was identified prior to the polymer-
ization process of the molecular precursor.

On the other hand, annealing to elevated temperatures (T >
600 K) resulted in molecular wires fused together, which
reduced the 1D character of the nanostructures. These
structures were formed by the dissociation of the C−H
bonds at the periphery of the porphyrin units and by the
subsequent fusion of the nearby polymer, as depicted in STM/
nc-AFM images (see Figure S6).

2.2. Experimental Spin Features. Next, we focused on
spin characteristics of 2BrFeDPP-Cl molecules upon adsorp-
tion, dechlorination, polymerization (poly-FeDPP), and intra-
molecular planarization (poly-FePP) by means of inelastic spin
excitation spectroscopy with STM.45−47 Figure 3 plots specific
site spectra of the differential conductance (dI/dV) around the
Fermi level with the STM tip placed on the Fe center (red) for
both single 2BrFeDPP-Cl (Figure 3a) and 2BrFeDPP (Figure
3b) and on FeDPP (Figure 3c) and FePP (Figure 3d) units in
a molecular wire as well. Reference spectroscopy on the bare
Au(111) surface (featureless) is plotted with black lines, as
shown in Figure 3.
In the case of 2BrFeDPP-Cl molecules, we identified a

prominent dip feature at the Fermi level (cf. Figure 3a). In
similar FeTPP-Cl molecules, step-like features at ±1.7 meV
associated with spin-flip excitations have been reported.48

However, due to the thermal broadening at the temperature at
which we conducted our experiments (4.2 K), we cannot
unequivocally distinguish weather the observed feature
represents a spin-flip excitation or a Kondo resonance. The
change in contrast between 2BrFeDPP-Cl and 2BrFeDPP (see
Figure S7) is consistent with the same process in FeTPPCl
(see, e.g., ref 41). In contrast, the spectra acquired on the Fe
center of the dechlorinated 2BrFeDPP (cf. Figure 3b),

Table 1. BDEs (in kcal/mol) of C−Br and C−H Bonds
Labeled in Figure 2a

2BrFeDPP 2BrFePP

bond freestanding on Au(111) freestanding on Au(111)

C−Br 99.3 102.1 85.3 102.8
C−H1 133.2 (104.1) 117.9 (116.5) 118.5
C−H2 129.5 (101.7) 128.2 128.1 117.8
C−H3 129.8 116.2 115.8

aBDEs of selected C−H bonds after the removal of the Br atom are
shown in brackets. See also note 1 in SOM on the calculated
adsorption of 2BrFeDPP and 2BrFePP on Au(111).

Figure 3. dI/dV spectra recorded on the center (red) of single 2BrFeDPP-Cl (a), on 2BrFeDPP (b), on monomer in poly-FeDPP wire, (c) on cis-
(dash-shaped) and trans- (line-shaped) monomer in poly-FePP wire, and (d) corresponding reference spectra on the bare substrate (black).
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polymerized FeDPP (cf. Figure 3c), and FePP (cf. Figure 3d)
molecules revealed stepwise increments in conductance at
symmetric bias values. Consistent with previous studies on
similar Fe-TPP on Au(111), we ascribed this feature to the
spin-flip inelastic excitation process.48,49

Notably, the removal of the coordinated chlorine atom from
the 2BrFeDPP-Cl molecules reduced the Fe-oxidation state
from Fe3+ to Fe2+ and consequently lowered the total spin from
S = 3/2 to S = 1.41 The spin reduction was confirmed by the
current SP-DFT calculations. Furthermore, the calculations
predicted MAE of −4.1 meV for 2BrFeDPP-Cl, where the
negative MAE represented the easy-axis system, which was in
contrast with the MAE of dechlorinated 2BrFeDPP (cf.
Section 3). Upon dechlorination, the degenerated triplet state
splits into the ground spin state ms = 0 and the doubly
degenerated ms = ±1 excited states due to the spin−orbit
interaction. This splitting is referred to as zero-field splitting
and occurs even in the absence of a magnetic field.50 In the
first approximation, the spin excitation is determined by the
magnetic anisotropy of the molecule on the surface, which is
well described by a spin Hamiltonian HSO = DSz2 + E(Sx2 −
Sy2), where D is vertical magnetic anisotropy (origin of the
zero-field splitting) and E is in-plane magnetic anisotropy,
which typically vanishes for planar molecules. Therefore, we
attributed the inelastic spin excitation spectra to the triplet S =
1, and the excitation energy corresponded to the axial
anisotropy constant. It should be noted that very similar
spectra were also obtained for an Fe-tetraphenyl-porphyrin
molecule,49 which was attributed to inelastic spin excitation of
the S = 1 spin state as well.
The spectra acquired on the 2BrFeDPP molecules and

FeDPP monomers showed excitation voltage onsets at Vs =
±8.5 mV and Vs = ±7.5 mV (see Figure S8), respectively
(similar to previously reported values of D for FeDPP
complexes49). It is worth noting that the difference in the
excitation onset observed for 2BrFeDPP and FeDPP was lower
than that in our experimental resolution (2 mV). Interestingly,
the excitation spectra on both the 2BrFeDPP molecule and the
FeDPP unit showed similar steps with asymmetric line shapes.
Such asymmetries have been previously attributed to the
characteristic particle-hole excitation symmetry in Fe-tetra-
phenyl porphyrin complexes.48

Based on this data and in accordance with our theoretical
calculations (see below), we conclude that the polymerization
process (aryl−aryl coupling) hardly affects the magnetic
anisotropy of the FeDPP molecule (similar energy onset and
line shape of the spin excitation). This result can be attributed
to the lack of large distortions of the molecular ligand field
upon the formation of poly-FeDPP chains, as confirmed by our
calculations.
On the other hand, although the planarization process from

poly-FeDPP toward poly-FePP did not change the overall
character of the stepped spectrum (step-like shape), it
decreased the onset of the excitation energy to Vs = ±3.5
mV (D = 3.5 meV). Additionally, the excitation in the FePP
features had a more symmetric line shape than that in FeDPP.
All together hint toward a change in the magnetic polarization
of the spin state upon molecular planarization, as will be
discussed below.
For comparison, we analyzed isolated FePP molecules,

which were often found on the surface after annealing the
sample to 600 K. They displayed identical characteristics to the
corresponding FePP units in molecular wires (see Figure S9),

confirming that the observed change in the MAE from FeDPP
(D = 7.5 meV) to FePP (D = 3.5 meV) units was induced by
planarization and the subsequent ligand field variation. Thus,
we assume that the structure of the ligand field ruled the
magnetic anisotropy of the wire units rather than that of the
polymer bridges. This observation was further corroborated by
measurements on a molecular chain composed of a mixture of
FeDPP and FePP (see Figure S5), where we observed that the
magnetic anisotropy of every molecular unit was not affected
by being connected to either a planar or a non-planar unit.
This result was expected due to the low degree of electronic
delocalization of the single C−C bond connecting the
monomers.

3. DISCUSSION
To gain a deeper insight into the origin of the reduction of
MAE of the planarized FePP molecules observed experimen-
tally, we performed spin-polarized DFT calculations including
a self-consistent treatment of SOC. While the theoretical
calculations of the MAE hinge on several inevitable
approximations including the choice of an exchange−
correlation functional, the degree of optimization of the
geometry of the adsorbate/substrate complex, and the MAE
calculated either self-consistently or via the magnetic force
theorem, leading to a lower bound of the actual MAE, the
theory still provides a sound physical picture of the MAE.51 We
examined the magnetic properties of the single molecules of
2BrFeDPP and 2BrFePP and polymers of FeDPP and FePP,
both freestanding and supported on Au(111).
Scalar relativistic (SR) calculations predict the spin-triplet

ground state for both the freestanding and Au(111)-supported
molecules and chains, while the spin-singlet is at least ∼0.4 eV
higher in energy. The total magnetic moment is localized
mostly on the Fe ion and, to a much lesser extent, on the four
coordinating N atoms (see Figure S10).
Table 2 gathers the theoretical MAE of all the systems

considered. While the theoretical MAE of 2BrFeDPP and

2BrFePP is reduced by polymerization, the trend is reversed
for the Au(111)-supported counterparts, due to the interaction
with the substrate. The relative reduction of the MAE of the
Au(111)-supported molecules and chains due to planarization
is, however, similar and amounts to 1.7 and 2.0 meV,
respectively. Thus, the reduction of MAE for the planarized
molecules is in semi-quantitative agreement with the
experimental observation, regardless of whether they were
deposited on the Au(111) surface or/and polymerized. This
indicates that the origin of the MAE reduction must be viewed
in the differences in the symmetry of the Fe environment,
which may lead to a different occupation scheme of the central
Fe atom.

Table 2. MAE (in meV) of Freestanding and Au(111)-
Supported 2BrFeDPP and 2BrFePP

2BrFeDPP 2BrFePP

freestanding on Au(111) freestanding on Au(111)

single molecule 6.2 2.0 1.0 0.3
dimer 4.8 1.1
wire 1.5 3.7 0.4 1.7

aPositive MAE corresponds to an easy-plane system. The in-plane
MAE of all systems was negligible.
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Indeed, in the 2BrFeDPP molecule, all Fe−N distances were
equal to 2.01 Å. Occupations of the Fe 3d levels were similar
for the SR limit and for the axial (hard) direction of
magnetization after adding SOC (Figure S11). The rotation
of magnetic moments in the in-plane (easy) direction led to
the lifting of the degeneracy of the dπ states and the reordering
and change in the occupation of the 3d levels.
In the 2BrFePP molecule, the square-planar symmetry was

broken with two short and two long Fe−N bonds in the length
of 1.94 and 2.04 Å, respectively, and the lifting of the
degeneracy of the dπ states was already observed in the SR
limit (see Figure S11). With SOC, no significant changes
occurred in the occupation of the Fe 3d levels upon the
rotation in the direction of magnetization between the axial
(hard) and in-plane (easy) direction. This explains the reduced
MAE in planarized 2BrFePP.
For a single molecule of 2BrFeDPP supported on Au(111),

an in-plane magnetic direction is favored; as for a free-standing
molecule (Table 2), with the spin/orbital moment of 2.361/
0.113 μB. The perpendicular hard magnetic direction is
disfavored by 2.0 meV with the spin/orbital moments reduced
to 2.358/0.009 μB. The internal cyclization (planarization)
reduced the MAE only to 0.3 meV, which is in line with the
experimental observation. We identified the spin/orbital
moments of 2.005/0.119 μB for the easy magnetic direction
and 2.002/0.025 μB for the hard magnetic axis. It should be in
line with the reduced anisotropy of the orbital moments,
compared to the 2BrFeTPP/Au(111) system.
Densities of states of 2BrFeDPP/Au(111) and 2BrFePP/

Au(111) projected on the Fe-d orbitals are shown in Figure
4a,b (see also Figures S12 and S13), and the corresponding
occupation schemes of the Fe 3d levels are shown in Figure
4c,d. The dx2−y2 and dxy-derived states, which were localized
and narrow due to their weak interaction with the Au substrate,
were fully occupied and empty, respectively. While the spin-
down dz2 and dπ-derived states were occupied in both systems,
for 2BrFeDPP/Au(111), the spin-up counterparts were
partially occupied and empty, respectively. For planarized
2BrFePP/Au(111), the spin-up dz2 and dxz-derived states were
both partially occupied, and, moreover, the dz

2 and dπ-derived
states were slightly broadened because of their larger
hybridization with the substrate. Accordingly, projected density
of states (PDOS) indicates that the spin polarization originated
predominantly from the contribution of dz2 and dπ. As for the
freestanding molecules, the degeneracy of dπ was largely
broken for planarized 2BrFePP/Au(111) (Figures S12 and
S13). In addition, the effect of SOC on the occupations of the
3d electronic states for the supported molecules was lower
than that of the freestanding molecules (cf. Figure S11) as a
consequence of the hybridization with the substrate and
according to lower MAE51 (cf. Table 2).
The occupation scheme of the 3d electronic states of the

infinite chain of FeDPP and FePP supported on Au(111)
corresponds well to those for the supported molecules (as
shown in Figure 4c,d) and, accordingly, the MAE is in semi-
qualitative agreement with the experimental findings. A slightly
larger MAE, compared to the single-molecule counterparts,
may be due to the intrachain interactions; this being at the
expense of the interaction with the substrate.

4. CONCLUSIONS
In conclusion, we have synthesized large 1D metal-porphyrin
wires on-surface and have investigated their conformational

and intrinsic magnetic characteristics. High-resolution AFM
images confirmed that annealing the 2BrFeDPP-Cl-decorated
Au(111) sample to T ≈ 500 K led to 1D polymers with regular
Fe-porphyrins and surface-assisted intramolecular planarization
upon sample annealing to T ≈ 600 K. Such intramolecular
planarization resulted in substantial adjustment of the magnetic
properties of porphyrin’s metal atom, as confirmed by spin-flip
STS measurements and DFT-SOC calculations. Upon
planarization, the MAE from the triplet ground state of the
Fe ion dropped down due to a reduction of the ligand field
symmetry and subsequent charge redistribution. We anticipate
that the large flexibility of porphyrin compounds to
incorporate different TM atoms and linkers into the macro-
cycle, together with the synthetic protocols presented here to
control inter- and intramolecular on-surface reactions, may
open new opportunities for designing π-d 1D nanostructures
with desirable magnetic properties.

5. METHODS
5.1. Experimental Section. Experiments were performed in a

custom-designed LT-STM/AFM UHV system (Createc GmbH) at
4.2 K with a base pressure below 5 × 10−10 mbar. STM/nc-AFM
images were taken with sharpened focus ion beam Pt/Ir tips. STM
images were acquired in the constant current mode with a bias voltage
applied to the sample. For the spectroscopic measurements, specific
site dI/dV were taken by a conventional lock-in technique with a
modulation of 0.5 mV at 937 Hz. For nc-AFM imaging, the tip was
functionalized with a single CO molecule picked up from the bare
metal substrate and operated in the frequency-modulation mode

Figure 4. PDOS of the d orbitals of Fe for the Au(111)-supported
2BrFeDPP (a) and 2BrFePP (b). The corresponding PDOS-derived
occupation schemes of Fe 3d levels are shown in (c,d). Due to two
unpaired Fe-d electrons, the systems have S = 1 ground state (cf.
Figures S12 and S13).
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(oscillated with a constant amplitude of 50 pm; resonant frequency
≈30 kHz; stiffness ≈1800 N/m). All nc-AFM images were acquired in
a constant height mode with a bias voltage of 1 mV. All images were
subject to a standard process using WSxM software.52

The Au(111) substrate was prepared by repeated cycles of Ar+

sputtering (1 keV) and subsequent annealing. A molecular precursor
(commercial from PorphyChem) was deposited by organic molecular-
beam epitaxy from a tantalum pocket maintained at 625 K onto a
clean Au(111) held at room temperature. When annealed to the
desired temperature, the samples were transferred to the STM stage,
which was maintained at 4.2 K.
5.2. Theoretical Calculations. DFT calculations53,54 were

performed with the Perdew−Burke−Ernzerhof exchange and
correlation functional,55 projected augmented wave potentials
representing atomic cores,56,57 and zero-damping DFT-D3 method
of Grimme58 to account for the dispersion corrections. The Hubbard
U − J = 4 eV parameter59 was applied for Fe. Occupations of the Fe
3d levels of freestanding molecules were re-examined by using non-
local correlation functional optB86b + U.60 The plane-wave basis set
contained waves with kinetic energy lower than 500 eV. The Brillouin
zone samplings were restricted to Γ point as the supercell dimensions
were sufficiently large. Bond dissociation energies were computed by
employing PBE0 hybrid functional54,55,61 (see also Sen et al.62). The
Au(111) surface was modeled using 7 × 7 supercells consisting of four
Au layers, the bottom two layers of which were kept constrained in all
structural relaxations. The vacuum layer of ∼15 Å was applied along
the off-planar direction to ward off spurious interactions with the
periodic images. Structural optimizations were performed employing a
quasi-Newton algorithm until the residual atomic forces were below
25 meV Å−1. Simultaneously, the electronic and magnetic degrees of
freedom were converged to an energy of less than 10−6 eV. MAEs
were computed in the noncollinear mode following implementations
of Hobbs et al.61 and Marsman and Hafner.63 The adsorption energy
Ead of the BrFeDPP and 2BrFePP molecules on the Au(111) surface
was calculated using the formula

E E E Ead tot slab molecule= − −

where Etot represents the total energy of the entire surface-adsorbed
system, Eslab is the total energy of the Au(111) slab, and Emolecule is the
total energy of the gas-phase 2BrFeDPP or 2BrFePP. In this
convention, negative adsorption energy means that the adsorption is
energetically favorable, and lower adsorption energy denotes higher
energetic stability of the surface-adsorbed system.
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Graphene  decorated  with  isolated  single  atoms  (SAs)  offers  new  vista  to  magnetic  and  spintronic  devices
up  to  single-atom  catalysts.  While  sp  atoms  can be efficiently  bound  to  graphene,  d-block  atoms  require
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anchoring  metal  adatoms  with  potential  implications  as  single-atom-catalysts.
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1. Introduction

Since the discovery of graphene [1–3], its vast application poten-
tial has driven research in many fields [4–6]. Graphene is one of the
most studied materials of recent decades making it a popular model
system for graphitic materials [7]. Many of the fascinating proper-
ties of pristine graphene can be tuned by functionalization [8–11]
and put to use in diverse applications, including electrical devices,
sensors, spintronics and other [12–17].

High specific surface and affordable price make graphene an
attractive support for heterogeneous catalysis. Atomistic design
of the active phase is vital for unlocking the full potential of het-
erogeneously catalyzed industrial (and other) chemical reactions
[18]. These catalytic reactions take place on (typically) metal sur-
faces and therefore bulk metal atoms that are not accessible by the
reactants are not involved in the catalysis. There are clear benefits
to be had from reducing the amount of such inactive atoms. The
downsizing of heterogeneous metal catalysts is a prominent way
of improving their catalytic properties, and single atom catalysts
(SACs) are at the border of what is possible in terms of advanc-

∗ Corresponding authors.
E-mail addresses: piotr.blonski@upol.cz (P. Błoński), nlopez@iciq.es (N. López).

1 These authors are contributed equally to this work.

ing this trend [19–21]. The benefit of SACs lies not only in that
they provide the highest possible surface to volume ratio of any
heterogeneous catalyst, but they also give rise to several specific
interactions enhancing selectivity. SACs are at the ultimate frontier
in atom economy with nearly 100% metal loading being utilized to
form accessible active sites. Moreover, the well-defined structure
and strong interaction between the support and SAC suggest easy
reusability and recycling of the catalytic material [22,23].

Particularly, carbon supported SACs have recently been suc-
cessfully employed for several processes traditionally considered
to be difficult to perform utilizing a heterogeneous catalyst, e.g.
Pd-catalyzed coupling reactions or Pd-SAs enhanced catalytic
reactivity in the semi-hydrogenation of acetylene to ethylene
[24–27]. Despite the successful application of SACs for an increas-
ing number of applications, only a few highly stable coordination
environments [28–32] have yet been experimentally characterized.
Graphene derivatives were identified as promising supports for
single adatoms [33,34], however, stabilizing the individual metal
atoms on the support remains a significant challenge in further
development of efficient and stable SACs. The doping of graphene
with sp elements (particularly sp3 doping) unlocked the means of
adjusting the electronic structure of graphene [16], however, the
relatively low interaction of the pristine graphene layer with the
d-block adatoms [35], implies that a different approach must be
utilized when trying to stabilize these isolated atoms on graphene

https://doi.org/10.1016/j.apmt.2019.100462
2352-9407/© 2019 Elsevier Ltd. All rights reserved.
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[36–38]. Binding isolated metal atoms to already functionalized
graphene, provides additional interaction between the metal and
functional group with respect to pristine graphene and may  repre-
sent an efficient way for synthesis of new branch of graphene-based
derivatives applicable in electronics and single atom catalysis. To
advance this field, it is necessary to identify suitable anchoring
groups for metal single atoms and deeply understand the nature
of metal-linker-graphene interaction and influence of the adatom
on the electronic structure of the graphene-derivative.

Here, we discuss the possibility of attaching single platinum
adatoms to diluted graphene derivatives, because platinum is often
used as the active center in various important catalytic processes
[25,32,39,40]. We  considered existing graphene derivatives, i.e.,
fluorinated graphene [41], graphene oxide [42], cyanographene
[43] and graphane [44], i.e., derivatives containing functional
groups (X = −F, −OH, −CN, and −H), which can potentially anchor
the platinum single atoms (Fig. S1 and Table S1). Using theoreti-
cal calculations we identified the nitrile group as the most efficient
anchor for the Pt adatoms (in Pt0 and PtII oxidation states, Fig. S2)
which otherwise easily diffuse along the pristine graphene surface
(Fig. S3 and Table S2). We  also successfully grafted the Pt single
atoms to cyanographene with high content, 3.7 wt  %. It should be
noted, that the cyanographene was very recently used for anchor-
ing the Cu atoms and applied as SAC for oxidative amine coupling
and alcohol oxidation reactions [21]. All these results show that
the nitrile groups are well suited for anchoring of metal single
atoms to graphene and identify cyanographene an ideal platform
for synthesis of a wide portfolio of SACs.

2. Materials and methods

2.1. Computational details

The first-principle spin-polarized density functional theory
(DFT) calculations were performed using the Vienna Ab initio Sim-
ulation Package (VASP) code [45,46]. The Perdew-Burke-Ernzerhof
functional (PBE) [47] was employed with inner electrons repre-
sented as projector augmented waves (PAW) [48,49]. Dispersion
contributions were introduced through the D3 approach [50,51].
The valence monoelectronic states expanded in plane waves with
a cut-off kinetic energy of 500 eV. The Brillouin zone was sampled
with a 6 × 6×1 (structure and cell optimization) and 15 × 15 × 1
(DOS and energy calculations) !–centered grid. Graphene was
modelled as a (3 × 3) and (6 × 6) supercell containing 18 and 72
carbon atoms. The molecules were placed in a triclinic box with
18 Å sides. We  considered diluted systems containing one func-
tional group attached on-top of the graphene lattice and systems
with two functional groups in the ortho/trans position (Fig. S1). In
all cases the ionic and electronic convergence criteria were 10−3 eV
and 10-6 eV, respectively, in the self-consistent field (SCF) cycle. A
dipole correction was employed along the z-direction [52]. Tran-
sition states were located following the climbing image nudged
elastic band procedure (CI-NEB) [53,54]. Analysis of the charges was
performed using the Bader approach [55]. Total magnetic moments
were calculated as the difference between the numbers of electrons
in occupied majority- and minority-spin states.

The stability of g-X structures (X: fluorine –F, hydroxyl −OH,
nitrile –CN, hydrogen –H or platinum Pt) shown in Fig. S1 was
assessed in terms of the binding energy per group

Ebind = (Eg−X − Eg − n · EX )/n (1)

where Eg−X , Eg , and EX denote the total energy of the functionalized
graphene, pristine graphene, and functional groups, n stands for
number of functional groups. The average C C bond distance in
pristine graphene (1.43 Å) agrees well with experimental results

[56]. A functional group has been placed onto three high symmetry
sites of graphene lattice, i.e. top (t), bridge (b) and six-fold hollow
(h) position. The thermodynamic stability of all reported g-X-Pt
configurations was  analysed in terms of the binding energy per
platinum adatom

Ebind/Pt = Eg−X−Pt − Eg−X − EPt (2)

where Eg−X−Pt , Eg−X , and EPt and denote the total energy of func-
tionalized graphene doped by Pt adatom, functionalized graphene
and Pt adatom, respectively.

The finite model calculations of g-(CN)2-Pt (Fig. S2) were
performed using Gaussian software [57] employing PBE exchange-
correlation functional [47,58] and empirical dispersions D3 [51].
All structures can be retrieved from the ioChem-BD database [59]
following the link [https://doi.org/10.19061/iochem-bd-1-101].

2.2. Materials

Cyanographene (g-CN) was  synthesized according to the pre-
viously reported procedure [43], K2[PtCl4] was  purchased from
Sigma-Aldrich, ethanol absolute from Penta, ultrapure water
(18 M" cm–1) was used in all cases, produced from a Puris Esse-UP
Ultra Pure Water System.

2.3. Synthesis of the cyanographene/Pt(II) hybrid (g-CN/Pt)

g-CN (120 mg  in 12 mL  H2O) and K2[PtCl4] (162 mg  in 12 mL
H2O) were mixed and microwave-heated at 60 ◦C for 15 min.
(850 W,  300 Anthon par microwave synthesizer). Then, the mix-
ture was  centrifuged and washed three times with water and once
with ethanol.

2.4. Experimental techniques

The samples were dispersed in water, sonicated for 5 min  and
one drop put on copper grid with Holey carbon film. After drying on
the air at room temperature, the samples were measured by High
Resolution Transmission Electron Microscope (HR-TEM) Titan G2
(FEI) with Image corrector on accelerating voltage 80 kV. Images
were taken with BM UltraScan CCD camera (Gatan). Energy Disper-
sive Spectrometry (EDS) was  performed in Scanning TEM (STEM)
mode by Super-X system with four silicon drift detectors (Bruker).
STEM images were taken with HAADF detector 3000 (Fishione).

The concentration of metals was determined by the atomic
absorption spectroscopy (AAS) technique, using a graphite furnace
(ContrAA 600; Analytik Jena AG, Germany) equipped with a high-
resolution Echelle double monochromator (spectral band width,
2 pm at 200 nm). A xenon lamp was  used as a continuum radiation
source.

High-resolution X-ray photoelectron spectroscopy (HR-XPS)
was performed using a PHI VersaProbe II spectrometer (Physi-
cal Electronics) equipped with an Al K! source (15 kV, 50 W).  All
spectra were acquired at room temperature (22 ◦C), under vacuum
(1.4 × 10–7 Pa). High-resolution spectra were acquired by setting
the pass energy to 23.500 eV and the step size to 0.200 eV. These
spectra were analyzed using the MultiPak (Ulvac–PHI, Inc.) pro-
gram. The binding energy values were reported with respect to the
C1s lowest peak energy at 284.70 eV.

3. Results and discussions

The bond strengths of functional groups to graphene depend
on the hybrid state of the neighboring carbon atoms. Generally,
the bonds are weak if the sp3 carbon bearing the functional group
is attached to three sp2 carbon atoms, however, their strength
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Fig. 1. The most stable structures of g-X-Pt complexes: two-sided fluorinated g-Pt-F2, hydroxylated g-Pt-(OH)2, nitrilated g-(CN)2-Pt and hydrogenated g-Pt-H2.

Fig. 2. Spin-polarized PDOS plots of two-sided functionalized graphene (a) g-X2, (b) g-X2-Pt. The Fermi level is set to zero. Band-gaps are depicted by vertical bars; numbers
correspond to the width of the band-gap (in eV).

increase if the sp3 carbon is attached to another sp3 (bearing an
attached group in trans-position) and just two sp2 carbon atoms
(see Section 2.1 in Supporting Information for details). Therefore,
we have focused on the double-sided functionalized graphene g-X2
with functional groups in ortho/trans positions (see Section 2.2 in
Supporting Information for details) and the results concerning one-
sided functionalized graphene g-X are shown in Section 2.3 and 2.4
in the Supporting Information.

We  considered all unique positions of Pt atoms relative to the
functional groups (Fig. S4). Surprisingly, the Pt adatom cleaved the
bonds of –F, −OH, and –H to graphene and they released fluorine,
hydroxyl, and hydrogen groups attached on-top of the Pt adatom,
forming graphene–Pt–F (−OH, or –H) complexes (Fig. 1). This pro-
cess was exothermic with binding energies per platinum adatom
from −2.79  to −4.05 eV (Eq. 2, Table S3, and Fig. S5). An easy diffu-
sion of –Pt–X moiety following a top-bridge path was  enabled by

low diffusion barriers (0.13-0.44 eV, Table S4) similar to the diffu-
sion barrier of isolated platinum adatom (0.15 eV, Table S2). This
finding agrees with the experimental observation that −OH groups
were released from graphene after the Pt deposition [60,61]. On
the other hand, Pt adatom did not cause the release of –CN from
the graphene surface and is instead coordinated on top of the –CN
group, forming a linear g–CN–Pt complex (Fig. 1). The anchoring of
Pt adatom above or in the vicinity of the –CN group (Fig. S5c1-4)
prevented any potential detrimental processes, e.g. agglomeration,
diffusion or leaching, with a high top-bridge diffusion barrier of
1.34 eV (Table S4). Such high diffusion barriers reveal that thermal
effects do not compromise the long term stability of this mate-
rial. The g-CN based catalysts remained highly stabile even upon
recycling [21,62]. Additionally, when a Pt adatom is bound on top
of a –CN group, this leaves the coordination sphere of Pt acces-
sible which is desirable for catalytic activity. One shall note that
both the release of –F, −OH, and –H from the graphene lattice to



 212 
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Fig. 3. (a) Charge density difference plot of periodic model g-CN2-Pt (isovalue 5 meÅ−3) and (b) charge density difference plot of finite model g-CN2-PtII in gas phase (isovalue
5  meÅ−3).

Fig. 4. Representative HR-TEM image of a flake from the g-CN/Pt hybrid and HR-XPS of the Pt 4f region (a), higher magnification HR-TEM image showing high-contrast spots
probably originating from embedded Pt(II) ions (b), HAADF-STEM images showing the heavier (and thus brighter) single metal ions embedded in the g - CN support (c,d) and
EDS  elemental mapping performed on g-CN/Pt for carbon (e), nitrogen (f), platinum (g), and combined C, N and Pt (h).

form g–Pt–F(F2), g–Pt−OH(OH2), and g–Pt–H(H2) complexes and
the formation of g–CN(CN2)–Pt was predicted for one-sided and
two-sided functionalized graphene (Tables S5-S16).

The chemical functionalization of graphene, which is a non-
magnetic zero bandgap semi-metal [2] with its valence and
conductive bands crossing at the Dirac point at the Fermi level (EF ),
significantly changes its electronic structure. The covalent bond-
ing of –H, −OH, and –CN to the graphene lattice in trans-positions
opened the graphene’s zero-band-gap, while fluorinated graphene
is a p-type metal (Fig. 2a and Fig. S6-S9, Table S3 and Tables S5-
S8) [63–65]. All g–X2 systems are non-magnetic. The deposition
of Pt adatom onto the fluorinated graphene leading to the forma-
tion of graphene–Pt–F2 complex, further strengthen the metallic
character of the system (Fig. 2b, Fig. S10). Also, the electronic gap
at EF for the graphene–(OH)2 system was closed by the formation
of the g-Pt-(OH)2 complex (Fig. 2b and Fig. S11) although with a
much lower DOS at EF . Accordingly, the DOS of the latter system
is spin symmetric, whereas the g-Pt-F2 complex is spin-polarized.
The formation of graphene-Pt-H2 complex lower the electronic
gap of the hydrogenated graphene from 0.27  to 0.19 eV, while the
electronic gap of cyanographene (0.26 eV) was hardly modified
(0.25 eV) due to the presence of Pt bound on top of the –CN group

(Fig. 2b and Fig. S12-S13). The conductive character of the material
can be highly advantageous in electrochemical sensing, capacitors,
(photo)redox and (photo)electrocatalytic applications due to the
possibility of storing and shuttling electrons [17 ,21,43,62,66]. Both
g-Pt-H2 and g-(CN)2-Pt are non-magnetic with spin symmetric
DOSs. Whereas for the metallic g–Pt–F2 and g-Pt-(OH)2 complexes
the charge depletion on Pt was  the greatest (respectively 0.47  e and
0.34 e), the charge lost on Pt atom bound on-top of –CN was only
0.06 e, and in the g-Pt-H2 complex there was  hardly any charge-
transfer from/to Pt observed (Table S3). Fig. 3 and Fig. S14 show the
difference-electron densities calculated for the g–CN–Pt complex
with platinum in both oxidation Pt0 and PtII. The picture demon-
strates a polar-covalent bond formation between Pt and N (Ebind/Pt
= −2.29 eV) associated with the electron transfer to antibonding !d*
state of the Pt atom, which is accompanied with the accumulation
of electrons in bonding states between Pt, N, and C atoms, shown
as a charge depletion both on the Pt site within the donut-shaped
ring parallel to the graphene plane, and on the N site.

Both platinum atom Pt0 and PtII ion which represents a common
oxidation state of platinum were considered in the gas phase and
water environment using an implicit solvent model. As expected,
the calculations (Eq. 2) identified that PtII binds to g-CN more
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strongly (13.92 eV) than Pt0 (2.35 eV) in vacuum. In water, the
interaction of PtII to g-CN significantly dropped to 3.98 eV, while
the interaction of Pt0 remained less affected amounting to 2.63 eV.
These calculations suggest that the nitrile group is well suited for
anchoring platinum in both Pt0 and PtII states (Table S17 and S18).

The ability of g-CN to bind Pt atoms was evaluated experimen-
tally by mixing of aqueous dispersions of the cyanographene with
the PtII salt. The obtained g-CN/Pt hybrid was analyzed with HR-
TEM, revealing the absence of any inorganic crystalline phases,
i.e. nanoparticles (Fig. 4a, Fig. S29), but unveiled atomic sized
high-contrast spots, suggesting the presence of heavy metal atoms
(Fig. 4b). This was confirmed by the abundant bright spots from
metal atoms, revealed via the sub-Ångstrom resolution aberration
corrected high-angle annular dark-field (HAADF) STEM in Fig. 4c,d.
Furthermore, Pt atoms appear to populate densely and homoge-
neously the nitrogen rich graphene sheets, as verified with EDS
mapping (Fig. 4b-e). HR-XPS further confirmed the presence and
oxidation state of the PtII ions, with the two spin-orbit split 4f
components appearing at electron binding energies (EBE) of 73.1
and 76.5 eV. According to AAS analysis, the Pt content on g-CN/Pt
was particularly high (3.7 wt %), surpassing the recently reported
SAC where 3 wt % Pt loading on ceria was achieved [67]. No Pt
was detectable in a control analysis of the as synthesized g-CN.
Therefore, g-CN acted as a very effective 2D-ligand for trapping
and sustaining single Pt ions over the out-of-plane functionalized
graphene.

4. Conclusions

In conclusion, we addressed the anchoring of single-platinum-
adatom on functionalized graphene. Since Pt adatoms easily diffuse
on pristine graphene, which may  lead to undesirable aggregation
and nanoparticles formation, we explored graphene derivatives
bearing –F, −OH, –CN and –H functional groups as possible means of
anchoring single Pt atoms and preventing their diffusion. Whereas
the Pt adatom cleaved the bonds of –F, −OH, and –H to graphene
leading to the formation of graphene–Pt–F (−OH, or –H) com-
plexes, the –CN group remained bound to graphene lattice and
anchored the single-platinum-adatom with high energy barrier
against –CN–Pt migration. The anchoring of Pt adatoms on g–CN
provide a scaffold for SACs which are considered as one of the holy
grails in catalysis as they enable the best use of rare and rather
expensive noble metals. As cyanographene was  experimentally
prepared in 2017, the g–CN material seems to be very promising
as an anchor for metals, as recently experimentally demonstrated
with the synthesis of SACs based on Cu and Fe ions [21], but also
in the present work with the effective immobilization of Pt ions
enabling plethora of catalytic reactions which could be examined
in future.

Declaration of Competing Interest

The authors declare no competing financial interests.

Acknowledgements

The authors gratefully acknowledge the support of the Min-
istry of Education, Youth and Sports of the Czech Republic under
Project No. LO1305, the Operational Programme for Research,
Development and Education of the European Regional Develop-
ment Fund (Project No. CZ.02.1.01/0.0/0.0/16 019/0000754), the
support from the Internal Student Grant Agency of the Palacký
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gratefully acknowledged.

Appendix A. Supplementary data

Supplementary material related to this article can be found,
in the online version, at doi:https://doi.org/10.1016/j.apmt.2019.
100462.

References

[1] K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos, I.V.
Grigorieva, A.A. Firsov, Electric field effect in atomically thin carbon films,
Science 306 (2004) 666–669, http://dx.doi.org/10.1126/science.1102896.

[2]  K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, M.I. Katsnelson, S.V.
Grigorieva, S.V. Dubonos, A.A. Firsov, Two-dimensional gas of massless dirac
fermions in graphene, Nature 438 (2005) 197–200, http://dx.doi.org/10.1038/
nature04233.

[3] K. Novoselov, Mind the gap, Nat. Mater. 6 (2007) 720–721, http://dx.doi.org/
10.1038/nmat2006.

[4] A.K. Geim, K.S. Novoselov, The rise of graphene, Nat. Mater. 6 (2007) 183–191,
http://dx.doi.org/10.1038/nmat1849.

[5] V. Georgakilas, J.A. Perman, J. Tuček, R. Zbořil, Broad family of carbon
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1. Introduction
The rapidly growing need for electric 
vehicles and grid electric energy storage, 
alongside powering portable electronics, 
calls for energy storage materials that are 
synthesized from earth-abundant ele-
ments, are sustainable and safe, have 
minimal environmental impact, and give 
higher performance.[1,2] In this context, 
lithium-ion batteries (LIBs)[3,4] have trans-
formed the contemporary energy storage 
landscape, currently dominating it. The 
next generation of electrochemical energy 
storage devices requires removing LIBs’ 
bottlenecks; the cathode materials dictate 
the capacity of LIBs, with many cathodes 
being based on non-sustainable Co or Ni 
elements. Simultaneously, the graphite 
anodes limit the rate performance and 
safety due to the slow Li-ion diffusion and 
operation potential window that is very 
close to the voltage of Li metal plating. 
These factors result in rapid graphite 
anode aging, particularly in power-
demanding applications, such as electric 

Environmentally sustainable, low-cost, flexible, and lightweight energy 
storage technologies require advancement in materials design in order 
to obtain more efficient organic metal-ion batteries. Synthetically tailored 
organic molecules, which react reversibly with lithium, may address the 
need for cost-effective and eco-friendly anodes used for organic/lithium bat-
tery technologies. Among them, carboxylic group-bearing molecules act as 
high-energy content anodes. Although organic molecules offer rich chem-
istry, allowing a high content of carboxyl groups to be installed on aromatic 
rings, they suffer from low conductivity and leakage to the electrolytes, 
which restricts their actual capacity, the charging/discharging rate, and 
eventually their application potential. Here, a densely carboxylated but con-
ducting graphene derivative (graphene acid (GA)) is designed to circumvent 
these critical limitations, enabling effective operation without compromising 
the mechanical or chemical stability of the electrode. Experiments including 
operando Raman measurements and theoretical calculations reveal the 
excellent charge transport, redox activity, and lithium intercalation proper-
ties of the GA anode at the single-layer level, outperforming all reported 
organic anodes, including commercial monolayer graphene and graphene 
nanoplatelets. The practical capacity and rate capability of 800 mAh g−1 at 
0.05 A g−1 and 174 mAh g−1 at 2.0 A g−1 demonstrate the true potential of GA 
anodes in advanced lithium-ion batteries.
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vehicles, and impose the risk of catastrophic battery failure due 
to Li metal dendrites growth.[5,6]

Organic materials undergoing reversible electrochemical 
redox processes and coordinating lithium, are attractive anode 
candidates in organic/LIBs thanks to their cost-effective and 
eco-friendly nature, abundance, processability, and design ver-
satility.[7,8] Moreover, customized functional groups and heter-
oatoms in these materials may tune the redox potential, the sys-
tem’s capacity, and the mechanism of charge storage.[9,10] Several 
organic materials have been proposed, embracing conjugated 
polymers[11] and systems bearing carbonyl,[12,13] nitrile,[14] organo-
sulfur,[15] imine,[16] azo compounds,[17,18] or organic radicals.[19,20] 
Such electrode materials are not restricted by the dimensions of 
a charge-carrying ion, thus allowing the use of alternatives more 
sustainable than lithium, such as sodium,[21,22] potassium,[23,24] 
zinc,[25] magnesium,[26] or aluminum.[27,28]

Carboxylic acids have emerged as stable and high-energy 
organic LIB anode materials owing to their low reduction poten-
tial and their coordination proclivity toward Li. Di-lithium salts 
of terephthalic and muconic acids were initially reported as LIB 
anode active materials.[29] Terephthalate could bind 2.3 Li ions 
per molecule with a reduction potential plateau near 0.8 V, deliv-
ering 300 mAh g−1. Muconate’s performance was about half of 
that, with its potential plateau being at 1.4 V. Aromatic conju-
gated carboxyl derivatives demonstrate intramolecular charge 
delocalization superior to that of non-conjugated derivatives. 
Consequently, they provide more efficient utilization of carboxyl 
groups for the storage of lithium ions.[29–34]

The capacity of active organic materials can be expressed as 
the ratio between the number of coordinated Li-ions over the 
molecular mass of the organic molecule. Therefore, an organic 
anode active material containing a high percentage of carboxyl 
groups is extremely desirable for enhancing the capacity. How-
ever, the trade-off between imprinting a high content of carbox-
ylic moieties and preserving high conductivity poses a problem, 
which limits the further development of LIB anode materials. 
The capacity of most carboxylate active materials known in 
literature lies below 300  mAh  g−1.[29,31–34] Furthermore, large 
contents (as high as 50%) of conductive carbon additives in the 
electrodes are usually required for bypassing the limited con-
ductivity of organic molecules, which however further restrains 
the practical capacity and commercialization feasibility.[31,35]

One way to improve carboxylic acid anodes’ performance could 
be covalent, dense, and spacer-free grafting carboxyls on a highly 
conductive backbone, such as graphene. In this context, graphene 
oxide (GO) stands out as a versatile material, bearing a very high 
amount of various oxygen-containing functionalities[36,37] in a 
complex mixture of tertiary alcohols, epoxides, carboxyl, and car-
bonyl groups.[38] The carboxylic groups in GO represent only a 
small fraction of the oxygen functionalities (e.g., 1.3 at% by Hum-
mers method)[39] located at the edges and around defects.[39,40] 
Unfortunately, the dense functionalization of GO turns it into an 
insulator, while its reduction enhancing the conductivity leads to 
a significant loss of the functional groups.[41] Another synthetic 
approach based on graphene functionalization that uses non-
covalent interactions[42] (e.g., π–π) is not robust enough for such 
electrochemical applications because it affords materials with low 
stability due to leakage of the functionalities into the electrolyte.

Herein, we examine graphene acid (GA, Figure 1a), a selec-
tively and densely functionalized carboxylic graphene derivative, 

which was thoroughly characterized in previous works,[43–48]  
as a LIB anode. Therefore, we leveraged GA’s outstanding func-
tionalization degree of 13  at% (corresponding to more than 
30  mass% in carboxylic groups[48]), with a sheet resistance of 
6800 Ω  sq−1, which is five orders of magnitude lower than that 
of GO.[43] GA was prepared from fluorographene by reproducible 
and up-scalable protocol,[43,47] and currently represents the most 
conductive graphene derivative with such a high content of car-
boxyl groups. The titration profile of GA closely resembles that 
of molecular organic acids, with pKa of 5.2, reflecting its well-
defined structure.[43] Thus, GA can be regarded as the first 2D 
acid. Owing to these features, we can demonstrate that GA, as an 
organic LIB anode, brings the advantage of i) high redox capacity 
stemming from its carboxyl groups; ii) high conductivity, boosting 
the rate capability; iii) high capacity considering the total electrode 
mass since only 5 mass% of conductive carbon black (CB) addi-
tive was used; and iv) extra charge storage due to the co-presence 
of significant content of sp2 moieties serving as Li intercalation 
sites (Figure 1a). These results indicate that the covalent grafting 
of carboxyl groups on the conductive skeleton of graphene paves 
the way for efficient and stable organic anodes for LIBs.

2. Results and Discussion
GA was synthesized according to the reported procedure[43] 
described in details in the Experimental, and in the Supporting 
Information. Briefly, GA was obtained via the selective acidic 
hydrolysis of cyanographene (G-CN), which was produced from 
the nucleophilic reaction between [CN]− anions and fluorog-
raphene,[43] a large band-gap 2D sp3 carbon sheet with cova-
lently bonded fluorine atoms. The reaction proceeded replacing 
of fluorine atoms by CN groups, accompanied by reductive 
defluorination, re-establishing the aromatic network and thus 
the conductivity.[43] More details on the chemistry of fluorogra-
phene can also be found in other works.[49–51] In the following 
step, a relatively mild acidic hydrolysis selectively transformed 
the CN covalent functionalities to COOH, yielding GA.[43] 
This particular methodology bypasses the harsh oxidation con-
ditions used to introduce diverse oxygen-containing functional 
groups to graphene during a GO synthesis, and contributed to 
GA’s conductivity, as revealed by conductivity measurements, 
cyclic voltammetry (CV), electrochemical impendance spectros-
copy (EIS), and density functional theory (DFT) calculations.[43]

GA electrodes (mixed with Ketjenblack EC-600JD as a con-
ductive additive and polymer binder at a 90:5:5 mass ratio and 
cast onto a copper current collector) were evaluated in coin cells 
versus Li metal (Experimental Section). The polymer binder 
(polyvinylidene fluoride, PVDF) created bridges between the 
GA microflakes (indicated with arrows in Figure  S1a,b, Sup-
porting Information, see pure GA in Figure S1c,d, Supporting 
Information), forming a compact electrode architecture with 
good adhesion between GA’s sheets.[52] The final electrodes 
revealed the desirable space filling by conductive nanoparti-
cles of CB (Figure  S2a,b, Supporting Information), fully pre-
served even after the electrode’s electrochemical operation 
(Figure S2c,d, Supporting Information).

The shapes of the galvanostatic charge-discharge curves 
(Figure  1b) and CV curves (Figure  1c) were characteristic for 
an extended conjugated system with combined redox and 

Adv. Energy Mater. 2022, 12, 2103010



 218 

 

www.advenergymat.dewww.advancedsciencenews.com

2103010 (3 of 11) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

intercalation energy storage mechanisms.[53] Conjugated small 
molecule carboxylates have sharp reversible redox peaks and 
distinct plateau during charging and discharging.[29,54] However, 
in GA, a distribution of redox potentials was observed over a 
wide potential window, as reflected by the smooth redox bands 
in the range of 1.0–2.0 V versus Li+/Li (Figure  1c). This effect 
was ascribed to the diverse surrounding local environment of 
the carboxyl groups[55,56] bonded on the reconstructed graphene 
plane after its functionalization, leading to differences in the 
respective redox potentials (discussed later, in the kinetic redox 
analysis).

The GA anode (mass loading: 1.0–1.5  mg  cm−2; thickness: 
≈20  µm) delivered a high specific capacity of 747  mAh  g−1 
after the first delithiation at 0.05 A g−1. The capacity difference 
between lithiation (1300 mAh g−1) and delithiation of the initial 
cycle (Figure 1b) was due to the proton[57,58] and electrolyte reduc-
tion with the formation of a solid electrolyte interface (SEI) on 
the electrode surface.[59,60] Therefore, the Coulombic efficiency of 
the first charge-discharge cycle was 57%, exceeding 90% in the 
second cycle and finally improving significantly in the successive 
cycles (>99.4%). The SEI formation was inferred from the vol-
tammogram as an irreversible peak in the first cycle at ≈0.5 V 
(Figure 1c). Reversible peaks below 0.5 V versus Li+/Li in the suc-
cessive cycles correspond to lithium-ion insertion into graphene.

The composition-based capacity of GA was calculated for 
a better understanding and interpretation of the experimen-
tally obtained values. For that, the elemental analysis of GA 
was obtained by X-ray photoelectron spectroscopy, showing 

79.9 at%, 4.3 at%, and 15.6 at% of C, N, and O atoms, respec-
tively, along with a trace amount of fluorine atoms (Figure  1d 
and Figure  S3, Supporting Information). The determined 
atomic content of carboxylic carbons according to C 1s deconvo-
lution was 8 at% (Figure S4 and Table S1, Supporting Informa-
tion), which translates into 16 at% in oxygen content, because  
every carboxylic carbon has two oxygen atoms. Since the oxygen 
content according to the elemental XPS analysis is 15.6  at% 
(Figure  S3b, Supporting Information), the carboxylic carbons 
alone represent all the oxygen in GA. The 4.3 at% of nitrogen 
incorporated into graphene, mostly in pyridinic and pyrrolic 
configurations, originated from the solvent dimethylformamide  
reactivity.[43] Considering the C(sp3)-COOH moieties and the 
surrounding carbon sp2 area as a single Li-host ensemble, the 
composition-based capacity of GA was calculated (Figure  S4e 
and Table S1, Supporting Information) for different numbers of 
coordinated and intercalated Li atoms. The composition-based 
capacity was 706 mAh g−1 for reversible binding of four Li atoms 
per one carboxylic-sp2 area (Note  S1, Supporting Information). 
These values strongly corroborate (discussed later) the experi-
mentally determined capacity in the rate test (800 or 700 mAh g−1 
at 0.05 A g−1 for the 5th and 10th cycle, respectively), as well as 
the computation results on the lithium-ion storage mechanism.

The current–rate performance of the GA electrode was tested 
at current densities ranging from 0.05 to 2.0 A g−1 (Figure 2a,b) 
with capacity ranging from 700 to 174  mAh  g−1, respectively 
(10th cycle of each rate). These values correspond to the 
binding of four and one Li+ per carboxylic-sp2 area, respectively 

Figure 1. a) Schematic representation of GA and its interaction with lithium ions; b) the first, second, and fifth charge–discharge cycle of GA anode in 
a GA || Li half-cell at 0.05 A g−1 specific current; c) the three first CV curves for GA anode at a 0.1 mV s−1 sweep rate (composition GA:CB:PVDF, 90:5:5; 
cycle number 3 appears as a red-dotted line); and d) relative atomic contents, as obtained from X-ray photoelectron spectroscopy, for pure GA, GA:CB 
mixture (95:5 by mass), and purified electrode materials after 20 (EM20) and 180 (EM180) charge-discharge cycles. Si (as SiO2) contamination of 2.1 at% 
after 180 cycles originates from the glass fiber separator; it contributes ≈4% to the oxygen signal.

Adv. Energy Mater. 2022, 12, 2103010



 219 

 

www.advenergymat.dewww.advancedsciencenews.com

2103010 (4 of 11) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

(Note  S1 and Table  S5, Supporting Information). Then, the 
electrode was cycled again at 0.05 A g−1, recovering a capacity 
of 510  mAh  g−1. The recovered capacity remained stable for 
30 consecutive cycles with the Coulombic efficiency exceeding 
99% (Figure  2a). Comparatively, polymeric carboxylic anodes 
severely suffered from slow Li-ion diffusion at higher current 
rates, exhibiting 500 mAh  g−1 and 50 mAh  g−1 at 0.05 A  g−1 
and 2 A g−1, respectively.[61] The advantage of GA is also clearly 
observed comparing its operation with a (carboxylic acid)-modi-
fied reduced GO anode (rGO-poly(methyl methacrylate)), which 
delivered ≈170 mAh g−1 at 0.1 A g−1.[62] The specific capacity and 
the Coulombic efficiency of GA anodes were reproducible in 
the subsequent electrode material preparations, even under dif-
ferent mass loadings (Figure S5a,b, Supporting Information). 
The average delithiation voltage advantageously decreased from 
1.83 to 1.47 V at higher current rates (Figure  S6, Supporting 
Information) because of a change in the ratio of diffusion- to 
surface-controlled capacity components.

After the initial 20 cycles of the stability test at 0.2 A g−1, the 
GA anode’s specific capacity was 400 mAh g−1 and then gradu-
ally reduced to 300 mAh g−1 during the consecutive 150 cycles 
(Figure  2c). After 180 galvanostatic charge/discharge cycles 
(stability testing) and CV at different rates, the GA electrode 
recovered a specific capacity of 475 mAh g−1 when cycled back 
at 0.05 A g−1. This behavior demonstrates the high repeatability 
and stability of its electrochemical properties (Figure S7, Sup-
porting Information).

Examination via X-ray photoelectron spectroscopy was also 
performed in order to better understand the electrochemical 

behavior of GA during cycling. The GA material was collected 
from the electrodes after 20 and 180 cycles of the stability 
test at 0.2 A g−1 and was purified from the electrolyte and the 
polymer binder. The oxygen content after 20 cycles decreased 
from 15.4 to 11.5  at% (Figure  S1d, Supporting Information), 
corroborating the similar decrease in carboxyl groups from  
8 to 5.2 at% (Figure S4, Supporting Information). The decline 
in the oxygen content occurred during the first 20 cycles. The 
structure remained practically unchanged for the following  
180 cycles; this may be attributed to the reduction of some car-
boxyl groups during SEI formation.

The performance of the GA anode was compared to anodes 
made of graphene from commercial suppliers: i) graphene 
nanoplatelets dispersed in 1-methyl-2-pyrrolidinone (ACS Mate-
rials) containing flakes of 1–3 µm in diameter and 3–5 nm in 
thickness, and ii) monolayer (99.8%) graphene powder (Ossila) 
containing flakes of ≈2 µm in diameter and 0.7–1.2 nm in thick-
ness. The specific capacity of graphene anodes after the fifth 
cycle at 0.05 A  g−1 was 476   and 330 mAh  g−1 for monolayer 
graphene and graphene nanoplatelets, respectively. These 
values were significantly lower than that of GA (800 mAh g−1, 
Figure 2d). The charging/discharging of graphene nanoplatelets 
was found similar to that expressed by small-crystal graphite[63] 
(indicating its multilayered nature) and suffered from severe 
capacity decay to ≈50 mAh  g−1 at 1.5 A  g−1 (Figure S8a, Sup-
porting Information) The monolayer graphene performed 
better, keeping 250 mAh g−1 at 1.5 A g−1 (Figure S8b, Supporting 
Information). The GA anode at comparable electrode material 
loading delivered higher capacity than monolayer graphene at 

Figure 2. Electrochemical testing of GA in half-cell versus Li: a) rate capability test; b) 10th charge-discharge curve for each current density, from the 
rate test of panel (a); c) cycling performance at 0.2 A g−1 after one-cycle at 0.05 A g−1 at 24 ±  2 °C, and d) the comparison of GA with anodes consisting 
of monolayer graphene and graphene nanoplatelets at 0.05 A g−1 (5th cycle), measured under identical conditions. In panels (a) and (c) open symbols 
represent lithiation and filled symbols represent delithiation.
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all current rates (Figure S8c, Supporting Information), which 
is particularly interesting considering the much higher conduc-
tivity of pristine graphene. The performance of GA was also 
compared against maleic acid[64–66] anodes (Figure  S9, Sup-
porting Information), which were prepared following the pub-
lished protocols and using a range of different carbon additives, 
further highlighting the superior performance of GA.

To experimentally determine the contribution of the dif-
fusion-limited and surface-controlled charge storage mecha-
nisms arising from the carboxylic groups and graphene moi-
eties, respectively, an electrochemical kinetic analysis was 
performed.[67] The CV curves were recorded at different scan 
rates (Figure 3a) after the 180-cycle stability test. Using equa-
tion ip  = aνb and plotting the logarithm of the peak current 
(ip, for the 1.27 oxidation peak) versus the logarithm of the 
scan rate ν (Figure  3b), the b value was calculated from the 
slope. Many advanced materials show a mixed behavior with 
intermediate values. In the present case, a b-value of 0.79 was 
obtained. Such a value reflects the excellent rate handling 
ability of GA anodes owing to the high conductivity of GA 
and the surface-exposed -COOH groups where the diffusion- 
controlled processes mostly operate.

When the k1-k2 model is employed, the purely diffusion- 
limited and purely surface-controlled contributions to the overall 
current response can be separated. Equation (1) separates the 
total current, which can be presented as the sum of surface capac-
itive (k1ν) and of diffusion-limited (k2ν1/2) processes components: 

ν ν ν ν ν= + = +( ) /1 2
1/2 1/2

1
1/2

2i k k or i k k
 

(1)

where, k1 and k2 are potential sweep rate-independent values. 
These values for fixed potentials were determined from the 
slope and y-axis intercept point from the i/ν1/2 versus ν1/2 plot, 
respectively (Figure S10a,b, Supporting Information).

The total currents during CV at each potential sweep rate 
were deconvoluted accordingly (Figure  S11, Supporting Infor-
mation), showing that the diffusion-limited current fraction 
(66% at 0.1 mV  s−1) of the electrode was substantially higher 
than the one estimated from the stoichiometry of GA (24%). 
This suggests significant redox contribution from the GA rad-
ical sites[48] and N-doped centers.[68]

The fraction of the diffusion-limited current, most likely 
linked to the redox process from GA surfaces, decreased to 
30% when the scan rate increased to 2.0 mV  s−1 (Figure  3d). 
The same analysis performed for a freshly assembled half-cell 
(Figure S12a–c, Supporting Information) showed similar elec-
trochemical performance but with a higher fraction of diffu-
sion-limited processes at each potential sweep rate. The b-value 
was 0.72 in this case, in line with the larger contribution of 
diffusion-limited processes, reaching 75% at 0.1  mV  s−1 and 
37% at 2 mV s−1.

The charge–discharge transient at 0.05 A g−1 in the form of 
differential capacity versus voltage plot allowed the delineation 
of the different electrochemical processes at the whole potential 

Figure 3. a) CV curves for GA at different scan rates performed after the life-cycle test, b) The linear curve from Equation (1) for the determination of 
the b-value at 1.27 V and at the potential sweep rate range of 0.1–2.0 mV s−1, c) CV curve for GA anode showing the fractions corresponding to surface 
capacity (shaded region) and redox processes, at 0.1 mV s−1, d) Contribution of diffusion- and surface-controlled processes on the capacity of the GA 
anode at different potential sweep rates.

Adv. Energy Mater. 2022, 12, 2103010



 221 

 

www.advenergymat.dewww.advancedsciencenews.com

2103010 (6 of 11) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

region (Figure S13, Supporting Information). Three broad redox 
peaks were distinguishable: below 0.5, between 1.0 and 2.0 V, 
and above 2.5  V versus Li+/Li. The first one corresponds to 
lithiation-delithiation of the sp2 graphene moieties of GA. The 
second is a typical region for carboxylate redox reactions;[9] the 
third could be regarded as redox-processes involving nitrogen-
containing graphene moieties[68] introduced during the syn-
thesis (Figures S3 and S4, Supporting Information).

As previously identified, GA showed a very high rate capa-
bility. To better understand this property, Nyquist plots were 
obtained from electrochemical impedance spectroscopy (EIS) 
measurements at different discharge states of the GA elec-
trode (Figure 4a–c). Fitting Nyquist plots with a modified Ran-
dles circuit (Figure  S14, Supporting Information) showed very 
low charge transfer resistance (Rct) values in the entire voltage 
(Figure 4d). These values were significantly lower in comparison 
with dozens or hundreds of ohms typically observed for previ-
ously reported carboxyl-based organic anodes (Table  S3, Sup-
porting Information).[54,55,62] The low Rct value verifies and high-
lights the fast kinetics of the carboxyls’ group redox process and 
the high electronic charge transfer offered from the conductive 
graphenic backbone corroborating the initial hypothesis. Specifi-
cally, the lowest Rct values for GA were 3.1 and 2.9 Ω on lithiation 
(discharge) and lithiation (charge) of the half-cell at 1.5 and 0.8 V 
versus Li+/Li, respectively, unveiling GA’s beneficial properties.

Operando Raman spectra were recorded every ≈250  mV 
during CV at 0.05 mV  s−1 potential sweep rate (Figure 5a) to 

shed more light on the Li storage processes in the GA anode. 
Raman spectra revealed that the G-band position was red-
shifting during the charging of the GA anode due to the biaxial 
tensile strain in GA. It is known that the red-shift in the G-band 
below 0.5 V is more pronounced as the number of graphene 
layers in a stack decreases.[69] For example, a G-band position 
shift of 3, 5, and 11  cm−1 was found for 100 nm graphite par-
ticles, 20 nm graphite flakes, and 3-layer graphene nanoplate-
lets, respectively. The G-band of GA was shifted by ≈18 cm−1 in 
the 0.5–0.09 V region (Figure 5b), which is larger than that of a 
few-layer graphene material. This indicates that extensive inter-
actions of Li atoms with GA take place at the single-layer level. 
In the plot of the G-band position versus potential, three slopes 
were observed during lithiation (≈ in the 3.0–2.0, 2.0–0.75, and 
0.75–0.09 V range, Figure  5b) instead of two slopes observed 
for graphene.[69] In particular, the additional slope between 
≈2.0–0.75  V probably reflects the mechanism of Li storage 
involving the carboxyl groups of GA. This is strongly corrobo-
rated by the voltage ranges very similar to those observed in 
the CV kinetic analysis (Figure 3) and the differential capacity 
analysis (Figure  S13, Supporting Information), which was 
ascribed to a lithium-ion interaction with the graphene moie-
ties (3.0–2.0 V), as well as to carboxylate redox reactions with 
Li (2.0–0.5 V) and Li interactions with nitrogen-containing sp2 
areas (0.5–0.01 V). Finally, Raman results also showed that the 
ID/IG ratio grew during the lithiation of GA to ≈0.5 V, where a 
knee was observed (Figure 5c). The increase of the ID/IG ratio is 

Figure 4. EIS spectra for the GA anode against Li, galvanostatically recorded at specific voltages during a) lithiation and b) delithiation, c) charge–dis-
charge curve with indicated voltages where EIS is performed, and d) Rct dependence on state of charge and discharge of the cell.

Adv. Energy Mater. 2022, 12, 2103010



 222 

 

www.advenergymat.dewww.advancedsciencenews.com

2103010 (7 of 11) © 2021 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

associated with lowering the Fermi level[70] caused by n-doping 
during the negative polarization of the GA electrode followed 
by the reduction of Li+ to Li0 and a free carrier concentration 
decrease in the GA, causing an abrupt change (the knee) in this 
potential (Figure 5c).

Theoretical calculations using both finite (functionalized 
ovalene) and infinite (periodic) models were carried out for a 
better understanding of the energy storage mechanism in GA. 
The calculations show that up to 4 Li0 atoms per one carboxyl 
group (Figure 6) can be bound to GA (with adsorption energy 

Figure 5. a) Operando Raman spectra of GA anode recorded at different potentials during CV at potential sweep rate of 0.05 mV s−1, b) G-band posi-
tion at different potentials, and c) D-to-G peak intensity ratio during lithiation.

Figure 6. A model of lithiated GA according to DFT calculations; a) top and b) side views (the dashed line dictates the super-cell used in calculations). 
The zoom view c) shows two binding modes of Li atoms close to one (bottom) and two (up) carboxyl groups (C, O, and Li atoms are shown as black, 
red, and pink, respectively, balls). The atom numbering is arbitrary to highlight up to four Li atoms close to the nearest carboxyl group.
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of −57.6 kcal mol−1 per Li0 atom) without significant structural 
changes. The Li0 atoms prefer to bind close to carboxyl group 
adopting two binding modes: the Li atom is either in contact 
both with the sp2 carbon area and the carboxyl oxygens or, the 
Li atom binds between the carboxyl oxygens (Figure 6). These 
findings are in line with the composition-based GA capacity cal-
culation (Note S1 and Table S5, Supporting Information) and 
with the experimentally determined capacity of GA (Figure 2a), 
suggesting the same ratio of four Li atoms per carboxyl with 
its respective sp2-hybridized carbon lattice area. Such excel-
lent agreement of the theoretical results (based on single sheet 
model of GA) with the experiments supports the operation 
of GA on the single-layer level, as Raman investigations also 
unveiled. According to calculations, the addition of a fifth Li 
atom per carboxyl is not favored, because it has positive adsorp-
tion energy. Also, Li+ ions have weaker bonding to GA than 
Li0, thus allowing their easy migration to the cathode (Note S2, 
Supporting Information), as required during the discharging. 
Finally, in both oxidized/reduced states, the partial charge on 
Li is ≈0.94–0.99 e (see S2, Supporting Information), which indi-
cates strong charge transfer processes between the Li species 
and the GA skeleton and is attributed to the linker-free installa-
tion of the carboxyl groups on the sp2 backbone.

The performance of GA anode is found superior to most 
of the polymer, oligomer, composite and small-molecule, 
and carboxyl anodes, both at low and higher specific currents 
(Figure 7 and Table S4, Supporting Information). For example, 
the capacity of a carboxyl modified polythiophene (PTp-COOH) 
electrode material was ≈500 mAh g−1 at 0.05 A g−1; however, at 
high rates, the film gave only 50 mAh g−1 at 2 A g−1.[61] A humic 
acid anode showed a capacity of ≈420 mAh g−1 and 20 mAh g−1 
at 0.06 A g−1 and 0.4 A g−1, respectively.[71] An electrode made 

from graphene chemically cross-linked with poly(methyl 
methacrylate) (Gr/c-PMMA composite) delivered 250 mAh g−1 
and 167 mAh  g−1 at 0.02 A  g−1 and 0.4 A  g−1, respectively.[62] 
Small-molecule carboxylic anodes, such as terephthalate, muco-
nate,[29] 2,5-dihydroxyterephthalic acid,[32] 2,6-naphthalene 
dicarboxylate,[33] 4,4′-(phenazine-5,10-diyl)dibenzoate,[34] dem-
onstrated only moderate capacities (≤ 300  mAh  g−1) because 
of the low ratio between stored lithium ions and molar mass 
(Table S4, Supporting Information).

Although graphene anode was reported to possess a 
650 mAh g−1 capacity after the 1st delithiation,[73] this value was 
reached under undefined mass loading and temperature condi-
tions. Accordingly, we tested two commercial graphene samples 
under conditions identical to GA. As described earlier, of these 
two materials, one had a very high content of monolayer sheets 
and the other showed multilayered nature. As demonstrated 
by our data, the GA anode outperformed these reference mate-
rials. The advantage of GA lies in its conductivity combined 
with a high content in carboxyl groups, delivering a capacity 
and rate performance that is unmatched by any value expressed 
by the wide gamut of carboxyl-based organic LIB electrodes, as 
highlighted in the comparative graph in Figure 7 and Table S4, 
Supporting Information.

3. Conclusions
Graphene-acid (GA, a densely functionalized carboxylated gra-
phene) is a very effective LIB anode material by combining 
redox and intercalation properties, originating from the con-
ductive and selectively carboxylated 2D graphene backbone. 
Due to the spacer-free carboxyl groups attached to graphene’s 

Figure 7. Performance comparison of organic materials from Table  S4, Supporting Information: PTp-COOH,[61] humic acid,[71] G/c-PMMA,[62] 
2,6-Naph(COOLi)2,[72] Li2(SND), Li2(SNB),[55] and electrodes prepared using commercial graphene (monolayer, and nanoplatelets). Capacity values 
are normalized to the total mass of electrode materials and refer to the stabilized capacity in the current rate tests.
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lattice, which allowed their direct communication with the 
graphene backbone, the anode was endowed with particularly 
low charge transfer resistance, and effective interactions and 
intercalation of lithium-ions. Operando Raman, as well as 
theoretical results, indeed verified that GA behaved as a high-
quality monolayer graphene. Further, calculations confirmed a 
direct charge communication pathway between the Li atoms/
ions and the GA host, with the experimental and composition-
based capacities being in agreement with the theoretically cal-
culated capacities. The carboxylic groups of GA coordinated 
the lithium ions upon the electroreduction in a broad potential 
range (in contrast to small molecule materials). Simultane-
ously, the graphene skeleton served concurrently as a highly 
conducting backbone, redox, and intercalation electrode mate-
rial. Therefore, overall, the GA anode worked better than poly-
meric, oligomeric, and molecular carboxylated anodes and 
few-layered and monolayer graphene in terms of the capacity 
as well as the rate performance. The particularly competitive 
performance of GA, alongside its highly reproducible and scal-
able synthesis, predisposes this material for efficient applica-
tion as a LIB anode.

4. Experimental Section
Chemicals: Fluorographite, DMF, 1-methyl-2-pyrrolidinone, bulk 

solvents, PVDF, battery-grade 1.0 M LiPF6 ethylene carbonate: dimethyl 
carbonate (EC:DMC, 1:1 by volume) electrolyte solution, and Whatman 
GF/A glass microfiber filters were purchased from Sigma-Aldrich. 
The 0.75  mm-thick lithium metal foil (99.9%) was from Alfa Aesar; 
CB (Ketjenblack EC-600JD) was supplied by AkzoNobel Functional 
Chemicals BV. Monolayer graphene powder (M901, 99.8% single layer 
ratio, >99% purity) was from Ossila Ltd.; graphene nanoplatelets NMP 
dispersion of 98.9% purity was from ACS Material. All reagents were 
used as received.

GA was synthesized according to the literature procedure.[43] In brief: 
commercial fluorographene powder was dispersed in DMF followed by 
adding NaCN and stirring at 130 °C. The resulting cyanographene was 
separated, washed, and deionized by dialysis. Next, cyanographene was 
hydrolyzed with a nitric acid solution to form GA water dispersion. The 
GA was washed in successive separation-dispersion cycles and freeze-
dried. Detailed synthesis is provided in the Supporting Information, 
along with transmission electron microscopy and atomic force 
microscopy (AFM) results (Figure S15, Supporting Information).

Materials Characterizations: XPS post-mortem analysis of electrodes 
was performed by PHI VersaProbe II (Physical Electronics) spectrometer 
using an Al-Kα source (15 kV, 50 W). The obtained data were evaluated 
with the MultiPak (Ulvac-PHI) software package. The electrode materials 
were washed in several consecutive redispersion-separation cycles in 
NMP, hot DMF, 1 mM HCl, and ethanol (twice in each solvent) in order 
to remove the electrolyte, polymer binder, and residual SEI components. 
Raman spectra were recorded by using DXR Raman Microscope (Thermo 
Fisher Scientific) using 633  nm excitation line diode laser with an 
aperture of 50 µm, 5 cm−1 resolution and MTI electrochemical cell with 
a quartz window for Raman analysis, a GA:PVDF (90:10 by mass) film 
was cast onto a Ni foam. Transmission electron microscopy images were 
obtained with a JEOL 2100 system. For these analyses, a droplet of GA 
dispersion in ultrapure water (concentration approximately 0.1 mg mL−1) 
was placed on a holey carbon-coated copper grid and left to dry, before 
the analysis. AFM images were obtained in the amplitude-modulated 
semi-contact mode on an NT-MDT NTegra system equipped with a VIT-P 
AFM probe using freshly cleaved muscovite mica as a substrate.

Electrode Preparation and Cell Assembling: The active material, 
the carbon additive, and the binder were mixed in the 90:5:5 

(GA:carbon black:polymer binder) weight ratio. The composition of 
the reference commercial graphene electrodes was ACS Materials 
graphene nanoplatelets:PVDF (95:5 by mass) and Ossila monolayer 
graphene:PVDF (80:20 by mass). A higher binder content in a monolayer 
graphene anode was required for preparing physically stable film on the 
current collector foil. Individual components were dispersed separately 
by ultrasonication in a suitable amount of NMP and then mixed in a 
Thinky ARV-310 planetary mixer (Thinky Co.) for 5 min at 1100 rpm under 
pressure decreased to 30  kPa. The slurry was cast onto a 10-µm thick 
copper foil (Cambridge Energy Solutions) with a doctor blade using 
100-µm slot. The film was dried with an infrared lamp for 10 min, left 
overnight in a vacuum oven at 120 °C, and then cut into 15-mm disks, 
which were used for CR2032 and research-grade coin cells (PAT-cell 
of EL-Cell GmbH) assembling in a dry Ar-filled glove box ([O2]  <  0.6, 
[H2O]  <  0.8  ppm). Lithium metal coin (15.5  mm diameter, 0.75  mm 
thickness), glass microfiber separator, and 1.0 M LiPF6 EC:DMC (1:1 vol.) 
were used as the counter electrode, the separator, and the electrolyte 
(100  µL), respectively. The lithium metal surface was mechanically 
refreshed before cell assembling. The electrode material loading was 
1.0–1.5 mg cm−2 unless otherwise specified.

Electrochemical Measurements: CV experiments were performed using 
a BCS-810 system under BT-lab software control of BioLogic Science 
Instruments; charge-discharge rate and stability tests were performed 
using Novonix HPC setup with a dedicated thermostatic chamber 
(Novonix) at 25 °C. The cells were tested at 3.0–0.01 V versus Li+/Li. The 
mass of all electrode material components was used for specific capacity 
calculations. All cells were discharged to 3.0  V by a CC-CV (constant 
current-constant voltage) procedure after assembling in order to prevent 
Cu collector oxidation, followed by a 6-h rest at OCP and charging back 
to 3.0 V (Figure S16a, Supporting Information). One charge–discharge 
cycle at 0.05 A g−1 was performed (Figure S16b, Supporting Information) 
before the stability test reported in Figure  3c. EIS measurements 
were performed in a three-electrode PAT-Cells (EL-Cell GmbH) with 
a Li reference ring electrode using Metrohm Autolab PGSTAT128N 
potentiostat equipped with FRA32M extension card under Nova 1.11.2 
control and analysis software (Metrohm Autolab BV). The GA electrode 
material was aged for 10 cycles at 0.05 A g−1, followed by two cycles with 
a fresh Li metal coin (Figure S17, Supporting Information). The EIS was 
performed at different states of charge of the cell in a galvanostatic 
mode; 50  µA AC oscillation amplitude over the frequency range of 
0.3 Hz to 100 kHz was used.

Computational Methods: The infinite (periodic) calculations were 
performed by using spin-polarized DFT as implemented in a Vienna 
Ab-initio Simulation Package.[74–76] The electron-ion interactions were 
treated by a projector-augmented wave (PAW) method,[77,78] and the 
Perdew, Burke, and Ernzerhof functional[79] in the generalized gradient 
approximation and Grimme D2 dispersion.[80]

The basis set contained plane waves with a maximum kinetic energy 
of 500 eV and a Γ-centered 6 × 6 × 1 k-point mesh. All structures were 
optimized until the forces acting on all atoms were reduced to less than 
10 meV Å−1 and the electronic and magnetic degrees of freedom were 
relaxed until the change in total energy between the successive iteration 
steps was smaller than 10−6 eV.

The adsorption energy, Ead, per lithium atom was evaluated as

= − −+ −1/ ( )ad GA Li GA Li LiE n E E nEn n  (2)

where EGA+nLi, EGA−nLi and ELi stands for total energies of whole GA-lithium 
system, system without lithium atom and lithium atom, respectively. 
n denotes the number of lithium atoms (Figures S18 and S19,  
Supporting Information).

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Nitrogen doped graphene with diamond-like
bonds achieves unprecedented energy density
at high power in a symmetric sustainable
supercapacitor†

Veronika Šedajová, ab Aristides Bakandritsos, *ac Piotr Błoński, a

Miroslav Medveď,a Rostislav Langer,ab Dagmar Zaoralová,ab Juri Ugolotti,a

Jana Dzı́belová,ad Petr Jakubec,a Vojtěch Kupkaa and Michal Otyepka *ae

Supercapacitors have attracted great interest because of their fast, reversible operation and

sustainability. However, their energy densities remain lower than those of batteries. In the last decade,

supercapacitors with an energy content of B110 W h L!1 at a power of B1 kW L!1 were developed by

leveraging the open framework structure of graphene-related architectures. Here, we report that the

reaction of fluorographene with azide anions enables the preparation of a material combining

graphene-type sp2 layers with tetrahedral carbon–carbon bonds and nitrogen (pyridinic and pyrrolic)

superdoping (16%). Theoretical investigations showed that the C–C bonds develop between carbon-

centered radicals, which emerge in the vicinity of the nitrogen dopants. This material, with diamond-like

bonds and an ultra-high mass density of 2.8 g cm!3, is an excellent host for the ions, delivering

unprecedented energy densities of 200 W h L!1 at a power of 2.6 kW L!1 and 143 W h L!1 at 52 kW L!1.

These findings open a route to materials whose properties may enable a transformative improvement in

the performance of supercapacitor components.

Broader context
Modern society relies on electricity. The demand is bound to grow due to the increasing electromobility, the number of mobile devices, and extending the
networks for the internet of things. The depleting reserves of fossil-based energy resulted in efforts to support renewable resources, which are, however,
intermittent in their production. These facts call for the development of electrochemical energy storage devices with improved performance, safety, eco-
friendliness, and lower cost in order to contribute to the goal of the United Nations for affordable, reliable, and sustainable energy. Lithium-ion batteries have
matured and currently dominate the field. Nevertheless, carbon-based supercapacitors offer independence of critical elements, alongside safety, long life-cycle,
and ultrafast charging–discharging. Here, we present a nitrogen superdoped graphene material with diamond-like interlayer bonds that dramatically increases
the energy content, which can be stored per volumetric unit of the electrode—the Achilles heel of contemporary supercapacitors. The electrode displays an
ultrahigh mass density compared to porous carbons, keeping intact its ability to host the electrolyte ions—the energy carriers. Consequently, a supercapacitor
device made from this electrode delivers energy density twice as high as that of top-rated materials and several-fold higher than commercial supercapacitor
carbons, thus enhancing the performance of supercapacitor components.

1. Introduction
Supercapacitors are energy storage devices with remarkable
qualities including fast charging/discharging (i.e. high power)
and extralong cycle-life.1 Unfortunately, the energy density of
the best existing supercapacitors (i.e. their ability to store
charge/energy) is low. Commercial supercapacitors have cell-
level specific energies (and energy densities) of 10 W h kg!1

(5–8 W h L!1),2,3 while lead–acid batteries offer 20–35 W h kg!1

(40–80 W h L!1)4 and state-of-the-art Li-ion batteries achieve
B150 W h kg!1 (B250 W h L!1).5,6 However, Li-ion batteries
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suffer from long charging times and, unlike supercapacitors,
undergo irreversible processes during cycling that gradually
reduce their energy density and thus their cycle-life. To exploit
the benefits of supercapacitors in a broader range of applica-
tions, it will be necessary to identify electrode materials that
have substantially improved energy densities combined with
long life and high power. In addition, replacing metal atoms in
electrode materials with non-metal and earth-abundant ele-
ments, such as carbon, would have significant environmental
advantages, reducing our reliance on critical natural resources
and increasing sustainability.

Due to the importance of the electrode material/electrolyte
interface for charge storage,7 intense efforts have been focused on
lightweight materials with high surface areas such as nitrogen-
doped mesoporous carbon8 (2000 m2 g!1), carbon nanosheets9

(2500 m2 g!1), activated graphene10 (3100 m2 g!1), and carbon
nanotubes11 (1300 m2 g!1). The specific energies of these materials
range from ca. 10 to 90 W h kg!1, with the highest values being
reported for activated graphene,10 carbon nanosheets,9 and
nanotubes11 in ionic liquid (IL)-based electrolytes. Unfortunately,
like most commercial electrodes,12 these carbon materials have very
low mass densities (ca. 0.3–0.7 g cm!3).8,10 Consequently, the energy
densities achieved with mesoporous carbon,8 activated graphene,10

and carbon nanosheets9 (or single wall carbon nanotubes11) are
only 22, 26, and 45 W h L!1, respectively.

To achieve higher energy densities, which is a key perfor-
mance parameter,2–4,13–16 efforts have been made to increase
the mass density of electrode materials. Compressing a gra-
phene electrode increased its mass density from 0.34 to
0.75 g cm!3 and its energy density from 2610 to 48 W h L!1

(ref. 17) without adversely affecting the interactions between
the electrolyte ions and the carbon surface. Capillary densifica-
tion of a chemically reduced graphene gel in the presence of an
IL led to an even higher density of 1.3 g cm!3, resulting in a
material that delivered 90 W h L!1 at a power density of
1.1 kW L!1 (1 A g!1).18 It was deduced that densification in
the presence of the non-evaporating IL prevented the restacking
of the graphene sheets and helped preserve the material’s
charge transport properties. Mechanical compression of a
H2O2-treated reduced graphene oxide19 yielded a material with
a density of 0.7 g cm!3 and a holey structure (beneficial for ion
diffusion) that very effectively promoted three-dimensional
ionic transport, delivering 85 W h L!1 at 1.75 kW L!1

(1 A g!1). In 2016, capillary drying was combined with a
different pore-forming agent (ZnCl2), to afford a monolithic
dense (0.9 g cm!3) graphene electrode14 exhibiting 60 W h L!1

at 0.4 kW L!1 (0.6 A g!1). Further attempts to increase the
energy density by heteroatom tri-doping20 and densification21

were not more effective, resulting in energy densities of 40 and
65 W h L!1, respectively. Even high mass density inorganic
phases such as 1T-MoS2 did not exceed 80 W h L!1 at
1.12 kW L!1 (0.5 A g!1).22 The highest energy density reported
to date was obtained using electrodes consisting of interdigi-
tated bilayers of exfoliated graphene-mediated hydrogen
iodide-reduced graphene oxide (EGM-GO)23 with a mass den-
sity of ca. 1 g cm!3 and a capacitance of 203 F cm!3. These

electrodes offered an energy density of 113 W h L!1 at
0.9 kW L!1 (1 A g!1) (see the experimental section for informa-
tion on the metrics used). Thus, over the last decade there have
been small improvements in materials design for higher energy
contents, and power densities have remained relatively low.

Here we report a carbon-based electrode material, GN3, with
an unprecedented density of 2.8 g cm!3 and an N2 sorption-
based surface area of 128 m2 g!1 that can host ions even more
efficiently than carbon materials with surface areas exceeding
2000 m2 g!1. GN3, which is prepared by reacting graphite
fluoride with sodium azide, has tetrahedral (sp3) C–C bonds,
which were identified by solid-state nuclear magnetic reso-
nance in the same region as the C–C bonds in diamond.
However, it retains a 2-D structure with a very high content of
aromatic (and thus conductive) regions, together with nitrogen
superdoping in the vacancies and holes of the aromatic lattice.
The ultrahigh mass density of GN3 combined with its polar
nitrogen moieties and vacancies facilitated an energy density of
200 W h L!1 at a power density of 2.6 kW L!1, corresponding to
improvements of 74% and 190%, respectively, over the previous
record.23

2. Results and discussion
Motivated by the importance of fluorine and radical chemistry24,25

in the synthesis of sp3-rich carbon materials,26–28 and by the high
density of such materials,29 we hypothesized that fluorographene
chemistry could produce carbon derivatives with high mass densi-
ties. This hypothesis was strengthened by the fact that in (C2F)n,
whereby fluorine atoms occupy one side of every other carbon sheet
in an FCCF manner, the carbon atoms in between adopt a
diamond-like structure,30,31 ascribing high mass density.31 The
formation of similar sp3-rich structures was also verified theoreti-
cally and experimentally for bilayer graphene.32,33 Despite their high
mass density, fluorocarbons are large band-gap insulators34 and
lack sites capable of interacting strongly with ionic species and
facilitating their transport. However, because the defluorination and
functionalization of fluorographene is known to occur via radical
reactions propagated by fluorine elimination,35,36 these processes
could potentially be exploited to drive sp3 C–C bond formation and
create graphene-based materials with high mass density.

To investigate this hypothesis, we experimentally and theoreti-
cally probed the reaction of few-layered fluorographene with sodium
azide as a defluorinating agent that could at the same time
introduce nitrogen atoms into the formed structure. This would
increase the polarity of the carbon surface and create vacancies, as
previously observed following reactions of fluorographene with
various nitrogen-containing nucleophiles.36–38 Sonicated bulk gra-
phite fluoride reacted very efficiently with NaN3 in dimethylforma-
mide at 130 1C, resulting in nitrogen superdoping (Fig. 1a). X-ray
photoelectron spectroscopy (XPS) revealed a decrease in the materi-
al’s content of F atoms after a reaction time of 4 h and almost
complete elimination of F after 72 h, at which point the material’s N
content reached 16.1 at% (Fig. 1b and c). This change was reflected
in the C 1s regions of the materials’ XPS spectra (Fig. 1c): the initially
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F-bonded carbon atoms of fluorographene, with binding energies
above 289.5 eV, were transformed into (i) aromatic sp2 carbons
(284.7 eV, 45%), (ii) non-functionalized sp3 carbons (285.5 eV, 25%),
and (iii) nitrogen bonded carbons (286.6 eV, 19%). The other
components in this spectral region were attributed to small
amounts of residual fluorine and oxygen from the environment.
The HR-XPS spectra of the N 1s envelope (Fig. S1, ESI†) revealed the
presence of nitrogen atoms in pyridinic and pyrrolic configurations
(or protonated and non-protonated N centres), as well as a very
small number of graphitic nitrogens (44, 49, and 7 at%, respec-
tively). The dominance of pyridinic and pyrrolic nitrogens is
consistent with the vacancies present in the parent material36 and
with the extensive development of such vacancies during
defluorination.36–38

The 1H - 13C CP MAS solid-state NMR spectra of the
GN3-4 h intermediate and GN3 show peaks at 34 ppm (Fig. 1e).

Chemical shifts in this range are typical for non-functionalized
and non-nitrogen bonded sp3 carbons in diamond and
diamond-like carbon materials.39 This peak was stronger in
the spectrum of GN3 than the GN3-4 h intermediate, indicating
that these sp3 carbons formed gradually as the reaction pro-
gressed. Furthermore, the peaks centred at 124 and 154 ppm
indicate the presence of a p-conjugated aromatic network
and aromatic 4CQN moieties (pyridinic and pyrrolic),39,40

respectively. 19F - 13C CP MAS of the starting GF
revealed peaks corresponding to CF2 (117 ppm) and CF
(94 ppm) groups, typical for FG.41 Such non-functionalized
tetrahedral carbons at 34 ppm are not detected in graphene
oxide, reduced graphene oxide, or graphene.42,43 The reaction’s
progress was also verified by infra-red spectroscopy (Fig. 1f).
Specifically, the bands of the CF and CF2 groups of GF (1200
and 1305 cm!1, respectively) were progressively replaced with

Fig. 1 Synthesis and characterization of the GN3 material. (a) Schematic depiction of the synthesis of GN3 from sonicated graphite fluoride (GF). (b) XPS
survey spectra of the starting GF and the N-doped derivative after reaction times of 4 h and 72 h (GN3). (c) Elemental compositions of the same materials
determined by XPS. (d) Deconvoluted HR-XPS spectra for the C 1s regions. (e) CP MAS 13C solid state NMR spectra and (f) IR spectra of GF, reaction
intermediates at various time points, and the final GN3 product.
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bands at 1580 and 1210 cm!1 (characteristic of aromatic carbon
rings44), indicating the formation of an sp2 network. Additional
aromatic-ring vibrations, appearing at 1400 cm!1, could be
ascribed to heteroatom substitution (e.g. with pyridinic
nitrogens44,45), as suggested by theoretical calculations.46,47

The Raman spectrum of GN3 featured broad D and G bands
at 1300 and 1590 cm!1, respectively, and an ID/IG ratio of 1.3,
which remained unchanged even after heating at 1000 1C in an
argon atmosphere (Fig. S2, ESI†), indicating the presence of a
large number of non heat-susceptible sp3 carbons and non-
healable defects (i.e. vacancies). Raman bands and X-ray dif-
fraction peaks (XRD) deconvolution performed on GN3, and on
the commercial porous carbon for comparison (Fig. S3 and S4,
ESI†), showed that the GN3 displays a disordered structure with
randomly developed tetrahedral C–C bonds. Results also high-
lighted the very small planarity of the aromatic areas, with a
lateral size (La) of ca. 4 nm (Fig. S3 and S4 (ESI†), and comments
in the caption). Further insights into the N-doping of fluoro-
graphene with NaN3 were obtained through density functional
theory (DFT) calculations. The N3

! anion initiated the reaction
by nucleophilic attack on carbon radical defects, leading to N2

release and fluorine elimination (Fig. S5, ESI†). The attachment
of azide groups in the initial stages of the reaction was
confirmed by the infra-red spectrum of the 2 h intermediate
(Fig. 1f). High-resolution transmission electron microscopy
(HR-TEM, Fig. 2a and b) revealed that GN3 indeed exists as
sheets with patches and holes.

Energy dispersive X-ray spectroscopy (EDXS) elemental map-
ping with high-angle annular dark-field scanning transmission
electron microscopy (HAADF-STEM, Fig. 2c) showed that the
GN3 sheets (Fig. 2d) are densely and homogeneously covered
with nitrogen (Fig. 2e). Thermogravimetric and evolved gas
analyses in air (Fig. S6, ESI†) indicated that these nitrogen
atoms were embedded in the lattice rather than being out-of-
plane functionalities, because emission of NO gas (m/z = 30)
peaked at very high temperature (675 1C), at which CO2 emis-
sion also took place due to carbon lattice decomposition.

To better understand the formation of the tetrahedral C–C
bonds, theoretical models of GN3 sheet fragments were studied
using spin-polarized DFT (Fig. 3), consistent with the experi-
mental findings (i.e. containing vacancies and nitrogen
dopants mainly in pyridinic and pyrrolic configurations,
Fig. 3). Remarkably, the system relaxed into a thermodynami-
cally stable structure with spontaneously formed tetrahedral
sp3 C–C bonds, verifying the experimental NMR findings. The
bonds were formed between the carbons in the pyridinic
vacancies, where radicals were centred (highlighted by spheres
in Fig. 3). Similar sp3 bonding was suggested to form after the
introduction of atomic vacancies and pyrrolic N atoms by N-ion
beam irradiation of graphene sheets, which creates carbon
atoms with dangling bonds (radicals) around the vacancies.48

Films of GN3 or GN3 with additives (polymer binder 10%;
conductive additive 5%) were formed by pasting slurries onto
15 mm-thick Al foils for density measurements and preparation

Fig. 2 (a) and (b) High-resolution transmission electron microscopy images of GN3 flakes; several areas had extensively holey structure, as shown in
(b), and in Fig. S1b (ESI†). (c) HAADF image of a GN3 flake used for EDXS mapping, along with the corresponding (d) carbon and (e) nitrogen map.
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of supercapacitor electrodes (ESI,† Methods). Scanning elec-
tron microscopy (SEM, Fig. 4a–c) showed that compression at
80 kN for 1 minute (B65 MPa) reduced a ca. 10 mm thick film of
GN3 to a thickness of 2 mm (Fig. 4d–f). From thickness
measurements performed using SEM and a digital micrometer
(Fig. S7c and d, ESI†), the density of these films consistently
reached values of 2.7–2.8 g cm!3, compared to B0.5 g cm!3

before pressing. The same mass density was also attained for a
high-mass loading electrode (8.3 mg cm!2, Fig. S7i and j, ESI†).
The NMR spectrum of the pressed material was identical to that
before pressing, indicating that pressing caused only bed
consolidation, and not formation of bonds. Five GN3 batches

from different reactions were measured to determine the mass
density; it should be noted that densities were only measured
after dialysis of GN3. Control tests were performed using the
same procedure with Al foil alone (Fig. S7a and b, ESI†) and
with commercial carbons of high surface area (Fig. S7e–h,
ESI†), namely porous carbon (PC) from ACS Material
(0.3 g cm!3, 2000 m2 g!1 according to N2 BET) and YP-80F
Kuraray carbon (KC) (0.6 g cm!3, 2363 m2 g!1 according to N2

BET; also measured in-house, Fig. S8b and d, ESI†). The
thickness measurements for the PC carbon were cross-
checked by SEM (Fig. S9, ESI†). Results verified that no com-
pression took place for Al foil, and that all mass density
calculations for the commercial carbons after their pressing
matched those given by the provider. Moreover, we performed
elemental analysis for Na showing that 0.02 mass% of sodium
remained in GN3, and therefore, the respective contribution in
mass density of the material is negligible. The surface area of
GN3 determined from the N2 sorption isotherm using BET
equation was only 128 m2 g!1, (Fig. S8a and c, ESI†). The
surface area determined by methylene blue sorption was
300 m2 g!1 (Fig. S10, ESI†), suggesting that under solvated
conditions (as in an electrolytic supercapacitor cell), charged
species/molecules, like methylene blue in this case, may pene-
trate into the structure of GN3. Interestingly, preliminary
electrochemical testing of GN3 showed that pressing did not
affect its charge storage properties; in fact, pressing increased
the capacitance relative to the non-pressed electrode (Fig. S11,
ESI†).

The electrochemical properties of GN3 were studied in a
symmetric full cell using as the electrolyte the IL 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM-BF4) with 1,1,2,2-
tetrafluoroethyl-2,2,3,3-tetrafluoropropyl ether (TTE) in a 9 : 1

Fig. 3 Theoretical model of GN3 structural fragment (C : N atomic ratio of
ca. 84 : 16) optimized by first-principles spin-polarized DFT calculations.
Top view of this structure with the carbons bearing radicals and forming
interlayer bonds highlighted as spheres (zoomed side-view). The model
simulates the structure locally (few-atom level) and does not (and cannot)
provide macroscopic structural information.

Fig. 4 SEM images of GN3 with 10 mass% additives pasted on Al foil. (a)–(c) Before pressing and (d)–(f) after pressing. Pressing the Al foil itself did not
affect its thickness (Fig. S7a and b, ESI†).
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ratio. The cyclic voltammograms (CVs, Fig. 5a) were quasi-
rectangular in shape with minor redox peaks, probably due to
the nitrogen lattice atoms of the GN3 material.49 This shape
was preserved even at very high scan rates (Fig. S12, ESI†),
indicating that the system exhibits predominantly capacitive
behaviour10 with fast charge transport in the material and at
the interfaces.15 These features were verified by galvanostatic
charge/discharge measurements (GCD, Fig. 5b), which yielded
linear and symmetric profiles (124 s charging, 118 s discharg-
ing at 2 A g!1, 95% energy efficiency). The efficiency improved
to 100% at 20 A g!1 (22 s charging, 22 s discharging). At 1 A g!1,
the GN3 cell achieved an ultrahigh energy density of
197.6 W h L!1 at a power of 2.6 kW L!1. At 20 A g!1, the energy
density remained high at 143.5 W h L!1, while the power
density jumped to 51.8 kW L!1 (Fig. 5c).

For benchmarking, the carbons PC and KC (the latter widely
used in commercial supercapacitors50) were evaluated under
identical conditions. GN3 had a significantly better discharging
time (Fig. 5d) than PC and KC, and its performance was

superior in both volumetric and gravimetric terms (Fig. 5e),
which is impressive given the dramatic differences in the
materials’ BET surface areas. The cycling stability test of the
GN3 material showed capacitance retention of 100% after
10 000 cycles at 20 A g!1 (Fig. 5f) and 98% after 14 000 cycles
at 5 A g!1 (Fig. S15, ESI†). Rate testing of the GN3 cell showed
that 76% retention of its capacitance at 40 A g!1 (Fig. 6a). A
similar (70%) capacitance retention was achieved at 40 A g!1 for
a cell made with exfoliated graphene-mediated HI-reduced
graphene oxide (EGM-GO), which contained 50% exfoliated
graphene.23

For comparative purposes, reported capacitance retention
values for other high-performance graphene-based electrodes
are ca. 65% at 40 A g!1 for liquid-mediated densified
graphene,18 70% at 40 A g!1 for holey graphene,19 57% at
10 A g!1 for capillary-densified graphene,21 and 77% at 20 A g!1

for vertically aligned graphene electrodes51 (a much more
conductive aqueous electrolyte was used in the latter case,
which unfortunately keeps energy content low). These

Fig. 5 Electrochemical characterization of a symmetric supercapacitor cell with GN3 electrodes. (a) CV curves in the EMIM-BF4 and TTE (9 : 1)
electrolyte at low scan rates. (b) GCD profiles at different specific currents. (c) Energy and power density of GN3 at increasing specific currents.
(d) Comparison of the GN3 cell with symmetric cells made using commercial high surface area (2000 m2 g!1) porous carbons (PC and KC) at 2 A g!1 and
(e) the performance of these cells. (f) Cyclic stability of GN3 showing the GCD profiles at the beginning, mid-point, and end of a 10 000 cycle test at
20 A g!1 current density.
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comparisons highlight the excellent charge transport proper-
ties of GN3, which are also reflected in its electrochemical
impedance spectroscopic features before and after cycling
(Fig. 6b). Based on the modified Frumkin–Melik–Gaykazyan
circuit (Fig. S17, ESI†), the intersection of the Nyquist plot with
the real axis at the start of the high frequency region corre-
sponded to an equivalent series resistance (Rs) of 3.9 O before
cycling, which was only marginally increased to 4.4 O after
10 000 cycles.

Furthermore, the total absence of semicircles in the high
frequency region indicated a very low charge transfer resistivity
(Rct) in the bulk material and at the interfaces.19,52 The almost
vertical slope of the spectrum in the low frequency region

(on the right of the x-axis) suggested a highly capacitive
behaviour and effective ionic charge transport in the bulk of
the electrode material.

Volumetric performance is particularly important for devices in
the modern portable energy storage landscape;2,4,13,14,20,23 both
energy and power density are desired. The former directly affects
the amount of energy that can be stored, while high power density
enables fast charging and discharging. Energy density is the Achilles
heel of supercapacitors, whereas high power densities are one of
their greatest strengths, which must be preserved. The GN3 cell
(Fig. 5c and Fig. S18, ESI†) demonstrated ground-breaking perfor-
mance by delivering both ultrahigh energy density and power
density. Specifically, its energy density was ca. 200 W h L!1 at a

Fig. 6 Electrochemical properties of a symmetric supercapacitor cell with GN3 electrodes. (a) Rate test at increasing specific currents. (b) Nyquist plots
of GN3 after cell assembly and after cycling in EMIM-BF4 and TTE electrolyte (9 : 1 ratio).

Fig. 7 (a) The energy and power density output achieved with GN3 electrodes compared to electrodes made with commercial 2000 m2 g!1 active
carbon and prominent analogues selected from the literature, chosen for their promising features; (holey G: holey graphene;19 dense MEGO:
compressed, microwave expanded and activated reduced graphene oxide;17 tri-doped carbon;20 densified G: capillary densified graphene;18 ultrathick
graphene;14 1T-MoS2 (ref. 22) and EGM-GO: exfoliated graphene-mediated graphene oxide23). (b) Specific capacitance in symmetric full cell at high
(10 mg cm!2) mass loading of GN3 was 99% of the recorded capacitance of the low-mass-loading (1 mg cm!2) symmetric full cell. (c),(d) Coin cell GN3
electrodes on aluminium foils before (c) and after assembly (d); the assembled cell was used to operate a 4 V LED diode.
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power of 2.6 kW L!1, 170 W h L!1 at 5.2 kW L!1, and 143 W h L!1

at 52 kW L!1. To set these results into the context of the current
state of the art, they are presented alongside literature data on top-
performing materials in Fig. 7a. When making these comparisons,
care was taken to ensure that the same set of equations and metrics
were used in all cases.53–55 The equations from ref. 23 were used, as
described in the experimental section. The comparisons highlight
the transformative performance of GN3: not only does it have a
higher energy density than the previously best-in-class EGM-GO
electrode (170 W h L!1 for GN3 vs. 113 W h L!1 for EGM-GO23), but
this energy could be delivered at a power of 5.2 kW L!1 compared to
0.9 kW L!1. Importantly, the GN3 cell could also be operated at
mass loadings of up to 10 mg cm!2, demonstrating almost identical
capacitance (Fig. 7b) at a temperature of 38 1C, which is in the range
typically used to evaluate energy storage devices,56–59 and 81%
retention at the same testing conditions as the low mass-loading
supercapacitor cell (see experimental part, ESI†). The coin cell
shown in Fig. 7c and d, was constructed with a commercial ultrathin
25 mm membrane operating a 4 V LED lamp. Successful operation
of carbon materials with such highly attractive features lays the
ground for the fabrication of competitive, commercially
relevant cells.

3. Conclusions
We have discovered a new class of carbon-based materials
comprising nitrogen doped graphene with diamond-like
tetrahedral bonds for high energy density supercapacitor elec-
trodes that are significantly more dense than comparable
materials prepared by mechanical compression,17 capillary
densification,18 and other methods.19,23 The new materials
are prepared by leveraging the radical-based chemistry of
fluorographene, which enables the fruitful combination of
sp2 and sp3 carbon bonds in the same network, along with
very high nitrogen doping and vacancies. This hybrid carbon
achieves mass densities of 2.8 g cm!3, while retaining efficient
charge transport, ion penetration, diffusion, and storage.
Therefore, cells with electrodes made from these materials
offer ground-breaking energy storage capability at very high
charging/discharging rates. The discovery of this class of mate-
rials will spur intense research on other high-density conduc-
tive carbon materials with different functionalities, with the
aim of further increasing the competitiveness of supercapaci-
tors in the portable energy storage landscape.

Conflicts of interest
A European patent with the number EP 3907184 has been
published.

Acknowledgements
M. O. acknowledges support from the ERC in the form of a
Consolidator Grant (H2020, No. 683024), V. Š., R. L. and J. D.
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