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Abstrakt 

Interakce malých molekul s membránami hrají významnou roli při vstřebávání a distribuci 
léčiv v našem těle. V předložené práci jsem se soustředila na teoretické metody používané pro 
pochopení interakcí léčiv s biomembránami z pohledu termodynamiky i kinetiky při permeaci 
léčiv přes membrány. Dále jsem se věnovala významu chování léčiv v membránách 
v souvislosti s interakcemi léčiv s biotransformačními enzymy, které jsou kotvené v 
membránách. V úvodu popisuji nezbytné biologické základy týkající se struktury a funkce 
membrán a jejich interakcí s léčivy, a dále pak teoretické základy molekulově-dynamických 
(MD) simulací. Detailně popisuji pokročilé metody MD, tzv. biased MD methods, poskytující 
profily volné energie prostupu látek přes membránu. Získaný profil volné energie je základem 
pro odhad partičního koeficientu léčiva v membráně a společně s difúzním koeficientem i jeho 
permeability přes membránu. Z pohledu metodologie MD simulací ukazuji, že kombinace 
silového pole Slipids pro membránu a GAFF s parciálními náboji získanými RESP výpočtem 
pro léčiva poskytují dobré výsledky výpočtu partičního koeficientu v dobré shodě s 
experimentem. Na druhou stranu, MD simulace jsou časově velmi náročné a pro analýzu 
velkého množství léčiv doporučuji využít nástroj COSMOmic. Jeho pole působnosti ovšem 
sahá pouze do oblasti kapalných membrán, jelikož nedokáže dobře popsat gelovou fázi. 
Amfifilní molekuly se v kapalných membránách vyskytují zejména blízko polárních hlav 
lipidů, zatímco lipofilní molekuly se nacházejí v hydrofobním jádře membrány. Substráty a 
metabolity izoforem enzymu cytochromu P450 (CYP) se vyskytují ve stejné hloubce 
v membráně jako vstupní a výstupní kanály CYP. Nakonec prezentuji pokročilou metodiku pro 
výpočet profilu volné energie při průchodu léčiva velmi flexibilními a nejasně definovanými 
tunely enzymů, kterou jsem použila pro identifikaci preferovaného kanálu izoformy CYP3A4. 
Předložená práce tak pokrývá současný stav poznání v oblasti interakcí léčiv s membránami, 
ukazuje dosažený pokrok a také nástin budoucího vývoje. 
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Abstract 

The interactions of small molecules with lipid membranes play a major role in drug 
administration and distribution in human body. Within framework of my Ph.D. thesis I focused 
on theoretical methods, which can be used for understanding of drug-membrane interactions in 
terms of distribution of the drugs in the membranes, the thermodynamics and kinetics 
corresponding to the permeation process. Further, I discuss the impact of drug-membrane 
interactions with respect to interactions of drugs with membrane-anchored enzymes, involved 
in drug biotransformation. I provide the basic biological background of membrane and drug-
membrane interactions as well as the theoretical background of molecular dynamics (MD) 
simulations. I describe in details biased methods for drug-membrane interaction studies and the 
impact and use of potential of mean force (PMF). PMF is the Holy Grail of the estimation of 
partitioning of drug in the membrane and with diffusion coefficient it provides also the 
permeability coefficients through the membrane. From MD simulations methodological point 
of view I showed that drug parameterized with RESP partial charges for GAFF force field and 
Slipids force field for membrane lipids provide PMFs in a good agreement with experimental 
data. On the other hand, biased MD simulations are time demanding and for the high 
throughput PMF screening on fluid membranes I recommend the use of a semi-continuous tool 
COSMOmic. Its usage is however limited, as it is only designed for fluid membranes and it is 
unable to describe the gel phase. Further I observed that the amphiphilic drugs tend to 
accumulate close to the polar head groups region in the fluid membranes, while the lipophilic 
drugs concentrate in the membrane hydrophobic core. I also observed that the positions of 
substrates and metabolites of cytochrome P450 (CYP) enzymes in the membrane correspond to 
the positions of CYP`s access and egress channels. And finally I set up the methodology for 
calculation of PMF of a drug permeating through a highly flexible enzyme channels and used 
it for identification of a preferred egress channel of CYP3A4 isoform. The presented thesis 
covers a wide area of the field of drug-membrane interactions, shows current advances and 
provides also some useful outlook for further development.  
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 Abstract 1.
The interactions of small molecules with lipid membranes play a major role in drug administration and 
distribution in human body. Within framework of my Ph.D. thesis I focused on theoretical methods, 
which can be used for understanding of drug-membrane interactions in terms of distribution of the 
drugs in the membranes, the thermodynamics and kinetics corresponding to the permeation process. 
Further, I discuss the impact of drug-membrane interactions with respect to interactions of drugs with 
membrane-anchored enzymes, involved in drug biotransformation. I provide the basic biological 
background of membrane and drug-membrane interactions as well as the theoretical background of 
molecular dynamics (MD) simulations. I describe in details biased methods for drug-membrane 
interaction studies and the impact and use of potential of mean force (PMF). PMF is the Holy Grail of 
the estimation of partitioning of drug in the membrane and with diffusion coefficient it provides also 
the permeability coefficients through the membrane. From MD simulations methodological point of 
view I showed that drug parameterized with RESP partial charges for GAFF force field and Slipids 
force field for membrane lipids provide PMFs in a good agreement with experimental data. On the 
other hand, biased MD simulations are time demanding and for the high throughput PMF screening on 
fluid membranes I recommend the use of a semi-continuous tool COSMOmic. Its usage is however 
limited, as it is only designed for fluid membranes and it is unable to describe the gel phase. Further 
I observed that the amphiphilic drugs tend to accumulate close to the polar head groups region in the 
fluid membranes, while the lipophilic drugs concentrate in the membrane hydrophobic core. I also 
observed that the positions of substrates and metabolites of cytochrome P450 (CYP) enzymes in the 
membrane correspond to the positions of CYP`s access and egress channels. And finally I set up the 
methodology for calculation of PMF of a drug permeating through a highly flexible enzyme channels 
and used it for identification of a preferred egress channel of CYP3A4 isoform. I believe that the 
presented thesis covers a wide area of the field of drug-membrane interactions, shows current 
advances and provides also some useful outlook for further development. 
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 Abstrakt 2.
Interakce malých molekul s membránami hrají významnou roli při vstřebávání a distribuci léčiv v 
našem těle. V předložené práci jsem se soustředila na teoretické metody používané pro pochopení 
interakcí léčiv s biomembránami z pohledu termodynamiky i kinetiky při permeaci léčiv přes 
membrány. Dále jsem se věnovala významu chování léčiv v membránách v souvislosti s interakcemi 
léčiv s biotransformačními enzymy, které jsou kotvené v membránách. V úvodu popisuji nezbytné 
biologické základy týkající se struktury a funkce membrán a jejich interakcí s léčivy, a dále pak 
teoretické základy molekulově-dynamických (MD) simulací. Detailně popisuji pokročilé metody MD, 
tzv. biased MD methods, poskytující profily volné energie prostupu látek přes membránu. Získaný 
profil volné energie je základem pro odhad partičního koeficientu léčiva v membráně a společně 
s difúzním koeficientem i jeho permeability přes membránu. Z pohledu metodologie MD simulací 
ukazuji, že kombinace silového pole Slipids pro membránu a GAFF s parciálními náboji získanými 
RESP výpočtem pro léčiva poskytují dobré výsledky výpočtu partičního koeficientu v dobré shodě s 
experimentem. Na druhou stranu, MD simulace jsou časově velmi náročné a pro analýzu velkého 
množství léčiv doporučuji využít nástroj COSMOmic. Jeho pole působnosti ovšem sahá pouze do 
oblasti kapalných membrán, jelikož nedokáže dobře popsat gelovou fázi. Amfifilní molekuly se 
v kapalných membránách vyskytují zejména blízko polárních hlav lipidů, zatímco lipofilní molekuly 
se nacházejí v hydrofobním jádře membrány. Substráty a metabolity izoforem enzymu cytochromu 
P450 (CYP) se vyskytují ve stejné hloubce v membráně jako vstupní a výstupní kanály CYP. Nakonec 
prezentuji pokročilou metodiku pro výpočet profilu volné energie při průchodu léčiva velmi 
flexibilními a nejasně definovanými tunely enzymů, kterou jsem použila pro identifikaci 
preferovaného kanálu izoformy CYP3A4. Předložená práce tak pokrývá současný stav poznání v 
oblasti interakcí léčiv s membránami, ukazuje dosažený pokrok a také nástin budoucího vývoje. 
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 Introduction 3.
This thesis summarizes the advances in the field of interactions of small molecules with lipid 
membranes achieved during my Ph.D. study. The thesis is divided into three major parts; The first part 
reviews the state of the art of the field of theoretical studies of drug-membrane interactions and their 
limitations. The second part focuses on the results of my work and in few pages it provides the essence 
of my fulfilled studies. In my studies I focused on the methodology development and benchmarking 
and recommended Slipids as a best performing lipid force field for the drug-membrane interaction 
studies. I also recommended the use of COSMOmic as a fast screening tool well describing the fluid 
membranes. Further, I analyzed the distribution of drugs in the membranes and showed that the 
amphiphilic ones were located mostly around the lipid head groups region. I focused also on the skin 
models and described a high free energy barrier for ceramide membrane permeation. And finally, 
I focused on membrane-attached cytochromes P450 enzymes, their interactions with the membrane 
and also with drugs. I developed a methodology for a flexible enzyme channel permeation and 
successfully used it for estimation of the most preferred channel for 1,3,7-trimethyuric acid in 
CYP3A4 isoform. In both review and results parts of the thesis I refer to the third part of the thesis, 
appendices, that presents the copies of all my co-authored publications. I intended to write a clear and 
understandable description of the topic also for non-experts in the field and I believe that reading this 
thesis will assist the reader to orient well in the field of theoretical studies of drug-membrane 
interactions. 
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 Review 4.
 Biological background 4.1

Understanding of biologically-relevant processes on a molecular level is a field of interest of today`s 
life sciences. Though the largest attention is historically paid to proteins and nucleic acids, the 
importance and relevance of other biostructures is coming to the light and now we know that for 
a proper understanding of biological processes we need to pay attention also to other species such as 
saccharides or lipids. And the focus of this work will be on lipids – their composition and organization 
in human body, interactions with small molecules and the methods for their studies. 

Biomembranes form important separators between various biological environments. In human body 
we talk mostly about cell membranes or, e.g., skin. The cell membranes are by themselves a very 
variable group of membranes; consisting from plasma membrane and membranes of variety of 
organelles. For the detailed molecular biology background we advise to see, e.g., ref.1. The membranes 
regulate the flux of substances in and out of the cells or organelles, provide environment for enzyme 
activity and literary hold the cells or organelles together.1 Each of the membranes has to some extent 
different properties, composition or function.2 Generally, the cell membranes are composed of lipids 
and proteins with varying mass ratio (from 1:3 to 3:1 depended on the tissue and organelle).1,2 Lipids 
are arranged into a lipid bilayer and the proteins are either embedded into this bilayer, or they can form 
pores, or be just covalently or non-covalently attached to the bilayer surface. However, here we focus 
mostly on the lipid part of the membranes. 

 Lipid structure 4.1.1
The variability of the molecules in the class of lipids is huge. Overall, lipids are defined as cell 
molecules, insoluble in water and soluble in organic solvents.1 They are mostly amphiphilic organic 
molecules with one or more non-polar tails and a polar head (Figure 1).3 Based on the ratio of the size 
of their polar head and of the nonpolar tail they form micelles of various shapes.4 Based on the shape 
and function, we can divide lipids in our bodies to storage lipids or membrane lipids.5 The storage 
lipids, mostly triacylglycerols, form lipid droplets and due to their shape they are unable to form 
bilayers; here we focus on lipids present in the membrane. The membrane lipids can be generally 
divided, based on their polar heads, to glycerophospholipids, sphingolipids and cholesterol, or some 
other, less populated species such as carboxylic acids etc.  
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Glycerophospholipids form a major part 
of cell membrane lipids. They consist of 
two acyl tails bound to glycerol and 
subsequently to phosphate group. 
The phosphate group can bind another 
polar group of various sizes, from, e.g., 
small ethanolamine to large inositol 
(Figure 1).1 The phosphate group bears 
a negative charge and the terminal 
groups present in lipids differ in their 
charges also. Consequently, glycerol-
phospholipids differ in their charge and 
therefore in the nature of the interactions 
with other species. The positive terminal 
groups (ethanolamine or choline) form, 
together with negatively charged 
phosphate, neutrally charged lipids, 
while the neutrally charged groups (e.g., 
glycerol or zwitterionic serine) form 
negatively charged lipids. Naturally, 
terminal headgroups can differ not only 
in their charge, but also in their ability of 
hydrogen bonds formation or other 
noncovalent interactions. 

Sphingolipids consist of sphingosine 
base connected to an acyl tail and 
possibly another polar group.6 
Sphingosine moiety is actually 
a trans-monounsaturated hydrocarbon 
tail connected to reduced serine. 
The other acyl tail is connected to serine 
nitrogen (Figure 1). Both acyl tails are 
(except for a double bond close to serine) 
usually saturated and in case of skin the 
N-acylated chain is usually long forming 
ceramides.7 Further, another polar head 
group can be connected to serine and this 
can be either phosphocholine forming 

sphingomyelin, or a saccharide group in signaling glycolipids.2 Overall, sphingolipids are usually 
more saturated than glycerophospholipids and are often in contact with enzymes in lipid raft8 or work 
as signaling lipids.9 

Though the role of lipid head group is crucial, the role of the tail is not negligible, especially for the 
phase behavior. The tail length and saturation affects significantly lipid phase behavior and therefore 
its properties and function (Figure 2). Lipid phases and the relationship with lipid structures were  

 

Figure 1: Lipid structure. Majority of membrane lipids 
can be built almost in a plug-and-play manner, as well as 
LEGO® doll. Two acyl tails (blue panel) are connected 
either by serine or glycerol (green panel) that can be also 
connected to phosphate (orange) and another polar 
group (red). The abbreviation of the glycerophospho-
lipids is then made of four letters (white) – two for acyl 
tails, “P” for phosphate and another one for additional 
polar group. A special case of lipid is cholesterol (down 
left). 
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nicely reviewed, e.g., in ref. 2. Here we just 
shortly review that the order and consequently 
the phase of the resulting membrane depends on 
both the polar head (its size, hydrogen bonding 
ability, charge, …) and on the lipid tail (length 
and saturation, see Figure 2). And the 
composition of heads and tails is to some extent 
correlated. The long and saturated tails are very 
common in sphingolipids7 and form very ordered 
domains and in a pure form they produce gel 
membranes at a body temperature.10 (see 
Appendix A5) The shorter or unsaturated tails 
form mostly disordered domains. Usually, 
glycero-phospholipids contain one saturated and 
one unsaturated chain.11 Both ordered and 
disordered phases are necessary for a proper 
biological function of the cells and organelles. 
The cell membranes are mostly disordered, but 
the enzymes are usually located in ordered 
domains rich in cholesterol.12 

Cholesterol is a very specific type of lipid. It 
consists of tetracyclic sterol ring skeleton with 
a short iso-octyl hydrocarbon tail with a single 
hydroxyl group at the other end of the sterol 
rings than the iso-octyl tail is bound (Figure 1).1 
The cholesterol molecule is planar and two methyl groups at the rings skeleton, hydroxyl group and 
the hydrocarbon chain are all located at one side of the molecular plane. Cholesterol does not form 
a bilayer by itself,11 but it plays a crucial role in the structure and function of the biomembranes, as it 
widely influences the surrounding lipids and makes the lipid phase transition gradual,11 in contrast 
with the sharp transition in the case of pure lipids. In some cases, cholesterol even inhibits the 
formation of separated domains of gel and disordered phases in membranes, e.g., when sphingolipids 
and glycerophospholipids are simultaneously present.13 Its polar head consists of a single hydroxyl 
group that allows a hydrogen bond. But the small size of its head also allows flip-flops between the 
bilayer leaflets. Cholesterol has a crucial role in between lipids that cannot be compensated by any 
other lipid. 

 Biomembrane structure 4.1.2

 Cell membranes 4.1.2.1
The lipid membranes were initially described as two-dimensional fluids.14 This means that the lipids or 
proteins can move in them in the two dimensions freely, but the third dimension (leaving the 
membrane or exchange of the membrane leaflet) is constrained (Figure 3). The flip-flop of lipids – 
meaning the exchange from one leaflet to the other one – is a very rare event and an unsupported flip-
flop was described only for cholesterol and not for phospholipids or sphingolipids. The rate of flip- 

 
Figure 2: Lipid phases. Liquid disordered (also 
called fluid of liquid crystalline) phase has low 
deuterium order parameters S<CD>, and high 
diffusion coefficient D. It consists usually of high 
fraction of glycerophospholipids with short and 
unsaturated chains. Solid gel phase consists 
mostly of sphingolipids with long saturated 
chains. Both phases transfer to liquid ordered 
phase by addition of various amount of 
cholesterol. Naturally, the more disordered 
phases are present at higher temperature and the 
lipids form also multiple coexisting phases not 
specifically displayed here. 



- 8 -  
 
 

 

 flop of cholesterol depends on the saturation of 
phospholipids in the membrane and is faster in poly-
unsaturated membranes.15,16 Other lipids need flippase or 
floppase enzymes to change a leaflet.17 As a result their 
movements involve lateral diffusion within the leaflet, 
rotation in their position or mild floating movements.1  
Naturally, the theory of a two-dimensional fluid is a brute 
simplification, as now we suggest that the proteins are in 
so called lipid rafts and therefore cannot diffuse 
completely freely.12 Lipid rafts are domains with a higher 
ordering than the rest of the membrane, they are in 
a liquid ordered phase, rich in lipids with longer saturated 
acyl tails, i.e., sphingolipids, and cholesterol.18 The role 
of the membrane composition appeared to be crucial and 
affects its structure and consequently the function of 
enzymes, interactions with drugs etc.  

A significant asymmetry was observed in lipids` 
distribution in plasma membrane leaflets. Cholesterol is 
equally distributed along the leaflets,19 whereas the other lipids are predominantly distributed either to 
the external or cytosolic leaflet. External leaflet contains abundance of phosphatidylcholines (PC) and 
sphingomyelins (SM) and specifically glycolipids that work here as signaling lipids.1 On the other 
hand, phosphatidylserine (PS) and phosphatidylethanolamine (PE) are dominantly localized on the 
cytosolic leaflet.11 Both PS and PE are aminophospholipids (containing primary amine) with small 
lipid head group that in a pure form (without other lipids) allows also the formation of inverted 
hexagonal or other non-lamellar (non-bilayer) phases.11 The cytosolic side of the membranes is 
negatively charged due to the presence of a fraction of PS and phosphatidylinositol (PI).3 
The membrane asymmetry is believed to be important for the membrane and the whole cell biological 
function.4 

 Stratum corneum 4.1.2.2
A very different kind of membrane is on the surface of human body that is protected from the outer 
environment by skin and especially by its uppermost layer, stratum corneum. Stratum corneum is 
10-15 μm thick layer,20 highly impermeable, protecting the body from water loss and outer pollutants. 
It is composed of dead cells, corneocytes, embedded in a lipid matrix.20 This layer is regularly 
renewed, the process of formation of corneocytes takes approximately one month.21 While the living 
cells` membranes are mostly composed of phospholipids, the major lipids in stratum corneum are 
ceramides. The molecular composition of lipid matrix consist of ceramides of various kinds,22 free 
fatty acids, cholesterol and cholesterol sulphate.23 Though an incredible effort was focused on 
resolving of the structure of the lipid matrix (the proposed models are reviewed, e.g., in 24), its 
structure in the atomistic resolution is still unknown. While cell membranes are organized into 
bilayers, lipids in stratum corneum are in multilayers surrounding the corneocytes as a mortar 
surrounds bricks.25 It is hypothesized that lipids change their conformations from hairpin that is usual 
in bilayers to extended form that makes the connection in the multilayers.24 Also a significant 
contribution of a very long ceramide EOS was observed,26 whose long tail connects two layers and its 

 
Figure 3: Lipids` moves. Lipids can 
easily move laterally – diffuse and 
exchange their positions (red), rotate in 
their position (black) or mildly float 
(green). Rare move is flip-flop across the 
membrane center (orange). 
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additional polar ester group contributes to another polar head group layer. By X-ray diffraction, two 
different repeating phases were observed – short periodicity phase (6 nm long) and long periodicity 
phase (13 nm long).27 But overall, structure of stratum corneum is very different from an ordinary 
bilayer and though several models for its structure were proposed, none of them is definitive and 
a detailed atomistic understanding here is still a challenge.  

 Drug-membrane interactions 4.1.3
Understanding of the interactions of drugs with lipid membranes is a fundamental part of the 
pharmacology understanding of drug metabolical pathways. The small molecules interacting with the 
membranes can be called by various terms – drugs, solutes, xenobiotics, ligands etc. Here, we focus 
mostly on drugs, but we use here the term ‘drugs’ with the meaning of ‘any solute interacting with the 
membrane’. Studies of drugs on the membranes are focused mostly on their partitioning8,28–80 (see 
Appendix A1, A3-8) or permeability81–104 and consequently on their position in the membrane or 
diffusion coefficients. Further the function and effect of drugs on the membranes are studied, naturally 
in the dependence on the membrane composition.10,41,54,105 (see Appendix A5, A4) The nature of the 
drug-membrane interactions is crucial for the drug delivery as it is necessary for the decision between 
passive transport, passive assisted transport or active transport of drugs, where the drugs interact with 
membrane enzymes. The passive transport is driven by the concentration gradient with a simple 
diffusive path.1 The partitioning into the membrane tells us the amount of drugs dissolved in the 
membranes, therefore affecting the membrane. Further, the position and lateral diffusion coefficient of 
the drugs may play a role in the drugs function in the membranes, such as, e.g., antioxidants71 (see 
Appendix A8) or anesthetics.106,107 The nature of drug-membrane interactions are to some extent 
general in lipids, but the studies revealed their dependence on the lipid type and overall on their 
surrounding; and the understanding of the principles is of a high importance to drug development and 
will be a major topic of this review. 

A variety of experimental a theoretical tools have been applied on the membrane studies studying the 
abovementioned properties. The experimental studies were nicely reviewed elsewhere,108 it is however 
worth remembering the neutron diffraction109 or NMR order parameters measurement for membrane 
structural parameters,110 PAMPA arrangement for permeability measurement,111 solid-phase 
microextraction for partitioning measurement,112 fluorescence spectroscopy40 for positioning or 
diffusion coefficient calculation etc. Naturally, the output gained from experimental studies cannot be 
always directly compared to the calculated properties, but multiple theoretical approaches were 
proposed that reproduce well the experimental data.66,113,114 (see Appendix A7) With the results 
corresponding to the experiment, the benchmarking can be performed and the simulations can provide 
the estimation for experimentally unknown data and offer an atomistic view into the studied 
phenomena.  

 Interaction with membrane proteins 4.1.4
The drug path through the membranes does not lead only through lipids, but their transport can be 
facilitated by proteins. The passive transport of drug is driven by the concentration gradient.  The drug 
transport can also mediated either by channels or transporters, such as solute carriers (SLC)115,116 and 
this transport is still driven by concentration gradient.1 Channel proteins simply provide appropriate 
environment for the drug penetration (e.g., polar environment), while the transporters alternate 
between two different conformations. Unlike the pathways that do not need energy, active transporters 
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need additional energy (e.g., from ATP) and can drive either influx or mostly the efflux of drugs, even 
against the concentration gradient. For instance ATP-binding cassettes (ABC transporters) regularly 
bind and release ATP for transfer of other drugs.117,118 The protein mediated transport allows the 
membrane permeation also to ions or drugs that would not permeate directly through lipids. 

Another possibility of the interactions of drugs with the membrane proteins is the biotransformation of 
the respective drugs, represented, e.g., by cytochromes P450 (CYPs). Various CYP isoforms are found 
in majority of living organisms,119 in eukaryotic ones their catalytic domain is attached to the 
membrane by N-terminal α-helix. They are mostly in endoplasmic reticulum or mitochondria, but in 
lower amount also in other organelles.120 Their deeply buried active site containing heme is connected 
with the CYP surface by a complex network of channels leading towards the membrane, 
membrane/water interface or directly to cytosol.121 The usual result of biotransformation, hydroxylated 
drugs, are less lipophilic then the original substrates122 and by such structural changes CYPs can 
substantially change the nature of their interactions with membranes, e.g., the affinity or ability to 
permeate them.  
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 Theoretical studies 4.2
The theoretical studies focused on membranes can be based either on molecular dynamics simulations, 
semi-continuous approaches or statistical QSPR (quantitative structure-property relationship) methods. 
Molecular dynamics (MD) simulations describe the development of the behavior of a certain system in 
time and offer a direct dynamics insight into the studied phenomena. They are however quite costly 
and therefore a lot of effort have been placed on the increasing of their efficiency. The semi-
continuous methods, such as COSMOmic, describe a certain part of the system (usually drug 
molecule) in an all-atom form, but the membrane is described as a set of continuous layers (though 
initially represented with atoms). And the QSPR methods are a completely different category based on 
statistics, as they offer good results for molecules with similar structural features as in the training set, 
but cannot be used for a completely unknown system. We will discuss their results shortly in the field 
of permeability, but we will not discuss their principles etc. here any more. 

In this section, we first discuss the underlying theoretical principles for the drug-membrane interaction 
studies. We go through the basics of molecular mechanics and molecular dynamics, we will describe 
the potential of application of biased simulations and the role of the collective variable. Afterwards, 
we will present major methods for the free energy profiles calculation. We will present then the way, 
how to obtain the partition or permeability coefficient from the free energy profile. Followingly, we 
will discuss the issues of the free energy profiles calculation and present our recommendations to obey 
the common issues. And finally, we will discuss the role of membrane composition, which is very 
rarely taken into account, though it plays here a crucial role. 

 Molecular Dynamics Simulations 4.2.1
 Molecular dynamics simulations used for membrane studies usually use molecular mechanics 
principles and calculate the time development of the positions of individual particles in the system. 
Molecular mechanics (MM) calculates the potential energy of the system as a function of positions of 
all atoms based on the bond lengths, angles and dihedral angles and the atom distances for calculation 
of van der Waals and Coulomb interactions 
(Figure 4). In each calculation step we 
calculate the potential energy and its gradient 
on each atom and apply the gradient of the 
potential energy (i.e., force) on the atoms and 
followingly the atomic velocity, acceleration 
and position is calculated (Figure 4). After the 
movement corresponding to the simulation 
step, the potential energy coming from 
molecular mechanics is recalculated, the force 
is applied again and the velocity and 
consequently the position are updated. This 
approach is then called molecular dynamics 
and is repeated every simulation step. 
However, MD simulations are heavily 
dependent on the chosen set of parameters for 
MM calculations called force field. 

 
Figure 4: Upper panel: Terms of the molecular 
mechanics potential (force field). 
Lower panel: Molecular dynamic principle. In each step 
the force applied on the atoms is updated and transferred 
to the velocity and the system develops. 
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Several force field families are currently on the market, differing with their fields of focus, way of 
parameters development or the size of used particles. Currently used force fields for lipids are either 
all-atomic (CHARMM36,123–126 AMBER ff11127/ff14128, GAFFlipids,129 Slipids130–132), united-atoms 
(Gromos43a1-s3133 or older Berger134) or coarse-grained (Martini,135 SDK136). Generally, force fields 
are parameterized to reproduce well the experimental properties of lipids, mostly area per lipid (APL), 
head group – head group distance (DHH), deuterium order parameters (S<CD>) or X-ray scattering 
images.114 A nice review of lipid force field development was published recently137 and here we only 
shortly review the basic principles. The development of the initial set of force field parameters is 
usually based on quantum-chemical calculations to obtain partial charges and average bonded 
parameters.130 The van der Waal parameters (parameters for Lennard-Jones potentials) of lipid tails 
can be derived from a simulation of simple alkanes and their physico-chemical properties known from 
experiment, e.g., density. Finally, the parameters are manually adjusted to reproduce the experimental 
properties as well as possible. So the force field development is partially a highly precise set of 
quantum calculations and partially black magic based on the intuition and experience. 

The increase of the size of particles representing atoms leads to significant increase in the simulation 
rate for the cost of a loss of some details. The all-atomic (AA) force fields (FF) represent each atom in 
the system by one particle. United-atoms (UA) force fields unite the non-polar and non-aromatic 
hydrogens with the carbon they are attached to and especially in case of lipids this leads to significant 
increase in the simulation rate,134 due to long hydrocarbon chains present in their structure. Both 
AA and UA force fields use all-atomic representation of water molecules, usually SPC/E138,139 or 
TIPxP (usually TIP3P140) and as they represent single bonds also with (in case of UA some) 
hydrogens, the simulation step should correspond to the quickest vibration in the system – usually 
1-2 fs. In case of coarse grained (CG) force fields the situation is different. E.g., in Martini, one bead 
represents about four heavy atoms.135 One water bead represents four water molecules. With the 
absence of hydrogen atoms and overall quick bond vibrations, the integration step of MD simulations 
can be up to 40 fs and the simulation systems can represent much larger areas due to the limited 
number of necessary atoms. Though the reduction of the particles brings some limitations to the 
simulations, e.g., the impossibility of reproducing the single water molecules interactions among the 
lipid head groups, or some artefacts in diffusion coefficient calculation (as also known in UA FF98), 
the simulation with CG force fields reproduce some experimental parameters surprisingly well.141 
The increase in the efficiency of all types of FFs gradually allows studies on biologically interesting 
space and time scales in an incredible resolution. 

 Unbiased MD Simulations 4.2.1.1
The unbiased simulations provide a direct view of the studied system behavior, but its sampling is 
limited to a local free energy minimum. The unbiased simulations in MD mean applying only the 
potential from MM and the simulation is not biased by any other way than by setting the temperature 
and pressure. In these simulations we can monitor properties of the systems or their stability (on the 
used time scales). These simulations are often used, e.g., for comparison or predicting of the 
experimental properties with the simulations (e.g., force field development130) or understanding of 
experimentally observed differences between very similar systems.141 (see Appendix A10) 
The unbiased simulation is ideal for monitoring the detailed principles of quick and barrierless 
phenomena. The observation of some low-barrier processes is possible,38 (see Appendix A1) its 
probability decreases however exponentially with the height of the energetic barrier. 
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The distribution of states in unbiased 
simulation is exponentially dependent on 
the free energies of these states and this 
knowledge allows us the estimation of the 
natural unbiased behavior of the system 
from the biased simulations and vice 
versa (Figure 5). Therefore, if we want to 
estimate the partitioning of a drug into the 
membrane, we can either run a very long 
free simulation and analyze directly the 
drug distribution inside and outside of the 
membrane, or we can calculate a free 
energy profile ΔG(z) along the membrane 
normal axis and calculate the local (at 
given z-position) and global partition 
coefficients K(z), K (Eq. 1):  

 

ܭ  = න ݖ݀(ݖ)ܭ
௔௖௥௢௦௦	௠௘௠௕௥௔௡௘

= න ݁ି
∆ீ(௭)
ோ் ݖ݀

௔௖௥௢௦௦	௠௘௠௕௥௔௡௘
 Eq. 1 

Similarly, if we are interested in the permeability coefficient, we can monitor the behavior of a studied 
drug in an unbiased simulation or calculate a free energy profile and local diffusion coefficients from 
biased ones. For both quantities an extensive discussion is located further in this text. The unbiased 
simulations allow us to monitor the natural phenomena, including complex formation etc. and the 
biased simulations provide the thermodynamic view into a pre-defined process. 

 Biased MD Simulations 4.2.1.1
Biased simulations can be used for studies of rare events that could not be monitored by unbiased 
simulations. In most cases, biased simulations add an external potential to the simulations enhancing 
sampling in few pre-defined slow motion degrees of freedom denoted as collective variables (CVs), 
and either directly lead the studied phenomenon in the required way (e.g. by pulling a molecule in 
a specified direction) or monitor the reaction of the system for an external potential. Apart from 
CV-based methods, one can use also, e.g., replica-exchange based methods, performing exchanges 
between replicas that can differ, e.g., in temperature (T-REMD)142 or Hamiltonian (H-REMD);143 or 
use, e.g., accelerated MD (aMD).144 In membrane simulations, CV-based methods are most commonly 
used, especially umbrella sampling145 together with weighted histogram analysis method (WHAM),146 
z-constraint,147 metadynamics,148 flooding,149 adaptive biasing force,150 etc. All of these can calculate 
a free energy profile along a predefined CV. 

4.2.1.1.1 Collective Variables 
Definition of a collective variable (CV) fully describing reaction path is a crucial task in preparing and 
analyzing biased simulation. Multiple studies use different names for the same entity, e.g., order 
parameters,151 or transition coordinates152 …, but here we use the term “collective variable”. In some 
cases the reaction path can be easily described by a single CV (e.g., distance of two interacting ions in 

 
Figure 5: Transfer between a free energy profile (right) 
and a density profile (left) based on the ratio of density 
of states K. The free energy profile and the density 
profile calculated from the unbiased behavior (left 
background) are equivalent in the resulting information. 
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vacuum), but usually the process is much more complex. Even if the dominant CV is simple (e.g., in 
drug-membrane interaction studies the CV of the first choice is the distance of drug from the middle of 
the membrane), the rate limiting steps can be often connected with different variables47,90,151 (e.g., the 
dehydration of the drug in membrane headgroups,38(see Appendix A1) drug conformation,47 or, e.g., 
the drug orientation along the lipid chains). Omitting an important variable leads then to hysteresis in 
free energy profiles and consequently significantly increases the required simulation time for reaching 
convergence,153 which we will describe later.  

For understanding of the underlying principles of calculation of the potential energy in basically all 
biased simulations, let us consider a single biased CV. The CV for these simulations needs to be 
defined as a function of atomic coordinates. Let us assume, as an example, a one-dimensional distance 
d between two molecules. In biased simulations we apply either potential E or a force Fd on the 

distance d. In case of potential we calculate a partial derivation of the potential by the distance: (డா
డௗ

 ). 
This is actually a negative of a force applied on the distance (-Fd). This force is however still very 
abstract, as it is not directly the force applied on the atoms of involved molecules, but it is a negative 
of a gradient of a free energy profile along the distance and our intent is to calculate the forces Fx 
applied on atomic coordinates x. But we know the mathematical expression of the distance as 
a function of positions of the atoms of our molecules. We calculate then the partial derivation of the 
function defining distance by the atomic coordinates (డௗ

డ௫
) and here we get the forces Fx applied by the 

bias on each atom (Eq. 2): 

௫ܨ  = −
ܧ߲
߲݀

߲݀
ݔ߲

= ௗܨ
߲݀
ݔ߲

 Eq. 2 

When we exchange in the expression the distance term d by any other CV, the equation is valid in 
general. From the definition we can see that only the atoms, whose coordinates are involved in our CV 
are affected by the bias. Naturally, a distance of two groups is a simple example and in reality we use 
much more complicated CVs, we work in three-dimensional space and we can also bias several CVs 
and calculate a multi-dimensional free energy landscape. The only limitation is the need of knowledge 
of a coordinates based function of a desired CV and its derivation. Finally, the force from the bias is 
added to the force coming from MM potential. 
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4.2.1.1.2 Free energy calculation methods 
Let’s revise the free energy calculation methods now. We explain them in simple words and their 
principles are also depicted in Figure 6. For clarity, a reader can imagine here the distance of a drug 
from the middle of the membrane as a used CV, but the methods can be used for any other defined CV 
or CVs. 

 

Figure 6: Free energy calculation methods. Red – final free energy profile (y-axis). CV position 
(x-axis). Blue – potentials or forces acting on the CV position (in adaptive biasing force we show its 
development, in metadynamics the biasing potential is the sum of individual ones). Green – the 
distribution of sampled states, in adaptive methods displayer for various times. 

Umbrella sampling 
Up to now, the most used method for obtaining free energy profile is umbrella sampling (US).145 We 
use US in a set of various frames along a defined CV and then apply WHAM146 for the analysis. In US 
scheme we place a harmonic biasing potential around the initial position in a given CV and monitor 
the distribution of states with this biasing potential. The free energy profile of the sampled region is 
based on the assumption that the distribution of states should reflect the ‘natural’ free energy plus the 
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biasing potential. In WHAM procedure we perform multiple US simulations. The frames for US 
simulations are placed along the whole reaction coordinate to gain sufficient sampling in all states. 
The distribution of states along a defined CV should be steady and the individual distributions overlap. 
The free energy profile is reconstructed afterwards from the knowledge of biasing potentials and 
resulting distributions. Though WHAM procedure is actually the proper name of the calculation 
scheme, in drug-membrane interaction studies this process is called usually simply umbrella sampling 
and we will stay with this nomenclature.  

Z-constraint 
The method used for initial theoretical studies of drug-membrane interactions and used up to now is 
z-constraint147 (also called average force, blue moon or thermodynamic integration). As well as in US, 
z-constraint (ZC) uses a set of initial frames along a reaction coordinate. Here we sample only the 
initial position in a CV space and monitor the average force necessary to keep the system in the 
desired CV position. The average force shows us the gradient of the free energy in that specific CV 
position. In ZC we reconstruct the free energy profile as an integral of the force, therefore the free 
energy profile is often called ‘a potential of mean force’ (PMF). 

Both US and ZC require a set of initial frames, either from a previous simulation sampling of the 
whole reaction coordinate (e.g., pulling a drug through the membrane) or with a direct preparation of 
the system in a desired position in CV space (e.g., placing a drug in a desired depth). The initial 
frames generation is a crucial part of the process, as it hugely affects the required time for the 
convergence of the simulations35,38 (Appendix A1, see later) and other methods were developed to 
obey this issue that require a single initial frame. 

Adaptive biasing force  
As well as ZC, adaptive biasing force150 (ABF) uses an average force applied on the system along the 
predefined CV. This force is however calculated in a different way: The system is let to diffuse freely 
and its positions in CV space and forces from MM are monitored in specified CV bins (e.g., every 
0.1 nm in the distance from the bilayer center for our example CV). After a certain number of visits in 
a bin a force is applied on the system – the force is opposite to the average force applied from MM. 
This biasing force widens the sampled CV space, therefore also other bins are visited for the required 
amount of steps and the biasing force can be applied here. Gradually, after certain number of visits, the 
biasing force in each of the bins is updated. In the end of the simulation the drug diffuses freely along 
the CV space. 

Metadynamics  
A similar, yet different approach is used in metadynamics148 (META). As well as in ABF, 
metadynamics does not require generation of initial frames, we just define a CV (or a set of CVs) and 
from one initial conformation we run the simulation. The principle of metadynamics lies in addition of 
a biasing potential (in a form of gaussians) to the visited CV position. Addition of a potential drives 
the system to other regions in the predefined CV space and finally the system diffuses freely along the 
whole CV space. The free energy is represented by a negative of a mean biasing potential – biasing 
potential is calculated at different times, fitted to a reference position in a CV space and a statistical 
block analysis is performed on several profiles. 
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The differences between metadynamics and adaptive biasing force are not huge and lie in their 
principles. In ABF we do not set any parameters for the calculation except for the width of the bin. In 
META we need to set at least width and height of the gaussian, which requires some experience, 
however this is similar to the width of the bin in ABF. In ABF the resulting average force can be 
directly integrated to the free energy profile, in META we need a statistical analysis of several free 
energy profiles as the final biasing potential is not exactly opposite of the free energy profile 
(otherwise we could use well-tempered META that requires even more knowledge of the system than 
ordinary META). And finally, the cardinal difference is in the principle of the methods – though the 
biasing potential is after all transferred to the force applied on the atoms, adding a biasing potential 
adds the influence of the CV position neighborhood, while ABF is strictly local. Finally, 
META generates a nonequilibrium sampling, while ABF is generating canonical equilibrium.154   

Other approaches 
Naturally, several other approaches can be applied for calculation of free energy profiles. Some of 
them are based on similar approaches as previous cases, e.g., flooding,149 some others are completely 
different. One can mention thermodynamic perturbation methods (sometimes called thermodynamic 
integration, but this can be misleading as thermodynamic integration is used also for z‑constraint), 
similar Widom particle insertion,155 oscillating forward-reverse method (OFR)156 or orthogonal space 
tempering (OST).157 These approaches can lead to appropriate results, but in drug-membrane 
interaction studies are currently used very rarely. 

 Semi-continuous approaches 4.2.2
A completely different approach than MD simulations in 
membrane studies can be represented, e.g., by describing 
the membrane as a set of continuous layers with different 
dielectric constants.158 Here the free energy profile of 
a drug through the membrane can be calculated by the 
calculation of several solvation free energies into 
individual layers. Principally a similar approach, but 
going to much more details, can be represented by 
COSMOmic.159  

 COSMOmic 4.2.2.1
COSMOmic is a semi-continuous tool from a software 
package COSMOtherm160 based on a COSMO-RS 
(COnductor-like Screening MOdel for Realistic 
Solvation)161–163 principle. COSMO-RS implemented in 
COSMOtherm is based on statistical thermodynamics, 
where the interactions between solute and fluid or 
between two fluids are calculated. The calculation 
requires first a COSMO164 surface of all molecules in the 
system of interest, which means the charge induced on 
a surface of the molecule by a solvent. Further we 
calculate σ-profiles and σ-potentials. The σ-profile is 
a histogram of COSMO charges at the molecular surface 

 
Figure 7: COSMOmic representation of 
a membrane. Membrane is symmetrically 
divided into layers depicted here by different 
colors. Individual atoms are divided 
according to their positions in the layers (four 
lipid molecules and water molecules 
highlighted in the figure). Finally, each 
membrane layer is treated as an independent 
fluid. 
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segments and the σ-potential is the affinity of the molecule to a surface segment of a specific charge 
(of some other molecule). The interaction energy between two molecules can be then easily calculated. 
COSMO-RS treats the solvent and solute equally and from the interaction energies it can calculate 
solubilities, partition coefficient of solute between two phases, phase diagrams etc. Further, 
COSMOtherm is not limited to pure systems, but can calculate σ-profiles and σ-potentials of mixtures 
composed of unlimited number of species. 

COSMOmic uses the idea that the membrane is a two-dimensional fluid. As such, it can by in 
principle studied by COSMO-RS model designed for fluids. Membrane (or a spherical micelle) is here 
represented as a set of fluid layers. Therefore, initially we divide the membrane along the membrane 
normal axis into layers parallel to the membrane plane. (Figure 7) For each layer we calculate the 
distribution of various atom types. This can be done from a single membrane structure or we can 
average an MD simulation to include partially the dynamics of the membrane. Simultaneously, we 
study a lipid molecule (or all lipid types present in the membrane) by DFT methods and calculate its 
COSMO164 surface. The distribution of atoms in each membrane layer is then used for construction of 
a virtual fluid and its σ-profile and σ-potential, representing the properties of the membrane layer. And 
finally, we can just easily place the drug molecule in a specific layer, rotate it to study its interactions 
with neighboring layers and study the interaction energy. From the interaction energies in individual 
layers we can calculate a free energy profile.  

 Applications 4.2.3
In this section, we will focus directly on already performed PMF studies. First, we will focus on the 
application of PMF studies in order to calculate partition and permeability coefficients. Then we will 
shortly review the most common issues stemming from calculation of PMFs. And finally we will 
discuss the direct output from the studies and the role of both solute and lipid membrane structure and 
composition. 

A majority of drug-membrane interaction studies was focused on calculation of free energy profiles 
along the membrane normal in order to calculate partition or permeability coefficient. Here we will 
describe, what can we learn from the free energy profiles and how to obtain the partition and 
permeability coefficients from PMF studies. 

 

  

 

Figure 8: Structure of a lipid membrane 
(background) and a model free energy profile 
(right). From the free energy profile ΔG(z) we 
can read the position of free energy minimum 
(Zmin), affinity to the membrane ΔGaff, 
penetration barrier ΔGpen, lipid/water 
partition coefficient (K) or membrane 
resistance R (inverse to permeability). We 
usually calculate the free energy profile only 
for one half of the bilayer, as it is symmetric. 
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 PMF Outcomes 4.2.3.1
The free energy profile provides numerous data. Apart from partition and permeability coefficient 
discussed later, we can calculate the affinity to the membrane (ΔGaff in Figure 8) or the penetration 
barrier ΔGpen. Often used and discussed quantity is the position of the free energy minimum (Zmin) that 
corresponds to the most populated position of the drug in the membrane (see Figure 5). The position of 
a drug in the membrane plays a role in case of, e.g., antioxidants.37,71 (Appendix A8) The position of 
amphiphilic drugs also corresponds to the position of access channels of cytochromes P450.33,165 
(Appendix A2) Though these data are important for the understanding of drug-membrane interactions, 
the most studied and used quantities are partition and permeability coefficients. 

 Partition coefficient 4.2.3.2
Amphiphilic or lipophilic molecules accumulate in or around the membrane while highly polar 
molecules prefer the aqueous region.  

The partitioning into lipids is depended on the negative of a free energy and can be evaluated as 
a global or local property. Lipid/water partition coefficient logK tells us the ratio of concentrations of 
drug in lipids and in water. The higher logK is, the more lipophilic the drug is. We can calculate logK 
based on the free energy profile of the given molecule (Figures 8 and 10, Eqs. 1 and 3). 
The calculation of logK based on Eq. 1 is simple, however depends on setting of a membrane border. 
Even if the membrane forms a separation between different aqueous environments, the border between 
lipids and water is not straight, especially in case of fluid membranes. This plays a significant role in 
case of hydrophilic molecules, where artificial setting of the membrane border for logK calculation can 
lead to a significant difference in the result. Therefore, Klamt et al.159 came with another equation 
(Eq. 3, Figure 10) taking into account the density of water in each membrane region ߩ(௭)

௪௔௧௘௥ in respect 
to the density of bulk water ߩ(௡)

௪௔௧௘௥and weighting the free energy based on this amount:  

ܭ  = 	න (݁ି
௱ீ(௭)
ோ் −

(௭)ߩ
௪௔௧௘௥

(௡)ߩ
௪௔௧௘௥)݀ݖ ×

ܮܲܣ
௟௜௣௜ௗ௦݉௨ܯ

଴

௪௔௧௘௥
 Eq. 3 

Here, T is the thermodynamic temperature, R is molar gas constant, APL stands for area per lipid and 
Mlipids is molar mass of lipid molecule, while mu is the atomic mass constant; we integrate along one 
membrane leaflet from the bulk water to the middle of the membrane (z = 0) along the z axis. In case 
of lipophilic molecules using Eq. 3 instead of Eq. 1 plays a negligible role, but in case of hydrophilic 
molecules this improved the results significantly and with current resources available we are able to 
reproduce experimental log Ks with a high precision.66 (Appendix A7) 

Reacently, Neale et al.151 divided the possible results of free energy calculation based on the shape of 
a free energy profile. The authors studied the free energy profiles of drug-like molecules along the 
lipid membrane normal axis that were publish in last three years. They concluded that most of the 
studied drugs resulted into profiles that were denoted “3” of “3*” (see figure 9 for the profile shapes) 
meaning a profile with a free energy minimum around the head groups or below them and with a free 
energy barrier connected with the membrane center crossing. The star denotes than the situation, 
where the free energy in the membrane core is higher than the free energy in water. Neale et al.151 set 
also a subclass of profiles denoted “b” that had a small free energy barrier in the head groups region. 
But we do not take into account this “b” note of the profiles, as the profiles were calculated with 
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different methodologies and we suppose that 
the small barrier may be also an artefact of 
the simulations. Here we generalize the 
current observations from a slightly different 
point of view, based on the properties of the 
drugs, and we attach the findings to the 
proposed free energy profiles shapes 
(Figure 9). 

Most of the studied molecules from last three 
years analyzed by Neale et al.151 were 
amphiphilic with octanol/water partition 
coefficient logKow between -1 and 5 
(Figure 9). The least lipophilic molecules 
(logKow < 0) were mostly included in groups 
1 and 3*, meaning higher free energy in the 
membrane core than in water. Most of the 
studied molecules in the group 1 were very 
small (median of molecular weight M = 37 
g/mol), e.g., water, whose free energy 
constantly grows with a maximum in the 
membrane core. In group 3*, there were 
mostly larger molecules with amphiphilic 
nature (median of M = 177 g/mol). But both 
groups (1 and 3*) were spread over a larger 
region of log Kows running up to 5. And the 
other extreme, log Kow > 5 is distributed in 
groups 2 and 3, meaning a negative free 
energy in the membrane core. The lipophilic 
drugs from group 2 (mean log Kow 3) tend to 
accumulate in the membrane center and their 
free energy profile decreases gradually with 
a free energy minimum in the middle of the 
membrane. But for amphiphilic drugs with 
log Kow < 5 we cannot clearly predict the 
behavior and some of them were even studied with different results (e.g., caffeine etc. in groups 3 and 
3*). It was described that amphiphilic drugs, accumulate around the head groups region65 and their 
presence in groups 3 and 3* suggest a barrier for membrane center crossing. But overall we come here 
to the edge of the predictive potential of log Kow. It was repeatedly reproduced that lipid/membrane 
partition coefficient log K correlates significantly with log Kow.5 Also, in pharmacology and overall in 
estimation of lipophilicity an octanol/water partition coefficient is used as a predictive sign of 
bioavailability. However, the partition coefficient mostly depends on the depth of the free energy well 
and not on the free energy profile shape. As lipid membrane is a heterogeneous system, unlike 
octanol/water system with two well defined phases (octanol and water), molecules with similar logKow 
can have very different free energy profile shapes on membranes and vice versa.  

 

Figure 9: Distribution of studied drugs from ref. 151 
based on their free energy profile shapes (graph 
insets – x axis is the distance from the middle of the 
membrane z, y axis the free energy ΔG, the 
horizontal black line shows zero ΔG, the orange 
peaks show a possibility of small barrier at the 
membrane entrance) and octanol/water partition 
coefficients. The overall distribution of studied drugs 
(upper panel) shows the highest distribution of drugs 
with logKow between -1 and 5. 



- 21 -  
 
 

 

Generally, calculation of log K can be taken as reliable enough in MD as well as in other methods, 
such as COSMOmic.66 (Appendix A7) Currently, force fields for MM and MD are developed to 
reproduce the experimental parameters well and this is also reflected in their abilities to reproduce 
log K for drug-like molecules.66 (Appendix A7) Though not providing the direct atomic insight of the 
dynamic penetration, studies of log K in COSMOmic provided us with a high amount of data5,166–168 
that correlated very well with the experimental results (r2 = 0.92).168 To summarize, currently we are 
capable of calculation of log K with a high precision and without too many issues to overcome. 

 Permeability 4.2.3.3
Apart from partitioning, other crucial 
bioproperty is the membrane permeability logP. 
Permeability P is defined as the steady-state flux 
of the solute across the bilayer J divided by the 
concentration difference on both sides of the 
membrane Δc (Eq. 4):91 

 ܲ =
ܬ
∆ܿ

 Eq. 4 

In the theoretical calculations, log P was initially 
modeled as a permeation through 
a homogeneous oil layer with a homogeneous 
solubility-diffusion model (Eq 5):169,170  

 ܲ =
௖ܦܭ
݀௖

 Eq. 5 

Here K is the partition coefficient of the solute in 
the oil layer, Dc is the diffusion coefficient and 
dc is the thickness of the layer. But with 
a growing evidence of complexity of membrane 
structure, a single homogeneous layer was no 
longer satisfying and an inhomogeneous model 
was proposed and used.104,171 Both models take into account two properties of drug-lipid interaction – 
partitioning and diffusion, together with the membrane thickness. While the homogeneous model takes 
a single value for each of these entities, the inhomogeneous model separates the membrane into 
infinitely thin layers and calculates the permeability gradually (Eq 6, Figure 10).  

 
ܲ =

1
ܴ
=

1

∫ ଴ݖ݀(ݖ)ܴ
௪௔௧௘௥

=
1

∫ ݁
∆ீ(௭)
ோ்

(ݖ)ܦ ݖ݀
଴
௪௔௧௘௥

 
Eq. 6 

Where R(z) is a resistance in the depth z and T is the thermodynamic temperature. While the 
homogenous solubility-diffusion model highlights the partitioning into the membrane layer, the 
inhomogeneous model almost neglects it and highlights the barrier region, where ΔG > 0 (Figure 10). 

 

Figure 10: Calculation of partition coefficient K based 
on Klamt et al. equation depends almost entirely on 
the negative part of a free energy profile (orange), 
while the calculation of permeability P depends on the 
positive part of the free energy profile (blue). ΔG(z) 
stands for a free energy in a depth z, D(z) is the 
diffusion coefficient in depth z, T is the thermodynamic 
temperature, R is molar gas constant, ρ(water)

(n) and  
ρ(water)

(z) is the density of water in furthest nth layer and 
in the depth z, respectively. APL stands for area per 
lipid and Mlipids is molar mass of lipid molecule, while 
mu is the atomic mass constant. 
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Though a high effort was spent in this field and theoretical estimations are clear, the calculation of 
log P, and especially its diffusion term, is much less reliable than of previously discussed log K. 

4.2.3.3.1 Diffusion 
The estimation of a diffusion coefficient of a drug on a non-flat free energy surface is far more 
complicated than on a flat one. The diffusion coefficient of a drug (or any system on a given CV) on 
a flat free energy surface can be derived from a mean square displacement of a drug in a long free 
simulation. The diffusion coefficient calculations require long simulation time depended on a length of 
the correlation time of the motions. The simulation time can be decreased by the increased number of 
molecules in the system, e.g., calculations of water diffusion coefficient using a box of water 
molecules are already in a reasonable agreement with experiment.172 In drug-membrane studies such 
calculations can be used either for studying self-diffusion of lipids or for lateral diffusion estimations 
of drugs.173 However, for log P calculation we need the transversal diffusion that will be calculated 
differently. 

The motion of drug molecules in the membrane is driven by both the free energy gradient and the 
diffusion itself. For the diffusion coefficient calculation we need to separate these quantities. One of 
the possible approaches for the diffusion coefficient calculation is based on the fluctuations of a force 
applied in z‑constraint or with the position fluctuations in umbrella sampling. The diffusion 
coefficient is calculated from the force autocorrelation function ܨܥܣ൫(ݖ)ܨ൯ (Eq. 7):174 

(ݖ)ܦ  =
(ܴܶ)ଶ

∫ ஶݖ൯݀(ݖ)ܨ൫ܨܥܣ
଴

 Eq. 7 

Though such diffusion coefficients are biased by high errors and the convergence time for such 
calculation is long as well, this is still the most used method for diffusion coefficient  
calculation.81,82,84–86,88,92–99,102,104 

Several other approaches for diffusion coefficient or directly permeability calculations were proposed 
recently. Ghaemi et al.90 divided the CV space into several multiple microstates and calculated the free 
energy difference between them. Naturally, the free energy difference affects the transition rate that 
can be directly measured either from a single long free simulation of this region (in case of very 
shallow surfaces) or from multiple short simulations starting from the desired region in CV space. By 
this approach the transition rates in between microstates were obtained and could be than either used 
directly for permeability calculation or for local diffusion coefficient calculation. Ghaemi et al.90 used 
several CVs, but afterwards Parisio et al.91 using the roto-translational approach adding the orientation 
of steroids during the permeation concluded that for rigid or small molecules, a single CV in 
a direction normal to the membrane is sufficient for permeability calculation. But for many molecules 
the use of other CVs is necessary or at least highly advised, as is discussed later. Further, other 
approaches were presented, such as oscillating forward-reverse method,87,89 generalized langevin 
method93 or based on a mean first passage time.101 All of these MD approaches intended to reproduce 
the experimental data, however the precision of the approaches is still below the required level for 
relevant use.  

An absolutely different approach for monitoring the permeation process was applied, e.g., in a coarse-
grained study of nanoparticle endocytosis.175,176 The permeation of nanoparticles of various shapes 
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through lipid membrane was monitored and the sampling was enhanced by adjusting the nanoparticle-
lipid interactions. The interactions between nanoparticle surface beads and lipid head groups 
(representing ligand coating) are represented by explicit interaction energy added to the coarse grained 
force field. Further, the release of the nanoparticle from the lipid coating is driven by switching off 
this additional interaction energy.176 These simulations show the abilities of MD to represent many 
processes on very large space and temporal scale. 

Other approaches for estimating log Ps of various molecules are from predictive statistical models. 
Especially in case of skin permeability, statistical models give a reasonable prediction for a large 
amount of data available. The earlier models, e.g., Potts&Guy177 used just the logKow as a measure of 
lipophilicity and molecular weight Mw as a measure of diffusivity. Newer models178 already take into 
account the hypothesized pathways of drugs through the skin (and its uppermost layer, stratum 
corneum). We do not provide here the full list of QSPR models here, as it is not the focus of this 
review. Later in the text we describe the MD works on skin and gel membranes overall.  

 Concentration dependence 4.2.3.4
All of the abovementioned approaches work in infinite dilution and do not take into account the 
possibility of drug concentration in the membrane, cluster formation or the membrane disruption. 
When lipophilic molecules are placed in the membrane neighborhood, they enter the membrane and 
can change a lateral pressure and consequently affect the function of membrane enzymes, as is 
hypothesized, e.g., for general anesthetics.179 Other molecules, mostly surface active one, can work as 
membrane disruptors, such as DMSO (dimethylsulphoxide), whose presence in the membrane 
significantly influenced the process of membrane pore formation.180 The gel bilayer got fluidized by 
the presence of DMSO and the free energy of pore formation was here much lower. Finally, drugs can 
form doublets or other clusters and in such a formation they can either permeate through the 
membrane or perform their metabolical function.71 (Appendix A8) Overall, the main focus so far was 
placed on the infinite dilution and the role of a drug concentration in the membrane has not yet been 
fully described and provides a fascinating field for future studies. 

 PMF Issues 4.2.3.5
In this section we will discuss the most common issues in the calculation of PMFs that are further used 
for partitioning or permeability studies. We will discuss the methodology issues concerning the 
convergence – water defects, number of CVs, initial structures, choice of the method etc. and we will 
provide several recommendations for PMF studies.  

4.2.3.5.1 Methodology Issues 
One of the most addressed issues of drug-membrane interactions simulations is the convergence of the 
free energy profile.35,38,51 (Appendix A1) The pioneering works in the field of PMF calculations were 
performed for hundreds of ps per simulation frame104 and this time was considered enough for 
convergence. But with the increasing size of studied solutes, it became obvious that this time is highly 
insufficient. The simulations of amino acids side chains analogues revealed water defects30 in the head 
group region that can be induced, e.g., by pulling a charged residue into the membrane. Neale et al.35 
also showed that with using various initial conformations of amino acids side chain analogues (leucine 
and arginine) one obtains different PMFs that unite at up to 80 ns of umbrella simulation per frame. 
Paloncýová et al.38 (Appendix A1) showed that a careful choice of initial conformations can lead to 
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significant reduce of necessary simulation time. The water defects, either only in head group region or 
penetrating deep in the membrane are sources of significant artefacts. 

Though the water defect reaching far below the head groups region is an unwanted phenomenon in 
PMF simulations, formation of a water pore can be a natural transport principle for, e.g., charged 
molecules. The study of a transfer of arginine analogue through a DOPC lipid membrane revealed that 
the process was energetically nonaditive.34 This implies that the formation of a pore (no matter how 
many arginines pass) is thermodynamically more favorable then the presence of arginine analogue in 
the dry hydrophobic membrane core. And therefore, when the charged arginine is placed in the 
membrane core, the defect spontaneously forms.30 The formation of a pore in a fluid membrane costs 
~20 kcal/mol181 and this is also the cost of transfer of charged arginine45,102 or a flip-flop of DPPC.182 
From a certain pore size, the energetic cost of the formed pore grows linearly with its radius.181 In case 
of a gel membrane, the formed pores are not filled with water, but stay hydrophobic (in simulations 
sometimes with a vacuum inside) for a very high energetic penalty.180 Though the water penetrating 
far inside the membrane can be a sign of an artificial structure, in case of fluid membrane and for 
charged or very hydrophilic species, the pore formation should be considered as a natural scheme for 
the membrane penetration. 

With development of multidimensional methods we started to be able to systematically evaluate the 
role of other CVs. The first multidimensional free energy profiles were published recently adding an 
internal torsion angle of ibuprofen to usual CV, distance from the middle of the membrane.47 Other 
possible CV of interest is the tilt angle of the studied solute representing its orientation in the 
membrane.69,74 Another CV that can solve the before-mentioned issue of water defects is the number 
of contact between a solute and water or lipids. This approach was successfully used by Ghaemi et 
al.90 or Galassi et al.72 using bias-exchange metadynamics. Such an approach (apart from fixing 
a distal leaflet) can be used also when solving the issue of a system size, where the simple distance of 
the solute from the membrane cannot describe the membrane undulation.43 Overall, using another CV, 
that is orthogonal to the obvious distance from the middle of the membrane is highly recommended 
and can increase the convergence rate significantly.151  

Further, the rate of convergence is also affected by simulation method and the choice of other 
simulation parameters. For simulations with umbrella sampling or z‑constraint one should choose 
a method for initial structure generation to obey the artefacts in head group region, as mentioned 
above. As many of the initial structures as possible should be chosen by a free simulation,38 (Appendix 
A1) further method of choice is, e.g., a short metadynamics simulation.183 The methods like inflategro 
should be used with care, as the drug orientation or the adjustment of the membrane to the drug can be 
very artificial.35 Further, pulling of a drug into the membrane can directly induce artificial water 
defects that take a long time of biased simulation to vanish.38 (Appendix A1) Overall, spending a time 
at the initial structure generation is worth it and can reduce significantly the necessary production 
simulation time.  

Another crucial part of the decision is the choice of the PMF calculation method itself. To our best 
knowledge, no direct comparison of the performance of multiple methods on a same drug-membrane 
system leading to a clear conclusion was performed. During the time, several general reviews of the 
PMF methods were published.184–187 In the case of drug-membrane interactions the most used method 
was and still is US. This motivated also Paloncýová et al.38 (Appendix A1) and Jämbeck et al.47 to 
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compare US to ZC and META, respectively. US and ZC performed uniquely with undisturbed initial 
frames, but with a present water defect in membrane head group ZC was able to converge quicker.38 
(Appendix A1) META, on the other hand, was able to handle better the flexibility of ibuprofen and its 
internal torsion angle and it led to a single calculation result adequate to two sets of US. Very recently, 
Lee et al.93 compared US, replica-exchange US, ABF and multiple-walker ABF in their abilities to 
calculate the PMFs, but did not lead to any definitive answer in the precision or calculation rate of 
these methods. Naturally, for small, easily permeable molecules one can use a free simulation and wait 
for the real distribution of the studied solute,46 however for larger molecules or overall molecules97 
with higher energetic barriers to cross in the membrane, one would wait for ages. The choice of the 
method significantly depends on the desired studied phenomenon, on the habit and knowledge of the 
methods and the performance of the method in the used MD code.  

4.2.3.5.2 Force fields    
The use of a best methodology would be useless without a proper performance of a chosen force field. 
Recently a review was published by Lyubartsev et al.137 focusing on the principle of various force 
field development and their performance. Lipid force field development is usually focused on 
representation of lipid membrane structural parameters, such as area per lipid, membrane thickness, 
deuterium order parameters etc.123,127–130 Lipid force fields validation scheme sometimes includes the 
calculation of free energies of transfers of amino acids analogues into the membrane core130 or 
embedding of a transmembrane helix and comparing its properties with experiment131 to test the 
compatibility of a lipid force field with the protein one. Recently, benchmarks of force fields ability to 
reproduce solutes partition coefficient were published66,73 (Appendix A7) and showed a very good 
compatibility of current force fields with the approaches to parameterize small drug-like molecules. 
Further, also united atoms and coarse grained force field perform well.66,84 (Appendix A7) Current 
force fields show overall a good compatibility with the rest of the force fields from the appropriate 
force fields family and with the use of recommended simulation parameters114 they provide very 
reliable results. 

The differences in polarities in water, lipid head groups and lipid tails are huge and lead to 
development of polarizable force fields.188–191 The nonpolar environment inside the membrane should 
naturally affect the charge distribution on the solutes penetrating inside the membrane, but this cannot 
be fully captured by conventional force fields.188 In a limited way, the atomic polarization of drug 
molecules was shown by Jämbeck et al.48 by calculation of two sets of partial charges of drug 
molecules that were calculated in water and hexane, respectively. Further, polarizable 
phosphatidylcholine force field was presented by Chowdhary et al. and provided a reasonable 
agreement with experiment for the membrane structural parameters.192 Thought the polarization and 
depolarization of polar molecules could be of high importance, the use of polarizable force fields in 
drug-membrane interaction studies is still very rare. 

4.2.3.5.3 Other issues 
Naturally, other issues may occur in the PMF studies, such as system size or charge of the drug 
molecule.  The larger bilayers can undergo undulations and therefore can lead to systematic errors in 
the head group region. In large bilayer undulations, the sampling of a same z position can be the 
sampling of drug fully hydrated and also fully embedded in the membrane. The solution for such 
possibility can be fixing of the distal leaflet.193 The charged drugs usually involve large water 
defects194 and have a large penetration barrier. The calculation of their free energy profile raises 
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a question, if they should be treated in their neutral or charged form.33 The deprotonation is supposed 
to happen in the head group region,10 (Appendix A5) but the full agreement of this issue has not yet 
happened. Both these issues and several others were however nicely reviewed elsewhere.151,195 

 Role of membrane composition 4.2.3.6
So far we described the drug-membrane interactions from a general point of view, but not we focus on 
the individual role of lipids, their phases and mixtures which is still quite unknown, but growing field. 

The membrane phase significantly affects the permeability of drugs through respective membranes. 
This field was extensively studied experimentally and revealed a dependence of permeability of acetic 
acid on deuterium order parameters of lipids (that correspond to area per lipid and consequently the 
phase).196 However, only few theoretical studies focused on the role of membrane phase. A PMF study 
revealed a significantly higher penetration barrier observed for para-aminobenzoic acid and its 
derivatives in gel ceramide membrane in respect to fluid DOPC membrane.10 (Appendix A5) Further, 
a higher energetic penalty was paid for a formation of a pore in gel membrane in respect to the fluid 
one.180 But most of the studies of membranes in gel state were either focused directly on properties of 
the membranes197 or on the role of individual lipids, especially their mixtures. 

With the increase in computer power and parameterization of various lipids, an intensive attention 
became focused on the differences between lipids, e.g., on the role of lipid tail. Though the behavior of 
multiple species in lipid membranes can be taken generally as ‘lipid behavior’, there are significant 
exceptions to this presumption. E.g., α-tocoferol was described as oriented with its polar part towards 
lipid head groups in POPC, in DMPC it was observed as lying in the membrane core, parallel to the 
membrane plane.105 Further, in ceramides the length of the lipid tail significantly affects the membrane 
permeability, as the shorter tails disturb the membrane head group region.141,198 (Appendix A10) Both 
in theoretical and experimental studies, the role of lipid tail plays a role, though it is currently still 
mostly neglected.  

The role of lipid head groups in the PMF studies is even more ignored. Generally, only 
phosphatidylcholine membranes were used for PMF calculations, with a tiny exception of few studies 
of phosphatidylglycerol,52,199(Appendix A3) phosphatidylethanolamine41 and phosphatidylserine.55 
The head group role in drug-membrane interactions is therefore still not described, but recently, the 
role of lipid head groups, their charge and ability to form hydrogen bonds was described for 
membrane enzyme200(Appendix A13) and we can expect that also in drug membrane interactions the 
role of lipid head groups will be significant. 

4.2.3.6.1 Cholesterol 
Apart from ‘ordinary’ lipids a focus is now placed on cholesterol. Cholesterol significantly affects 
membrane structure and phase. When a cholesterol concentration increases in a fluid membrane, its 
order parameters increase also, the area per lipid decreases, membrane gets thicker31,201 and a phase 
transition temperature increases. It should be noted that with cholesterol the phase transition is not 
rapid any more, the transition is more gradual than in case of pure membranes.11 Cholesterol is 
proposed to be a key component of raft membranes.202 In gel membranes, such as in ceramides, the 
situation is slightly different. Cholesterol decreases the tilt angle of lipids203 and decreases the ordering 
of lipids.11 As well as in fluid membranes, the phase transition temperature becomes less clear and the 
transition is more gradual. The presence of cholesterol makes the membrane adopting part of the 
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properties from both liquid-ordered and gel phase and makes so-called liquid ordered phase. 
Consequently, cholesterol decreases the differences between lipids in the resulting membrane 
properties.  

Naturally, not only other lipids in the membrane are affected by cholesterol, cholesterol is affected by 
the lipids present in the membrane. Cholesterol was shown to have a different nature of interactions 
with lipids with various chains. First, Marrink et al.204 showed that cholesterol tilt angle increases with 
the level of lipid unsaturation. Followingly, Kučerka et al.205 showed that in polyunsaturated fatty 
acids cholesterol was oriented in the membrane core, parallel to the membrane plane. The exchange 
between cholesterol parallel and perpendicular position and the switch to the other leaflet, so called 
flip-flop, inspired numerous studies. A first two-dimensional free energy surface did not predict a free 
energy minimum of the parallel cholesterol orientation known from experiment.15 But further studies 
identified this minimum91 and also revealed that a cholesterol flip-flop rate increased dramatically with 
the level of lipid unsaturation.204  

Cholesterol affects also the dynamics of lipids in the membrane. The presence of cholesterol in the 
membrane decreases the diffusion coefficient of membrane phospholipids in respect to pure 
phospholipids membranes.206 The PMF calculation of DPPC flip-flop revealed a higher free energy 
barrier for DPPC flip-flop with the increased concentration of cholesterol in the membrane.31 But 
unlike in pure DPPC bilayer,207 the flip-flop did not go via pore-formation pathway. The affinity of 
DPPC molecule to the membrane composed of DPPC and cholesterol decreases with increasing 
cholesterol concentration indicating DPPC preference for cholesterol-free membrane.31 Together with 
the known preference of cholesterol to sphingomyelin,11 cholesterol can be a driving force for the 
domain formation in membranes. 

Naturally, by changing the membrane properties and dynamics, cholesterol affects also the membrane 
permeability or partitioning. Though experimentally the role of cholesterol on drug-membrane 
interactions was extensively studied,94 theoretically this issue remains almost unsolved. 
The permeability of hypericin and its derivatives was studied on DPPC lipid bilayer with a various 
amount of cholesterol and it appeared that hypericin and its derivatives have lower permeability in 
cholesterol-rich membranes, but the scale of this effect was different for different molecules.94 Further, 
the partitioning of solutes into lipid tails decreases with the addition of cholesterol to the PC and PE 
membranes and this effect is stronger in saturated lipids.41 The effect of cholesterol was higher than 
expected from experiment and therefore we can hypothesize that in real membrane cholesterol is not 
equally distributed, but form cholesterol-rich and cholesterol-poor regions.41 Overall, the effect of 
cholesterol on the drug-membrane interactions has not yet been widely studied and the role of 
cholesterol or cholesterol packing remains still unresolved.  

 Interaction with membrane proteins 4.2.4
Embedding a protein into a lipid membrane and its full solvation in atomistic resolution is now 
possible thanks to the recent development in computer power. Several reviews were recently published 
about membrane transporters simulations,208–211 (Appendix A14) and we do not intend to cover here all 
performed studies, whose number is steeply growing. The simulation studies are naturally limited, 
e.g., by the absence of crystal structures of the enzymes, e.g., in case of solute carriers (SLC) 
transporters and therefore the initial structures for MD simulations need to be prepared, e.g., by the 
homology modeling.212 The studies of SLC transporter revealed that the drug transport is connected 
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with large conformational changes of transmembrane helices, by a so-called “clamp-and-switch” 
model of function.213 All the dynamics processes of membrane embedded proteins are naturally rather 
slow for simple MD simulations and therefore require either a very long simulation or a biased one. 

Especially the studies of the mechanism of the transport process used the biased simulations. 
The mechanism of the pathway of various solutes through SLC transporters was studied by steered 
and targeted MD.214–218 Other possible approach for active transporters, e.g., ABC transporter is to 
simulate a protein with ATP and after a certain time exchange the ATP by ADP and monitor induced 
structural changes.219,220 Further, in case of pores, the mechanism of transport was studied, e.g., by 
bias-exchange-metadynamics and metadynamics simulations221,222 leading to a free energy profile 
along the transport pathway. Such simulations are computationally very demanding and currently are 
on (or perhaps behind) the edge of our abilities. 

Other membrane embedded proteins perform the biotransformation of drugs. Here the major focus was 
on cytochromes P450 (CYPs) with first published models of membrane embedded CYP2C9 that lead 
to first theoretical atomistic analysis of its membrane position.33,223 Further studies of another 
CYPs165,224–228 could use the CYP2C9 structure as an initial model for the depth of the enzyme 
embedding etc., however the orientation and position of CYP on the membrane differs significantly 
also in the dependence on lipid composition of the membranes.200,229 (Appendix A13, A9) The CYPs` 
active sites are connected with their surface with a complex network of access and egress channels121 
that open and close during their dynamic motions.33,229 (Appendix A9) The channels differ between 
each other in the drugs` ability to pass through230 (Appendix A11) and their properties, positions and 
radii fluctuates and depend on the composition of a membrane they are embedded in.200,229 (Appendix 
A13, A9) The docking into active sites of structures from MD revealed several different structures of 
the active site whose use in docking lead to good correlation of predicted sites of metabolism of 80 % 
of studied substrates.231 Though the studies of CYPs revealed a lot of information about their 
interactions,232 (Appendix A12) the detailed dynamical view inside the protein and the role of their 
sequence differences on their activity is still missing. 
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 Results 5.
In this section we review shortly our effort in the field of drug-membrane interaction studies. We will 
focus on the methodology development/benchmarking of calculation free energy profiles and partition 
coefficients. Afterwards, we will focus on the positions of substrates and metabolites of cytochromes 
P450 and the role of the membrane composition. Further we will move to skin-like membranes and 
finally to cytochromes P450 themselves, their orientation and their channels. In the individual cases 
we review again a small part of the theoretical background mentioned also earlier in the thesis. 

 Methodology 5.1
Biologically relevant calculation should be 
based on a functional lipid model, i.e., a set of 
parameters for MM calculations called force 
field. Several force field families are 
currently on the market, differing with their 
fields of focus, way of parameters 
development or the size of used particles. 
Currently used force fields for lipids are 
either all-atomic (CHARMM36,123–126 Amber 
11127/14128, GAFFlipids,129 Slipids130–132), 
united-atoms (Gromos43a1-s3133or older 
Berger lipid force field134) or coarse-grained (Martini,135 SDK136). Generally, force fields are 
parameterized to reproduce well the experimental properties of lipids, mostly area per lipid, membrane 
thickness, deuterium order parameters or X-ray scattering images. We benchmarked66 (Appendix A7) 
the force fields available in 2014 with the focus on the structural parameters of the membranes and 
their ability to reproduce membrane/water partition coefficient of several drugs that were studied also 
experimentally. We observed that except for the older united-atom Berger lipids force field, all other 
force fields reproduced the partition coefficient well (Figure 11). The knowledge of a functional model 
for membrane interactions was crucial for further studies. The ability of the force field to reproduce 
experimental data is promising for obtaining reliable data in other studies with molecules with 
experimentally unknown properties or for membrane-protein interactions. 

We focused on the drug-membrane interaction and on the improvement of methods currently used in 
these studies. We analyzed the convergence rate of calculated free energy profile of a model drug38 
(Appendix A1) – coumarin – on a lipid membrane and observed significantly increased rate of 
convergence when using a z‑constraint simulation in comparison with (in that age) commonly used 
umbrella simulation. While the z‑constraint calculates a local gradient of a free energy as a mean force 
applied on a drug necessary to keep it on place, in umbrella simulation we apply a harmonic potential 
around an initial position and analyze the distribution of the drug with this external potential. In both 
cases we needed to perform this calculation for multiple systems with drug in different membrane 
depths to cover the whole path from water to the middle of the membrane. In both cases we worked 
with two sets of initial structures, one of them contained an increased hydration in head group region. 
In z‑constraint simulation we observed a quicker relaxation and dehydration of initial structures and 
use of this method leads to significant increase in the convergence and reduction of a necessary 
simulation time. 

 
Figure 11: Mean absolute differences of calculated and 
experimentally measured lipid/water partition coefficients 
showing a good performance from most of used force 
fields in MD and COSMOmic.66 
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Further increase in the performance of the calculation can come from the COSMOmic calculations.65 
(Appendix A6) The results from COSMOmic can be gained within the order of minutes, while the 
MD simulations last days or weeks. In comparison with Berger lipids force field, COSMOmic 
provided correlated data, however more hydrophobic. But the comparison with experimental data and 
other newer force fields66 (Appendix A7) showed that COSMOmic is a reliable tool and could (and 
should) be used for fast drug screening projects, though it cannot show the dynamic phenomena as 
MD. 

 Interactions with fluid membranes 5.2
With the knowledge of possible methods, we can focus on the drugs` interactions with the membranes 
and, e.g., monitor their localization and concentration. In case of cytochrome P450 enzymes` 
substrates and metabolites52 (Appendix A3) we observed a deeper immersion of substrates in the 
membrane and their higher affinity in comparison with the metabolites. We also observed 
a concentration of all of these amphiphilic molecules around the head group region as well as in case 
of other amphiphilic molecules.65 (Appendix A6) We showed that the concentration of the substrates 
and metabolites in the membrane corresponds to the positions of access and egress channels of 
cytochromes P450.165 (Appendix A2) We also showed that the position of active groups in 
antioxidants agrees well with the positions of lipid double bonds54 (Appendix A4) they are supposed to 
protect and that they form a sort of 
a ladder removing the free radicals from 
the membrane.71 (Appendix A8) 

We analyzed also the role of lipid type 
in the membrane in the drug-membrane 
interactions. Comparing two fluid 
membranes with different charges 
(Figure 12) showed that the drugs 
seemed to have a higher affinity to 
neutral membrane than to a negatively 
charged membrane.52 (Appendix A3) 
Also, in case of larger molecules, such as argenteane, the thickness of the membrane plays a crucial 
role and influences significantly the affinity to the membrane.54 (Appendix A4) In case of very ordered 
membranes in a gel phase (such a ceramides in the skin), the affinity to the membrane is similar in 
comparison with a fluid membrane, but the penetration through such ordered membrane leads across 
a very high energy barrier.10 (Appendix A5) Overall, though we can talk about ‘lipophilicity’ of drug 
molecules, the type of a lipid influences significantly their interactions with other species.  

 

Figure 12: Average position, affinity (ΔGwat) and 
penetration barrier (ΔGpen) on neutral DOPC (left) and 
charged POPG (right) membrane 
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 Interactions with skin-like membranes 5.3
Focusing on the role of lipid type we analyzed the influence of lipid tail length in ceramides 
membranes on their permeability for drug molecules. These systems were studied experimentally, as 
the shorter ceramides are present in the skin of atopic eczema patients.233 We observed141 (Appendix 
A10) a behavior well representing experimentally described properties, where the ceramide membrane 
was highly impermeable, when the tails were long enough. Shortening of lipid chains did not initially 
lead to the permeability increase, but at a certain tail length (10 carbons) the permeability through 
these membranes started to grow (Figure 13). The highest permeability was observed for ceramides 
with 4-6 carbons in their tails and further shortening again reduced the permeability. We created the 
models of these systems and 
rationalized this behavior by the head 
group/lipid tails conformation. In 
longer ceramides lipids are arranged in 
a hairpin conformation (both tails go to 
the same direction). In shorter 
ceramides the lipids are arranged in L-
shape conformation and the shorter tail 
disrupts the head group region that 
creates the barrier for the penetration. 
In the shortest ceramides the lipid tails 
are too short to disrupt the head group 
region and therefore the highest 
permeability is in the middle-long 
ceramides – short enough to be 
arranged in L-shape conformation and 
long enough to disrupt the head groups 
region. 

 Cytochromes P450 5.4
Finally, we studied the behavior of drug metabolizing enzymes cytochrome P450 (CYPs)232 
(Appendix A12) on the membranes. We prepared models of CYP 3A4 on a fluid membrane with 
various concentrations of cholesterol229 (Appendix A9) and observed changes in CYP 3A4 
conformation. In the presence of cholesterol the enzyme was oriented differently and gradually the 
access and egress channels leading to the membrane closed and other channels leading to water 
opened. We even identified a channel not observed in any of the crystal structure available. By 
changes in the channel opening we suggested that the inhibition function of cholesterol experimentally 
observed234 can be caused not only by blocking the active site, but also by changes in the enzyme 
structure caused by the membrane. We also studied the role of lipid head groups of different 
glycerophospholipids and observed a significant difference in CYP3A4 orientation and embedding 
depth based on the ability of lipid head groups to form hydrogen bonds and especially on the charge.200 
(Appendix A13) In negatively charged membrane CYP3A4 was embedded much deeper and also 
differently oriented. The negative charge pulled the positively charge CYP3A4 proximal side towards 
the lipid head groups. Overall, we highlighted here that the membrane, which CYP is attached to, is 
crucial for analysis of its function. 

 
Figure 13:  
Backgroud: Structure of a disordered ceramide membrane with 
a shorter lipid chain (left) and of a gel phase healthy ceramide 
membrane (right). Lipids in gel phase membrane are ordered in 
hairpin conformation while the shorter ceramides are in  
L-shape conformation. 
Plot: Experimental (red) and calculated (black) permeability 
through ceramide membranes. 
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We introduced also a protocol for permeation 
studies of drug moving through channel enzymes 
using a bias-exchange metadynamics (Figure 
14).230 (Appendix A11) We defined a set of 
variables and for a definition of the position in 
a flexible channel we defined a new variable 
metric, DMSDDrug. Metadynamics is based on 
a regular addition of a biasing potential to a visited 
place in a defined space that is added to 
a molecular mechanics potential. Addition of 
a potential drives the system to other regions in 
a predefined variable and finally the system 
diffuses freely along the whole space of a defined 
variable. The free energy is then calculated as 
a negative of biasing potential (naturally after 
a statistical block analysis of several calculated 
potentials at different times). With a protocol based 
on a regular exchanges between replicas biased on 
different variables we identified a favorable egress 
channel from CYP3A4 for a model drug (1,3,7-
trimethyluric acid) and also the energy barrier for 
the other channels. Our results were in a reasonable agreement with similar experimental data and by 
this work we introduced a protocol transferable to other enzyme studies that can provide another step 
in in-silico pharmacology. 

  

 
Figure 14: Visualization of free energy of CYP3A4 
channels calculated by bias-exchange 
metadynamics. 
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 Conclusion 6.
Here I reviewed the current state of the art of computer-aided studies of drug-membrane interactions 
and addressed the issues and possible future development. I presented numerous examples that the 
computer simulations of lipid membranes are advanced enough to provide reliable information on 
drug-membrane interactions and are in accord with available experimental data. The simulations can 
be applied in pharmacology for estimation of the drug delivery rates, accessibility of drugs to tissues 
and organelles and accumulation of drugs in lipids in the body. Further, the understanding of the 
differences in the interaction with various lipids can provide important information for preferences of 
drugs to specific membranes present in specific organelles or species and lead to better drug targeting.  

The summarized current findings brought a significant increase in the precision and performance of 
the simulations as well as a deep insight in the drug-membrane interactions. For MD simulations 
I showed that Slipids force field provided reliable PMF profiles and performed the best from the 
current available membrane force fields. However, it should be noted that also some other modern 
force fields (CHARMM36, GAFFlipids, Gromos43a1-s3) provided a good correlation between 
calculated and experimental partition coefficient in lipid membrane. For the high throughput PMF 
screening on fluid membranes I recommend to use a semi-continuous tool COSMOmic, however, its 
usage is limited to fluid membranes only as it cannot describe the differences between fluid and gel 
phase. I applied these approaches and by MD simulations I monitored the differences between fluid 
and gel membrane that resisted to the drug permeation much more than the fluid one, however the 
affinity to both membranes was comparable. Unlike partitioning fully described by PMF, the 
permeability calculations varied significantly in respect to experiments and the development of the 
effective methods for its calculation is still in progress. Mostly the diffusion coefficient calculation 
remains a challenge. I focused further on the drug distribution in the membranes and observed that the 
amphiphilic drugs tended to accumulate around the head groups region in the fluid membranes, while 
the lipophilic drugs concentrated in the membrane core. I also compared the positions of substrates 
and metabolites of CYPs in the membrane to the positions of CYP`s access and egress channels and 
observed a good match supporting the hypothesis of CYPs sucking out the substrates from the 
membrane. And finally I set up the methodology based on bias-exchange metadynamics for 
calculation of PMF of a drug permeating through highly flexible enzyme channels and used it for 
identification of a preferred egress channel of CYP3A4. The solvated complex of enzyme-membrane-
drug and their interactions from the thermodynamic point of view lie on a current edge of our abilities 
in all-atom MD simulations. 

The field of computer calculations of drug-membrane interactions is gradually developing and from 
simple models of lipid bilayers, we move to larger, more complex systems. I envisage that for the next 
years, plenty of topics can still be addressed. Not only permeability managing, I expect the future 
focus of drug-membrane interaction community on concentration dependence of permeabilities and 
also on the role of membrane composition. Step-by-step, we are moving towards modeling structure 
and properties of the most complex biomembranes, which are present, e.g., in our skin. Modelling of 
skin membranes may have significant application potential in transdermal drug delivery, cosmetics 
and risk assessment. Naturally, the drug-membrane-enzyme systems provide an infinite number of 
questions that need to be addressed. Though the state of the art shows a massive advance during the 
years, the field of drug-membrane interaction studies provides multiple challenges for next years.  
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ABSTRACT: Atomistic molecular dynamics (MD) simulations of druglike molecules embedded in lipid bilayers are of
considerable interest as models for drug penetration and positioning in biological membranes. Here we analyze partitioning of
coumarin in dioleoylphosphatidylcholine (DOPC) bilayer, based on both multiple, unbiased 3 μs MD simulations (total length)
and free energy profiles along the bilayer normal calculated by biased MD simulations (∼7 μs in total). The convergences in time
of free energy profiles calculated by both umbrella sampling and z-constraint techniques are thoroughly analyzed. Two sets of
starting structures are also considered, one from unbiased MD simulation and the other from “pulling” coumarin along the
bilayer normal. The structures obtained by pulling simulation contain water defects on the lipid bilayer surface, while those
acquired from unbiased simulation have no membrane defects. The free energy profiles converge more rapidly when starting
frames from unbiased simulations are used. In addition, z-constraint simulation leads to more rapid convergence than umbrella
sampling, due to quicker relaxation of membrane defects. Furthermore, we show that the choice of RESP, PRODRG, or Mulliken
charges considerably affects the resulting free energy profile of our model drug along the bilayer normal. We recommend using z-
constraint biased MD simulations based on starting geometries acquired from unbiased MD simulations for efficient calculation
of convergent free energy profiles of druglike molecules along bilayer normals. The calculation of free energy profile should start
with an unbiased simulation, though the polar molecules might need a slow pulling afterward. Results obtained with the
recommended simulation protocol agree well with available experimental data for two coumarin derivatives.

■ INTRODUCTION
Passive transport of drugs through membranes is the main
process limiting their penetration into cells (in the absence of a
specific active transporter) and thus a key step in their
administration to the bodies of humans (and animals).
Diffusion through membrane and partitioning between water
and membrane phases are the key properties for this passive
transport affecting kinetics and thermodynamics of permeation
process,1,2 respectively. Further, the equilibrium position of
specific drugs in target membranes also affects their metabolism
and transport (both active and passive).3−5

The composition of biological membranes is complex and
diverse, varying substantially among the outer and inner leaflets
of both organelles and organs.6,7 They consist of proteins and
lipids, in approximately equal mass proportions.8 While
proteins are responsible for active transport and signaling,
lipids pose the main barrier to passive membrane transport.
The most important membrane for drug administration is the
plasma membrane, through which drugs must penetrate to
reach the internal milieu of target cells. However, mitochondrial
and endoplasmic reticulum membranes are also involved in
drug metabolism because they accommodate various drug-
metabolizing enzymes (e.g., cytochromes P450 and UDP-
glucuronosyltransferases).5,9,10 The most abundant lipids in
mammalian membranes are phosphatidylcholines (PC),
although phosphatidylserines, phophatidylethanolamines,
sphingomyelins, and cholesterol are also present,11 thus PC
bilayers are commonly used as simple membrane models.
However, it must be remembered that in vivo membranes are
much more complex, so results obtained using such simple
models should be interpreted cautiously.

Several structural frameworks of lipid bilayers have been
proposed, including the four-region model of Marrink and
Berendsen12 and others presented by Neale et al.13 and Orsi et
al.14 The four-region model, applied in the study presented
here, describes the physicochemical properties and densities of
lipids in the following four regions along a bilayer’s normal axis
(Figure 1):

(i) The low headgroup density region (hereafter region 1), a
polar zone with similar transport conditions to water,
from the point where head groups are first encountered
(at minimal density) and ending where the densities of
head groups and water are comparable.

(ii) The highly structured high headgroup density region
(region 2), from the point where region 1 ends to the
point closer to the bilayer center where the density of
water decreases to below 1% and bulklike water
disappears. Strong Coulombic interactions between
polar groups keep polar molecules in the first two
regions.15

(iii) The high density of acyl chains region (region 3) is
hydrophobic. Double bonds of unsaturated lipids are
typically localized in this region.

(iv) The fourth, low density of acyl chains region (region 4),
resides in the middle of the bilayer and terminal methyl
groups are primarily located in this region. Here,
movement of all molecules is faster due to its low
density. The two hydrophobic acyl chain regions are
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believed to form the main barrier for most druglike
molecules, which are often water-soluble.4,16

Molecular dynamics (MD) simulations can be used to
estimate the equilibrium position of a drug in a lipid bilayer, its
partition coefficients and diffusion coefficients simultaneously
at subpicosecond and atomic resolution.4,15,17,18 The partition-
ing and mean position can be well described by a free energy
(ΔG) profile along the normal to the lipid bilayer,5,13,18,19 also
known as a potential of mean force (PMF). In principle, such
free energy profiles can be calculated from partitioning values
obtained by long unbiased simulation. However, this approach
only provides reliable free energy profiles when all states along
the ΔG profile are thoroughly sampled. This is challenging for
unbiased MD simulations, because they usually do not sample
adequately at the available simulation time scales. The sampling
problem is based on the dependence of probability of drug
crossing a membrane on the energy barrier for this
phenomenon. The probability of membrane crossing decreases
exponentially with the energy barrier (Eq. S1 in the Supporting
Information). If a barrier for a drug crossing a membrane is
higher than ∼10 kcal/mol, the statistical probability of
spontaneous membrane crossing is very low within typical
time scales (hundreds of nanoseconds) accessible by unbiased
atomistic MD simulations. Therefore during unbiased MD
simulations, the polar molecules do not usually enter freely the

deeper parts of bilayer and the nonpolar molecules do not
sample enough of the area of bulk water.
Free energy profiles can also be calculated by biased MD

simulations. Great advances have been made in this field in
recent years, and numerous methods for obtaining free energy
profiles have been developed, including umbrella sampling,18,19

z-constraint method,12,14,15,17,18,22,23 metadynamics,24,25 adap-
tive biasing force,26,27 particle insertion,22 and others.28,29

However, although these techniques undoubtedly enhance
sampling, all of them have drawbacks for estimating free energy
profiles along bilayer normals. For example, in an analysis of
interactions between charged and neutral forms of ibuprofen
and aspirin with a dipalmitoylphosphatidylcholine (DPPC)
bilayer, Boggara and Krishnamoorti18 noted that the drugs
(especially charged forms) caused deformations of the lipid
bilayer in z-constraint simulations. Similarly, MacCallum et al.30

observed “water defects” at the water−lipid interface in
umbrella simulations applied for calculating free energy profiles
of amino acids along the normal of a dioleoylphosphatidylcho-
line (DOPC) bilayer. Such deformation of lipid bilayer in
simulations was recently analyzed by Neale et al., who identified
it as a systematic sampling error of considerable interest. Neale
and co-workers stressed that this systematic sampling error
complicated the convergence of free energy profiles of druglike
molecules along lipid bilayer normals, especially for charged
molecules.

Figure 1. Upper left panel (a): density profile of DOPC bilayer along the normal to the lipid bilayer plane showing densities of the complete system
(black), water (blue), DOPC (red), phosphates (magenta), cholines (cyan), carbonyls (green), and terminal carbons (dark blue). Lower left panel
(b): free energy profile of coumarin along the DOPC bilayer normal calculated from constraint simulation with initial structures obtained by free
simulation (CF). The calculated bilayer center penetration barrier, ΔGpen, and water/lipids barrier, ΔGwat, are labeled. The free energy profile was
calculated for one bilayer leaflet and was symmetrized to the other one, the densities of the system were symmetrized along the middle of the bilayer.
The vertical bins labeled by numbers denote four bilayer regions: 1 − low density of head groups (2.2−2.9 nm), 2 − high density of head groups
(1.45−2.2 nm), 3 − high density of acyl chains (0.5−1.45 nm), and 4 − low density of acyl chains (0−0.5 nm). Right panel (c): structure of DOPC
bilayer, together with snapshots of coumarin initial structures. Carbons are colored in cyan, oxygens red, and hydrogens white. The olive and blue
balls represent DOPC phosphate and nitrogen atoms.
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As this systematic error may also originate during the
generation of starting structure sets used for biased MD
simulations, this issue has been addressed in several previous
studies using various strategies. Neale et al.13 used an inflategro
procedure,31 in which (briefly) a pre-equilibrated bilayer is
expanded, a molecule of interest is inserted, and the bilayer is
compressed and re-equilibrated. Boggara and Krishnamoorti18

inserted molecules into a lipid bilayer manually using the VMD
visualization program.32 Other approaches for generating
starting structures have included growing the molecule inside
the bilayer from zero size,14 pulling simulation,5 snapshots from
unbiased simulation,33 and estimation of reaction coordinates
using metadynamics.24 However, no methodological analyses of
this problem have been previously published.
Here, based on an examination of the embedding of a

nonpolar druglike molecule (coumarin; 1,2-benzopyrone) in
DOPC bilayer, we show that systematic sampling error is
difficult to avoid, but it can be reduced by using appropriate
biased simulation and initial structure set generation method.
Coumarin naturally occurs in diverse plants, including tonka
beans (Dipteryx odorata), vanilla grass (Anthoxanthum odor-
atum), sweet woodruff (Galium odoratum), sweet clover
(Meliotus L.), sweet grass (Hierochloe odorata), and cassia
cinnamon (Cinnamomum aromaticum). It is absorbed by
humans both orally from food and through the skin from
perfumes. Further, it is a valuable test substance because it is a
small, planar, rather rigid, nonpolar (logPoct/wat 1.3934),
biologically significant druglike molecule, as its skeleton can
be recognized in many drugs (e.g., the anticoagulant warfarin
and antispasmodic/insecticide hymecromone35) and other
biologically active compounds (e.g., scopoletin). Therefore,
coumarin is an ideal model for assessing the quality of various
methods for calculating ΔG profiles of small low-polar druglike
molecules along normals of lipid bilayers. DOPC bilayer has
been previously used as a model of endoplasmic reticulum
membrane, in which coumarin is metabolized by membrane-
anchored Cytochrome P450 2A6.36,37

The main aim of the study was to identify the mean position
of coumarin in DOPC bilayer from calculations of free energy
profiles using different biased MD simulations and different sets
of initial structures. We also discuss convergence, advantages
and disadvantages of z-constraint, and umbrella sampling
methods using starting structures obtained by pulling and
unbiased simulations. We focus on the systematic bias caused
by choice of the initial structure set and the possibilities of
avoiding this bias. The effect of choice of partial charges is also
analyzed and results of biased and unbiased MD simulations (3
μs in total) are compared. Finally, a robust simulation protocol
for obtaining a convergent free energy profile along a bilayer
normal is suggested and tested against available experimental
data for two coumarin derivatives embedded in dimyristoyl-
phosphatidylcholine (DMPC) bilayer.

■ METHODS
The structure and topology of coumarin (1,2-benzopyrone;
CAS number 91-64-5) was generated by the PRODRG2 Beta
server38 using the GROMOS 53a6 forcefield.39 However,
partial charges assigned by PRODRG have been found to lead
to unrealistic partitioning between water and cyclohexane
phases.40 As the partial charges used can introduce another
systematic error into free energy calculations, we addressed this
problem by also using Mulliken partial charges and restrained
fit of electrostatic potential (RESP) partial charges. The RESP

partial charges were successfully adopted by the second
generation of AMBER family force fields. The electrostatic
potential (ESP) and ESP partial charges were calculated by
applying B3LYP/cc-pVDZ method to coumarin geometry
optimized at the same level of theory in Gaussian 03.41 RESP
fit42 was implemented by Antechamber from the AMBER 11
software package.43 Mulliken partial charges, that were adopted
by Berger lipid force field,44 were calculated at the HF/6-31G*
level in gas phase. Hereafter, all mentioned coumarin charges
are RESP charges, except those explicitly named as PRODRG
or Mulliken charges.
The lipid bilayer, as prepared and equilibrated by Siu et al.,45

contained 128 DOPC molecules, 64 in each leaflet, with a
structure generated by the Lipidbook server.46 The bilayer was
oriented perpendicularly to the z-axis of the simulation box and
equilibrated for another 10 ns by a free MD simulation. Water
and salt (NaCl) were added to give a physiological
concentration, of 0.154 M, of salt in the aqueous phase
(excluding the lipid bilayer from the volume calculation). The
equilibrated box contained 5,188 molecules of Flexible Simple
Point Charge (SPC) water,47 19 Na+ and 19 Cl− ions. The
equilibrated surface area per lipid was 0.638 nm2, and the start
of the z-axis was set in the middle of the bilayer.
The GROMACS 4.0.7 package48 and united atom Berger

lipid force field44 were used for MD simulations. The latter
reduces the number of atoms in simulations, as it merges
nonaromatic and nonpolar hydrogens with their carbons. This
simplification likely results in higher diffusion coefficients than
those observed in all-atom model simulations.49 Berger lipid
force field44 uses the Mulliken partial charges calculated at the
HF/6-31G* level (in gas phase).50 Simulations were taken with
2-fs integration time steps under periodic boundary conditions
in all directions, with particle-mesh Ewald (PME) electro-
statics,51 a van der Waals cutoff at 1 nm, bond constraints
determined by the LINCS algorithm,52 V-rescale temperature
coupling53 to 310 K, and Berendsen anisotropic pressure
coupling54 to 1 bar with 10 ps time constant and
compressibility of 4.5 × 10−5 bar−1.
A coumarin molecule was placed at the top of the simulation

box, a 0.5 ns MD simulation was executed to pre-equilibrate the
system, then five independent MD simulations with a total time
of 3 μs were generated. From the pre-equilibrated simulation
two sets of starting frames for biased MD simulations were
generated: one by pulling coumarin to the bilayer center and
the other from unbiased MD simulation. The first set of starting
frames for biased MD simulations was obtained by pulling the
center-of-mass (COM) of coumarin against that of the lipid
bilayer (in its center). Coumarin was pulled along the bilayer
normal (the z-axis) for 6 ns using a pulling force constant of
10,000 kJ·mol−1·nm−2 (2,390 kcal·mol−1·nm−2) and pulling rate
of 1 nm·ns−1. Pulling applies a harmonic potential on molecule
and moves the center of this potential with a given pull rate.
Starting positions were collected as snapshots from the pulling
simulation, spaced 0.1 ± 0.02 nm apart along the z-axis from
the area of bulk water (4 nm from the bilayer center) to the
middle of the bilayer. From the structures at one distance bin,
the structure with the lowest potential energy was chosen as the
starting frame for biased MD simulations at a given distance
from the center of the lipid bilayer. Hereafter, constraint and
umbrella simulations with initial structures generated by pulling
simulations are referred to as constraint-pulling (CP) and
umbrella-pulling (UP), respectively.
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In the other approach for generating starting frames, in which
free unbiased simulation (20 ns long) was applied, spontaneous
coumarin penetration through the DOPC bilayer was observed.
Starting frames (spaced 0.1 ± 0.02 nm apart along the z-axis
with the lowest potential energy of the structure at the
respective points) for umbrella and constraint simulations were
chosen as described above. Simulations with these starting
structures are henceforth referred to as umbrella-free (UF) and
constraint-free (CF), respectively.
With both sets of starting frames, umbrella sampling and

constraint simulations (164 simulation windows in total) were
carried out as described below for 30 ns per simulation window,
except for simulation bins in the 1.0−2.5 nm z-axis region (for
which simulation was prolonged for 50 ns, or up to 100 ns for
CP and CF simulations, giving in the latter cases up to 6.9 μs of
biased simulation in total).
In umbrella sampling a harmonic potential is applied

between COMs of two groups of molecules, here the drug
coumarin and DOPC lipid bilayer. The distance between
COMs of coumarin and DOPC was restrained by a harmonic
force constant of 2,000 kJ·mol−1·nm−2 (477.9 kcal·mol−1·
nm−2). The force applied on coumarin was proportional to the
square of the displacement from its original position, and a free
energy profile was calculated from eq 14,55

Δ = − +G z RT P z U z( ) ln ( ) ( ) (1)

where P(z) and U(z) are the coumarin distribution and biasing
potential along the bilayer normal, respectively. The force

constant and distance between simulation windows were
chosen to achieve equal sampling, as the presence of regions
with low sampling density increases the error of umbrella
sampling. Forces acting on coumarin were analyzed, and the
free energy profile was reconstructed by the weighted
histogram analysis method (WHAM)20 using the g_wham
program.56

We also calculated a free energy profile from constraint
simulations.14,15,18 In this approach, the distance between
COMs of the drug and lipid bilayer was constrained, and the
constraint force was monitored. Free energy was then
calculated from eq 24,16,17,57

∫Δ = − ⟨ ⃗ ′ ⟩ ′G z F z dz( ) ( )
outside

z
t (2)

where the mean force applied on the molecule ⟨F⃗(z′)⟩t in
certain bilayer depth z′ is integrated along the bilayer normal
axis beginning in water until the certain bilayer depth z.
Part of the free energy profile was also calculated from the

partitioning displayed in an unbiased simulation using eq 315

Δ = −G z RT K z( ) ln ( ) (3)

where K(z) is a partition coefficient estimated for a 0.02 nm bin
in bilayer depth z, symmetrized for both leaflets. The partition
coefficient is calculated from average mass density of coumarin
in certain bin and by normalizing this density − the reference
state is set to have K(z) = 1.

Figure 2. Density profiles of DOPC (blue dash-dotted curves) and coumarin calculated from unbiased MD simulations (3 μs in total; red dashed
curves) and from the free energy profile acquired by the CF method (green dotted curve). The density profiles of coumarin obtained from both
methods match each other well (upper panel − a). Free energy profiles obtained from biased simulations (lower panel − b). Both umbrella (UP −
black curve and UF − red curve) and constraint (CP − dotted blue curve and CF − dotted green curve) simulations provide free energy minima
positions for coumarin that overlap well with the maximum density calculated from the free simulation (cf. upper panel − a). The free energy profiles
were calculated for one bilayer leaflet and were symmetrized to the other one; the density was symmetrized along the middle of the bilayer. UP and
UF refer to umbrella simulations with initial structures obtained by pulling and free unbiased simulation, respectively; CP and CF refer to constraint
simulation with pulling and free initial structures, respectively.
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The minimum free energy (ΔG = 0 kcal/mol) of coumarin
along the bilayer normal was considered the reference state in
all profiles. All free energy profiles were calculated for one lipid
leaflet and have been symmetrized for the other one. Error
estimates of free energy were calculated as integrated standard
deviations of the mean calculated either over the bins of 100
bootstraps generated by Bayessian bootstrap analysis by the
g_wham program56 in umbrella sampling or over the force
distribution in 0.1 nm-spaced positions along the z-axis in
constraint simulations.
For comparison with experimental data (see later) free

energy profiles of 7-acetoxy-4-methylcoumarin and 7-acetox-
ycoumarin along the normal of a DMPC bilayer were calculated
(using a DMPC bilayer structure with 128 DMPC molecules
and 3,655 water molecules taken from Tieleman’s Web site,58

after replacing 20 molecules of water by 10 Na+ and 10 Cl−

ions). The lipid bilayer was equilibrated for 200 ns. 7-Acetoxy-
4-methylcoumarin topology was prepared by the simulation
protocol described above for coumarin (including the use of
RESP partial charges). Initial structure was generated from a
20 ns unbiased free simulation. During this simulation, 7-
acetoxy-4-methylcoumarin penetrated to 1.8 nm from the
middle of the bilayer and was then pulled into the bilayer for 4
ns with a pulling rate of 1 nm·ns−1 and a pulling force constant
of 500 kJ·mol−1·nm−2 (119.5 kcal·mol−1·nm−2). The mild force
constant was chosen to avoid water artifacts, as the molecule
did not penetrate into region 3 freely during the unbiased
simulation and was still in touch with water molecules. A 10 ns
constraint simulation was performed with the same simulation
protocol as applied in the coumarin CF simulation, but the
simulation near the equilibrium position (0.8−1.7 nm) was
prolonged to 15 ns per simulation bin.
A free energy profile of 7-acetoxycoumarin was obtained by

the same protocol as for 7-acetoxy-4-methylcoumarin, except
the free simulation lasted 60 ns and during this time 7-
acetoxycoumarin penetrated to 0.5 nm from the center of the
lipid bilayer, then the molecule was pulled further into the
bilayer for 1 ns with a pulling rate of 1 nm·ns−1 and force
constant of 2,000 kJ·mol−1·nm−2 (477.9 kcal·mol−1·nm−2). The
molecule freely penetrated close to the bilayer center and thus
was pulled with a higher force constant than in the previous
case. A free energy profile was obtained by z-constraint
simulation, which yielded a very large minimum energy zone,
with substantial variation in mean forces, so the simulation was
prolonged to 15 ns in the interval between 1.0 and 2.0 nm and
more frames were added (so the distance between simulation
windows was 0.05 nm in the zone between 1.0 and 2.0 nm).

■ RESULTS
Unbiased MD Simulations. Five independent unbiased

simulations starting from coumarin in water, 3 μs long in total
(2 × 1 μs, 600 ns, 2 × 200 ns), showed a tendency for
coumarin to stay at the boundary between regions 2 and 3, as
coumarin was most frequently located 1.4 ± 0.1 nm from the
bilayer center (see Supporting Information, Figure S1). Once a
coumarin molecule entered the bilayer during the first 10 ns of
the simulation, it did not leave the lipid bilayer during the rest
of simulation (Figure S1). Coumarin occurred in both leaflets
because it can transverse the bilayer center spontaneously.
Twelve successful (and ten unsuccessful) transitions between
leaflets were observed during the 3 μs of simulations (Figure
S1). The transition between both leaflets took place on a
100+ ns time scale, but the transition process itself was rapid

and lasted several nanoseconds. The unbiased simulations also
identified a metastable state of coumarin in the bilayer center
(Figure 2), where coumarin stayed up to 10 ns. The transition
between the bilayer center and one leaflet occurred on time
scales of ps up to ns (Figure S1). The bilayer center penetration
barrier calculated from the partition coefficient profile (cf.
Equation 3) was 2.1 kcal/mol, but the water/lipids barrier
could not be calculated, as the distribution of coumarin in water
was not properly sampled (Figure S1 and Figure 2).

Biased Simulations. The free energy profiles of coumarin
in DOPC lipid bilayer reconstructed from four types of biased
(UP, CP, UF, and CF) simulations showed similar trends
(Figure 2). Typically, the free energy dropped as coumarin
entered region 1 (cf. Figure 1). As it moved deeper into the
bilayer, the free energy decreased and the global free energy
minimum was reached at the border between regions 2 and 3.
When coumarin moved deeper into the bilayer center, the free
energy rose. A small local minimum was located in the bilayer
center (region 4). So, one global minimum at 1.35−1.53 nm
(with a thermally accessible region within 1.05−1.95 nm at 310
K − by thermally accessible region we mean an area with
energy barrier of RT (0.616 kcal/mol at 310 K) from the
energy minimum) and one local minimum in the middle of the
lipid bilayer were common features of all free energy profiles
(Figure 2).
The bilayer center penetration barriers (ΔGpen) obtained

from the free energy profiles fitted a narrow interval, varying
between 2.6−3.3 kcal/mol (Table 1, Figure 2). The water/

lipids barrier (ΔGwat) fitted an interval of 5.7−6.7 kcal/mol,
and the values calculated with pulling initial structures were
lower than those calculated in simulations with initial structures
from unbiased simulations (ΔGwat values derived from UP, CP,
UF, and CF simulations were 5.7 ± 0.3, 5.9 ± 0.2, 6.7 ± 0.1,
and 6.4 ± 0.2 kcal/mol, respectively; Table 1 and Figure 2).
The UP free energy profile also showed a very shallow local
minimum at 1.95 nm with an energy barrier of 0.5 kcal/mol
(Figure 2). The free energy barrier of this minimum was higher
than the free energy error bar estimated by statistical bootstrap
analysis (0.1 kcal/mol), but the error seemed to be under-
estimated. As the depth of the shallow minimum declined with
increasing duration of simulation windows (see the following
paragraph “Convergence of Biased Simulations”) and no state

Table 1. Properties Extracted from the Free Energy Profiles
Calculated by Four Different Simulation Protocols with 50
ns of Biased Simulation Per Windowa

simulation
protocol

position of
minimum (nm)

area within a
reach of a
thermal

motion at 310
K (nm)

ΔGwat

(kcal/mol)
ΔGpen

(kcal/mol)

UP 1.53 1.15 1.95 5.7 ± 0.3 3.2 ± 0.2
UF 1.35 1.09 1.75 6.7 ± 0.1 2.6 ± 0.1
CP 1.47 1.20 1.71 5.9 ± 0.2 2.8 ± 0.1
CF 1.49 1.10 1.80 6.4 ± 0.2 3.3 ± 0.1

aUP and UF refer to umbrella simulations with initial structures
obtained by pulling and free unbiased simulation, respectively; CP and
CF refer to constraint simulation with pulling and free initial
structures, respectively. ΔGwat and ΔGpen are water/lipid and bilayer
center penetration barriers, respectively. Area within reach of a thermal
motion is considered to be the area surrounded by an energy barrier of
RT (0.616 kcal/mol, T = 310 K).
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corresponding to this minimum was observed in the unbiased
simulation (Figure S1 in the Supporting Information), we
considered this minimum to be an artifact and called it “the
artificial minimum”.
As such “artificial minima” may be due to systematic

sampling errors, it was of considerable interest to determine
the reasons for such behavior. The primary reason lay in the
starting structures, which were generated by pulling coumarin
along the bilayer normal in the UP and CP simulations. The
pulling caused deformation of the lipid bilayer,13,18 leading to a
funnel-shaped bilayer surface depression (see Supporting
Information, Figure S2) induced by solvated coumarin (Figure
3a). In other words, the pulling procedure produced structures
in which coumarin embedded in the bilayer was hydrated by a
few water molecules. The defects, namely these which were
deeper in lipid bilayer, were eliminated during biased MD
simulations, as water was expelled from the hydrophobic bilayer
interior and bilayer relaxed rapidly on hundreds of picoseconds
time scale. The relaxation time grew with increasing distance
from the bilayer center. In the area of the artificial minimum
(∼1.7−2.0 nm), close to the bilayer surface, the water defects
were eliminated on a tens of nanoseconds time scale. It is of
considerable interest that relaxation occurred significantly more
rapidly in the CP than in UP simulations, and thus the
membrane deformation was eliminated more rapidly (Figure 3
and Figure 4). The lipid bilayer depression was not observed
during a spontaneous embedment of coumarin in the lipid

bilayer in the unbiased simulations, hence the starting
structures for biased simulations based on the snapshots from
the unbiased simulation were free of this artifact (Figure 3b).

Convergence of Biased Simulations. The position of the
global minimum converged more rapidly in biased simulations
starting from free (unbiased) simulations (UF and CF) than in
simulations starting from pulling (UP and CP) simulations
(Figure 4). The free energy profile obtained from UP
simulation depended strongly on the length of the simulation
windows, and two energetically similar minima in region 2 (one
at ∼1.5 and the other at ∼2.0 nm) were observed during the
beginning of this simulation (Figure 4). After 10 ns the
minimum at ∼1.5 nm became the global minimum and its
position converged to 1.53 nm, while the energy barrier of the
artificial minimum decreased to 0.5 kcal/mol. During the first
16 ns of UP simulation the area accessible by thermal motion
(ΔGmin+RT) gradually widened from 0.90 nm after 5 ns to 1.10
nm, and the region accessible by thermal motion thereafter
declined to 0.80 nm. ΔGwat gradually rose throughout the
simulation, to a final value (at 50 ns) of 5.7 ± 0.3 kcal/mol,
while ΔGpen dropped within the first 16 ns of simulation, slowly
rose until 30 ns, and then fluctuated around a final value of 3.2
± 0.2 kcal/mol (cf. Figure 4).
The free energy profile obtained from CP simulation also

displayed two minima initially, while the artificial minimum (at
∼2.0 nm) quickly vanished, and after ∼15 ns there was no sign
of this minimum. The area within reach of thermal motion

Figure 3. Initial structures (at 1.9 nm from the bilayer center) obtained by pulling (a) and free simulation (b) show a difference in coumarin
hydration. The structure generated by pulling simulations indicates that coumarin is pulled to the lipid bilayer with its solvation shell, which causes
funnel-like bilayer deformation. Snapshots taken at 10 ns indicate that CP eliminates coumarin hydration more rapidly than UP. Both CF and UF
simulations lead to similarly solvated coumarin structures. Carbons are colored in cyan, oxygens red, and hydrogens white. The olive and blue balls
represent DOPC phosphate and nitrogen atoms, respectively. Waters surrounding coumarin are colored as red/white balls.UP and UF refer to
umbrella simulations with initial structures obtained by pulling and free unbiased simulation, respectively; CP and CF refer to constraint simulation
with pulling and free initial structures, respectively.
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gradually narrowed from 1.38 nm after 5 ns of simulation to
0.51 nm after 40 ns and thereafter remained constant. ΔGwat

gradually rose throughout the simulation, to 5.9 ± 0.2 kcal/mol,
while ΔGpen grew during the first 11 ns of simulation, until 20
ns of simulation it gradually declined to 2.8 ± 0.1 kcal/mol and
then fluctuated around this value. In the last 50 ns of the
simulation prolonged to 100 ns the position of the energy
minimum remained constant; ΔGpen fluctuated around 2.8 ±
0.1 kcal/mol and ΔGwat continued to rise, to 6.2 ± 0.2 kcal/
mol.
The position of the minimum in the UF free energy profile

was almost constant (within 1.29−1.35 nm) during the whole
simulation time, with the area accessible by thermal motion
slowly widening from 0.44 to 0.66 nm. ΔGwat slowly decreased
during the first 19 ns of simulation, then very slowly increased,
and after 30 ns ΔGwat converged to 6.7 ± 0.1 kcal/mol, while
ΔGpen became convergent after 20 ns, fluctuating within 2.6 ±
0.1 kcal/mol.
The CF free energy profile showed a minimum position

within 1.29−1.49 nm, and the area of thermal motion slowly
widened from 0.41 to 0.70 nm. ΔGwat fluctuated around 6.4−
7.0 kcal/mol during the whole simulation time, while ΔGpen

decreased during the first 10 ns of simulation and then
fluctuated around 2.9−3.3 kcal/mol. The prolonged simulation
to 100 ns showed similar trends − a free energy minimum at
1.29 nm, thermal motion within 0.6 nm, a constant ΔGwat value
of 7.0 kcal/mol after 80 ns, and ΔGpen already convergent with
a final value of 3.1 ± 0.1 kcal/mol.
Effect of Coumarin Partial Charges. As assignment of

partial charges might introduce another systematic sampling
error into free energy calculations, we carried out 10 ns long CF

simulations with PRODRG and Mulliken charges (assigned
partial charges are listed in Supporting Information Table S1),
to assess the extent to which the partial charges affected the free
energy profiles. Coumarin with partial charges assigned by
PRODRG bore a dipole moment of 9.5 D, assignment of
Mulliken partial charges led to 6.0 D, and RESP partial charges
resulted in a dipole moment of 4.9 D (Figure 5). The dipole
moment based on RESP charges was close to that of coumarin
in the gas phase calculated by the hybrid DFT method
(B3LYP/cc-pvDZ) of 4.6 D, Mulliken partial charges represent
a compromise between the dipole moment in water
(represented by continuum dielectrics with εr = 78.39) and
heptane (εr = 1.92), which we calculated by the CPCM/
B3LYP/cc-pVDZ method and that resulted in 6.7 and 5.4 D,
respectively. Considering these values, the dipole moment
stemming from PRODRG charges seemed to be unreliably
overestimated, which could systematically bias free energy
profiles based on PRODRG charges. The global minimum of
the ΔG profile of coumarin bearing RESP partial charges was
located at 1.29 nm (CF with a 10 ns sampling window), energy
minimum of coumarin bearing Mulliken partial charges was
localized at 1.20 nm, and the minimum for PRODRG-charged
coumarin was shifted toward the bilayer/water interface, at 1.62
nm. The global free energy minimum for RESP-charged
coumarin was also considerably deeper than for Mulliken-
charged or PRODRG-charged coumarin (ΔGwat: 7.5, 5.6, and
3.3 kcal/mol, respectively), and the bilayer center penetration
barriers of the systems also differed (ΔGpen: 3.1, 4.6, and
10.1 kcal/mol, respectively) (Figure 5). As expected, the energy
cost of bilayer center penetration grows with the increasing

Figure 4. Convergence of free energy profiles, positions of energy minima and energy barriers. The simulation windows within 1.0−2.5 nm have
been simulated for 50 and 100 ns in case of UP and UF simulations of CP and CF simulations, respectively; the rest of each profile is calculated from
30 ns of simulation. Free energy profiles calculated from short simulation times (<5 ns) are biased by high error, because of small data set and
nonequilibrium starting structures. Free energy profiles obtained by UP and CP simulations (left) show slow elimination of an artificial minimum
(∼2.0 nm) and deepening of the global minimum (∼1.5 nm). Free energy profiles obtained from UF and CF simulation are consistent in coumarin
positioning and have deeper energy minima than those obtained from UP and CP simulations. The global minimum energy is considered as
reference. UP and UF refer to umbrella simulations with initial structures obtained by pulling and free unbiased simulation, respectively; CP and CF
refer to constraint simulation with pulling and free initial structures, respectively.
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dipole moment, and reversely the energy barrier between lipid
bilayer and water decreases with the growing dipole moment.
Comparison with Experimental Data. To our knowl-

edge, the precise positioning of bare coumarin in a DOPC
bilayer has not yet been studied experimentally; therefore, we
compared the results of our theoretical calculations to data
obtained in experiments with coumarin derivatives. Depths of
several coumarin derivatives in dimyristoylphosphatidylcholine
(DMPC) bilayer have been studied in NMR investiga-
tions,2,46,47 in which chemical shifts of 13C-labeled derivatives
were used to assess the polarity of the surroundings of 13C
atoms and hence estimate their depth in the lipid bilayer.
Results of the cited experiments indicate that the mean position
of 7-acetoxy-4-methylcoumarin is at the border of regions 2 and
3 in DMPC lipid bilayer (0.7 nm from the DMPC choline
nitrogens, corresponding to 1.2 nm from the center of the
bilayer); 13C-labeled carbons of the derivative (C2 and C4, see
Figure 6) appeared to be located 0.72 and 0.70 nm from the
choline nitrogens, corresponding to 1.18 and 1.20 nm from the
bilayer center, respectively. Another coumarin derivative, 7-
acetoxycoumarin, was apparently located closer to the bilayer
interface in region 2, with its 13C-labeled (C2 and C4) carbons
0.44 and 0.59 nm from the choline nitrogen, corresponding to
1.46 and 1.31 nm from the bilayer center, respectively. We
recalculated the experimental positions (originally expressed as
distances from the bilayer surface) as distances from the bilayer
center to facilitate direct comparison with results of this study.
In this recalculation, the distance between the DMPC bilayer
surface and center was set at 1.9 nm: the mean distance
between the bilayer center and maximum density of nitrogens
(regarded as the membrane surface in the cited NMR
experiments) in corresponding MD simulations.

For the comparison we employed the most effective
simulation protocol of those considered here to calculate the
free energy profiles of the coumarin derivatives described
above, briefly comprising unbiased simulation followed by
constraint simulation with 10 ns simulation bins (see Methods
for details). The profile obtained for 7-acetoxy-4-methylcou-
marin indicated the free energy minimum position of its COM
to be 1.0 nm from the center of the DMPC bilayer (Figure 6),
with a thermally accessible region between 0.8 and 1.3 nm. The
thermally accessible region estimated from the simulation
(0.8−1.3 nm) matched that acquired from NMR experiments,
where 7-acetoxy-4-methylcoumarin was located 1.2 ± 0.1 nm
from the bilayer center. In addition, the positions of its C2 and
C4 carbons calculated from simulations (1.25 and 1.21 nm,
respectively) agreed well with those estimated from experi-
ments (1.18 and 1.20 nm, respectively), although the C4
carbon seems to flip-flop between two positions in the bilayer
(the other at 0.76 nm, with ca. 14% population, see Figure 6
up).
The free energy minimum position of the COM of 7-

acetoxycoumarin in the simulation was located 1.2 nm from the
bilayer center, with a thermally accessible region between 0.75
and 1.35 nm. The simulated distances of the C2 and C4
carbons from the bilayer center at this point (1.34 and 1.19 nm,
respectively) again matched those obtained from the NMR data

Figure 5. Left panel: free energy profiles calculated for coumarin with
PRODRG (red dotted curve), Mulliken (blue dashed curve), and
RESP charges (black curve) by constraint simulation (CF) with initial
structures obtained by free simulation using 10 ns windows. Coumarin
with PRODRG partial charges is shifted to the outer part of the lipid
bilayer. The bilayer center penetration barriers grow and the water/
lipids barriers decrease with increasing dipole moment. The right panel
shows that the partial charges (mapped on the vdW surface) calculated
by RESP (upper part) and Mulliken population analysis (middle) are
spread along the whole molecule, while partial charges assigned by
PRODRG (lower part) are localized close to coumarin oxygens. Figure 6. Free energy profiles and structures of coumarin derivatives

(7-acetoxy-4-methylcoumarin, upper panel (a), and 7-acetoxycoumar-
in, lower panel (b)) along a DMPC lipid bilayer normal calculated
from constraint simulation with initial structures obtained by free
simulation (CF). NMR-observed positions of 13C-labeled carbons (C2
and C4) are displayed as red and green circles, respectively, and the
positions of C2 and C4 carbons calculated from simulation are
depicted as green and red curves, respectively. The positions of
marked carbons of both coumarin derivatives are in good agreement
with the positions observed by NMR.
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reasonably well (1.46 and 1.31 nm, respectively, see Figure 6
down).
In summary, the MD results for both coumarin derivatives

agreed reasonably well with the experimental results, notably 7-
acetoxy-4-methylcoumarin was located deeper in the bilayer
than 7-acetoxycoumarin, and the carbon atoms’ positions
calculated from simulations matched those deduced from
experiments.

■ DISCUSSION
Coumarin Preferentially Stays in Bilayer Regions 2

and 3 in Unbiased Simulations. During the five
independent unbiased simulations (3 μs long in total) coumarin
preferred the lipid bilayer phase rather than the aqueous phase,
because it quickly (within <10 ns) entered the lipid bilayer and
remained there for the rest of the simulation time (Figure S1 in
the Supporting Information). The preferentially occupied
position was at 1.4 ± 0.1 nm, at the border of regions 2 and
3, and the molecule was oriented mainly with its oxygens
pointing toward the water phase (data not shown). In addition,
coumarin penetrated the lipid bilayer spontaneously, i.e., moved
from one leaflet to the other, remaining at the preferentially
occupied positions in both leaflets for several hundreds of
nanoseconds between brief (a few ns) visits to the lipid bilayer
center (Figure S1 in the Supporting Information). Similarly, the
transition movements were quite rapid, generally occurring
within several nanoseconds.
Some key penetration properties were identified from the

unbiased simulations, namely positions of local and global free
energy minima and qualitative estimates of the height of energy
barriers (Figure 2). The water/lipids barrier, ΔGwat, seemed to
be higher than the bilayer center penetration barrier, ΔGpen.
The number of penetration events allowed us to roughly
estimate the absolute value of the bilayer center penetration
barrier, at 2.1 kcal/mol (eq 3). However, the estimated ΔGpen

value should be interpreted with care, due to the limited
sampling as only a small number of transitions between the
minima were observed, and ΔGwat could not be calculated as
the water phase was not sampled adequately (Figure 2).
Nevertheless, the spontaneous embedding of coumarin in
DOPC bilayer strongly indicates that this is a barrierless
process and that coumarin prefers the bilayer phase, in
accordance with expectations based on coumarin’s logPoct/wat
value.
Free Energy Profiles Obtained by Biased and

Unbiased Simulation Agree. The final free energy profiles
obtained by all simulation protocols (UP, CP, UF, and CF)
were in accord (Figure 2), but those obtained from the
unbiased simulations provided more accurate information. The
global energy minimum was found at 1.44 ± 0.09 nm, while a
local energy minimum was localized in the membrane center.
The presence of a local energy minimum in the lipid bilayer
center agrees with previous findings presented by Bemporad et
al.,23 of such local minima for some other small solutes, e.g.
water and acetamide. In our case, the bilayer center penetration
barrier (ΔGpen) of coumarin spanned 2.6−3.3 kcal/mol (Table
1, Figure 2), close to the ΔGpen estimated roughly from the
unbiased simulation (2.1 kcal/mol). In contrast, the water/
lipids barrier (ΔGwat) varied significantly with time and method
used (see below). The estimated ΔGwat from CF simulation
(which is taken as reference, as constraint biasing eliminates
possible artificial errors quicker) was 6.4 ± 0.2 kcal/mol
(Figure 2). The free energy profiles therefore confirmed that

coumarin more readily penetrates the bilayer than escapes to
the water phase.

Partial Charges − The Force Field Issue. Neither
accurate unbiased simulation, nor accurate free energy profile
calculation, is possible without a careful choice of force field.
The Berger force field (using Mulliken partial charges
calculated at HF/6-31G* level (in gas phase)50) used for
lipids39,44 was tested and shown to provide area per lipid and
volume per lipid values that correspond well with experimental
values.44

Further, as coumarin parameters were not available in
standard data sets for lipid simulations, they had to be acquired
separately. Generally, atom types and corresponding parame-
ters can be adopted for a nonlipid molecule from the standard
data sets quite safely, but the set of partial charges had to be
carefully considered, as it may introduce a serious systematic
sampling error in lipid bilayer-guest molecule simulations. We
addressed this issue by using three sets of partial charges
(Figure 5, Table S1 in the Supporting Information): one
generated by the PRODRG server, one assigned by Mulliken
population analysis, and the third generated by applying the
RESP procedure in B3LYP/cc-pVDZ calculations of electro-
static potential in gas phase. Generally, increasing the dipole
moment of a molecule (by use of PRODRG or Mulliken partial
charges) resulted in a lower ΔGwat and higher ΔGpen, in
accordance with expectations, given the higher polarity of
coumarin bearing PRODRG or Mulliken charges in comparison
with RESP partial charges (Figure 5). With only these profiles it
would be difficult to decide which partial charges provided
more reliable results. However, PRODRG charges led to
overestimation of the dipole moment of coumarin and (as
mentioned above) partial charges assigned by the PRODRG
server lead to unrealistically strong partitioning in water in
cyclohexane/water systems as found by Lemkul et al.40 The
latter finding agrees with the trends observed in our lipid
bilayer simulations. In summary, RESP charges seem to provide
more accurate models for simulations of lipid bilayer-guest
molecule systems than PRODRG charges (although whether
the RESP charges should ideally be based on gas phase or
solvent-polarized ESP, and if they can be robustly combined
with the Berger force field for lipids, remains to be
determined).

Convergence of Free Energy Profiles − The Artificial
Minimum Issue. We have shown here that the convergence of
free energy profiles was significantly influenced by the
generation of initial structures when followed by the biasing
method. The biased simulations starting from the pulling
simulations (UP and CP) suffered from bilayer deformation
induced by pulling coumarin from the water phase toward the
bilayer center (Figure 3). Similar bilayer deformations have
been repeatedly previously observed13,18,30 and identified as a
systematic sampling artifact in biased lipid bilayer simulations.
For example, Neale et al.13 observed bilayer deformations when
a charged molecule was embedded in the bilayer. We observed
a funnel-shape bilayer surface depression (Figure S2 in the
Supporting Information), caused by water hydrating the polar
parts of coumarin penetrating the lipid bilayer more deeply and
thereby exacerbating bilayer deformation during the pulling
simulations. The bilayer deformation caused an artificial
minimum (∼2.0 nm) in the free energy profiles in region 2
(Figure 2), whereas in unbiased simulation coumarin never
stayed longer in this position, and its behavior showed no sign
of reaching a local energy minimum.
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This artificial minimum was most profound when short
simulation times (<5 ns) for each sampling bin were applied,
and it slowly disappeared when the simulation time was
prolonged (Figure 4). The main reason for the slow
convergence and need for longer simulation times was the
slow coumarin water shell elimination in region 2. Furthermore,
the presence of the artificial minimum led to underestimation
of ΔGwat in simulations using the initial structure set generated
by pulling simulation (CP and UP). While ΔGwat values
obtained by CF and UF simulations seemed to reach
convergence, they did not reach convergence in UP and CP
simulations during 50 ns of simulation (or even during 100 ns
of CP simulation), although both UP and CP yielded ΔGwat

values close to those obtained from CF and UF simulations.
In this respect, constraint biasing was more effective, as the

artificial minimum was eliminated within 15 ns per bin (in CP),
while there were signs of the artificial minimum in UP
simulation even after 50 ns per bin (Figure 4). Even longer
times may be needed in simulations of polar or charged
residues, as previously shown by MacCallum et al.30 and Neale
et al.,13 who found that 80 to 205 ns per bin may be required to
achieve convergence in umbrella simulations with charged
solutes. In contrast, for nonpolar solutes Neale et al. achieved
convergence more rapidly (in some cases after 20 ns per bin).,
These water artifacts seem to be present when nonequilibrated
initial structures are used for biased simulation. The higher
efficiency of constraint over umbrella biasing is also consistent
with the recent observation by Gunsteren et al.,61 that
constraint-biased simulation using force averaging is the most
effective method for calculating potential of mean force with
respect to a distance from a given reference point.
Convergence of the free energy profiles was clearly achieved

more rapidly when using starting structures acquired from
unbiased (UF and CF) simulations in comparison with the
pulling simulation (UP and CP), since in cases of UF and CF
simulation the free energy profiles changed only marginally
with increases in the length of the simulation bins (Figure 4).
Therefore we recommend starting the calculation of free energy
profile with an unbiased simulation for all molecules, in a case
of more polar molecules a slow pulling simulation (pulling
force constant <500 kJ·mol‑1·nm‑2 (119.5 kcal·mol‑1·nm‑2) and a
pulling rate <1 nm·ns‑1) from the deepest position in the lipid
bilayer should follow. Thus, this approach was used for
comparing the calculated results with experimental data, and
the calculated positions of 7-acetoxy-4-methylcoumarin and 7-
acetoxycoumarin in DMPC bilayer agreed well with positions
derived from NMR experiments (Figure 6). In summary,
whenever possible biased simulations should start from
geometries acquired from unbiased MD simulations, and
constraint biasing is the recommended and quickly converging
method.

■ CONCLUSION
The convergence in time of free energy profiles of coumarin
along a DOPC bilayer normal, calculated by both umbrella
sampling and z-constraint techniques, was thoroughly analyzed.
Two sets of starting structures were also considered: one based
on unbiased MD simulation and the other on “pulling”
coumarin along the bilayer normal. Water defects on the lipid
bilayer surface were identified in the structures obtained by
pulling simulation but not in structures acquired from unbiased
simulation. Consequently, the free energy profiles converged
more rapidly when starting frames from unbiased simulations

were used. The used methods for free energy profile calculation
(umbrella and constraint simulation) are quite equivalent when
applied on an error-free set of starting structures. However, if
the membrane defects are present, the z-constraint simulation
leads to more rapid convergence than umbrella sampling. In
summary, for efficient calculation of convergent free energy
profiles of druglike molecules along bilayer normals, we
recommend using z-constraint biased MD simulations based
on as much starting geometries acquired from unbiased MD
simulations as possible, otherwise when pulling simulation is
employed, the biased simulation might need far longer time to
reach convergence.
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Simulation of Membranes: Physical Properties from Different Force
Fields. J. Chem. Phys. 2008, 128, 125103.
(46) Doman ́ski, J.; Stansfeld, P. J.; Sansom, M. S. P.; Beckstein, O.
Lipidbook: a Public Repository for Force-Field Parameters Used in
Membrane Simulations. J. Membr. Biol. 2010, 236, 255−258.
(47) Berendsen, H. J. C.; Postma, J. P. M.; Gunsteren, W. F. van;
Hermans, J. Interaction Models for Water in Relation to Protein
Hydration. In Intermol. Forces; Pullman, B., Ed.; Reidel Publishing
Company: 1981; pp 331−338.
(48) Hess, B.; Kutzner, C.; van der Spoel, D.; Lindahl, E. GROMACS
4: Algorithms for Highly Efficient, Load-Balanced, and Scalable
Molecular Simulation. J. Chem. Theory Comput. 2008, 4, 435−447.
(49) Shinoda, W.; Mikami, M.; Baba, T.; Hato, M. Molecular
Dynamics Study on the Effects of Chain Branching on the Physical
Properties of Lipid Bilayers: 2. Permeability. J. Phys. Chem. B 2004,
108, 9346−9356.
(50) Chiu, S. W.; Clark, M.; Balaji, V.; Subramaniam, S.; Scott, H. L.;
Jakobsson, E. Incorporation of Surface Tension into Molecular
Dynamics Simulation of an Interface: a Fluid Phase Lipid Bilayer
Membrane. Biophys. J. 1995, 69, 1230−1245.
(51) Darden, T.; York, D.; Pedersen, L. Particle Mesh Ewald: An
N.log(N) Method for Ewald Sums in Large Systems. J. Chem. Phys.
1993, 98, 10089−10092.
(52) Hess, B.; Bekker, H.; Berendsen, H. J. C.; Fraaije, J. G. E. M.
LINCS: A Linear Constraint Solver for Molecular Simulations. J.
Comput. Chem. 1997, 18, 1463−1472.
(53) Bussi, G.; Donadio, D.; Parrinello, M. Canonical Sampling
Through Velocity Rescaling. J. Chem. Phys. 2007, 126, 014101.
(54) Berendsen, H.; Postma, J.; Vangunsteren, W.; Dinola, A.; Haak,
J. Molecular-Dynamics with Coupling to an External Bath. J. Chem.
Phys. 1984, 81, 3684−3690.
(55) Van Der Spoel, D.; Lindahl, E.; Hess, B.; Groenhof, G.; Mark, A.
E.; Berendsen, H. J. C. GROMACS: Fast, Flexible, and Free. J.
Comput. Chem. 2005, 26, 1701−1718.
(56) Hub, J. S.; Groot, B. L. D.; Spoel, D. V. D. g_wham-A Free
Weighted Histogram Analysis Implementation Including Robust Error
and Autocorrelation Estimates. J. Chem. Theory Comput. 2010, 6,
3713−3720.
(57) Eriksson, E. S. E.; Eriksson, L. A. The Influence of Cholesterol
on the Properties and Permeability of Hypericin Derivatives in Lipid
Membranes. J. Chem. Theory Comput. 2011, 7, 560−574.
(58) Biocomputing at the University Of Calgary. http://people.
ucalgary.ca/∼tieleman/download.html (accessed Oct. 12, 2011).
(59) Cohen, Y.; Afri, M.; Frimer, A. A. NMR-Based Molecular Ruler
for Determining the Depth of Intercalants within the Lipid Bilayer Part
II. The Preparation of a Molecular Ruler. Chem. Phys. Lipids 2008, 155,
114−119.
(60) Cohen, Y.; Bodner, E.; Richman, M.; Afri, M.; Frimer, A. A.
NMR-Based Molecular Ruler for Determining the Depth of
Intercalants within the Lipid Bilayer Part I. Discovering the Guidelines.
Chem. Phys. Lipids 2008, 155, 98−113.
(61) Trzesniak, D.; Kunz, A.-P. E.; van Gunsteren, W. F. A
Comparison of Methods to Compute the Potential of Mean Force.
ChemPhysChem 2007, 8, 162−169.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct2009208 | J. Chem. Theory Comput. 2012, 8, 1200−12111211

http://people.ucalgary.ca/<tieleman/download.html
http://people.ucalgary.ca/<tieleman/download.html


Behavior of Human Cytochromes P450 on Lipid Membranes
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ABSTRACT: Human cytochromes P450 (CYPs) are membrane-anchored enzymes
involved in biotransformation of many marketed drugs. We constructed atomic models of
six human CYPs (CYP1A2, 2A6, 2C9, 2D6, 2E1, and 3A4) anchored to a lipid bilayer to
investigate the positions and orientations of CYPs on a membrane. We equilibrated the
models by molecular dynamics simulations on a 100+ ns time scale. Catalytic domains of
all studied CYPs were found to be partially immersed in the lipid bilayer, whereas the N-
terminal part and F′/G′ loop are deeply immersed. The proximal side of the enzyme faces
the cytosol, whereas the distal side, where openings of substrate access and product release
channels to the active site are primarily located, points toward the lipid bilayer. Access
channels with openings in the vicinity of the B/C and F/G loops are typically positioned
below the lipid head groups, whereas the solvent channel points toward the membrane−
water interface. We found that the access channel opening positions match the preferred
substrate positions, whereas the product release channel exit positions correspond closely
with the positions of the products. This may indicate that membrane-anchored CYPs have evolutionarily adapted to facilitate
uptake of nonpolar substrates from the membrane and uptake/release of polar substrates or products from/to the membrane−
water interface.

■ INTRODUCTION
Mammalian cytochromes P450 (CYPs) are involved in the
metabolism of many endogenous compounds as well as
xenobiotics. CYPs are attached to the endoplasmic reticulum
or inner mitochondrial membranes via their N-terminal
anchors.1 The N-terminal anchor usually adopts an α-helical
structure and is connected to the CYP catalytic domain via a
loop. The fold of the catalytic domain is known from numerous
X-ray experiments,2−5 and its shape has been shown to be
conserved over the mammalian CYPs.6 It is expected that the
majority of the catalytic domain is exposed to cytosol. However,
the exact immersion (penetration depth) and orientation of
CYPs on membranes remains uncertain. The orientations of
some CYPs have been deduced from experimental data, e.g.,
epitope screening,1,7,8 tryptophan fluorescence,9,10 AFM experi-
ments,11,12 protein rotation,13 linear dichroism,14 etc. However,
despite providing some basic information about the behavior of
CYPs on a membrane, these experiments did not allow
construction of an atomic model to predict the CYP orientation
on the membrane. Recently, several groups have published
atomic models of CYP2C9,15,16 CYP3A4,14,17 and human
aromatase CYP1918,19 positioned on a phosphatidylcholine
lipid bilayer based on molecular dynamics simulations. All
models have indicated that the CYP catalytic domain is partially
immersed in the lipid bilayer, but the majority of the catalytic
domain remains exposed to the cytosol. In addition, it has been
predicted that the N-terminal anchor is immersed in the lipid
bilayer and lies almost perpendicular to the bilayer surface, with

the N-terminal apex almost reaching the polar headgroup
region of the opposite membrane leaflet (Figure 1).
In our previous work,15 we showed that the orientation of

the CYP2C9 catalytic domain on the dioleoylphosphatidylcho-
line (DOPC) lipid bilayer was tilted and its proximal side faced
the cytosol, whereas the distal side was partially immersed in
the membrane. Consequently, the entrances of the active site
access channels were located in the vicinity of the F′/G′ loop
(channels 2a, 2ac, 2f, and 4 according to Wade et al.’s
nomenclature21) below the polar headgroup region of the lipid
bilayer (i.e., below the polar membrane surface). On the other
hand, the opening of the solvent channel lies above the
membrane surface. The position of the F′/G′-loop channel
(2ac, 2f) opening agreed with the preferred (energetically most
favorable) position of ibuprofen (typical CYP2C9 substrate) in
a DOPC membrane. Similarly, the opening of the solvent
channel agreed with the preferred position of 3′-hydroxyibu-
profen (product of CYP2C9 oxidation of ibuprofen). These
findings may indicate that some channels are involved in the
uptake of low polar substrates from the lipid bilayer, whereas
others are involved in the release of the respective products to
the cytosol.15,22

Recently, we have shown that selected prototypical CYP
substrates (caffeine, chlorzoxazone, coumarin, ibuprofen, and
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debrisoquine) are immersed deeper in DOPC and palmitoy-
loleoylphophatidylglycerol (POPG) lipid bilayers than their
corresponding CYP metabolites.23 The metabolites also
showed lower affinities for the membrane and higher
penetration barriers than the substrates. These findings raise
an important question as to whether the observed differences in
membrane positions of CYP substrates correlate with the
enzymes penetration depth, which in turn has implications for
the metabolism of drugs.
In the present work, we compared orientations and

immersion depths of six CYPs important for drug metabolism
(CYP1A2, CYP2A6, CYP2C9, CYP2D6, CYP2E1, and
CYP3A4). We constructed atomic models of the CYPs
anchored to a DOPC bilayer and relaxed them using molecular
dynamics simulations on a 100+ ns time scale. The constructed
models agreed well with available experimental data as well as
previously published models. We compared the orientations of
the catalytic domains and positions of active site access
channels of the different CYPs with respect to the lipid bilayer.
Despite some differences between the orientation of individual
CYPs on the membrane, all studied CYPs showed some
common features, i.e., partial immersion of the catalytic domain
(N-terminal part and part of F′/G′ loop) and a transmembrane
N-terminal anchor attached to the catalytic domain via a loop.
Entrances of active site access channels belonging to family 2
were generally positioned below the polar headgroup region of
the lipid bilayer, whereas exits of the solvent channel were
shifted toward the water−membrane interface. Positions of the
active site access channels entrances corresponded closely with
the lipid positions of substrates, whereas locations of the exits
of the solvent channel correlated with the positions of
metabolites. We concluded that channels from family 2 may
be generally involved in substrate uptake to the CYP active site,

especially of lipophilic substrates, whereas the solvent channel
is likely to be involved in product release.

■ MATERIALS AND METHODS

Model Preparation. Structures of the catalytic domains
were taken from the PDB database (Table S1, Supporting
Information). Structures for the N-terminal anchor and native-
like sequence were obtained by homology modeling using
Modeller 9.10.24 Two structural templates were used for each
model. The catalytic domain was taken from the respective
crystal structure and the missing N-terminal anchor from the
atomic model of CYP2C9 equilibrated on a DOPC bilayer.15

Molecular Dynamics Settings. All models were immersed
into dioleoylphosphatidylcholine (DOPC) lipid bilayers using
the g_membed tool.25 The Berger united atom force field for
lipids26 was used together with the G53a6 force field for
proteins.27 A physiological concentration of ions (0.1 M NaCl)
in SPC/E water was used for solvation of the system. Overall,
the simulation system consisted of around 90.000 united atoms
in the case of CYP2C9 or around 120.000 united atoms in the
case of other CYPs. Simulation of CYP2C9 from ref 15 was
extended to 1 μs.
Gromacs 4.5.4 program package28 was used for all MD

simulations, applying a time step of 2 fs, a semi-isotropic
Berendsen barostat at 1 bar, and V-rescale thermostat at 310 K.
After energy minimization, the simulation was run with position
restraints on the protein for 1 ns, followed by 10 consecutive 1
ns long simulations for system equilibration. Final MD
simulations were run for 100 ns.

Analysis. The tilt angle between the heme plane, defined by
the heme nitrogens, and the lipid bilayer normal, defined as the
z axis, was analyzed over the last 50 ns of the production run.
Positions of the access/egress channels were calculated using

the command-line version of the MOLE 2.0 software.20

Analysis of the individual structures was also possible using
the MOLEonline web server http://mole.upol.cz.29 Analysis of
the dynamical opening and closing of the channels was based
on superimposed 1 ns snapshots from the last 50 ns of the
simulations. Two types of simulations were considered:
simulations of membrane-embedded CYP structures reported
in this paper and CYP simulations in water reported in ref 30.
Membrane atoms, as well as ions, waters, and hydrogens, were
removed from the structures prior to channel computation. The
interior threshold and bottleneck radius, which define the
smallest detectable channels, were set to 1 Å. The probe radius
and surface cover radius were set to 5 Å in order to sample the
rough CYP surface. The starting point was set 4 Å above the
heme iron. Snapshot structures were superimposed over the
final structure of the catalytic domain. Central points of all
channels were transcribed onto a 3D grid with 1 Å spacing in all
directions. The maximal value of the radius at each point on the
grid was selected. Only points with a radius larger than 1.5 Å
(approximate radius of water) were reported. Positions of
individual channel openings were defined as a series of channel
points located on the surface of the protein.

■ RESULTS AND DISCUSSION

Model of Membrane-Bound CYP2C9: 1 μs Molecular
Dynamics Simulation. The initial structure of CYP2C9 on
the DOPC lipid bilayer was assumed to be the same as the
model constructed in our previous study based on available
experimental data.15 A 1 μs long MD simulation of CYP2C9 on

Figure 1. Immersion of CYP2C9 in a dioleoylphosphatidylcholine
(DOPC) lipid bilayer. (Left) Overlaid snapshots of CYP2C9 taken at
0.1 and 1 μs molecular dynamics (MD) simulation, showing that the
catalytic domain is immersed in a membrane depression framed by
lipid phosphate groups (shown as orange spheres). Water molecules
are not shown for clarity. N-terminal helix shows precessional
movement about the bilayer normal. Fold of the catalytic domain is
conserved and agrees with that observed in X-ray crystallography
experiments. (Right) Snapshot taken at 1 μs of MD simulation
showing positions of active site access and egress channels computed
from the heme moiety using MOLE 2.0.20 Water channel (white)
points toward the cytosolic environment, whereas solvent channel
(blue) points above the lipid headgroups. All other channels point
inside the bilayer. Channels 2e, 2c, and 3 point into the lipid
headgroup region, whereas channels 4 and 2ac point below the lipid
headgroups. Heme tilt angle θ (between heme plane and bilayer
normal z, i.e., defined according to Baylon et al.14) is depicted.
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the membrane was carried out to test the simulation time
required to achieve convergence of the orientation of CYP on
the lipid bilayer. The catalytic domain fold remained stable, i.e.,
did not significantly deviate from the crystal structure (the root-
mean-square deviation of 490 Cα atoms was smaller than 2.5 Å,
Table S1, Supporting Information). Typical thermal fluctua-
tions were detected mainly in the loops, similar to the
fluctuations observed previously in MD simulations of the
catalytic domain in water.31

However, the orientation of the catalytic domain with respect
to the membrane relaxed during the course of the test
simulation. The catalytic domain tilted from its initial
orientation and spontaneously embedded deeper to the bilayer
within the first 100 ns. Afterward, the orientation and
penetration depth remained stable and did not significantly
change further over the remainder of the 1 μs long MD
simulation. As mentioned above, the fold of the catalytic
domain remained stable and any fluctuations mostly occurred
in the loops. The N-terminal helical anchor displayed a small
precession movement around the membrane normal inside the
lipid bilayer. The above findings suggested that a 100 ns long
simulation was sufficient for obtaining a convergent model of
CYP immersed in the lipid bilayer (Figure 2).

All other CYP models (CYP1A2, CYP2A6, CYP2D6,
CYP2E1, and CYP3A4) were constructed starting from the
equilibrated structure of CYP2C9 taken after 100 ns. As
expected, the bilayer orientation in these models converged
even faster than in the CYP2C9 model, typically within the first
50 ns of the MD simulations (data not shown). During the MD
simulations, the folds of all CYP catalytic domains remained
stable except for typical thermal fluctuations. However, the
depth and orientation in the membrane differed between the
individual CYPs, as discussed below.
Immersion of the CYP2C9 catalytic domain in the

membrane induced a funnel- or bowl-shaped depression in
the lipid bilayer plane at the contact surface between CYP2C9
and bilayer (Figure 1). Due to the depression, the lipid
headgroups and even water molecules shifted closer to the
bilayer center than in the unperturbed bilayer (Figure S1,

Supporting Information). In principle, four different CYP
regions could be distinguished according to their interaction
with the lipid bilayer: (i) region inside the lipid bilayer in
contact with the nonpolar bilayer interior, (ii) region inside the
lipid bilayer in contact with immersed polar headgroups, (iii)
region above the lipid bilayer in contact with polar lipid
headgroups, and finally (iv) region above the lipid bilayer in
contact with the cytosol but not lipids.
Parts of the CYP2C9 catalytic domain that were completely

immersed and in contact with the nonpolar lipid bilayer interior
included the N-terminal transmembrane helix, tip of the β1
sheet, A′ helix, B′ helix in the B/C and F′/G′ loops, and N-
terminal part of the G helix. However, a significantly larger part
of the catalytic domain resided below the lipid bilayer surface
plane, in contact with polar headgroups, i.e., large parts of the F
and G helices, base of the B/C loop, and tip of the “finger” β4-
β5 region. The third group consisted of parts lying above the
membrane plane but still in contact with polar headgroups, i.e.,
the Pro-rich region connecting the N-terminal transmembrane
helix with the catalytic domain, A helix, ends of the F and G
helices, H/I loop, and majority of the “finger” β4-β5 region.
The last group comprised parts mainly lying on the proximal
side of the catalytic domain.
We analyzed the active site access channels using the recently

developed MOLE 2.0 software, which has been shown to
outperform previous software tools, e.g., CAVER 1.032 and
MOLE 1.4.33 Channels positioned around or through the F′/
G′ loop (denoted 2a, 2ac, 2d, 2f, and 4 according to the
nomenclature of Wade et al.21) and B′/C loop (2b, 2c, or 2e)
would open their entrances into the headgroup region of the
bilayer, but only channels 2b and 2c were detected open during
the simulation. The channel leading between the F and the G
helices (channel 3) would also point into the headgroup region.
Just above the lipid headgroups, the solvent channel opened its
exit and the water channel was found to be open to the
proximal side facing the cytosol.

Membrane-Anchored CYPs: Common Features and
Variations. Molecular dynamics simulations of CYP models
other than CYP2C9 showed quicker convergence of their
orientation on the lipid bilayer, most likely because their initial
positions were based on the relaxed position of CYP2C9 on the
bilayer. All studied CYPs had catalytic domains that were
partially immersed in the bilayer, like CYP2C9; however, they
displayed slightly different and CYP-specific orientations and
immersions (Figures 3 and 4).
The common parts immersed in the nonpolar regions of the

membrane were the transmembrane helical anchor, loop of the
A′ helix, and the F′ and G′ helices. Parts below the bilayer plane
but still in contact with polar headgroups of the lipids were the
most variable. They reflected individual and specific CYP
orientations on the lipid bilayer (discussed in detail later). The
F/G loop displayed contact with the membrane interior, and its
tip reached the membrane center. The H/I loop and “finger”
β4−5 region were in contact with the polar headgroups but
above the bilayer. The proline-rich region lies above the
membrane plane due to the rather high polarity of adjacent
amino acids. As a consequence, the arrangement of the
membrane-anchoring region was as follows: transmembrane N
terminal helix, followed by the rather polar Pro-rich region in
contact with the water−membrane interface, followed by the A′
helix loop (in cases where it could occur), which was immersed
in the membrane. The subsequent A helix was in all cases just
above the polar headgroups. Such an arrangement was the

Figure 2. Position of CYP2C9 (represented by a secondary elements
model) on a DOPC bilayer (only balls representing lipid phosphates
are shown for clarity) showing that it converged on a 100 ns time scale
and then remained stable until the end of the 1 μs long molecular
dynamics (MD) simulation. Initial position of CYP2C9 was based on
available experimental data and adopted from our previous study.15

Snapshots extracted at different times (labeled on the right side)
during the course of the MD simulation are superimposed over the
catalytic domain to highlight the tilting of the initial structure
(direction of tilting shown by black arrows).
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common membrane anchorage for all studied CYP catalytic
domains (Figure 5), but slight differences in immersion and
orientation were detected between the individual CYPs.
The individual CYP models on lipid bilayers also displayed

some variations in orientation and penetration depth on the
lipid bilayer. The orientation of CYP on the membrane can be
experimentally characterized by measurement of the tilt angle θ
(shown in Figure 1) between the heme plane and the lipid
bilayer normal.13 A tilt angle θ of (60 ± 4)° has recently been
measured for CYP3A4 in POPC nanodiscs by linear
dichroism.14 The tilt angle calculated from the last 50 ns of
our MD simulation was (56 ± 5)°, which agrees with the
experimental value within error bars. The MD simulations
showed that the tilt angle values varied among the studied
CYPs (Table 1), ranging from 56° (CYP3A4) to 72°

(CYP2D6). Tajkhorshid et al.14 predicted a tilt angle of (72
± 3)° for CYP3A4 from MD simulations, but this value differed
significantly from the experimental value reported in the same
paper. This difference can be attributed to the membrane
model (highly mobile membrane model, HMMM) used in the
respective article. HMMM consists of two distinctive parts: (i)
short lipid tails combined with dichloroethane (to increase the
mobility of the membrane interior and thereby convergence of
the protein model while retaining the lipid bilayer polarity and
density profiles) and (ii) carbonyl groups constrained to their
specific positions in the unperturbed membrane to retain the
size of the respective membrane. However, the latter constraint
does not allow deformation of the CYP/membrane interface
(cf. Figure 1) and consequently may prohibit deeper immersion
of CYP into the HMMM membrane.
Our simulations showed that the D/E loop of CYP1A2 was

more inclined toward the membrane than that of CYP2C9.
Consequently, the β1 sheet and B/C loop of CYP1A2 were
pulled out of the membrane while still retaining some contact
with head groups (Figure 3). The F/G loop was immersed
below the lipid headgroups, thus allowing channels in its
vicinity (2a, 2f, 4) to open into the interior of the lipid bilayer,
but these channels were not observed during the simulation.
Only channels pointing into the headgroup region were
observed between the B/C and the F/G loops (2c) and
between the F/G loop and the I helix (S)). A channel pointing
toward the proximal side (water channel) opened toward the
cytosol (Figure 6).
CYP2A6 adopted a similar orientation in the membrane to

that of CYP1A2. The only difference was slightly greater
immersion of the B′ and G helices of CYP2A6 (Figure 3). The
positions of the channel openings of CYP2A6 were therefore
similar to those discussed in the previous paragraph. The main
differences were that channels in the vicinity of the B/C loop
were immersed deeper to the bilayer (2c), the channel through
the F/G loop (4) pointed toward the lipid bilayer interior, and
the remaining channel (2b, S) pointed toward the lipid head
groups (Figure 6).
Of all the CYPs studied, CYP2D6 differed in the orientation

such that its F and G helices and beta “finger” β4−5 loop had
the smallest contact with the membrane, which meant that the
solvent channel had low contact with the membrane and
opened into the cytosol (Figure 3). The D/E loop also had no
contact with the membrane; therefore, CYP2D6 had the
smallest contact surface with the membrane. On the other
hand, the B/C loop had extensive contact with the nonpolar
part of the membrane, thus making channels in its vicinity more
immersed than in other CYPs and in contact with lipids (2c, 2b,
2e). Also, the tip of the F/G loop pointed toward the nonpolar
interior of the bilayer. Therefore, channels in its vicinity (4, 2f)
were accessible from the membrane interior (Figure 6).
The orientation of CYP2E1 was similar to CYP2D6, but it

was slightly more immersed as it made larger contact with the
membrane facilitated by the beta “finger” β4−5 region (Figure
3). Only the B′ helix of the B/C loop was immersed below the
lipid headgroups, and therefore, only a channel through the F/
G loop contacted the nonpolar part of the membrane (2f). The
rest of the channels around the B/C loop (2c, 2b, 2e) pointed
to lipid headgroups, and the solvent channel pointed more to
the cytosol (Figure 6).
CYP3A4 exhibited the most similar orientation and

immersion to those of CYP2C9. However, CYP3A4 has more
polar amino acids in the anchorage region, as shown by its

Figure 3. Final snapshots of membrane-anchored CYPs from
molecular dynamics simulations showing their orientations on the
lipid bilayer. All structures were oriented horizontally with respect to
the bilayer plane and perpendicularly with respect to I helix in-plane
vector (shown in gray). Different orientations of CYPs can be easily
seen from the variation of the tilting angles of I helix with respect to
the membrane plane. B/C and F/G loops are shown in black and
brown, respectively. As the whole lipid bilayer is shown in a
transparent mode, only the frontmost layer of the lipid molecules
are visible, and therefore, the membrane depression of the lipids closer
to the CYP is partially hidden in this visualization by unperturbed
bilayer in front. Water molecules are not shown for clarity.
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hydration pattern reported by Hendrychova et al.30 Thus,
CYP3A4 makes greater contact with the polar headgroups
despite having similar immersion to that of CYP2C9. The parts
in contact with the nonpolar part of the bilayer included the A′
loop, part of the B/C loop, and the whole F/G loop. The parts
in contact with the polar headgroups below the membrane
plane were the Pro-rich region, β1 sheet, B/C loop, and F and
G helices. The D/E and H/I loops remained above the plane,
retaining contact with the polar headgroups. However, the

Figure 4. Comparison of immersion and orientation of different regions in equilibrated cytochrome P450 structures. Schematic representation of a
CYP on a membrane is shown in the left panel. Lipids on the protein−membrane interface adopt a specific arrangement, as shown in the schematic.
Some parts of the CYP are in contact with polar lipid headgroups on the membrane surface (blue). Lipid headgroups in the vicinity of the protein lie
below the membrane surface due to interactions with polar residues (orange), and part of the CYP catalytic domain is immersed below the
membrane plane (red). In contrast, only a small part of the catalytic domain below the membrane surface interacts with the nonpolar center of the
membrane (gray). Right panel displays the positions of important CYP regions in the bilayer (cf. the left panel for color coding).

Figure 5. CYP N-terminal anchorage region. Catalytic domains of all
final CYP structures on bilayers are shown superimposed. Phosphorus
atoms are represented by spheres of different colors for the individual
CYPs (CYP1A2, blue; 2A6, magenta; 2C9, green; 2D6, yellow; 2E1,
orange; 3A4, red). Pro-rich region followed by a deeply immersed
nonpolar loop was found to be the common anchor region in all CYP
structures with similar immersion, whereas catalytic domains displayed
different degrees of immersion and orientation.

Table 1. Tilt Angle (in degrees) between the Heme Plane
and the Lipid Bilayer Normal (cf. Figure 1)

CYP simulation experiment literaturea

1A2 67 ± 6
2A6 69 ± 5
2C9 61 ± 4 55 ± 5,15 50 or 3516

2D6 72 ± 6
2E1 60 ± 5
3A4 56 ± 5 60 ± 414 72 ± 314

aValues were recalculated to match the angle between the heme plane
and the membrane normal as defined in ref 14.

Figure 6. Open channels detected in the CYP membrane (left) and
water (right) simulations. Only channels wide enough to enable
passage of a probe of radius 1.5 Å are shown.
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“finger” β4−β5 region was less immersed in the membrane
than in the case of CYP2C9 (Figure 3). The channels that
opened in contact with the hydrophobic part of the membrane
were all located around the F/G loop (2f, 2b, 4). Channel 2e
and the solvent channel opened just above the lipid
headgroups. Finally, the water channel pointed directly into
the cytosol (Figure 6).
Analysis of CYPs’ surface amino acids showed that 12.5% of

the surface was in contact with lipid tails, 36.5% faced the lipid
headgroups, and 51% of the surface amino acids faced cytosolic
water. Aliphatic (V, I, L) and nonpolar phenylalanine (F) and
cysteine (C) amino acids occurred preferentially on the contact
surface with the lipid tails, whereas all charged (R, K, D, E) and
polar amino acids (H, Q) and glycine (G) were underpopulated
in this contact region (Tables S2 and S3, Supporting
Information). The contact surface with the headgroup region
contained a higher amount of tryptophan (W), lysine (K), and
glutamine (Q) amino acids, whereas some nonpolar amino
acids (I, F, and C) were underpopulated. Charged amino acids
(K, R, D) were overpopulated on the cytosolic surface, whereas
nonpolar amino acids (V, L, W) were underpopulated in this
area. The observed differences in membrane orientations of
individual CYPs can be rationalized by different amino acids
composition of CYP surfaces. CYPs surface spots rich in
nonpolar aliphatic amino acids push these parts toward the
membrane interior, while tryptophan to the interface and
charged amino acids prefer to be immersed in either the
headgroup region or cytosol.
Behavior of Active Site Access/Egress Channel Net-

work in Membrane-Anchored and Solvent-Exposed
CYPs. The mechanism of substrate and product channeling
to and out of the CYP active site is an important but still not
fully answered question of CYP structural biology. Because of a
lack of direct experimental data, clues as to the mechanism of
substrate/product channeling have relied on analyses of X-ray
structures21,34 and MD simulations.3,34−39 However, recent
models of membrane-anchored CYP2C9 have identified
significant differences in the behavior of membrane-anchored
and fully solvent-exposed enzyme.15,16 Phospholipids have been
shown to enhance the activity of ethoxyresorufin-O-deethylase
in recent experiments by Ghosh and Ray.40 Thus, to test
whether this also applies to CYPs, we compared the behavior of
membrane-anchored and fully solvent-exposed CYPs. We
focused on the access channels, which were analyzed using a
recent version of MOLE 2.0 software. For comparison, CYP
MD simulations in water were taken from ref 30 and analyzed
using the same protocol.
We found that the channels fluctuated dynamically (opened

and closed) during the course of the MD simulations. In
contrast, in most of the reported CYP X-ray structures, the
channels appear to be closed as they usually have radii below
1.4 A. If the channels were rigid, passage of CYP substrates to
the active site would be hindered because CYP substrates are
typically larger than the diameter of the channel bottlenecks.
However, if the channels fluctuate (breathe) over time, as the
MD simulations imply, molecules may enter and leave the CYP
active site. Therefore, the bottleneck can move along the
channel line as a “peristaltic wave”, allowing molecules to pass
through the active site access/egress channel. The same
mechanism has already been reported for passage of water
molecules to CYP active sites.30 In addition, adaptive changes
in the local channel cross-section may also be induced by the
presence of a ligand in the channel. It should be noted that

large conformational changes of the CYP catalytic domain may
also occur, e.g., as observed for CYP2B4, leading to wide
opening of the CYP2B4 active site.41 However, these changes
are unlikely to be detected in MD simulations due to the still
short time scales used (hundreds of nanoseconds).
The membrane-bound CYPs showed fewer open channels

than the same CYPs simulated in water (Figure 6 and Table 2).

This can be attributed to smaller fluctuations of the membrane-
exposed parts of catalytic domains in comparison with solvent-
exposed parts of the catalytic domains or when exposed only to
a water environment, as movements of protein chains are
slower in lipids than in water.15,16 The most open CYP
structures (having channels with the largest bottleneck radii)
were CYP3A4, CYP2D6, and CYP2E1, which also had the
most channels opening toward the membrane interior. In
contrast, CYP1A2 had the most closed structure. The solvent
channel and channel 2b were detected in both the water and
the membrane simulations; the former typically had a larger
bottleneck radius than the corresponding channel 2b. Open
channels 2c and 4 were present more frequently in membrane
simulations than in the water simulations, whereas open
channels 2e and 2f were preferentially found in the water
simulations. It should be noted that open channels 2e and 2f
were only identified in the membrane simulation of the most
open CYPs (CYP3A4, CYP2D6, and CYP2E1). Channel 5 was
closed in all membrane simulations but open in most
simulations in water. Channels 1, 2ac, and 2d were open only
in the water simulations. On the other hand, the water channel
(running from the active site between the I helix and heme and
opening on the proximal side) was closed in the water
simulations but open in most of the membrane simulations.
Thus, the lipid environment resulted in closure of channels 5, 1,
and 2d and the water channel. Channels belonging to the 2x
family (mostly channels 2b and 2c) were open and had
entrances in/below the headgroup region. The solvent channel
pointed just above the lipid headgroups, and the water channel
opened to the cytosol. Finally, CYPs on the membrane more
often had an open channel 4 pointing toward the lipid tails.
In summary, MD simulations showed the dynamic character

of the active site access channels, many of which fluctuated
(opened and closed) during the course of the simulations.
Further, the active site access channel networks differed
between the water and the membrane environments, indicating
that only data on membrane-anchored CYPs is relevant for
determining the substrate/product channeling mechanism in
vivo.

Table 2. CYP Channels (denoted according to the
nomenclature by Wade et al.21) Having Radius Above 1.5 Å
Calculated from MD Simulations in the Membrane (this
work) and Water (taken from ref 1) by MOLE 2.0 Softwarea

CYP membrane water

1A2 S, 2c, W N.A.
2A6 S, 2b, 2c, 4 S, 2b, 2d, 2e, 5, W2
2C9 S, 2b, 2c, W S, 2b, 2e, 2f, 1, 5, W2
2D6 S, 2b, 2c, 2e, 2f, 4 S, 2b, 2c, 2e, 2f, 2ac, 5
2E1 S, 2b, 2c, 2e, 2f, 5, W 2b, 2c, 2e, 2f, 2ac
3A4 S, 2b, 2e, 2f, 4, W S, 2b, 2e, 2f, 4, W

aIn bold are highlighted channels with radius above 2 Å. MD
simulation of CYP1A2 in water was not carried out.
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Comparison of Positions of Access/Egress Active Site
Openings with Penetration Depths of Prototypical CYP
Substrates and Metabolites. Simulation results showed that
CYPs anchored to a membrane have complex networks of
active site access and egress channels, with some opening their
entrances inside the membrane while others opening at/above
the water−membrane interface. As the orientations of the
catalytic domains differ between the individual CYPs, the exact
positioning of channel entrances reflects the specific orientation
of the individual CYP (Figure 7). Generally, substrates and

metabolites localize in the membrane layer, where channel
openings are also positioned. Nevertheless, most substrates
tend to be closer to the nonpolar phospholipid tail region
(deeper in the membrane), whereas most metabolites tend to
be closer to the water−membrane interface because metabolites
are usually less lipophilic than their respective substrates (cf.
Figure S2, Supporting Information).23 It should be noted that
substrates also typically have higher affinities for the membrane
than the respective metabolites.23 The differences in affinities
and positioning of substrates and metabolites may generate
concentration gradients that are crucial for CYP action, i.e., the
high affinity of substrates may enhance the local concentration

of the substrate in the membrane, whereas the low affinity of
metabolites may facilitate membrane clearance (release of the
respective metabolite to the cytosol for subsequent metabolic
steps). In addition, as the membrane positions of the studied
substrates correlate with the openings of the active site access
channels from the family 2x, we may infer that these channels
are involved in substrate trafficking to the CYP active site. On
the other hand, as metabolites tend to be positioned near the
water−membrane interface where the opening of the solvent
channel is located, we may surmise that the solvent channel is
involved in product release.
Another important question concerns whether the positions

of substrate access channels correlate with substrate preferences
of individual CYPs. Some channels retained similar membrane
positions in most of the studied CYPs, whereas others varied
more significantly. The channels that always pointed toward the
lipid interior were channels 2f and 4, which may therefore serve
as common access channels for lipophilic substrates. The
solvent channel always pointed into the water−membrane
interface and therefore may serve as an entrance/release for
hydrophilic substrates/products. However, the positions of
some channels from the 2x family differed considerably. For
instance, channel 2b was inserted deep into the lipid bilayer in
CYP3A4, CYP2C9, and CYP2D6, whereas it pointed toward
the water−membrane interface in CYP2A6 and CYP2E1. The
differences observed in the channel opening positions reflect
the variability of the amino acid composition of the region,
which is in contact with the membrane.
We also identified variations in amino acid composition in

openings of each channel type (Table S4, Supporting
Information). The W channel had the least variable channel
openings, which were positively charged due to the presence of
arginine(s). Solvent channel openings were polar with at least
two polar amino acids in all CYPs; however, they contained a
variable number of nonpolar amino acids, which was
compensated with charged ones. Amino acid composition of
other channels was more specific for individual CYPs. Openings
of channels 2b and 2c also contained polar or charged amino
acids in their openings, but the numbers of nonpolar amino
acids present there were larger in channel 2c in CYP1A2 and
CYP2C9. Channel 2e openings contained a relatively large
amount of charged amino acids. Openings of channels 2f and 4,
on the other hand, were rather nonpolar however not in all
cases, e.g., CYP2D6 was an exception. Comparing amino acids
composition of opening CYP active site access channels we
observe the same common features (like the charged W
channel and rather polar solvent channel) as well as variations
among individual CYPs. This indicates that the composition of
channel openings may also contribute to substrate preferences
of individual CYPs.
Taking into account the predicted fluctuations of the CYP

catalytic domain on the membrane, the thermally accessible
space of the substrate in the membrane, and the number (and
variability) of CYP substrates, it seems unlikely that there is a
straightforward correlation between substrate membrane
positions and CYP substrate preferences. However, most
membrane-anchored CYPs have probably evolutionarily
adapted for flexible uptake of lipophilic substrates from
membranes and release of the more hydrophilic metabolites
to a membrane−water interface or the cytosol. Nevertheless,
we cannot rule out the possibility that some CYP forms (e.g.,
CYP3A4) may also uptake more hydrophilic substrates directly
from the water−membrane interface.

Figure 7. Scheme showing the positions of substrates (filled black
circles; central circle represents ligand’s center-of-mass membrane
position with the lowest free energy, and right and left circles delimit
the area accessible at RT, T = 310 K) and their respective metabolites
(open circles). Average, minimal, and maximal positions of CYP active
site access/egress channels openings (denoted according to the
nomenclature of Wade et al.21) in the membrane were calculated as
centers of balls inscribed in the channel’s openings. Substrate access
channels whose membrane positions overlap with positions of
substrates are shown by triangles, while product release channels
(i.e., channels whose membrane positions overlap with positions of
metabolites) are shown by diamonds. Channels pointing toward the
cytosol are shown by squares. (Top) Membrane profile on the same
scale for ready comparison.
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■ CONCLUSIONS

Human microsomal cytochromes P450 are membrane-anch-
ored enzymes significantly involved in drug metabolism. While
a wealth of structural information about water-soluble
engineered CYPs has been obtained from X-ray crystallography,
information about the membrane orientation and immersion
has so far been limited. In this study, we constructed atomic
models of several membrane-anchored human CYPs known to
be involved in drug metabolism (CYPs 1A2, 2A6, 2C9, 2D6,
2E1, and 3A4). We relaxed the atomic models by MD
simulation on a 100+ ns time scale. We showed that the region
of the trans-membrane helix attachment to the catalytic site
(“anchorage region”) is similarly immersed in the membrane
for all CYP models studied, whereas the catalytic domains
generally differ in their orientation toward the membrane, as
shown by the different heme tilt angles. The heme tilt angle
calculated from the MD simulation of membrane-anchored
CYP3A4 (56 ± 5)° was in agreement with a recently reported
experimental value (60 ± 4)°. The lipid bilayer was also
influenced by the presence of CYP. In particular, it adopted a
funnel- or bowl-like deformation at the enzyme/membrane
interface, causing the polar head groups to shift closer to the
lipid bilayer center. Comparison of the behavior of fully water-
exposed and membrane-anchored CYP showed that the lipid
environment also influences the opening of channels. The six
forms of membrane-anchored CYP studied here shared several
common features, e.g., a catalytic domain partially immersed in
the membrane with a solvent-exposed proximal side. However,
the orientation of individual CYPs on the membrane displayed
some variations. We thoroughly analyzed the network of active
site access and egress channels. The opening of channels
belonging to the 2x family faced either the membrane interior
or the membrane head groups, whereas the solvent channel
pointed to the water−membrane interface. We further
compared the positions of access and egress channels openings
with positions of prototypical CYP substrates and their
respective metabolites. The results suggested that the deeply
immersed channel openings may facilitate uptake of lipophilic
substrates from the membrane to the active site, whereas the
solvent channel serves as an entrance or exit for more
hydrophilic substrates or products. Our data also indicate that
the amino acid composition of access channels openings may
contribute to substrate preferences of individual CYPs.

■ ASSOCIATED CONTENT

*S Supporting Information
Details about setup and RMSD of catalytic domains, amino
acids composition of CYPs surface parts in contact with
membrane, headgroup, and cytosol and access channels
openings, and supporting figures showing bilayer density profile
and prototypical free energy profiles along membrane normal.
This material is available free of charge via the Internet at
http://pubs.acs.org.

■ AUTHOR INFORMATION

Corresponding Author
*E-mail: michal.otyepka@upol.cz.

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS

This work has been supported by the Operational Program
Research and Development for Innovations - European
Regional Development Fund (CZ.1.05/2.1.00/03.0058) and
Operational Program Education for Competitiveness - Euro-
pean Social Fund (CZ.1.07/2.3.00/20.0017 and /20.0058).
M.O. acknowledges support by the Czech Grant Agency
through the P208/12/G016 project. K.B. acknowledges
support by the Czech Grant Agency through the P303/12/
P019 project. M.P. acknowledges support by the student
project PrF_2013_028 (Palacky ́ University Olomouc).

■ REFERENCES
(1) Black, S. D. Membrane Topology of the Mammalian P450
Cytochromes. FASEB J. 1992, 6, 680−685.
(2) Johnson, E. F.; Stout, C. D. Structural Diversity Of Eukaryotic
Membrane Cytochromes P450. J. Biol. Chem. 2013, 288, 17082−
17090.
(3) Otyepka, M.; Berka, K.; Anzenbacher, P. Is There a Relationship
Between the Substrate Preferences and Structural Flexibility of
Cytochromes P450? Curr. Drug Metab. 2012, 13, 130−142.
(4) Domanski, T. L.; Halpert, J. R. Analysis of Mammalian
Cytochrome P450 Structure and Function by Site-directed Muta-
genesis. Curr. Drug Metab. 2001, 2, 117−37.
(5) Poulos, T.; Johnson, E. Structures of cytochrome P450 enzymes.
In Cytochrome P450: Structure, Mechanism, and Biochemistry; Ortiz de
Montellano, P. R., Ed.; Kluwer Academic/Plenum Publishers: New
York, 2005; pp 87−114.
(6) Otyepka, M.; Skopalík, J.; Anzenbacherova,́ E.; Anzenbacher, P.
What Common Structural Features and Variations of Mammalian
P450s Are Known to Date? Biochim. Biophys. Acta, Gen. Subj. 2007,
1770, 376−389.
(7) Brown, C. A.; Black, S. D. Membrane Topology of Mammalian
Cytochromes P-450 from Liver Endoplasmic Reticulum. Determi-
nation by Trypsinolysis of Phenobarbital-treated Microsomes. J. Biol.
Chem. 1989, 264, 4442−9.
(8) von Wachenfeldt, C.; Johnson, E. F. Structures of Eukaryotic
Cytochrome P450 Enzymes-Membrane Topology. In Cytochrome
P450: Structure, Mechanism and Biochemistry; Plenum Press: New
York, 1995; pp 183− 223.
(9) Ozalp, C.; Szczesna-Skorupa, E.; Kemper, B. Bimolecular
Fluorescence Complementation Analysis of Cytochrome P450 2c2,
2e1, and NADPH-cytochrome P450 Reductase Molecular Interactions
in Living. Drug Metab. Dispos. 2005, 33, 1382−1390.
(10) Headlam, M. J.; Wilce, M. C. J.; Tuckey, R. C. The F-G Loop
Region of Cytochrome P450scc (CYP11A1) Interacts with the
Phospholipid Membrane. Biochim. Biophys. Acta, Biomembr. 2003,
1617, 96−108.
(11) Kiselyova, O. I.; Yaminsky, I. V; Ivanov, Y. D.; Kanaeva, I. P.;
Kuznetsov, V. Y.; Archakov, A. I. AFM Study of Membrane Proteins,
Cytochrome P450 2B4, and NADPH-cytochrome P450 Reductase and
Their Complex Formation. Arch. Biochem. Biophys. 1999, 371, 1−7.
(12) Nussio, M. R.; Voelcker, N. H.; Miners, J. O.; Lewis, B. C.;
Sykes, M. J.; Shapter, J. G. AFM Study of the Interaction of
Cytochrome P450 2C9 with Phospholipid Bilayers. Chem. Phys. Lipids
2010, 163, 182−189.
(13) Ohta, Y.; Kawato, S.; Tagashira, H.; Takemori, S.; Kominami, S.
Dynamic Structures of Adrenocortical Cytochrome P-450 in
Proteoliposomes and Microsomes: Protein Rotation Study. Biochem-
istry 1992, 31, 12680−12687.
(14) Baylon, J. L.; Lenov, I. L.; Sligar, S. G.; Tajkhorshid, E.
Characterizing the Membrane-Bound State of Cytochrome P450 3A4:
Structure, Depth of Insertion and Orientation. J. Am. Chem. Soc. 2013,
135, 8542−8551.
(15) Berka, K.; Hendrychova,́ T.; Anzenbacher, P.; Otyepka, M.
Membrane Position of Ibuprofen Agrees with Suggested Access Path

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp4059559 | J. Phys. Chem. B XXXX, XXX, XXX−XXXH

http://pubs.acs.org
mailto:michal.otyepka@upol.cz


Entrance to Cytochrome P450 2C9 Active Site. J. Phys. Chem. A 2011,
115, 11248−11255.
(16) Cojocaru, V.; Balali-Mood, K.; Sansom, M. S. P.; Wade, R. C.
Structure and Dynamics of the Membrane-bound Cytochrome P450
2C9. PLoS Comput. Biol. 2011, 7, e1002152.
(17) Denisov, I. G.; Shih, a Y.; Sligar, S. G. Structural Differences
Between Soluble and Membrane Bound Cytochrome P450s. J. Inorg.
Biochem. 2012, 108, 150−158.
(18) Sgrignani, J.; Magistrato, A. Influence of the Membrane
Lipophilic Environment on the Structure and on the Substrate
Access/egress Routes of the Human Aromatase Enzyme. A Computa-
tional Study. J. Chem. Inf. Model. 2012, 52, 1595−1606.
(19) Jiang, W.; Ghosh, D. Motion and Flexibility in Human
Cytochrome P450 Aromatase. PloS ONE 2012, 7, e32565.
(20) Sehnal, D.; Svobodova ́ Varěkova,́ R.; Berka, K.; Pravda, L.;
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Otyepka, M. MOLEonline 2.0: Interactive Web-based Analysis of
Biomacromolecular Channels. Nucleic Acids Res. 2012, 40, W222−
W227.
(30) Hendrychova,́ T.; Berka, K.; Navrat́ilova,́ V.; Anzenbacher, P.;
Otyepka, M. Dynamics and Hydration of the Active Sites of
Mammalian Cytochromes P450 Probed by Molecular Dynamics
Simulations. Curr. Drug Metab. 2012, 13, 177−189.
(31) Skopalík, J.; Anzenbacher, P.; Otyepka, M. Flexibility of Human
Cytochromes P450: Molecular Dynamics Reveals Differences Between
CYPs 3A4, 2C9, and 2A6, Which Correlate with Their Substrate
Preferences. J. Phys. Chem. B 2008, 112, 8165−8173.
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Kosinova,́ P.; Koca, J. MOLE: a Voronoi Diagram-based Explorer of
Molecular Channels, Pores, and Tunnels. Structure 2007, 15, 1357−
1363.
(34) Fishelovitch, D.; Shaik, S.; Wolfson, H. J.; Nussinov, R.
Theoretical Characterization of Substrate Access/exit Channels in the
Human Cytochrome P450 3A4 Enzyme: Involvement of Phenyl-
alanine Residues in the Gating Mechanism. J. Phys. Chem. B 2009, 113,
13018−13025.

(35) Wade, R. C.; Winn, P. J.; Schlichting, I.; Sudarko, A. Survey of
Active Site Access Channels in Cytochromes P450. J. Inorg. Biochem.
2004, 98, 1175−1182.
(36) Schleinkofer, K.; Winn, P. J.; Lüdemann, S. K.; Wade, R. C. Do
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ABSTRACT: The penetration properties of drug-like mole-
cules on human cell membranes are crucial for understanding
the metabolism of xenobiotics and overall drug distribution in
the human body. Here, we analyze partitioning of substrates of
cytochrome P450s (caffeine, chlorzoxazone, coumarin, ibupro-
fen, and debrisoquine) and their metabolites (paraxanthine, 6-
hydroxychlorzoxazone, 7-hydroxycoumarin, 3-hydroxyibupro-
fen, and 4-hydroxydebrisoquine) on two model membranes:
dioleoylphosphatidylcholine (DOPC) and palmitoyloleoyl-
phophatidylglycerol (POPG). We calculated the free energy
profiles of these molecules and the distribution coefficients on the model membranes. The drugs were usually located deeper in
the membrane than the corresponding metabolites and also had a higher affinity to the membranes. Moreover, the behavior of
the molecules on the membranes differed, as they seemed to have a higher affinity to the DOPC membrane than to POPG,
implying they have different modes of action in human (mostly PC) and bacterial (mostly PG) cells. As the xenobiotics need to
pass through lipid membranes on their way through the body and the effect of some drugs might depend on their accumulation
on membranes, we believe that detailed information of penetration phenomenon is important for understanding the overall
metabolism of xenobiotics.

■ INTRODUCTION

The interaction of drugs with cell membranes dictates their
pharmacological properties because it affects the drug
distribution, transport, accumulation, partitioning, and metab-
olism.1−5 A drug must be passively6 or actively7−9 transported
across the cell membrane before it can reach its target and
perform its biological role. Passive transport depends on
membrane structure, dynamics,10 and its permeability for a
particular substance.6 Recently, we suggested that the position-
ing of drugs on lipid bilayers might also affect their interaction
with drug metabolizing cytochrome P450 (CYP) enzymes,4

which are anchored to the membrane of the endoplasmic
reticulum,11 and as a consequence affect the metabolism of
drugs. In addition, the positioning on and affinity to a
membrane may play an important role in other biologically
significant processes, such as antioxidant inhibition of lipid
peroxidation.12 The importance of drug−membrane inter-
actions in biology, pharmacology, and medicine has called for
extensive research in this field, which is rather challenging due
to the complexity of biological membranes. Many experimental
and theoretical techniques have been developed to study
various aspects of drug membrane interactions.1,13−16

Cell membranes form a protective wall around the cellular
interior against an external environment, and separate cytosolic
and noncytosolic sides of organelles.17,18 The membranes are
predominantly composed of lipids, which form a lipid bilayer.
Lipid bilayers are widely used as a membrane model in both

experiments and theoretical calculations. The membrane
compositions of various cell structures differ, and their
properties are mostly determined by their lipid composition,19

which is highly variable and includes numerous lipid types.
However, by careful choice of lipid, a bilayer composed of one
lipid type can mimic the key physicochemical features of a
particular membrane.1 In the present work, we chose to use a
dioleoylphosphatidylcholine (DOPC) bilayer because phospha-
tidylcholine makes up about 40% of the human endoplasmic
reticulum membrane mass,19 where the drug metabolizing CYP
enzymes are mostly located.20 The other model, a palmitoy-
loleoylphosphatidylglycerol (POPG) lipid bilayer, was chosen
as an example of a negatively charged membrane, which is
typically present in bacteria.21 Both bilayers differ in headgroup
charge, density, thickness, and many other properties
(Figure 1). Knowledge of the differences in cell membrane
compositions among organelles or various organisms (e.g.,
between host and pathogen) can be used in rational drug
targeting.1 However, to exploit such information, the nature of
drug−membrane interaction needs to be understood in detail.
Molecular dynamics (MD) simulation is a unique technique

used in recent years for studying the dynamics of biological
systems, simultaneously enabling fine space (atomistic) and
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time (subpicosecond) resolutions. MD involves integration of
simple Newtonian equations and calculates velocities of all
atoms in the system from potential energy gradients.23 The
potential energy calculation is based on a simple mechanistic
model known as a force field. The force field includes atomic
parameters, bonds, angles, dihedrals, and charges in each

molecule. The molecule is then simplified as a system of
harmonic oscillators (bonds, angles, and dihedrals), and
noncovalent interactions are calculated from electrostatics
(applying Coulomb’s law to atomic centered partial charges)
and using a Lennard-Jones potential (covering dispersion and
repulsion).21,24 A variety of force fields have been developed,

Figure 1. Lipid bilayers of DOPC and POPG analyzed in this study (left) and the density profiles of specified groups (right). The structure of the
bilayer is divided into regions according to Marrink’s four region model:22 Region 1 − low density of head groups. Polar area, where the conditions
are similar to bulk water, ends when the density of water (SOL) and head groups are comparable. Region 2 − high density of head groups. Bulk-like
water disappears; this region ends when the density of water is below 1%. Polar molecules are usually located here. Region 3 − high density of acyl
tails. Double bonds in unsaturated lipids are located here. Region 4 − low density of acyl tails. The overall density drops and the movement of
molecules is usually quicker. Regions 3 and 4 usually form a barrier for polar molecules. Carbon lipid tails are represented by cyan sticks, phosphates
are depicted as olive and nitrogens as blue balls, terminal glycerol oxygens in POPG head groups are orange balls, and water molecules are
represented by red and white balls.

Figure 2. Scheme of caffeine and paraxanthine (caffeine metabolite) molecules moving through the DOPC bilayer (upper panel) highlighting the
studied properties. The water/lipid barrier ΔGwat of the drug (here caffeine) is higher than the corresponding value for the metabolite
(paraxanthine), whereas the bilayer center penetration barrier ΔGpen is higher for the metabolite. The position of the metabolite is located further
from the bilayer center close to the polar headgroup region. The drug enters the membrane spontaneously and concentrates in the region near the
entrance of the cytochrome P450 (CYP) active site access tunnel. The drug is metabolized in the active site and leaves CYP, most likely via a channel
leading toward the polar headgroup region. The metabolite can escape the membrane more easily than the respective drug. DOPC chains are gray,
nitrogens blue balls, phosphates brown, carbons cyan, oxygens red, and hydrogens white. The lower panel shows the free energy profile of caffeine
(black) and paraxanthine (red) on a DOPC membrane. The free energy minimum and the heights of the energy barriers (water/lipid barrier ΔGwat

and bilayer center penetration barrier ΔGpen) are labeled. The free energy profile is calculated for one leaflet and plotted symmetrically.
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including all atoms, united atoms, and coarse-grained force
fields.25 The all atoms force field explicitly considers all atoms
in the system, the united atoms force field (such as Berger lipid
force field26) reduces the number of atoms in the system by
uniting nonpolar hydrogens with heavy atoms (usually carbons
in lipid tails), and the coarse-grained force field uses beads to
represent several (usually 4) heavy atoms. The reduction of the
number of atoms in the system significantly reduces computa-
tional costs, allowing longer time scales to be considered in MD
simulations. It should be noted that the quality of MD
simulations heavily depends on the chosen force field, and the
results of MD simulation should be interpreted with care and,
whenever possible, cross-validated with available experimental
data.
The penetration properties of small molecules on lipid

bilayers can be well described by considering the free energy
(ΔG) profile along the bilayer normal, also called the potential
of mean force (PMF). The free energy minimum on this profile
shows the energetically most favorable position of the molecule
on the bilayer. The bilayer center penetration barrier is related
to the velocity of transfer of the molecule to the other
monolayer (bilayer leaflet), and the water/lipid barrier reflects
the affinity to the bilayer in comparison to the water
environment (Figure 2). The free energy profile is usually
calculated for one leaflet, and the other leaflet is plotted
symmetrically. For a polar drug-like molecule, its shape is
usually as follows: The free energy of an amphiphilic molecule
(used in this study) in a water environment is constant when
the molecule is far from the bilayer. As it moves closer to the
headgroup regions, the free energy decreases (Figure 2). The
polar molecules are most probably located in the water/
membrane interface. As the molecule proceeds further into the
lipid bilayer, the hydrophobicity of the membrane environment
increases and the free energy rises, and thus the molecule must
overcome an energy barrier. In the bilayer center, a local energy
minimum is usually also observed;27 the mass density of this
area is slightly lower than in the outer layers, and the molecules
can reside here for some time.28

In the present study, we analyzed the interaction of several
model drugs, such as caffeine, chlorzoxazone, coumarin,
ibuprofen (both its protonation forms, i.e., charged and
uncharged), debrisoquine, and their corresponding major
metabolites (Figure 3) with two lipid bilayers consisting of
DOPC and POPG in terms of their free energy profiles along
the bilayer normal. This enabled us to assess the relative
comparison of the affinity of the studied compounds to the
respective membranes and estimate their penetration capacities.
We observed a higher affinity of drugs to the membrane
compared to their CYP metabolites. Drugs and their

corresponding metabolites also differed in their preferred
membrane positions; that is, drugs were positioned deeper in
the lipid bilayer. This observation suggests that, after the first
step of removal, drugs become more hydrophilic and can leave
the membrane more easily than their metabolites. We also
showed another aspect of drug removal, that is, that
cytochrome P450 may clean the membrane of xenobiotics.
Further, we observed significant differences in the affinities to
DOPC and POPG membranes, which implies that such
differences can be exploited in targeting various organisms or
cellular compartments.

■ METHODS

Model lipid bilayers were taken from the Lipidbook server.29

DOPC bilayer was prepared and equilibrated by Siu et al.;30

POPG was prepared by Kukol et al.31 Both bilayers consisted of
128 lipid molecules with 64 in each leaflet. Bilayers were
oriented perpendicularly to the z-axis and re-equilibrated with
water and 0.154 M of NaCl. The POPG bilayer had an extra
128 Na+ ions to achieve electroneutrality.
Several drugs and their metabolites were chosen as typical

substrates for a specific CYP. We studied the stimulating
alkaloid caffeine (substrate of CYP1A2), the muscle relaxant
chlorzoxazone (CYP2E1), the structure base of some
anticoagulants coumarin (CYP2A6), nonsteroidal analgeticum
and antireumaticum ibuprofen (CYP2C9), antihypertensive
debrisoquine (CYP2D6), and their respective major metabo-
lites paraxanthine, 6-hydroxychlorzoxazone, 7-hydroxycoumar-
in, 3-hydroxyibuprofen, and 4-hydroxydebrisoquine, respec-
tively. As ibuprofen bears a titratable carboxy group, we
analyzed both protonation states (protonated −COOH and
unprotonated negatively charged −COO−) for it and the
respective metabolite.
Structures and topologies of drugs and metabolites were built

using the PRODRG2Beta32 server. The atom types and bond
parameters assigned by PRODRG are compatible with the lipid
force field, but the assigned partial charges for hydrophobic
groups make these groups too hydrophilic, and therefore these
charges are not compatible with GROMOS force fields.33 The
atomic partial charges were derived using the RESP34 (restraint
electrostatic potential) procedure from an electrostatic
potential calculated on a B3LYP/cc-pVDZ level of theory on
structures equilibrated on the same level of theory in Gaussian
03.35 The RESP fit was carried out using Antechamber from the
AMBER 11 software package.36 Recently, we have shown that
the RESP partial charges provide free energy profiles along
bilayer normal, reasonably agreeing with available experimental
data.28

Figure 3. Structures of drugs (upper panel) and their metabolites (lower panel) showing the site of metabolism (red circles). The blue hydrogen in
ibuprofen and 3-hydroxyibuprofen shows the location of deprotonation to form a charged molecule.
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All molecular dynamics (MD) simulations were performed
using the GROMACS 4.0.7 software package37 with a Berger
lipid force field26 based on the GROMOS 53a6 force field.38

This force field unites nonpolar hydrogens with corresponding
carbons and reduces the number of simulated atoms in long
hydrocarbon chains present in lipids. However, this simplifica-
tion is likely to bias the diffusion coefficient calculation and
leads to its higher values.39 The simulations were carried out
with time steps of 2 fs. The periodic boundary conditions were
applied in all directions, electrostatics was solved by the
particle-mesh Ewald method,40 van der Waals cutoff was set at
1 nm, and bond constraints were determined by LINCS
algorithm.41 We used V-rescale temperature coupling42 to
310 K and Berendsen anisotropic pressure coupling43 to 1 bar
with a time constant of 10 ps and compressibility of 4.5 × 10−5

bar−1.
The free energy profile can be calculated from biased

simulations using various techniques, such as umbrella
sampling,44,45 z-constraint,13,27,46−49 metadynamics,50,51 and
others.52 For consistency with our previous study,4 we here
used the umbrella sampling method. Umbrella sampling applies
a harmonic potential around the starting position of a molecule
(at a specific depth in a bilayer). The applied force on the
molecule is proportional to the square of the displacement from
the original distance of the two groups (molecule and lipid
bilayer), and the free energy profile can then be calculated from
eq 1:23,53

Δ = − +G z RT P z U z( ) ln ( ) ( ) (1)

Molecules of substrates and metabolites were inserted into
the simulation box containing a hydrated lipid bilayer with
SPCE water model,54 and a short 0.5 ns long simulation was
executed to relax water molecules and the simulation box. The
initial structures for umbrella simulations were obtained using
the following two methods: either the molecule was free to go
anywhere by itself (referred to as UF) or the center of mass of
the molecule was pulled into the bilayer (UP). Frames
separated by 0.1 ± 0.02 nm were chosen from the trajectories,
and the frames with the lowest potential energies were selected
as initial structures. Usually these two approaches were
combined; the free simulation was used to generate as many

starting frames as possible and then followed by a pulling
simulation (see Supporting Information Table S1).
The initial structures were subsequently used in the umbrella

sampling simulation. The initial distance in the umbrella
simulation was restrained by a harmonic force of 2000 kJ mol−1

nm−2 (477.9 kcal mol−1 nm−2). Each window was simulated for
10.25 ns. The first 2250 ps was taken as pre-equilibration of the
system. The free energy profiles were analyzed, and the
convergence of energy barriers and positions of minima was
monitored. The simulations of molecules that did not show
stable values of energy barriers’ heights and positions of minima
were prolonged (see Table S1 and Figures S1 and S2 in the
Supporting Information). The free energy profile was calculated
by the weighted histogram analysis method44 (WHAM) using
g_wham55 from the GROMACS software package. The start of
the z axis was set to the middle of the membrane.
The free energy profiles of ibuprofen and 3-hydroxyibupro-

fen were calculated from profiles of their charged and
uncharged forms. As the pKA of ibuprofen is 4.44, its free
energy in water was shifted by 3.5 kcal/mol (the same value
was used as an estimate for 3-hydroxyibuprofen). The lowest
energies in the free energy profiles were then used to estimate
the preferential form of the molecules in the specified positions.
The hydration free energy ΔGhyd was calculated by the

Bennett acceptance ratio (BAR) method56 with Δλ = 0.05. A
simulation box with an SPCE54 water model (∼500 water
molecules) and one molecule of drug/metabolite was prepared
and equilibrated. The BAR method calculates the free energy of
change when a target molecule “appears” in a solvent. Each
(total 21 for each molecule) simulation was executed for
200 ps, with the first 100 ps used for equilibration. The total
ΔGhyd was integrated using g_bar in the software package
GROMACS 4.5.1.
The distribution coefficients of drugs and their metabolites

between a membrane and water phase can be calculated from
the free energy profile along the membrane normal. Individual
distribution coefficients at position z′ in the membrane, D(z′),
were given by the free energy difference to the reference value
of free energy in water, where ΔG was set to 0 kcal/mol. The
global distribution coefficient, D, for a given molecule was

Table 1. Free Energy Profiles and Hydration Free Energies (ΔGhyd) of the Studied Moleculesa

DOPC POPG

log P
ΔGhyd,
kcal/mol

P,
nm

Prel,
%

ΔGpen,
kcal/mol

ΔGwat,
kcal/mol pKm

P,
nm

Prel,
%

ΔGpen,
kcal/mol

ΔGwat,
kcal/mol pKm

caffeine −0.1b −8.8 1.6 78 4.1 ± 0.6 5.7 ± 0.1 −2.8 1.6 101 7.6 ± 0.8 6.3 ± 0.1 −3.2
paraxanthine −0.2b −11.2 2.1 99 8.0 ± 0.1 4.9 ± 0.1 −2.2 1.5 96 6.9 ± 0.1 5.1 ± 0.3 −2.4
chlorzoxazone 2.2b −8.4 1.5 72 8.2 ± 1.0 8.9 ± 0.8 −5.2 1.0 66 4.7 ± 0.4 8.1 ± 0.5 −4.2
6-hydroxy-
chlorzoxazone

1.7 −11.5 1.6 75 8.3 ± 0.7 8.2 ± 0.4 −4.5 1.7 108 8.9 ± 0.8 7.0 ± 0.8 −3.5

coumarin 1.4b −6.0 1.3 63 3.0 ± 0.2 6.7 ± 0.2 −3.5 1.4 88 3.6 ± 0.2 5.3 ± 0.1 −2.7
7-hydroxy-coumarin 1.6b −10.5 1.6 78 4.8 ± 1.0 2.9 ± 1.0 −1.0 1.6 97 4.1 ± 0.6 4.2 ± 0.6 −2.0
ibuprofen 3.7b −11.3 1.4 65 6.8 ± 1.5 7.7 ± 0.1 −4.4 1.6 100 5.0 ± 0.2 3.1 ± 0.1 −1.2
3-hydroxy-ibuprofen 1.7 −17.5 1.5 70 8.3 ± 0.1 3.0 ± 1.0 −1.3 1.4 86 5.2 ± 0.1 2.2 ± 1.4 −0.5
debrisoquine 0.1b −18.3 1.7 79 5.6 ± 1.0 4.8 ± 0.7 −2.3 1.4 86 4.6 ± 0.2 2.5 ± 0.5 −0.7
4-hydroxy-
debrisoquine

−0.7 −18.3 1.6 77 7.0 ± 0.7 1.8 ± 0.3 −0.2 1.8 113 12.5 ± 2.3 3.5 ± 0.7 −0.9

aThe positions of the minima (P) show the most probable location of the molecule in the membrane. The relative position (Prel) shows the ratio of
the position of the free energy minimum P and the position of phosphates (100% means that the molecule is at the phosphate “plane”; higher and
lower numbers indicate positions above and below the phosphates), ΔGpen and ΔGwat are the bilayer center penetration and water/lipid barrier,
respectively, while pKm is the negative logarithm of the molar ratio Km of the molecule between the lipid and water phase. bExperimental values of
octanol/water partition coefficients.
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integrated from the individual D(z′) along both membrane
leaflets (eq 2):

∫= = · ′ ′−ΔD
c

c
z2 e d

z
G z RTmembrane

water 0

( )/

(2)

where z is one-half of the bilayer thickness (2.5 nm), ΔG(z′) is
the free energy of the molecule at depth z′, T is the
thermodynamic temperature, and R is the universal gas
constant.
To obtain not only the concentration ratio between lipid

bilayer and water but also the approximate molar ratio Km, the
volume ratio between water and lipids has to be taken into
account. Lipids form about 5% of the mass of human cells,
whereas water accounts for as much as 70%;19 the densities of
both phases are approximately the same. The approximate
molar ratio Km of a drug between lipids (nmembrane) and water
(nwater) in the human body can then be estimated from eq 3:

= = ·K
n

n
D

V

Vm
membrane

water

(membrane)

(water) (3)

where V(membrane)/V(water) is the volume ratio (5/70). Values are
usually reported as pKm.
Octanol/water partition coefficients (log P) were adopted

from experimental values taken from DrugBank57 whenever
possible, and other values were taken from the ChemSpider58

Web site.
The heights of energy barriers were obtained from the free

energy profiles along with the positions of the center-of-mass of
the molecule in the free energy minima P and the relative
position of the energy minimum with respect to the positions
of phosphates Prel. The mean values for drugs, metabolites, or
all molecules on each bilayer were taken as the median of the
obtained values.

■ RESULTS AND DISCUSSION

Free Energy Profiles Show Typical Behavior of
Amphiphilic Drug-like Molecules on Lipid Bilayers. The
free energy profiles show the positions of minima, where the
molecules are likely to concentrate. The free energy profiles of
molecules on a DOPC bilayer (Figure 2 and Table 1) decrease
from the water phase to region 2 or 3, where typically one
energy minimum is located. One shallow local minimum
appears in the middle of the bilayer, where the overall density
of the bilayer drops (Figure 1). These profiles indicate that the
studied molecules can spontaneously enter the lipid bilayer.
The molecules may concentrate in the lipid phase, as is also
apparent by the negative pKm values. The molecules then
preferentially stay close to their minima, which are localized in
regions 2 and 3. It should be noted that the entrances of active
site access channels of CYP enzymes most likely stay in the
same regions.4,59,60 Here, the drugs can be taken up by CYP to
be modified.
The free energy profiles of molecules on a POPG bilayer are

similar to those on DOPC bilayers. They display a deep energy
minimum in regions 2 or 3. On the other hand, a local energy
minimum in the middle of the POPG bilayer is rare. The
overall density of the POPG bilayer with respect to DOPC is
lower. However, there is only a small decrease in mass density
in the POPG bilayer center, and therefore the molecules do not
prefer to stay in the bilayer center. Because of the small
decrease in mass density, POPG does not have a region near

the bilayer center characterized by rapid lateral diffusion in
contrast to DOPC.

Heterogeneity of Membrane Environment Reduces
the Correlation of Partitioning in Octanol/Water and
Lipids/Water Environments. We have compared the
calculated parameters of the free energy profile with the
octanol/water partition coefficient (log P), which is widely used
to predict a drug bioavailability. We observed a rather poor
correlation (correlation coefficient below 0.3, which is not
statistically significant at level of significance α = 0.05, indeed)
for positioning, partitioning, and consequently also ΔGwat on
DOPC, and no correlation on POPG bilayer (Figure S3). The
low correlation between log P and ΔGwat values on DOPC can
be explained by a more complex structure of the lipid bilayer.
The outer parts of the membrane bilayer are more polar than
octanol/water surface; therefore, the polar molecules are more
concentrated on membranes than they are on octanol/water
interface. No correlation of calculated free energy profile
properties with log P was observed on POPG, which might be
explained by the fact that the molecules were preferentially
located on the bilayer/water interface, where about 20% of
mass was formed by water. The octanol/water partition
coefficient can therefore reflect partition properties on some
membrane types,61,62 but cannot be straightforwardly used on
all types of membranes and all molecules.

Drugs Have Higher Affinity to the Bilayer than
Corresponding Metabolites. The free energy profiles show
that the studied drugs have a higher affinity to the lipid bilayer
and are located deeper in the bilayers than are the
corresponding metabolites. It is supported by the fact that
ΔGhyd of the drugs is higher than the corresponding value of
the metabolites, and thus the drugs are more hydrophobic than
their respective metabolites. The drugs are also on average
0.2 nm deeper in the bilayer than their metabolites (Figures 2
and 4, and Table 1). The bilayer center penetration barrier
ΔGpen for drugs is typically lower than that of the metabolites
(2.4 kcal/mol on DOPC and 2.2 kcal/mol on POPG). On the
other hand, the water/lipid barrier ΔGwat is higher for the drugs
than the metabolites (3.7 kcal/mol on DOPC and 1.1 kcal/mol
on POPG). The higher membrane affinity of the drugs is clearly
visible from the molar ratio pKm of the molecule in the
membrane and water, with the exception of debrisoquine on
POPG (Table 1 and Figure 5).
The drugs’ metabolites have different charge distributions,

and therefore exhibit different orientations on the lipid bilayers.
The drugs have polar group(s) located on one side of the
molecule (with the exception of caffeine) and are usually
oriented with these polar groups pointing toward the polar lipid
heads. The metabolites are typically hydroxylated on the other
side of the molecule (with the exception of paraxanthine, which
is demethylated), and therefore are oriented more parallel to
the bilayer.

Implications for Drug Metabolism by Cytochromes
P450 (CYP). As mentioned before, the studied drugs
concentrate in the lipid bilayer, and their preferred positions
correspond with CYP active site access channel influxes
(Figure 5). The CYP metabolized drugs are believed to leave
the CYPs active sites via egress tunnels that open further from
the bilayer center close to the polar headgroup region. It is
worth noting that the metabolites can leave the bilayer more
easily, as their affinities to the membranes (represented by pKm
and ΔGwat) are lower than the respective affinities of drugs (cf.,
Figure 5 and Table 1).
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Molecules Pass through POPG Bilayer More Easily.
The molecules on POPG are usually located closer to the water
environment and are bound more weakly than the molecules
on DOPC. The POPG bilayer is thinner, but the mean relative
position of the molecules on POPG is about 20% closer to the
polar headgroup region than on the DOPC bilayer. Molecules
on POPG are located in an area where the overall mass is
formed by about 20% of water, whereas the mean position of
molecules on DOPC is in an area where water comprises only
about 2% of the overall mass. This also reduces the water/lipid
barrier ΔGwat on POPG as its median is 0.6 kcal/mol lower for

molecules on POPG than on DOPC. The bilayer center
penetration barrier ΔGpen is also on average 1.8 kcal/mol lower
for molecules on POPG. The affinity to the lipid bilayer is
higher for molecules on DOPC than on POPG, and therefore
the molecules prefer to concentrate in DOPC lipid bilayers.
However, small drug-like molecules seem to pass through the
POPG bilayer more easily than through DOPC. It should be
noted that we used a limited number of molecules in the study
and the results gained have to be interpreted with caution as
comparison of the data between single pairs of other molecules
may lead to different conclusions. However, it is known that
membranes of mammals consist mostly of PC, whereas
bacterial membranes contain large amounts of negatively
charged PG. Thus, the easier penetration and lower
concentration of small drugs on POPG membranes could be
used in targeted drug delivery.

■ CONCLUSION
Here, we studied the interaction of five drugs and their
respective CYP metabolites with lipid bilayers in terms of their
free energy profiles across two prototypical lipid bilayers
consisting of DOPC and POPG. We showed that the behavior
of the studied drugs and their metabolites on lipid bilayers
differed in numerous ways. The drugs (which are more
hydrophobic molecules than their respective metabolites)

Figure 4. The free energy profiles of the studied molecules in DOPC
(left) and POPG (right) bilayers. The free energy profile of the drug
(the upper molecule of each box) is plotted in black, whereas the free
energy profile of the CYP metabolite (the lower molecule) is in red.
The structures of the drugs and their metabolites are shown in their
energy minima. The drugs are located deeper in the bilayer than the
corresponding metabolites and usually have higher affinities to the
lipid bilayer. DOPC and POPG chains are shown in gray, nitrogens are
represented as blue balls, phosphates brown, carbons cyan, oxygens
red, and hydrogens white.

Figure 5. Proposed scheme of drug (D) and metabolite (M)
penetration through the DOPC (left panel) and POPG (right
panel) bilayers with medians of the obtained energy barriers and
proposed scheme of the drug entering and leaving cytochrome P450
(CYP − green object on the left panel), which is anchored to the
membrane of endoplasmic reticulum. The water/lipid barrier ΔGwat is
higher and the bilayer center penetration barrier ΔGpen is lower for the
drugs than for metabolites. The metabolites are located 0.2 nm further
from the bilayer center than the drugs in both cases. The overall
energy barriers are lower on POPG than on DOPC. The drugs are
believed to enter CYP by access channel (AC − in black), it is
metabolized in the active site above the heme (in yellow), and leaves
CYP via egress channel (EC − orange) as a metabolite. The egress
channel opens close to the water region.
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exhibited higher water/lipid free energy barriers ΔGwat, and
therefore a higher affinity to the lipid bilayers than the
metabolites. Furthermore, the drugs can penetrate the
membrane with lower energy barriers ΔGpen than their
respective metabolites. The results imply that the respective
metabolites are generally more weakly bound to the membrane
and more likely to stay in the cytosol than the drugs. This
behavior may have implications for the metabolism of the
studied drugs by CYPs. As the drugs prefer to stay in the
membrane, they are likely to enter the CYP buried active site
via access channels from the membrane. On the other hand, the
generally more polar substrates may leave the active site by
egress channels pointing toward the membrane surface or
cytosol.
Furthermore, the results show that the behavior of drug-like

molecules differs on different lipid bilayers. The free energy
profiles indicate that the ratio of the number of molecules in
the membrane to that in water is slightly higher for DOPC than
for POPG. Therefore, the drugs are likely to concentrate more
on DOPC bilayers. However, the energy barriers are lower on
POPG, and therefore penetration through POPG bilayers
seems to be easier. As the penetration through the membrane is
crucial for reaching the biological target and also some drug
effects are based on the change of bilayer properties as the
drugs concentrate in membranes, we believe that such
information, along with knowledge of membrane composition,
would be useful for drug targeting.
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Phys. Chem. Chem. Phys. 2010, 12, 10476−10493.
(25) Schlick, T. Molecular Modeling and Simulation: An Interdiscipli-
nary Guide, 2nd ed.; Springer: New York, 2010.
(26) Berger, O.; Edholm, O.; Jahnig, F. Biophys. J. 1997, 72, 2002−
2013.
(27) Bemporad, D.; Essex, J. W.; Luttmann, C. J. Phys. Chem. B 2004,
108, 4875−4884.
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ABSTRACT: Lipid peroxidation is a degenerative oxidative
process that modifies the structure of membranes, influencing
their biological functions. Lignans, natural polyphenolic
antioxidants widely distributed in plants, can prevent this
membrane damage by free-radical scavenging. Here, we
rationalize the difference in lipid peroxidation inhibition
activity of argenteane, a natural dilignan isolated from wild
nutmeg, and 3,3′-dimethoxy-1,1′-biphenyl-2,2′-diol, which
represents the central part of argenteane responsible for its
antioxidant activity. Although both compounds have the same capacity to scavenge free radicals, argenteane is a more active
inhibitor of lipid peroxidation. We show that both compounds penetrate into DOPC and PLPC lipid bilayers and adopt similar
positions and orientations, which therefore does not explain the difference in their lipid peroxidation inhibition activity. However,
free energy profiles indicate that argenteane has a significantly higher affinity to the lipid bilayer, and thus a higher effective
concentration to scavenge radicals formed during lipid peroxidation. This finding explains the higher activity of argenteane to
inhibit lipid peroxidation.

■ INTRODUCTION

Lipid peroxidation is a three-stage (initiation/propagation/
termination) oxidative process occurring in lipid bilayer
membranes. It is initiated by reactive species, mainly reactive
oxygen species (ROS), induced endogenously by classical
biochemical reactions or exogenously by, e.g., pollution or UV
light. Lipid peroxidation may strongly modify the lipid bilayer
structure, subsequently disrupting various key cell functions
associated with membranes. Lipid peroxidation contributes to
several pathologies, including neurodegenerative diseases, heart
disease, atherosclerosis, liver disease, and aging processes.1−6

The oxidative-induced degradation of membranes originates
from the formation of aldehydes or lipid peroxides, acyl chain
fragments, lipid−lipid cross-linked products, intramolecular
cycles, etc.7 Lipid bilayers composed of unsaturated fatty acids
are more sensitive to such oxidative damage.
Natural antioxidants can prevent membrane damage, mainly

by free-radical scavenging at either the initiation or the
propagation stages.8 Lignans are polyphenols widely distributed
in plants. Being present in cereals, fruit, spices, beans, and other
vegetables, they are natural components of the human diet.9

Their chemical structure is derived from substituted cinnamic
alcohols, and they are classified into six subgroups (dibenzyl-
butanes and skeletons with rings monofuranic lignans,
butyrolactones, arylnaphthalenes, dibenzocyclolactones, furano-

furanic lignans).10,11 Lignans exhibit numerous biological
activities, including antioxidant, antiproliferative, and protective
functions against cardiovascular diseases and other degenerative
pathologies associated with oxidative stress.9,12−17 As for other
polyphenols, their antioxidant activity is attributed to their
capacity for H-atom transfer (HAT) from the OH groups to
the free radicals.18

Argenteane (biserythro-5,5′-bis[1-(4-hydroxyl-3-methoxy-
phenyl)-4-(3,4-methylenedioxyphenyl)-2,3-dimethylbutane])
(1) is a natural dilignan isolated from wild nutmeg (Figure
1A).19 Its antioxidant activity has been shown in vitro and
compared to the activity of 3,3′-dimethoxy-1,1′-biphenyl-2,2′-
diol (2), which mimics the central moiety of compound 1
(Figure 1).18 Both compounds exhibited exactly the same
capacity to scavenge DPPH (2,2-diphenyl-1-picrylhydrazyl
radical), which was rationalized by quantum calculations
showing exactly the same capacity for HAT.20 However,
compound 1 was 4 times more active than 2 at lipid
peroxidation inhibition as measured on PLPC (1-palmitoyl-2-
linoleoyl-sn-glycero-3-phosphatidylcholine) vesicles.18 More-
over, compound 1 has an equivalent activity to vitamin E,
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which is well-known as a powerful lipid peroxidation inhibitor
(Table 1). Due to the presence of nonpolar side chains in
compound 1, the capacity to incorporate into lipid bilayers was
proposed to explain such a difference in activity.
In this study, we aimed to rationalize the different capacities

of both compounds (1 and 2) to inhibit lipid peroxidation on
PLPC membranes.18 The pair of compounds 1 and 2 provides
a useful basis to establish a fine structure activity relationship at
the atomic level because both compounds share the same
central moiety but differ in the presence/absence of long
nonpolar side chains. We calculated the average positions and
orientations of both compounds either on the PLPC or DOPC
bilayers by molecular dynamics (MD) simulations. MD
simulations have been repeatedly shown to provide useful
information on the interaction of small molecules with lipid
membranes21−31 providing a unique view at both an atomic
scale and subpicosecond time resolution. The affinity of both
compounds to lipid bilayers was investigated in terms of free
energy profiles calculated along the bilayer normal. The results
showed that both compounds adopt similar positions in the
lipid bilayers, but they have significantly different affinities to
lipid bilayers as compound 1 exhibited a significantly higher
free energy difference between water and lipid phases than
compound 2. This finding may explain the higher activity of
compound 1 to inhibit lipid peroxidation.

■ METHODOLOGY

Two types of lipids, namely DOPC (1,2-dioleoyl-sn-glycero-3-
phosphatidylcholine) as the most abundant lipid in mammal
cell membranes32 and PLPC (1-palmitoyl-2-linoleoyl-sn-glyc-
ero-3-phosphatidylcholine), were used as membrane models to
explain experimentally observed differences in the lipid
peroxidation activity of compounds 1 and 2.18 Pure
phospholipid bilayers are generally accepted to exhibit many
of the important features of real membranes.33 The former
model comprised 128 DOPC molecules, in which the oleoyl
chains contain one double bond between carbons C9 and C10
(Figure 1C). The latter model contained 144 PLPC molecules.
For these phospholipids, the palmitic chain is a fully saturated
fatty acid, whereas the linoleyl chain contains two double bonds
(C9C10 and C12C13, Figure 1D). The presence of the
double bonds makes PLPC more sensitive to oxidation. In both
lipid bilayer models, both leaflets contain the same number of
molecules. The structures of the lipids were taken from the
literature34,35 and a united-atom Berger’s force field was used.36

The bilayers were oriented perpendicularly to the z-axis of the
box containing the molecular assembly. The bilayers were first
equilibrated in the absence of any solute (1 and 2). They were
surrounded by an explicit SPC water model37 and the
physiological concentration of NaCl (0.15 mol·L−1) in water
was used. The MD simulations were carried out using the

Figure 1. Chemical structures of (A) argenteane (compound 1), (B) 3,3′-dimethoxy-1,1′-biphenyl-2,2′-diol (compound 2), (C) 1,2-dioleoyl-sn-
glycero-3-phosphatidylcholine (DOPC), and (D) 1-palmitoyl-2-linoleoyl-sn-glycero-3-phosphatidylcholine (PLPC).

Table 1. Average Distances (nm) Given with Respect to the Center of the Lipid Bilayers, with the Corresponding Standard
Deviations Calculated for the OH Groups in Both the DOPC and PLPC Lipid Bilayersa

position of COM (nm)
position OH groups

(nm)
overlap of OH groups
and double bond (%) ΔG(zmin) (kcal/mol) IC50 (μM)

compd DOPC PLPC DOPC PLPC DOPC PLPC DOPC PLPC
DPPH

scavengingb
lipid peroxidation

inhibitionb

1 1.4 ± 0.2 1.2 ± 0.2 1.5 ± 0.2 1.3 ± 0.2 29 ± 15 23 ± 4 −22.7 ± 0.2 −21.9 ± 0.6 70 ± 2 0.68 ± 0.04
2 1.6 ± 0.2 1.3 ± 0.2 1.7 ± 0.2 1.3 ± 0.3 13 ± 6 19 ± 2 −14.5 ± 0.1 −12.8 ± 1.1 70 ± 4 2.70 ± 0.05

aAll distances were averaged over the last 150 ns of unbiased MD simulations. ΔG(zmin) reflects the affinity of compound to membrane. DPPH
scavenging and lipid peroxidation inhibition activities of compounds 1 and 2 were taken from the literature.18 bData from ref 18.
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GROMACS 4.0.7 package38 with periodic boundary conditions
in all directions.

The conformations of 1 and 2 were optimized using the
hybrid DFT functional B3P86 combined with the 6-31+G(d,p)

Figure 2. Characteristic snapshots and mass density profiles of DOPC and PLPC bilayers in the absence (upper panel) or presence (middle and
lower panel) of 1 and 2. For clarity, the components (and corresponding densities) are shown in different colors according to the legend and the
density profiles of the studied compounds are scaled. The boundaries of regions 1−4 are shown in the upper part of the graphs.
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basis set B3P86/6-31+G(d,p), which has been well adapted for
the description of polyphenols.39 The topology was generated
from the PRODRG2 Beta server using the Gromos53a6 force
field.40 The partial atomic charges were assigned using the
program Antechamber41 and RESP method42 after single-point
calculation at the HF/6-31G* level. Optimization and single-
point calculations were carried out in Gaussian03.43

For both lipid bilayers, several MD simulations were carried
out from different initial orientations and positions (in the
middle of the lipid bilayer or outside the bilayer in the bulk
water). To avoid unfavorable atomic contacts, the initial
structures were first minimized by the steepest descent method
and then equilibrated during a 200 ps simulation. During the
equilibration step, the system was heated to 310 K by
employing a v-rescale thermostat.44 The pressure was kept
constant using the anisotropic Berendsen barostat45 at 1 bar. All
bonds were constrained by the LINCS algorithm.46 The
electrostatic interactions were evaluated using the smooth
particle-mesh Ewald method47,48 with a maximum spacing for
the FFT grid of 0.12 nm. Both the Coulomb and Lennard-
Jones interactions were truncated at 1.4 nm.
The equilibration step was followed by a 300 ns simulation.

Thirteen independent unbiased simulations were carried out,
differing in starting positions of the compounds. For each
simulation the following protocol was used. The temperature
was kept constant at 310 K by the v-rescale thermostat44 with
0.1 ps coupling. The anisotropic Parrinello−Rahman barostat49

was used to keep the pressure at 1 bar with a coupling time
constant of 1.0 ps and compressibility of 4.5 × 10−5 bar−1.
Integration of Newton’s equations was based on the leapfrog
algorithm using 2 fs time steps.50 The electrostatic interactions
were computed by the smooth particle-mesh Ewald meth-
od47,48 with a space cutoff at 1.4 nm and fast-Fourier grid space
of 0.12 nm. The same cutoff was used for short-range
interactions. The MD simulations were performed with
different random initial velocities sampled according to a
Maxwell distribution. All bonds were constrained using the
LINCS algorithm.46 The trajectories were visualized with
VMD.51

Partitioning into the membrane was computed using the
potential of mean force method to obtain free energy
profiles23,52−54 A series of initial structures was obtained from
unbiased MD simulations to define windows along the bilayer
normal (z-axis) separated by 0.10 ± 0.02 nm. In the case of
missing windows, 15 ns pulling simulations were performed. In
the latter simulations, the molecule was pulled from the center
of the lipid bilayer (z = 0 nm) to the edge of the box along the
z-axis. The rate of change of the reference position was 0.0005
nm/ps. In all windows, the center of mass (COM) of the
biphenyl moiety was constrained in that specific depth and the
force applied to the molecule was monitored. Neale et al.
showed that relatively long simulation times are required for
each window to achieve convergence in umbrella simulations
with charged solutes,55 and Singh and Tieleman56 highlighted a
necessity of simulation time longer than the slowest relaxation
in a system. We recently showed22 that constraint simulations
may converge more quickly (the estimated free energies
became constant in time) and also that 0.2 nm separation of
simulation frames in constraint simulation is sufficient for
construction of free energy profiles. In the present work, 50 and
80 ns windows of constraint simulation were used in DOPC
and PLPC, respectively. The free energy profiles were
reconstructed from the last 30 ns. They were calculated as a

function of the distance of the antioxidant biphenyl moiety
from the bilayer center according to the eq 123,29

∫Δ = − ⟨ ′ ⟩ ′
=∞

G z F z z( ) ( ) d
z

z

t (1)

where ⟨F(z′)⟩t is the average force constraining the biphenyl
moiety at a specific position of the simulation. Due to the
symmetry of the lipid bilayer, the profile of ΔG was calculated
for only half of the box. The error estimates were calculated as a
standard deviation of the mean of the constraining force
integrated over the z-axis. We assume that error bars may be
underestimated.22 For comparison, the free energy profile of
compound 2 interacting with PLPC was calculated using 30 ns
per simulation window (Figure S4 in the Supporting
Information).
The overlap of OH groups of both compounds with lipid

double bonds was calculated as an integral over product of
normalized densities of both groups along the bilayer normal
(Figure S1 and Table S1 in the Supporting Information)
according to eq 2

∫=
−∞

∞
S a x b x x( ) ( ) d

(2)

where a(x) and b(x) are normalized functions of density
profiles of OH groups and double bonds. Last 150 ns of
unbiased simulations were used for the calculation.

■ RESULTS AND DISCUSSION
Comparison of the PLPC and DOPC Lipid Bilayers in

the Absence of Solute. Both DOPC and PLPC bilayers
exhibited typical features of unsaturated lipid bilayers. Four
regions could clearly be distinguished according to the Marrink
and Berendsen membrane model,23 namely the low headgroup
density in direct contact with the water phase (region 1), the
high headgroup density defining an intermediate region
between the water and lipid phases (region 2), the lipid chains
(region 3), and the center of the membrane (region 4) with low
lipid density (Figure 2). The flexible arrangement of the lipid
chains shows that both bilayers were in their liquid phases at
310 K (Figure 2). The area per lipid was 0.59 and 0.63 nm2 for
the DOPC and PLPC bilayers, respectively, during the
simulation. Therefore, in DOPC, the two similar chains
containing one double bond allow better lateral packing. In
PLPC, the two double bonds in one of the lipid chains produce
a kink in the fatty acid chains, disfavoring tight interchain
packing (Figure 1), making the bilayer more fluid.33 However,
in the PLPC bilayer, the presence of a shorter saturated chain
and the polyunsaturated chain favor better packing along the z-
axis and thus a lower thickness, which was by 0.8 nm smaller
than that of the DOPC bilayer.

Simple Penetration Process of Compounds 1 and 2.
When starting outside of the bilayer, both compounds 1 and 2
intercalated spontaneously between lipid chains (Figure S2 in
the Supporting Information), regardless of the type of lipid
bilayer used for the unbiased simulations. When starting inside,
both compounds stayed in the bilayers. This is attributed to
their amphiphatic character. However, a thorough analysis of
the unbiased MD simulations showed that the compounds
behaved in different ways regarding the penetration process.
When starting out of the bilayer, compound 1 first

approached the polar surface, then slowly passed through the
polar region, and finally reached its equilibrated position close
to the headgroup area of the lipid bilayer (between regions 2
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and 3). The whole process took approximately 200 and 50 ns in
the DOPC and PLPC bilayers, respectively. When starting in
the center of the bilayer, compound 1 reached its equilibrated
position during the first 50 ns in both lipid bilayers. This
highlights that the most time-consuming process is transport
through regions 1 and 2, in which the water molecules and the
polar groups of the membrane create a complex network of
hydrogen bonds. Due to its size, the presence of OH groups
and two benzodioxole moieties, compound 1 made many
intermolecular interactions in these regions, which slowed
down the diffusion movement to its equilibrium position.
Compound 2 also accumulated inside both bilayers close to the
polar groups of the lipids (in region 2). However, due to the
absence of the benzodioxole moieties and its smaller size
compared to 1, the equilibrated position of 2 was reached
within 50 ns regardless of the starting point, i.e., inside or
outside the bilayer.
Location and Orientation of Compounds 1 and 2, and

Their Antioxidant-Active OH Groups in Lipid Bilayers.
The COM of the central guaiacyl moiety of 1 (responsible for
the free radical scavenging capacity of 1)18 was located at
1.4 ± 0.2 and 1.2 ± 0.2 nm from the center of the DOPC and
PLPC bilayers, respectively (Figure 2 and Table 1). This
confirms that the molecule was equilibrated in region 2, close to
the boundary between regions 2 and 3. The two lateral
benzodioxole moieties of 1 were very flexible in all free MD
simulations. The mass densities of these lateral moieties were
widely distributed from region 2 up to region 4. Having no role
in free-radical scavenging, the benzodioxole moieties may
participate in the antioxidant action (lipid peroxidation
inhibition) from a conformational aspect. The global effect of
their presence is a subtle balance between their role as anchor
(favoring insertion deep in the membrane) and their steric
interaction (disfavoring membrane penetration).
The OH groups of the guaiacyl moiety are the H-atom

donors, responsible for the free-radical scavenging activity of
1.18 They were oriented toward the bilayer surface. Such an
orientation was driven by hydrogen-bonding interactions
between these groups and both the polar head groups of the
bilayer and the water molecules, which penetrated into region
2. It should be noted that the oxygen atoms of the
benzodioxole moiety (Figure 1) interacted with neither the
polar head groups nor the penetrating water molecules.

In order to establish a correlation between the location of the
free-radical-scavenger-active groups and the region in which the
propagation stage of lipid peroxidation occurs, an overlapping
between both OH groups of the antioxidant and double bonds
of unsaturated fatty acids was averaged over the MD
simulations (Table S1, Figures S1 and S2 in the Supporting
Information). For compound 1, the OH groups are the only
free-radical scavengers; thus, the greater the overlap, the more
efficient ROO• free radical scavenging by the antioxidant. In
contrast, it is noteworthy that the lower the overlap, the less
efficient its role in the propagation stage, and the more
probable its role in the initiation stage (i.e., scavenging of the
free radicals penetrating the membrane to oxidize lipids). This
overlap was 29 ± 15 and 23 ± 4% for compound 1 in the
DOPC and PLPC lipid bilayer, respectively.
For compound 2, the distance of the COM was 1.6 ± 0.2 and

1.3 ± 0.2 nm from the center of the DOPC and PLPC lipid
bilayers, respectively, suggesting it is embedded in region 2 also
close to the boundary between regions 2 and 3. In the case of
the DOPC bilayer, the density of 2 exhibited two maxima in
both leaflets (Figure 2, and Figure S1 in the Supporting
Information), indicating that this compound (even during free
MD simulations) passed through the lipid bilayer (Figure S2 in
the Supporting Information), whereas this behavior was not
observed with compound 1, possibly as 1 is larger and therefore
its diffusion through the center of bilayer will be slower.
As for compound 1, the OH groups of both guaiacyl moieties

of compound 2 were also oriented toward the polar head
groups of the bilayers, creating hydrogen bonds with the
phosphates and water molecules inserted in region 2. Broad
density profiles were obtained (Figure 2), indicating that the
molecule fluctuated significantly during the simulations (Figure
S2). The overlap of the OH groups of 2 with the double bonds
of the unsaturated fatty acids was lower than for 1, mainly in
the DOPC membrane (13 ± 6% and 19 ± 2% in the DOPC
and PLPC bilayers, respectively). The lower overlap observed
in DOPC compared to PLPC originated from the closer
location of compound 2 to the center of the PLPC lipid bilayer.
In addition, the mobility of 2 was slightly higher in PLPC (see
the standard deviation for the OH group in Table 1), probably
due to the higher fluidity of this lipid bilayer. However, the lipid
peroxidation inhibition activity was measured on PLPC vesicles,
whereas only marginal differences were found for the PLPC
bilayer, either in overlap of OH groups and lipid double bonds

Figure 3. Free energy profiles of compounds 1 and 2 along the z-axis in the DOPC (left) and PLPC (right) lipid bilayers shown for one leaflet.
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or in location and orientation. These differences cannot
therefore explain the dramatic decrease in lipid peroxidation
inhibition from 1 to 2.
Free Energy Profiles for the Membrane Penetration of

1 and 2. The free energy profile of compound 1 exhibited a
relatively broad minimum at 1.3 nm for both bilayers. The free
energy minimum was located at −22.7 ± 0.2 and −21.9 ± 0.6
kcal/mol with respect to the water phase in the DOPC and
PLPC bilayers (Figure 3), respectively. The free energy profile
performed in the DOPC bilayer exhibited a second minimum
in the middle of the membrane. This position is surprisingly as
stable as the former one (Figure 3), which reflects that the
DOPC bilayer has an interstitial space in between both leaflets,
large enough for compound 1 to adapt and stabilize. Moreover,
the energetic barrier for the flip-flop of this compound from
one to the other leaflet was low in the DOPC bilayer
(1.5 ± 0.1), while it was significantly higher in the PLPC bilayer
(6.6 ± 0.4 kcal/mol).
Compound 2 was predicted to have a lower affinity to both

membranes than compound 1. The free energy minima
(ΔG(zmin)) were at 1.5 and 1.2 nm in the DOPC and PLPC
bilayers stabilized by −14.5 ± 0.1 and −12.8 ± 1.1 kcal/mol,
respectively (Figure 3). The barrier of passage from one to the
other leaflet was 5.5 ± 0.1 and 3.4 ± 0.3 kcal/mol in DOPC
and PLPC, respectively.
The free energy profiles indicate that both compounds have

significantly different affinities to the lipid bilayers. Compound
1 displays higher affinity to both DOPC and PLPC membranes,
which in turn indicates that the effective concentrations of
compound 1 in both membranes are higher than concen-
trations of compound 2, which is due to the presence of
nonpolar side chains of compound 1. The higher affinity of
compound 1 to lipid bilayers can explain higher activity in lipid
peroxidation inhibition measured on PLPC vesicles. It may also
indicate higher activity on other types of unsaturated lipid
bilayer, as is indicated from its affinity to DOPC bilayer (Table
1)

■ CONCLUDING REMARKS AND CORRELATION TO
EXPERIMENTAL DATA

The present theoretical investigation rationalizes the difference
in lipid peroxidation inhibition observed between compounds 1
and 2, despite these two compounds exhibiting the same free-
radical scavenging and HAT capacities. Molecular dynamic
simulations identified differences in the membrane positions
and orientations between the two compounds. However, these
differences appeared marginal and not sufficient to rationalize
the difference in lipid peroxidation inhibition activities of both
compounds. On the other hand, biased MD simulations
showed that the compounds significantly differed in their
affinities to the lipid bilayers. Compound 1 was stabilized over
compound 2 by 8.2 and 9.1 kcal/mol in DOPC and PLPC,
respectively. This free energy difference can be associated to the
difference in partitioning of both compounds into the lipid
bilayer. Therefore, the effective concentration of compound 1
in the studied lipid membranes should be significantly higher
than for compound 2, in agreement with the efficient lipid
peroxidation inhibition capacity of compound 1. This molecular
picture for membrane penetration of this compound demon-
strates the role of the hydrophobic benzodioxole side moieties,
which stabilize the active part of compound 1 between the lipid
head groups and unsaturated parts of the lipid chains. Such a
position enables inhibition of lipid peroxidation (i) during the

initiation stage (i.e., scavenging of incoming free radicals
following their uptake into the membrane) or (ii) during the
propagation stage (i.e., propagation of the lipid-based ROO•

free radicals between lipid chains)
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(22) Paloncyóva,́ M.; Berka, K.; Otyepka, M. J. Chem. Theory Comput.
2012, 8, 1200−1211.
(23) Marrink, S. J.; Berendsen, H. J. C. J. Phys. Chem. 1994, 98,
4155−4168.
(24) Bemporad, D.; Essex, J. W.; Luttmann, C. J. Phys. Chem. B 2004,
108, 4875−4884.
(25) dos Santos, D. J. V. A.; Eriksson, L. A. Biophys. J. 2006, 91,
2464−2474.
(26) Eriksson, E. S. E.; dos Santos, D. J. V. A.; Guedes, R. C.;
Eriksson, L. A. J. Chem. Theory Comput. 2009, 5, 3139−3149.
(27) Ulander, J.; Haymet, A. D. J. Biophys. J. 2003, 85, 3475−3484.
(28) Qin, S. S.; Yu, Z. W.; Yu, Y. X. J. Phys. Chem. B 2009, 113,
16537−16546.
(29) Boggara, M. B.; Krishnamoorti, R. Biophys. J. 2010, 98, 586−
595.
(30) Vazdar, M.; Jurkiewicz, P.; Hof, M.; Jungwirth, P.; Cwiklik, L. J.
Phys. Chem. B 2012, 116, 6411−6415.
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ABSTRACT: The partitioning behavior of drug-like molecules into biomembranes
has a crucial impact on the design and efficacy of therapeutic drugs. Thermodynamic
properties connected with the interaction of molecules with membranes can be
evaluated by calculating free-energy profiles normal to the membrane surface. We
calculated the free-energy profiles of 25 drug-like molecules in a 1,2-dioleoyl-sn-
glycero-3-phosphocholine (DOPC) membrane and free energies of solvation in water
and heptane using two methods, molecular dynamics (MD) simulations with the
Berger lipid force field and COSMOmic, based on a continuum conductor-like
screening model for realistic solvation (COSMO-RS). The biased MD simulations (in
total ∼22 μs long) were relatively computationally expensive, whereas the
COSMOmic approach offered a significantly less expensive alternative. Both methods
provided similar results and showed that the studied amphiphilic drug-like molecules
accumulate in the membrane, with the majority localized below the head group
region. The MD simulations were more lipophilic and gave free-energy profiles that
were systematically deeper than those calculated by COSMOmic. To investigate the physical nature of the increased lipophilicity,
we analyzed a water/heptane system and identified that it is most likely caused by overestimation of the attractive term of the
Lennard-Jones potential in lipid tails. We concluded that COSMOmic can be successfully used for high-throughput computations
of global thermodynamic properties, for example, partition coefficients and energy barrier heights, in phosphocholine
membranes. In contrast, MD is better for investigating local properties like molecular positioning and orientation in the
membrane because they more accurately reflect the complex structure of lipid bilayers. MD is also useful for studies of highly
complex systems, for example, drug−membrane−protein interactions.

■ INTRODUCTION

Molecular insight into the interactions of drugs (generally any
xenobiotic) with biomembranes broadens our understanding of
drug disposition in the human body and, in turn, absorption,
distribution, metabolism, and excretion (ADME) processes.
Absorption is influenced by the ability of a drug to cross the
skin (in the case of a transdermal pathway) or the intestine wall
(oral pathway). The distribution depends on the penetration of
the drug through cell membranes. Metabolism of the drug is
affected by the position and concentration of the drug in the
relevant membrane, whereas its excretion depends on the
penetration properties of the resulting metabolites and possible
accumulation of drugs or metabolites in tissues. As biomem-
branes form barriers between environments with different
properties, the thermodynamic and kinetic properties of drugs
interacting with membranes is of particular interest.1−8

Several experimental techniques have been employed for
estimating partition and penetration properties of drug-like
molecules.9−11 Commonly used techniques for partition
measurements include, among others, ultracentrifugation,
solid phase microextraction, and equilibrium dialysis.12 Caco2
cells and skin penetration13 measurements are commonly used

to estimate penetration rates. These experimental techniques
allow estimation of penetration and partitioning properties and
their dependence on concentration, temperature, pressure, and
so forth. However, they do not provide a detailed molecular-
level understanding of drug−membrane interactions.
A considerable effort has been invested in developing in silico

methods that can assess partitioning and permeation of drugs in
membranes.5,14−19 The partitioning of a drug in a membrane
can be rationalized by a free-energy profile along the lipid
bilayer normal. The free-energy profile can be reconstructed
from biased molecular dynamics (MD) simulations, typically
from constraint simulations, umbrella sampling, metadynamics,
or flooding.4,20−22 It is worth noting that MD simulations can
accurately describe the complex structure of a lipid bilayer23,24

and simultaneously enable fine space (atomic) and time (sub-
picosecond) resolutions. In addition, MD simulations can be
used for dynamical studies of even more complex systems, for
example, drug−membrane−protein interactions.25 On the
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other hand, the quality of MD simulations is highly dependent
on the quality of the force field used (FF; an empirical potential
or molecular mechanics potential).26−29 Recent studies have
shown that the free-energy profiles of drugs on membranes
display rather slow convergence,18,30 requiring long (typically
100+ ns) and consequently computationally demanding MD
simulations. In addition, degrees of freedom other than just the
distance from the membrane core need to be taken into
account, which makes the calculation even more difficult.31 All
of the above-mentioned features make MD simulations a
powerful but expensive tool in the rationalization of drug
partitioning properties.
The enormous computer demands required to obtain free-

energy profiles from MD simulations has motivated many
researchers to develop less expensive methods. Continuum
solvation models based on quantum chemical calculations are a
significantly less expensive and reliable alternative to MD

simulations.32,33 The COSMOmic approach34 based on the
COSMO-RS method33 allows efficient and accurate prediction
of the distribution of molecules in micellar systems and lipid
bilayers.12,34,35 The COSMO-RS method applies statistical
thermodynamics to surface polarization charge densities σ
calculated from quantum chemical calculations, typically based
on density functional theory (DFT). It has been shown that
partition coefficients calculated by COSMOtherm into various
homogeneous phases are in a good agreement with
experimental data (with the average error of log K ≈ 10%).36

The COSMOmic method further analyzes the structure of a
membrane in a solvent environment (water) and estimates the
free-energy profile for a given molecule along the membrane
normal. First, DFT calculations need to be performed for every
molecule type in the system (lipids, water, drug molecules), and
σ-profiles (histograms of charge densities σ) are obtained.
Simply stated, the more complementary the σ-profiles of two

Figure 1. Structures and names of drugs used in this study. The numbers are consistent with the numbering in the rest of the paper.
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phases, the more miscible these phases. The following
COSMOmic calculation is based only on analysis of geo-
metries, rotation states, and σ-profiles of solute molecules and
the membrane. The structure of a membrane is divided into
layers, where each layer is considered as a separate fluid with its
own σ-profile, which is calculated based on the parts of the
molecular surface of each membrane molecular type present in
each layer.34 The center of mass of a molecule is placed into
each layer, and by rotation of the solute, ∼162 different
directional representations are considered in each layer. For
each state, COSMOmic calculates local σ-profiles (considering
molecular segments in neighboring layers), which are then used
to generate an integral σ-profile. This calculation is again based
on the geometrical analysis of molecular orientation and
identifies which part of the molecular surface is present in
individual membrane layers. From this information, the overall
solvation energy of the molecule in each layer is calculated, and
the free-energy profile is constructed. The COSMOmic
calculation is a relatively quick (it takes just a few minutes on
a desktop computer but requires σ-profiles that are calculated
within a few hours for considered molecules) and simple
method to obtain the free-energy profile of a molecule in a
membrane. However, to the best of our knowledge, no
comparisons of COSMOmic to other computational ap-
proaches have been published.
In this work, we calculated the free-energy profiles of a set of

25 drug-like molecules (Figure 1) in a DOPC membrane and
the solvation energies of those molecules in water and heptane.
We used both MD simulations with the Berger lipid FF and
COSMOmic. Both methods showed that the molecules
accumulate in the membrane environment, with the majority
lying just below the polar head group region. In the case of
DOPC, we observed a significant correlation between the
methods with regard to the height of the free-energy barrier
between the water and lipid environment. There was also a
strong correlation between the partition coefficients and
partitioning into the hydrophobic part of the membrane.
However, there were large differences in the details around the
head group area, mainly in the location of the energy minimum
and the energy barrier of crossing the membrane center. Some
of these differences were attributed to the higher lipophilicity of
the Berger lipid FF stemming from an overestimated Lennard-
Jones term.

■ METHODS

The equilibrated DOPC membrane model27 was downloaded
from the Lipidbook web page37 and was equilibrated for 10 ns
using classical MD simulation at 310 K. The united-atom
Berger lipid FF,38 which simplifies hydrocarbon chains by
uniting nonpolar hydrogens with the corresponding carbons,
was applied to the lipid bilayer. The drugs were prepared by
combining the PRODRG39 tool and RESP40−43 calculation
(see the Supporting Information). The drug molecules were
placed at the top of the simulation box and hydrated with SPC
or SPC/E water molecules (see the Supporting Information
Table S1). Free-energy profiles, ΔG(z), were calculated either
by umbrella sampling (eq 1), as described in our recent paper,44

or by using our proposed simulation protocol30 with z-
constraint simulation (eq 2).

Δ = − +G z RT P z U z( ) ln ( ) ( ) (1)

∫Δ = − ⟨ ⃗ ⟩
′

G z F z z( ) ( ) d
z

t
outside (2)

where P(z) stands for the distribution of the studied molecule
in the umbrella sampling simulation window, U(z) stands for
the umbrella potential, and ⟨F(z)⟩t stands for the time-averaged
force applied to the molecule during the z-constraint
simulation. The start of the z-axis was set to the middle of
the membrane, and the reference value (ΔG = 0 kcal/mol) for
the free energy was set to that for water. The detailed
simulation protocol can be found in the Supporting
Information. It is worth noting that the same simulation
protocol has been successfully applied to study the penetration
properties of various drugs and antioxidants.2,5,18,20,30,44,45

For the COSMOmic calculations, we used a set of 30
structures taken from a 100 ns long MD simulation of a DOPC
membrane to increase the precision of the calculations, as
recommended in the literature.35 The geometries and σ-profiles
of all molecules were calculated by DFT/COSMO calculations
at the BP/TZVP level of theory.46,47 Free-energy profiles were
calculated at 310 K, with the membrane separated into 50
layers and 162 orientations of the solute molecules generated
using COSMOmic software34 from the COSMOtherm 13
package.48 The free-energy profiles were averaged and
compared to those obtained by MD.
The free-energy profiles provided information about (i) the

position of the free-energy minimum, (ii) the height of the free-
energy barriers (penetration barrier and water/lipids barrier −
affinity to membrane), and (iii) the partition coefficient in the
water/membrane environment. The overall distribution co-
efficient D of a molecule between membrane and water phases
can be expressed in terms of the free energies in these phases
(eq 3) and depends on the partition coefficient into membrane
K, membrane surface Smembrane, and the volume of the water
phase Vwater. As the ratio of the membrane surface and water
volume can be considered constant in the human body, we
focus here just on the partition coefficient into membrane K
that is reconstructed from the free-energy profile along the
membrane (L nm thick) using eq 4

∬ ∫

∭
= = ·−

−Δ

−ΔD
x y z

x y z

S
V

K
d d e d

e d d d

L

L G z RT

G RT
Surface /2

/2 ( )/

Volume

(water)/
membrane

water

(3)

∫ ∫= ′ = −Δ ′K K z z z2 ( ) d 2 e d
L

G z RT

L/2

0

/2

0
( )/

(4)

The free-energy profiles obtained by MD and COSMOmic
were analyzed, and several parameters were compared (see
Figure 2): (i) free-energy values at different membrane depths,
ΔG(z), (ii) positions of the free-energy minima, Zmin, (iii) the
local partition coefficient as a function of membrane depth,
K(z), (iv) the height of penetration barriers, ΔGpen, and (v) the
height of water/lipid barriers, ΔGwat (lipophilicity and log K).
Further, we calculated the transfer free energy from water to

heptane ΔGwat/heptane by COSMOtherm and MD. For the
COSMOtherm calculations, we used the same molecular
geometries and σ-profiles as described above for COSMOmic
and default settings for the free energy of solvation calculation.
The MD calculations utilized the thermodynamic integration
method with the Bennett acceptance ratio (BAR).49 A molecule
of heptane was prepared to mimic the properties of a
membrane core in the simulations. Therefore, the same charges
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(assigned zero partial charges to all atoms) and atom types
were used as those in the lipid tails in the Berger FF. An
SPC/E50 water model was used to calculate hydration free
energies. Each drug molecule was placed in the simulation box
and solvated with either water or heptane (∼1.5 nm distance
from drug to box edges). Then, the system was equilibrated for
100 ps. Twenty-one simulation windows (Δλ = 0.05) were run
for 200 ps, and the last 100 ps was analyzed using g_bar from
the GROMACS 4.5.1 software package. We evaluated the
correlation of solvation free energies in water ΔGhyd and
heptane ΔGsolv by COSMOtherm and MD; we also evaluated
ΔGwat/heptane between the two methods and, last, compared
ΔGwat/heptane with the free energies in the middle of the
membrane.
We plotted the free-energy profile parameters in DOPC in

correlation plots and fitted the data to a straight line of the form
YCOSMOmic = k(err)·XMD + q(err), where k is the slope and q the
intercept and their errors are in brackets. We evaluated the
significance of the intercept parameter at a probability level of
0.975. In the case of a statistically insignificant intercept, we
fitted the data to YCOSMOmic = k(err)·XMD .

■ RESULTS AND DISCUSSION
We calculated free-energy profiles for 25 drug-like molecules in
a DOPC membrane using biased MD simulations and
COSMOmic. A typical free-energy profile of an amphiphilic
molecule in a DOPC membrane calculated by MD is shown in
Figure 2, and all free-energy profiles calculated in this study are
shown in Figure S1 in the Supporting Information. Initially, the
free energy decreased as the molecule approached the
membrane surface from the water phase. Interestingly, the
simulations predicted that some of the molecules have a small
barrier to entry (approximately 1 kcal/mol) as they pass
through the head group region (2.0−2.5 nm; all depths are
reported as the distance from the membrane center). The free-
energy minimum was usually located below the head groups
(1.1−1.7 nm) and was 2−11 kcal/mol deep for most of the

molecules studied here. The free energy then increased until
about 0.5 nm from the membrane center. In the membrane
center, there was a shallow local energy minimum. In the case
of lipophilic molecules, the free energy decreased to a minimum
at the membrane center. The free-energy profiles calculated by
COSMOmic displayed similar behavior in the outer parts of the
membrane but had a different shape in the membrane interior.
The free energies of lipophilic molecules reached an almost
constant value at about 1.0 nm from the membrane center,
whereas the amphiphilic molecules exhibited an almost
constant free energy starting at approximately 0.5 nm from
the bilayer center. Neither type of molecule displayed a local
free-energy minimum at the membrane center. The free-energy
minima calculated by COSMOmic were localized in two
regions, at 0.7−1.5 and 2.0−2.6 nm.
Both methods, MD and COSMOmic, ranked the drug’s

affinity for the membrane in a comparable order, that is, water/
lipid barrier ΔGwat (Figure 3 and eq 5)

Δ = Δ −

=

G G

r

0.62(0.08) 0.16(0.74)

0.73
COSMOmic
wat

MD
wat

2 (5)

Linear regression analysis showed that COSMOmic
predicted lower free-energy barriers (ΔGwat) by about 40%
but did not indicate any statistically significant shift. The
coefficient of determination (which is equal to 1 in the case of
strict linear dependence) was found to be r2 = 0.73. The
penetration barriers ΔGpen predicted by COSMOmic were also
about 40% lower than those predicted by MD, but the
correlation between the two methods was lower, r2 = 0.59 (eq
6)

Δ = Δ +

=

G G

r

0.63(0.11) 0.13(0.65)

0.59
COSMOmic
pen

MD
pen

2 (6)

The partition coefficients (Figure 3) calculated by both
methods showed that all molecules included in this study
tended to accumulate in the membrane. However, log K (eq 4)
calculated by COSMOmic was almost 40% smaller than that by
MD, but there was a significant linear relationship between the
methods (eq 7)

= −

=

K K

r

log 0.63(0.07) log 0.01(0.47)

0.77
COSMOmic MD

2 (7)

These data indicate that drugs described by MD using the
Berger lipid FF are more lipophilic than those obtained by
COSMOmic. Previous COSMOmic log K calculations in 1,2-
dimyristoyl-sn-glycero-3-phosphocholine (DMPC) have shown
good correlation with experimentally measured log K (RMSE of
log K from 0.34 to 0.79),12,14,35 with a coefficient of
determination of linear fit to experimental data varying from
0.74 to 0.82.34 Therefore, it is likely that COSMOmic would
also show good performance for DOPC (DOPC and DMPC
possess the same head groups but slightly different alkyl
chains). Thus, the results indicate that MD simulations with the
Berger lipid FF may systematically overestimate the real
partition coefficients, drug affinities for a DOPC bilayer, and
heights of penetration barriers (by ∼40%). Nonetheless, it is
able to distinguish between low/high “membranophilic” drugs.
This finding is also in agreement with observations by
MacCallum et al.,51 who obtained correct ordering for the
binding free energies of amino acids side chains to a POPC
membrane.

Figure 2. Prototypical free-energy profile of a drug along the bilayer
normal showing the free energy ΔG(z) at different depths (z). K(z) is
the local partition coefficient at a distance z from the bilayer center,
ΔGpen is the free-energy barrier for penetration across the bilayer core,
and Zmin is the position of the free-energy minimum. ΔGwat is the
water/lipid barrier (affinity to the membrane), which makes the largest
contribution to the overall partition coefficient K.
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The structure of a lipid bilayer is rather complex52 (cf. Figure
4), and we anticipate that the local partitioning into different
membrane depths by atomistic MD simulations may better
reflect the membrane structure compared to the continuous-
like model implemented in COSMOmic. The free energy of the
drug (ΔG(z)) at a given depth (z) and local partition
coefficient (K(z), eq 4) at the same depth calculated from
the MD simulations mirrored the structure and density profile
of the lipid bilayer. Peaks in the local partition coefficient

calculated by MD were found in three regions, (i) just below
the head group region, where most of the drug molecules were
localized, (ii) outside of the head group region at the interface
with water, and (iii) in the middle of the membrane, which has
the lowest density of lipids (Figure 4). The local partition
coefficients predicted by COSMOmic were mostly localized to
one broad area below the head group region. Unlike the MD
calculations, COSMOmic showed almost constant partitioning
into the region of the lipid tails (cf. Figure S1 (Supporting
Information) and Figure 4), indicating that the position in the
very middle of the membrane is not favored, as would be
expected due to the decreased lipid density in that region.
Similarly, MD predicted lower local partition coefficients than
COSMOmic in the area of high membrane density (1.7−2.0
nm).
Neither COSMOmic nor MD favored the densest layer of

the membrane as a free-energy minimum (Figure 5). However,
the positions of the free-energy minima predicted by MD
differed substantially from those by COSMOmic; the minima
predicted by MD usually lay (i) in the lower parts of the head
group region or just below it or (ii) in the middle of the
membrane, where the overall density decreases. COSMOmic
did not favor the energy minimum in the middle of the
membrane and instead placed the molecules in a broad area in
the outer parts of head groups (2.0−2.6 nm) or in the lipid tails
below the head groups (0.7−1.5 nm). According to the
positions of the free-energy minima, the molecules could be
separated into three clusters, (i) lipophilic molecules that are
localized in the middle of the membrane according to MD and

Figure 3. Comparison of the methods used showing the correlation of
free-energy profile parameters calculated using COSMOmic (y-axis)
and MD (x-axis). The penetration barrier (upper panel ΔGpen)
exhibited a relatively low coefficient of determination, r2, between the
COSMOmic and MD values, whereas the water/lipid barrier (middle
panel ΔGwat) and partition coefficient (lower panel) correlated
significantly. The numbers in the charts identify the molecules
according to Table S1 (Supporting Information).

Figure 4. Background image showing the structure of a single leaflet of
a hydrated lipid bilayer. Upper panel: mass densities of monitored
groups. (Middle panel) Average mass density calculated from the local
partition coefficients, K(z), of drug molecules predicted by MD
(black) and COSMOmic (red). The partition coefficient profiles were
normalized and summed afterward. The MD partitioning favors
specific locations in the membrane, whereas COSMOmic places all
molecules into one broad region. (Lower panel) Coefficient of
determination r2 (blue) and slope (red) obtained from linear
regression analysis of the z-dependent free-energy values between
the COSMOmic and MD methods. A correlation slope lower than 1.0
indicates a shallower free-energy profile predicted by COSMOmic.
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around 1.0 nm according to COSMOmic (note again that
ΔGpen predicted by COSMOmic was very small), (ii) those
localized below the head groups or in lower parts of the head
groups according to both methods, and (iii) those localized in
the lower parts of the head groups according to MD and at the
outer part of head groups according to COSMOmic. It should
be noted that the local partition coefficient, K(z), discussed in
the previous paragraph reflects both the overall free-energy
profile shape (as each K(z) profile was normalized) and also
the average of all profiles. Therefore, the local partition
coefficient outside of the membrane calculated by COSMOmic
was very low even though there were some shallow free-energy
minima in this region. The reliability of MD for predicting drug
positioning in membranes has been shown in recent studies,
where the positions of coumarin derivatives in a DMPC lipid
bilayer predicted by MD with the Berger lipid FF30 agreed well
with positions determined by NMR.53 The positions of
fluorescent probes calculated by MD also agreed well with
experimental observations.54,55 The molecular positions

suggested by MD seem to more sensitively reflect the local
organization and density of the membrane regions than
COSMOmic.
We analyzed the free-energy values at different membrane

depths and observed an increasing correlation with decreasing
distance to the membrane center (Figure 3). The slope, k, of
the linear fit, ΔGCOSMOmic = k·ΔGMD, reached 0.7 in the
membrane core and decreased toward the water phase. On the
membrane surface (at 2.8 nm), the slope decreased to k = 0.3.
The uncertainty (calculated as the percentage of the slope error
with respect to the slope value) of the slope rapidly increased
from 20% inside of the membrane to 100% in bulk water. The
strongest correlation (r2 > 0.8) of the free-energy values was
found in the middle of the membrane and decreased toward the
outer parts of the membrane. However, it was still statistically
significant even at α = 0.001. In other words, the free-energy
profiles obtained by COSMOmic were shallower than those
obtained by MD. However, both profiles could be derived from

Figure 5. Positions of the free-energy minima Zmin (left panel) proposed by COSMOmic (y-axis) and MD (x-axis) and compared to the system
density (right panel). The minima predicted by MD were located in the lower part of the head groups or just below them or in the middle of the
membrane (upper right panel, black circles). The minima predicted by COSMOmic were located above the head groups or in the lipid tail region
(red circles).

Figure 6. Correlation of the free energies of transfer from water to heptane ΔGwat/heptane calculated by COSMOtherm and MD (left). Correlation of
the free energies of transfer from water to heptane ΔGwat/heptane and to the membrane core ΔGwat/membrane for COSMOtherm/COSMOmic (middle)
and MD calculated with the Bennett acceptance ratio method (MD-BAR)/MD-umbrella/constraint (right).
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each other with good precision because of the significant
linearity.
The heterogeneity of membrane environments complicates

direct comparison of free-energy profile properties, especially
heights of free-energy barriers, to experimental results.
However, such a comparison is straightforward for a binary
system where the free energy of transfer between phases can be
directly compared to the partition coefficient between the
phases, as COSMOtherm has been shown to agree well with
experimental partition coefficients.36 The transfer free energies
between water and heptane (ΔGwat/heptane) correlated well
between the two methods (eq 8, Figure 6)

Δ = Δ +

=

G G

r

0.57(0.06) 1.42(0.54)

0.81
COSMOtherm
wat/heptane

MD
wat/hetane

2 (8)

These data again show that MD with the Berger lipid FF leads
to more lipophilic results, in agreement with the data acquired
for MD of a DOPC membrane.
We might expect that the transfer free energies from water to

heptane would tightly correlate with the transfer free energies
between water and the membrane center.51,56 Given this
assumption, we compared the transfer free energies from both
methods. The fit of COSMOtherm ΔGwat/heptane to the
COSMOmic transfer free energies to the membrane core
ΔGwat/membrane (which literally corresponds to ΔG(0); see
Figure 2) was almost perfect, explaining 99.7% of the data
variability (eq 9)

Δ = Δ +

=

G G

r

1.04(0.01) 0.34(0.06)

0.997
COSMOtherm
wat/heptane

COSMOmic
wat/membrane

2 (9)

Δ = Δ −

=

G G

r

1.12(0.14) 1.09(1.02)

0.73
MD
wat/heptane

MD
wat/membrane

2 (10)

On the other hand, the fit of the MD data explained only 73%
of the data variability (eq 10). Possible reasons for this are that
the MD data may suffer from insufficient robust sampling and
convergence issues18,30 or by solute-induced membrane
perturbation. Another explanation is that larger molecules
may be more affected by the complex membrane structure52

because they may reach from the nonpolar membrane core up

to the head groups (or up to the water). As, in principle, this
would also affect the comparison of ΔGwat/heptane(membrane)

calculated by COSMOtherm and COSMOmic, for which we
observed a tight correlation, we may conclude that this effect
plays a negligible role.
To obtain a deeper understanding of the physical reasons for

the higher lipophilicity of MD simulations, we analyzed the
solvation free energies of drugs in water (ΔGhyd) and heptane
(ΔGsolv) and compared the mean errors in the COSMOtherm
and MD values (Table S3 (Supporting Information) and Figure
7). Comparison of the hydration free energies ΔGhyd calculated
by COSMOtherm to those calculated by MD revealed a mean
difference of −0.86 kcal/mol (mean absolute difference of 2.74
kcal/mol), whereas for ΔGsolv, the mean difference was −4.64
kcal/mol (mean absolute difference of 4.76 kcal/mol). These
results indicate that ΔGhyd was comparable for the two
methods, but ΔGsolv was systematically predicted to be 30%
lower by MD, that is, more lipophilic, than that by
COSMOtherm (Figure 7) as the linear fit to the data (eq
11) was

Δ = Δ +

=

G G

r

0.71(0.06) 0.66(0.93)

0.85
COSMOtherm
solv

MD
solv

2 (11)

where the intercept is statistically insignificant from 0 (at α =
0.05).
We modeled partitioning between water and heptane phases

to rationalize the differences observed for water−membrane
partitioning estimated from MD and COSMOtherm. Such a
simplified model enabled comparison of the transfer free
energies between water and heptane phases and enumeration of
solvation free energies in each phase. This provided a deeper
physical−chemical insight into the interaction of solutes with
both phases. ΔGhyd calculated by COSMOtherm and MD were
biased by lower errors than ΔGsolv, which was about 30% more
lipophilic according to the MD simulations. In the united atom
Berger lipid FF, no charges are present on lipid tails (the same
applies for the heptane model used). Therefore, all interactions
between the lipid tails or heptane and a drug molecule must
originate from the Lennard-Jones term. Taking COSMOtherm
data as reference values (as they have been shown to fit the
experimental data well36 and partitioning into a homogeneous

Figure 7. Free energies of solvation in water ΔGhyd (left) and heptane ΔGsolv (right) calculated by COSMOtherm and MD. The hydration free
energies (left) calculated by COSMOtherm and MD were in closer agreement than the corresponding solvation energies in heptane. The free
energies of solvation in heptane were more negative by MD than COSMOtherm in all but one case.
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phase usually matches experiment), we concluded that
combination of the Berger lipid FF with the GROMOS 53a6
FF57 (where Lennard-Jones parameters are used to describe
interactions of nonlipid atoms of drug-like molecules) leads to
overestimation of the attractive term of the Lennard-Jones
potential, which in turn overestimates partitioning into lipids.
This finding may also help further adjustment of the Berger-like
FF.

■ CONCLUSION
We calculated the free-energy profiles of 25 drug-like
amphiphilic molecules in a DOPC lipid bilayer using both
MD with the Berger lipid FF and COSMOmic. Solvation free
energies of these molecules were also calculated in water and
heptane. The calculated free-energy profiles and derived
thermodynamic parameters were in good agreement between
the two methods. All molecules used in this study were found
to accumulate in the membrane, and most localized below the
lipid head groups. Detailed analysis of the free-energy profiles
in DOPC showed that the MD simulations more sensitively
reflected the structural properties of the lipid bilayer. Thus, MD
simulations are proposed to be a reliable tool for estimating the
membrane localization of drug-like molecules or for analyzing
structural features of more complex systems containing, for
example, lipids, drugs (antioxidants or other ligands), and
proteins. We also showed that the global thermodynamic
parameters of drugs on PC membranes (especially ΔGwat and
log K) can be calculated by COSMOmic, which offers an
inexpensive alternative to computationally demanding MD. By
testing a less expensive model of a membrane core (the heptane
phase), we identified the origin of the apparent increased
lipophilicity of molecules studied by MD with the Berger lipid
FF. As the united-atom Berger lipid FF has uncharged lipid
tails, the overestimated lipophilicity was attributed to over-
attractive Lennard-Jones interactions. Our results show that
further studies of lipid FFs and their interactions with other
molecules are needed as MD simulations remain the method of
choice for dynamic studies of complex systems, such as
protein−membrane interactions.
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ABSTRACT: Studies of drug−membrane interactions witness
an ever-growing interest, as penetration, accumulation, and
positioning of drugs play a crucial role in drug delivery and
metabolism in human body. Molecular dynamics simulations
complement nicely experimental measurements and provide us
with new insight into drug-membrane interactions; however,
the quality of the theoretical data dramatically depends on the
quality of the force field used. We calculated the free energy
profiles of 11 molecules through a model dimyristoylphos-
phatidylcholine (DMPC) membrane bilayer using five force
fields, namely Berger, Slipids, CHARMM36, GAFFlipids, and GROMOS 43A1-S3. For the sake of comparison, we also
employed the semicontinuous tool COSMOmic. High correlation was observed between theoretical and experimental partition
coefficients (log K). Partition coefficients calculated by all-atomic force fields (Slipids, CHARMM36, and GAFFlipids) and
COSMOmic differed by less than 0.75 log units from the experiment and Slipids emerged as the best performing force field. This
work provides the following recommendations (i) for a global, systematic and high throughput thermodynamic evaluations (e.g.,
log K) of drugs COSMOmic is a tool of choice due to low computational costs; (ii) for studies of the hydrophilic molecules
CHARMM36 should be considered; and (iii) for studies of more complex systems, taking into account all pros and cons, Slipids
is the force field of choice.

■ INTRODUCTION

In nature, biomembranes make selectively permeable walls
separating inner and outer cell environments, or inner
organelles and cytosol.1 They play a key role in the control
of active transport and passive permeation of endogenous or
exogenous compounds.2−4 Hence, the molecular interaction of
xenobiotics (e.g., drugs and pollutants) with biomembranes is
of major importance for understanding their flux through tissue
and targeting in the human body.5−7 Biomembranes are
complex supramolecular systems, which mostly consist of lipids
arranged as bilayers. They also contain proteins attached or
embedded in the membrane bilayer.8 The xenobiotics may
interact with all these constituents during their passage through
the membrane. Interactions of xenobiotics with the membrane-
anchored cytochrome P450 represents a typical example of the
complexity of membrane trafficking.9−11

Basic features of the interaction of xenobiotics with
biomembranes are known from experimental observations.12

However, the understanding is fragmented and the molecular
picture is often missing. Molecular dynamics (MD) simulations
have appeared as an alternative way to gain insight into

structural features13 and thermodynamics of interaction of
guest molecules with biomembranes.14−22 MD follows motions
of all atoms of molecular system and generates a wealth of
information having extremely fine resolutions both in time
(subpicosecond) and space (atomic). This provides MD a
major advantage with respect to all other techniques to tackle
the interaction of xenobiotics with biomembranes, which nicely
complements observations from the experimental techniques.
On the other hand, the quality of MD simulations is heavily
limited by the underlying empirical potential, also termed force
field (FF), and affordable sampling, that is, duration of MD
simulation.16,23,24 In other words, inaccurate FF parameters
may lead to biased structural or thermodynamic membrane
parameters, hence, developed FFs are tested to determine the
level of agreement with experimental observations.
To date, numerous FFs have been developed for

biomembranes, mostly focusing on structural and dynamical
features of lipid bilayers. They were based on coarse-grained
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(e.g., MARTINI,25 SDK26), united-atom (e.g., Berger27 and
GROMOS 43A1-S328), and all-atom models (e.g., Slipids,29−31

CHARMM36,32,33 GAFFlipids,34 LIPID11,35 LIPID1436).
However, the accurate description of not only membrane
structural parameters but also molecular interactions between
guest molecules and biomembranes requires highly advanced
FFs. For even more complicated goals such as membrane
protein studies, they should also achieve a properly balanced
description of structural and dynamical features of proteins. To
this end, advanced FFs compatible with advanced protein FFs
would be a promising tool to describe the behavior of guest
molecules within realistic complex biomembranes.
To simulate thermodynamics of the interaction between a

guest molecule and membrane with MD is computationally
demanding as they require robust sampling and in turn
accumulation of long simulation times.16,20 The huge computer
cost of MD simulations has motivated many researchers to
develop less expensive approaches to estimate thermodynamic
properties of molecule−membrane interaction. An example of
such approaches is the COSMOmic37 tool of the COSMO-
therm program,38 which is based on the conductor-like
screening model for realistic solvation (COSMO-RS) theory.39

It was repeatedly shown that COSMOmic provides thermody-
namics of molecule-membrane interactions in good agreement
with experimental data.40,41 On the other hand, this implicit
approach loses the fine time insight into the interaction, which
is provided by MD simulations.
This study aims at a critical analysis of molecule-membrane

interaction, as evaluated by free energy profiles, which were
derived from z-constraint MD simulations. In the test set, 11
organic compounds were included, having a broad range of
affinities for dimyristoylphosphatidylcholine (DMPC) bilayers
and also bearing common organic functional groups. Five
advanced FFs dedicated to biomembrane simulations have been
evaluated, including Berger, Slipids, CHARMM36, GROMOS
43A1-S3, and GAFFlipids; for the sake of comparison,
COSMOmic has been also employed. Based on free energies,
the partition coefficients were calculated for each molecule and
each FF and were compared to the available experimental data
in order to investigate the performance of individual FFs for
drug−membrane interactions.

■ METHODS
Small Molecule Parametrization. A set of 11 molecules

was selected for which experimental partition coefficients to
DMPC membrane were available (Table 1).40 The molecules
were chosen to cover a wide range of partition coefficients
(from −1.04 to 5.64 measured at temperatures from 20 to
40 °C) and to include common functional groups present in
drugs such as hydroxyl, carbonyl, chloro, methyl, nitro, and
amino groups on aliphatic chains or aromatic benzene rings.
The MD parameters of these molecules were prepared for
individual FF, as recommended by their developers. Bonding
and van der Waals parameters were taken from (i) GAFF42 for
Slipids and GAFFlipids, (ii) PRODRG43 for Berger and
GROMOS 43A1-S3, and (iii) ParamChem44,45 for
CHARMM36. For CHARMM36, partial charges were also
taken from ParamChem. Special attention was paid to the
description of partial charges for Slipids, GAFFlipids, Berger,
and GROMOS 43A1-S3 FFs. For these FFs, the partial charges
were derived using the restrained fit of electrostatic potential
(RESP) procedure and the R.E.D. III software46 using multiple
conformations and multiple reorientations to ensure reprodu-

cibility of charge derivation, as ESP charges are sensitive to
orientation.46,47 Conformations were generated from 1 ns MD
simulation in vacuum followed by clustering using the single
linkage method. Only clusters representing more than 10% of
the total number of conformations were taken into account.
Then, energy minimization and electrostatic potential (ESP)
charges were calculated for each conformation with Gaussian09
(rev. A02)48 either according to the Duan model49 (B3LYP/cc-
pVTZ and PCM solvation in diethyl ether) for Slipids, Berger,
and GROMOS 43A1-S3 or according to the Cornell model50

(HF/6-31G* in vacuum) for GAFFlipids.
MD Simulation Parameters. Fully hydrated membrane

patches−bilayers were prepared with 36 DMPC lipids in each
monolayer surrounded by 0.15 M NaCl solution to mimic the
physiological conditions (Figure 1). The bilayers were then
equilibrated and the simulation setup was tested against the
experimental structural membrane properties.56 The simulation
setup was then used for the z-constraint simulation (see all
specific simulation parameters for all FFs in Table 2). The
bilayer normal was oriented parallel to the z-axis and the origin
of the axis was set in the middle of the bilayer. All MD
simulations were performed by the GROMACS 4.5.1 software
package with a 2 fs time step and periodic boundary conditions
in all directions. Electrostatic interactions were treated by the
particle-Mesh Ewald method57 and bonds were constrained by
the LINCS algorithm.58 A Parrinello−Rahman barostat59 was
used for a semi-isotropic pressure coupling at 1 bar and
compressibility of 4.5 × 10−5 bar−1 and Nose−́Hoover
thermostat60,61 at 310 K.

Z-Constraint Simulation. Two drug molecules were
initially placed in the simulation box: one in the middle of
the membrane and another on the top of the simulation box,
that is, into the water phase. The system was left for 500 ps to
equilibrate and then both molecules were pulled in the same
direction along the z-axis with a pulling rate of 0.05 nm·ns−1

and a harmonic force constant of 500 kJ·mol−1·nm−2. The
initial structures for z-constraint simulations were separated
from this pulling simulation. In each simulation box two drug

Table 1. Molecules Used in This Studya

no. compd. log Kexp method ref

1 glycerol −1.04 Ultracentrifugation 52
2 methanol −0.53 Ultracentrifugation 52
3 acetone 0.06 Ultracentrifugation (0.02,

0.10)
52

4 1-butanol 0.51 Ultracentrifugation (0.54) 52
Nondepletion PA-SPME
(0.45)

53

5 benzylalcohol 1.14 Ultracentrifugation 52
6 aniline 1.63 Nondepletion PA-SPME 53
7 2-nitrotoluene 2.41 Nondepletion PA-SPME 53
8 p-xylene 2.98 Nondepletion PA-SPME 53
9 4-chloro-3-

methylphenol
3.34 Nondepletion PA-SPME 53

10 2,4,5-trichloroaniline 4.16 Nondepletion PA-SPME 53
11 hexachlorobenzene 5.64 n-hexane passive dosing

(5.43)
54

PDMS sheet dosing (5.90) 40
SPCE-PDMS passive
sampling (5.59)

55

aThe experimental partition coefficients (log Kexp) between water and
DMPC are given from extensive data set.40 They are given as an
average of experimental values in case of multiple source of individual
partition coefficients (shown in brackets in the Method column).
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molecules were placed, one in each monolayer. The windows
for z-constraint simulations were chosen with separating
distance of 0.3 nm, whenever possible.
Z-constraint simulations constrain a distance between

different groups and monitors the required force applied on
the molecule to keep this distance. The averaged force is then
used to calculate the free energy profile also called potential of
mean force (eq 1):

∫Δ = − ⟨ ⃗ ⟩
′

G z F z z( ) ( ) d
z

t
outside (1)

where ⟨F(z)⟩t is the force applied on the molecule in order to
keep it at a given depth z. We constrained the two molecules in
a box and monitored the applied force separately. Over the last
years, we have systematically optimized the simulation protocol
for free energy profile calculation in order to minimize the
computer time cost.17 Several authors have identified that the
selection of an initial structure can slow the convergence of free
energy profiles, especially in area of head groups.16,20,66 The
z‑constraint simulation converges quicker compared to
umbrella simulation, even when the initial structure is
unequilibrated.16 As it was also successfully used earlier,66 the

Figure 1. Structure of a dimyristoylphosphatidylcholine (DMPC) bilayer (background) with highlighted glycerol oxygens (red balls), choline
nitrogens (blue) and phosphorus (dark yellow). The electron density profile (upper panel) contains labels for membrane thicknesses, that is,
headgroup to headgroup distance (D(HH)), hydrocarbon core thickness (D(C)), and Luzzati thickness (D(B)) calculated as a ratio of volume per lipid
(VPL) and area per lipid (APL). The free energy profile (lower panel) has highlighted water/lipids barrier ΔGwat, representing the affinity to the
membrane, and penetration barrier ΔGpen.

Table 2. Simulation Parametersa

force field Rcoulomb (nm) Rvdw (nm) Rvdw‑switch (nm) bond constraints water model RESP method/basis set CPUh/project

Berger 1.0 1.0 all-bonds SPC/E62,63 B3LYP/cc-pVTZ 21 200
GROMOS 43A1-S3 1.0 1.6 all-bonds SPC/E62,63 B3LYP/cc-pVTZ 34 400
CHARMM36 1.4 (1.2) 1.4 (1.2) 0.8 H-bonds CHARMM TIP3P64 145 200
Slipids 1.0 (1.0) 1.5 (0.9) 1.4 (0.8) all-bonds TIP3P65 B3LYP/cc-pVTZ 71 300
GAFFlipids 0.8 0.8 H-bonds TIP3P65 HF/6-31G* 44 900
COSMOmic 3

aRcoulomb is a short-range electrostatic cut-off, long-range electrostatics are evaluated by PME, Rvdw is Lennard-Jones cut-off, in case of switching off
the Lennard-Jones interactions, the switching begins at Rvdw‑switch. In case of CHARMM36 and Slipids, we tested the structural parameters also using
different cut-off lengths (in brackets, not affecting the total CPU time in this table). CPUh/project display the total CPU hours for the calculations−
for obtaining the topologies and 30 ns z-constraint simulations for MD simulations and for DFT calculations and final free energy profile calculation
in case of COSMOmic. The detailed CPU times are in Supporting Information Table S2.

Table 3. Mean Differences (MDi) and Mean Absolute Differences (MAD) of Water/Lipids ΔGwat and Penetration ΔGpen

Barriers with Respect to Data Obtained from Slipids FFa

ΔGwat ΔGpen

force field MDi (kcal/mol) MAD (kcal/mol) MDi (kcal/mol) MAD (kcal/mol)

Berger 1.94 2.09 0.14 1.06
CHARMM36 −0.27 0.72 −0.15 0.89
GAFFlipids 0.02 (0.14) 0.72 (0.68) 1.04 (0.33) 1.33 (0.65)
GROMOS 43A1-S3 −0.34 (−1.07) 1.65 (1.12) −0.35 (−0.29) 1.28 (1.31)
COSMOmic 0.12 0.91 −0.73 0.91

aThe values in brackets show the differences with excluded outlier (2-nitrotoluene in GROMOS 43A1-S3 and acetone in GAFFlipids).
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amount of simulation windows was halved by adding two solute
molecules in one simulation box. Free energy profile by z-
constraint simulation allows a window of 0.3 nm. This
significantly reduces the computing-time cost. It should be
noted that cutoff lengths and water models dramatically
influence computational time (Table 3). The z-constraint
simulations were run for 30 ns per simulation window and the
convergence of free energy profiles was monitored. The initial
15 ns of constraint simulation were left for equilibration and the
free energy profiles were calculated from the last 15 ns. In the
case of too slow convergence, the window lengths were
extended to 50 ns (see the Supporting Information Table S1).
COSMOmic Free Energy Profile Calculation. To

increase the precision of COSMOmic calculations, 30 DMPC
bilayer structures obtained from Slipids simulation were used;
this approach was successfully applied in earlier works.17,41 The
geometries and σ-profiles of DMPC, water, and guest molecules
were obtained by DFT/COSMO calculations at the BP/TZVP
level of theory.67,68 A single conformation as a result of
geometry optimization was used. Free energy profiles were
calculated at 310 K. Using the COSMOmic software37 from the
COSMOtherm 13 package, the bilayers were separated into 50
layers.69 A total of 162 orientations of the solute molecules
were used for each membrane to produce individual free energy
profiles. The final free energy profile was averaged over the
individual free energy profiles of all the DMPC bilayer
structures.
Log K Calculation. The free energy profiles obtained with

MD (all FFs) and COSMOmic were analyzed and the partition
coefficients were calculated according to an implemented
method of COSMOmic37,41 that removes the need for setting a
membrane border and which is independent of the system size
(eq 2):

∫
ρ

ρ
= −−Δ

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟K z

M m
e d

APLn
G z RT z

n u0

( )/ ( )
water

( )
water

lipids (2)

where ΔG(z) stands for a free energy at depth z, ρ(z)water stands
for water density at depth z, and ρ(n)

water stands for density of
bulk water. The multiplying factor converts the partition
coefficient into units used in experimental works
kg(lipid)/L(water). APL is the area per lipid, Mlipids is the molecular
weight of lipids and mu is the atomic mass constant.
Statistical Evaluation. Predicted log Kcalc were compared

to the log Kexp experimental values in terms of mean difference

(MDi) (1/N∑i
N(log Kcalc,i − log Kexp,i)) and mean absolute

difference (MAD) (1/N∑i
N|(log Kcalc,i − log Kexp,i|), and in

terms of the parameters of the linear log Kexp vs log Kcalc fit (eq
3):

= · +K a K blog logexp calc (3)

which was constructed by the least-squares method. The
significance of the slope differing from 1 and intercept differing
from 0 were evaluated at the probability level of 0.975. We
analyzed the outliers of log K predictions based on a Williams
plot70 and identified acetone in GAFFlipids, 2-nitrotoluene in
GROMOS 43A1-S3, and 2-nitrotoluene and hexachloroben-
zene in Berger. Due to the limited number of molecules
investigated, we included the outliers in our analysis. However,
for analysis in a given FF, the outliers were excluded. We also
analyzed the predictability of proper ordering of molecules
according to their lipophilicity based on Spearman’s rank
correlation coefficient. Further we analyzed the heights of free
energy barriersthe water/lipids barrier ΔGwat, the membrane
center penetration barrier ΔGpen and the free energy at various
membrane depthsand compared them to the values from
Slipids that provided log Kcalc in the best agreement with
experimental data.

■ RESULTS AND DISCUSSION

Structure of DMPC Bilayer Is Well Represented by All
FFs. During both unbiased and z-constraint simulations, most
of the membrane structural parameters stayed reasonably close
to experimental values,56 though most of the FFs produced a
bilayer with thickness lower than that measured experimentally
(Figure 2). The values of area per lipid (APL) were reproduced
reasonably well by all FFs considered here. The volume per
lipid (VPL) predicted by GAFFlipids significantly differed from
the other FFs. On the other hand, GAFFlipids showed
headgroup distance (D(HH)) and hydrocarbon thickness
(D(C)) in agreement with the experimental data. The Luzzati
thickness (D(B)), which depends on a ratio of VPL and APL
(see Figure 1 for thickness explanation),56 was again well
reproduced by all other FFs but GAFFlipids (Figure 2). In
summary, all FFs tested in this study accurately reproduce the
structural features of the DMPC bilayer reasonably well.
Additional relevant structural characteristics of fluid mem-

branes are the order parameters of lipid tails.71 The average
order parameters were monitored (i.e., both sn1 and sn2 chains

Figure 2. Structural parameters of DMPC bilayer as predicted by MD simulations with various FFs compared to experimental values at 30 °C shown
as dotted lines.56 APL, area per lipid; VPL, volume per lipid; D(HH), electron−electron density peak distance; D(C), hydrocarbon core thickness;
D(B), Luzzati thickness. The error bars show the standard deviation of data obtained from multiple simulations, all the graphs are scaled to show
20% of deviation from experimental values.
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were averaged, Figure 3) during both unbiased and z-constraint
simulations. Slipids, Berger, and GROMOS 43A1-S3 FFs

reproduced the order parameters as best (MAD equal to
0.012, 0.013, and 0.015, respectively). On the other hand, the
order parameters calculated by GAFFlipids and CHARMM36
were slightly overestimated (MAD 0.031 and 0.035). These
findings agree with a recent work by Piggot et al.,13 comparing
structural parameters of DPPC and POPC; the calculated order
parameters of lipid tails in the plateau region below the head
groups were the lowest with Berger, followed by GROMOS
43A1-S3 and CHARMM36. It should be noted that in the
original publication of GAFFlipids34 the order parameters were
also slightly overestimated. However, DMPC membranes were
in fluid phase with all FFs, for the full simulation time.

The structural features of the DMPC membrane are sensitive
to the simulation setup, especially cut-offs and water models.
So, we used the setup suggested by the developers of each FF
and when necessary we optimized the setup to acquire
structural parameters best agreeing with the experimental data
(see Table 2). As expected, from the point of view of
computational time, the united atom FFs (i.e., Berger and
GROMOS 43A1-S3) were the most efficient (Table 1 and
Supporting Information Table S2). There were also differences
among the all-atom FFs, the most effective being GAFFlipids
due to a very short cutoff (0.8 nm). Slipids take advantage of
uncharged carbons and hydrogens in the middle of aliphatic
tails, while CHARMM36 was the slowest among all tested FFs,
because of the long cutoff used, and the CHARMM modified
TIP3P water model. In order to use parameters compatible
with AMBER ff99SB FF for proteins, we also carried out Slipids
simulations with 1.0 nm cutoff and tested CHARMM36
simulations with a 1.2 nm cutoff. In this case, the DMPC
bilayer structural parameters stayed reasonably close to the
experimental values (data not shown). Decreasing the cutoff is
an attractive way to increase performance for future simulations
on larger membrane systems.

Calculated Partition Coefficients Agreed with the
Experimental Values. Membrane/water partition coefficients
were calculated by eq 2 and compared with the experimental
values (Table 1 and Supporting Information Table S2). The
relative ranking of the molecules according to their partition
coefficients, which was evaluated by the Spearman’s rank order
correlation coefficient, was reproduced best by Slipids and
CHARMM36 (Supporting Information Table S2). The differ-
ences in ranking appeared for the medium lipophilic molecules
for both CHARMM36 and Slipids, while both FFs ranked all
lipophilic molecules properly. CHARMM36 ranked adequately
even the most hydrophilic molecules (log K < 0.5) while Slipids
ranked well all molecules with log K higher than 1.7. The
COSMOmic approach also ranked properly the lipophilic

Figure 3. Order parameters experimentally measured (stars) and
calculated by MD simulations with five FFs.

Figure 4. Experimental partition coefficients plotted against the respective calculated values (upper panel) with parameters of the linear fit, that is,
coefficient of determination, R2, slope (a) (standard deviation in bracket) and intercept (b). Slopes significantly differing from 1.0 and intercepts
from 0.0 significantly on the probability level of 0.975 are highlighted in red. Each data point is labeled by a number, which corresponds to the
number of the molecule in Table 1. The fitting parameters for GROMOS 43A1-S3 (G43A1-S3) and GAFFlipids recalculated by omitting outliers
(acetone and 2-nitrotoluene, in GAFFlipids and GROMOS 43A1-S3, respectively) are shown in blue. The bar charts (lower panel) depict the mean
differences and the mean absolute differences (MAD). The patterned bars show values when excluding outliers.
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molecules and performed just a little worse than Slipids and
CHARMM36. GAFFlipids, Berger, and GROMOS 43A1-S3
showed worse ranking performance over the whole lipophilicity
scale (Supporting Information Table S2). It should be stressed
that all FFs and COSMOmic reproduce the right ranking of
affinities to DMPC membrane, with α = 0.05 statistical
significance.
The absolute predicted values of the partition coefficients log

Kcalc also agreed with the corresponding experimental values log
Kexp (Figure 4, Supporting Information Table S3). The mean
absolute difference with respect to log Kexp of log Kcalc obtained
with Slipids was 0.42 log unit, which is comparable with the
experimental uncertainty for determination of log Kexp. With
this FF, the linear fit between calculated and experimental
partition coefficients (cf. eq 3) led to a slope of effectively 1 and
a y-intercept of effectively 0 (0.97(0.09) and −0.12(0.26),
respectively, see Figure 4). CHARMM36 and COSMOmic
exhibited similar performance (MAD 0.65 and 0.62, respec-
tively), but CHARMM36 showed systematic shifts toward
hydrophilic results (b = 0.59(0.22)), whereas COSMOmic
toward hydrophobic results (b = −0.70(0.31)). GAFFlipids
(MAD 0.74) gave one outlier (acetone), and GROMOS 43A1-
S3 (MAD 1.08) gave 2-nitrotoluene as outlier. When omitting
the outliers the mean absolute differences dropped to more
reasonable values, namely 0.50 and 0.78 for GAFFlipids and
GROMOS 43A1-S3 FFs, respectively. The reason for the
existence of these respective outliers has not been rationalized.
Berger FF is known to overestimate lipophilicity of guest
molecules and showed the largest deviation from experimental
values.17 In summary, taking the mean absolute differences and
the linear fit of log K into consideration, the best performing FF
among those tested here appears to be Slipids. However, the
other FFs appear predictive enough, with the significant
exception of Berger FF. Taking the predictive power (see
also ref 17) into consideration and regarding low computer
cost, COSMOmic can be recommended for high throughput
screening of interaction of small molecules, for example, drugs,
cosmetics, antioxidants, pollutants, pesticides, and warfare
agents with lipid bilayers.

Properties of the Free Energy Profiles. From the
previous section, Slipids was taken as a reference, and the
performance of the other FFs was tested in terms of
water/lipids barrier ΔGwat and penetration barrier ΔGpen with
respect to the corresponding values obtained with Slipids. The
water/lipid barriers ΔGwat (that strongly correlates with log
Kcalc, r

2 = 0.96) predicted by CHARMM36, GAFFlipids, and
COSMOmic were similar to those obtained with Slipids (Table
3, Supporting Information Tables S4, S5, and Figure 5).
GAFFlipids exhibited the lowest mean difference (MDi
0.02 kcal/mol) and both GAFFlipids and CHARMM36 yielded
the best mean absolute difference (MAD 0.72 kcal/mol, or
even better0.68 kcal/molwhen excluding the acetone
outlier from GAFFlipids data set). ΔGwat values calculated by
GROMOS 43A1-S3 exhibited a MAD 1.65 kcal/mol; when
removing the 2-nitrotoluene outlier from the data set, the MAD
dropped to 1.12 kcal/mol. Berger as expected predicted higher
values of ΔGwat with a MAD of 2.09 kcal/mol due to its over
attractive Lennard-Jones interactions as we suggested earlier.17

Concerning the mean difference of the penetration barrier
ΔGpen, the best agreement with Slipids was achieved with
CHARMM36 having a MDI −0.15 kcal/mol and a MAD 0.89
kcal/mol. COSMOmic predicted ΔGpen values lower than
Slipids with a MDI −0.73 kcal/mol and a MAD 0.91 kcal/mol.
The mean absolute difference calculated from GAFFlipids data
was 1.33 kcal/mol (and 0.65 if acetone was excluded). The
mean absolute differences calculated from GROMOS 43A1-S3
and Berger data were 1.28 and 1.06 kcal/mol, respectively.
Though ΔGpen range is lower the range of ΔGwat with Slipids
(5.8 and 8.7 kcal/mol, respectively), the relative mean absolute
difference (with respect to Slipids) of ΔGwat of CHARMM36,
COSMOmic, and GAFFlipids is less than or equal to the mean
absolute difference of ΔGpen. Therefore, CHARMM36,
COSMOmic, and GAFFlipids agreed with Slipids better for
ΔGwat than ΔGpen. However, it must be stressed that in the case
of GAFFlipids, the ΔGpen description was affected by the
presence of one outlier (Figure 5). On the other hand, the
mean absolute difference of both free energy barriers of
CHARMM36 and COSMOmic compared to Slipids was lower

Figure 5. Water/lipid barriers ΔGwat and penetration barriers ΔGpen calculated by all FFs and COSMOmic vs the values obtained with Slipids.
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than 1.0 kcal/mol. This confirms the ability of Slipids,
CHARMM36, and COSMOmic to provide comparable and
rather accurate predictions of the free energy barriers.
The free energy profiles were also compared at different

membrane depths calculated by all methods vs the free energy
profile from Slipids (Figure 6). The reference free energy value

(ΔG = 0 kcal/mol) was set to water and the largest increase in
the differences occurred at the water/membrane interface
(2.5−1.5 nm from the membrane center). For COSMOmic,
the maximum mean absolute difference (MAD 1.3 kcal/mol)
was reached at 2.0 nm, dropped back to 0.7 kcal/mol at 1.75
nm, and slowly increased again to 1.2 kcal/mol in the middle of
the membrane. With CHARMM36, it increased gradually up to
1.2 kcal/mol at the membrane center and the bump at the
interface is less pronounced. GAFFlipids exhibited a slightly
similar behavior with a mean absolute difference below 1.0
kcal/mol except at the center of the membrane. Berger and
GROMOS 43A1-S3 failed in the description of the free energy
profiles with respect to Slipids. Berger produced an excessively
lipophilic description (i.e., too deep, Supporting Information
Figure S1) with a mean absolute difference reaching
2.9 kcal/mol in the center of the membrane. Concerning the
united atom FFs, GROMOS 43A1-S3 is a better choice than
Berger and all-atomic FFs and COSMOmic performed better
than any of the united atoms FFs.

■ CONCLUSION
This work compared the performance of five (two united atom
and three all atom) FFs and the implicit COSMOmic method
to reproduce the experimentally observed partition coefficients
of 11 molecules into the DMPC membrane. Slipids appeared to
be the most precise method, followed by COSMOmic,
CHARMM36, GAFFlipids, GROMOS 43A1-S3, and Berger.
COSMOmic and the all-atomic FFs performed well and
reproduced the log K with a mean absolute difference lower
than 0.8 log units. Perhaps a more relevant result is that Slipids,
CHARMM36, and COSMOmic performed well in the
prediction of free energy barriers; GAFFlipids predicted
ΔGwat very well. In terms of computational time, COSMOmic
is by far the best choice at predicting log K for fluid membranes.
To study hydrophilic molecules, CHARMM36 is the only FF

able to predict a correct ranking of lipophilicity. However, in
the GROMACS software due the specific TIP3P water model
required, CHARMM36 is the slowest, which might be limiting
for larger systems, such as proteins and lipids. Taking all pros
and contras into account, we recommend Slipids as the versatile
FF for simulations of complex molecular systems containing
lipid bilayers. It should be noted that an inclusion of
polarization effects might be successful strategy how to improve
predictions of partition coefficients from MD simulations.51
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ABSTRACT: Since computing resources have advanced
enough to allow routine molecular simulation studies of drug
molecules interacting with biologically relevant membranes, a
considerable amount of work has been carried out with fluid
phospholipid systems. However, there is very little work in the
literature on drug interactions with gel phase lipids. This poses a
significant limitation for understanding permeation through the
stratum corneum where the primary pathway is expected to be
through a highly ordered lipid matrix. To address this point, we
analyzed the interactions of p-aminobenzoic acid (PABA) and its
ethyl (benzocaine) and butyl (butamben) esters with two membrane bilayers, which differ in their fluidity at ambient conditions.
We considered a dioleoylphosphatidylcholine (DOPC) bilayer in a fluid state and a ceramide 2 (CER2, ceramide NS) bilayer in a
gel phase. We carried out unbiased (100 ns long) and biased z-constraint molecular dynamics simulations and calculated the free
energy profiles of all molecules along the bilayer normal. The free energy profiles converged significantly slower for the gel phase.
While the compounds have comparable affinities for both membranes, they exhibit penetration barriers almost 3 times higher in
the gel phase CER2 bilayer. This elevated barrier and slower diffusion in the CER2 bilayer, which are caused by the high ordering
of CER2 lipid chains, explain the low permeability of the gel phase membranes. We also compared the free energy profiles from
MD simulations with those obtained from COSMOmic. This method provided the same trends in behavior for the guest
molecules in both bilayers; however, the penetration barriers calculated by COSMOmic did not differ between membranes. In
conclusion, we show how membrane fluid properties affect the interaction of drug-like molecules with membranes.

■ INTRODUCTION

The penetration of small xenobiotic molecules such as drugs or
pollutants through various biomembranes plays a crucial role in
disposition among biological environments and organisms.
Phosphatidylcholine (PC) represents the most abundant lipid
type in human cell membranes,1,2 and consequently PC bilayers
are used as prototypical membrane models. PC membranes are
usually present in their fluid phases under physiological
conditions because their gel-to-fluid phase transition temper-
atures vary approximately from 200 to 360 K.3 The interactions
of xenobiotics with fluid PC membranes have been widely
studied both experimentally and theoretically.4−7 These studies
provide detailed atomistic insight into the interaction of
molecules with membranes, e.g., into partitioning,8−11 location,
and permeation6,12,13 of guest molecules through the
membranes. On the contrary, little attention has been paid to
the gel membrane phases,14−17 which are also biologically
important and occur for instance in the outermost layer of skin
termed the stratum corneum (SC).
Several pathways have been proposed for permeation

through the skin, whereas the key rate-limiting step for the
majority of the molecules is the penetration through SC
membranes.18 SC superstructure can be described with a brick

and mortar model, where (im)permeable bricks represent
corneocytes (dead cells), surrounded by a mortar which
represents a lipid matrix made of ceramides, fatty acids, and
cholesterol.19 Most compounds have been shown to penetrate
by the intercellular pathway, i.e., through the lipid matrix.20 The
presence of ceramides and fatty acids with long saturated chains
and cholesterol predispose the SC lipids to occur in the gel
phase under physiological conditions. While experimental
studies of the permeability of SC have been largely based on
isolated SC,21−25 some groups have developed artificial models
of the SC membrane.
Recently, a synthetic experimental model for SC permeability

studies was introduced by Bouwstra et al.26 Unlike other studies
on SC extracted directly from the skin, a stratum corneum
substitute (SCS) membrane enables an adaptive composition
that can be modified to model both healthy and diseased skin.
The authors studied the permeation of p-aminobenzoic acid
(PABA, Figure 1) and two of its anesthetically active esters:
ethyl ester (ethyl-PABA; benzocaine, Figure 1) and butyl ester
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(butyl-PABA; butamben, Figure 1) through the SCS membrane
and concluded that the permeability was ordered based on
lipophilicities of these molecules. The most lipophilic butyl-
PABA being the best penetrant was closely followed by ethyl-
PABA, whereas PABA was shown as the worst penetrant.
However, PABA permeability was lower by an order of
magnitude, even though the differences in log Poct/wat were
relatively uniform (XLogP3: PABA: 0.8, ethyl-PABA: 1.9, butyl-
PABA: 2.9). Generally, the permeability of SC is low in
comparison with the fluid membranes, and it was hypothesized
that this difference is caused by the gel phase of SC
lipids.23,27,28

The behavior, e.g., structure and fluidity, of lipids in various
phases is significantly different, and we may also expect that the
interaction of guest molecules with membranes would reflect
their phase state, which depends on both the temperature and
composition of the membrane.1 Lipid phase behavior can be
taken as characteristic of the lipid type at a specific temperature
and evaluated based on two properties: chain order parameters
(S⟨CD⟩) and lateral diffusion coefficients of lipids (Dlat). The
liquid crystalline phase (Ld or Lα, also called liquid disordered
or fluid), often observed for unsaturated phosphatidylcholine
membranes, has a low S⟨CD⟩ and high Dlat. The liquid ordered
phase (L0) is often formed by lipid mixtures with cholesterol
and has a high S⟨CD⟩ and high Dlat. The gel phase (Lβ or solid-
ordered s0) is usually formed by lipids with long saturated tails
and has high S⟨CD⟩ and low Dlat.

1 There are numerous studies
on fluid phase membranes mimicking the plasma mem-
brane;6,8−12 however, surprisingly only a few theoretical studies
have used a gel phase membrane to model the lipid component
of the SC.14−16,29 This lack of work in the literature is partly
due to the rather complex and yet totally unresolved structure
of SC lipid matrix30 as well as high computational costs
required for study of dynamical behavior of the gel phase
membranes.
Theoretical studies of the interaction of guest molecules with

biomembranes provide useful physical-chemical insights with
very fine spatial and temporal resolutions and can nicely paint
the picture drawn from experiments. Namely molecular
dynamics (MD) simulations and COSMOmic have been

repeatedly shown to widen our understanding in this
field.8,31−33 Both methods can decipher the thermodynamic
nature of the interactions, while MD has an advantage of being
able to also tackle the dynamic and transport phenomena. MD
simulations evolve the trajectory of atoms by integrating
Newton equations based on an empirical potential called a
force field. MD naturally has femtosecond and atomic
resolutions simultaneously. COSMOmic, on the other hand,
works with the idea of a membrane as a set of fluid layers of
different composition and properties and calculates the
partitioning into these layers. We recently showed that the
results from COSMOmic and MD are qualitatively compara-
ble,8 although MD is heavily dependent on the chosen force
field.34

Here, we studied the interactions of PABA and its two
anesthetically active esters ethyl-PABA and butyl-PABA with
fluid phase dioleoylphosphatidylcholine (DOPC, Figure 1) and
gel phase ceramide 2 (CER2, Figure 1) bilayers. Using
molecular dynamics, we describe the different behavior of
both model membranes and also the different nature of the
thermodynamic interactions of drugs with fluid and gel phases.
Finally, we studied both systems in COSMOmic and describe
here the benefits and the limitations of this approach.

■ METHODS
A DOPC bilayer (1,2-dioleoyl-sn-glycero-3-phosphatidylcholine, CAS
number 56648-95-4, Figure 1) was used to model a fluid phase. DOPC
is a double unsaturated lipid from the most common fluid lipid type
(PC) in the cell membrane. Its phase transition occurs at 255 K,3 and
it is therefore present in the fluid phase at physiological conditions.
The bilayer was downloaded from the Lipidbook server35 and was
prepared and equilibrated by Siu et al.36 with the Berger lipid force
field.37 It contained 128 molecules of DOPC, 64 in each leaflet. To
reach the physiological concentration 0.154 M of salt, 13 Na+ and 13
Cl− ions were added. The fully hydrated box contained 4731
molecules of SPC/E water.38,39

The gel phase was modeled by using a CER2 bilayer (N-
(tetracosanoyl)sphingosine, CAS number 102917-80-6, also called
ceramide NS). CER2 is the most common ceramide in the SC lipid
matrix16 with a phase transition temperature of ∼340−360 K
(depending on the hydration state).40 The Berger force field
parameters for the CER2 bilayer were taken from the literature.41

The bilayer consisted of 128 molecules of CER2 (64 in each layer) and
4085 molecules of SPC/E water. Both bilayers were then left to
equilibrate and were oriented perpendicular to the z-axis of the
simulation box and the z-axis start (z = 0 nm) was set to the middle of
the membrane.

The topologies of PABA (Figure 1) in both protonation states and
its two (ethyl and butyl) esters were generated by PRODRG2Beta
server,42 but the partial charges were set up as follows: the Gaussian 03
program43 with B3LYP/cc-pVDZ method was used to optimize the
structures and to calculate their electrostatic potentials. The partial
charges were then calculated using the restrained electrostatic potential
method (RESP)44,45 in Antechamber from the AMBER 11 software
package.46 The geometry parameters were generated by tleap from the
same software package. The derived parameters were then transferred
to the format compliant with the GROMACS 4.0.7 simulation package
using amb2gmx.pl program.

MD simulations were carried out in the GROMACS 4.0.7 software
package47 using a 2 fs integration time step under periodic boundary
conditions in all directions. Particle-mesh Ewald (PME) was applied to
the long-range electrostatic interactions, and the van der Waals
interactions were cut off at 1 nm. Covalent bonds including hydrogen
atoms were constrained by the LINCS algorithm.48 Temperature was
controlled using V-rescale temperature coupling to 310 K,49 and
pressure was controlled using a Berendsen anisotropic barostat at 1 bar
with 10 ps time constant and a compressibility of 4.5 × 10−5 bar−1. For

Figure 1. Structures of (a) p-aminobenzoic acid (PABA, blue
hydrogen shows the place of deprotonation), (b) ethyl-PABA, (c)
butyl-PABA, (d) DOPC (1,2-dioleoyl-sn-glycero-3-phosphatidylcho-
line), and (e) ceramide 2 (CER2, N-(tetracosanoyl)sphingosine), also
termed ceramide NS.
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analysis of the membrane structure, we used additional GROMACS
tools such as g_msd to calculate diffusion coefficients and g_order to
calculate order parameters. All structural parameters of the membranes
were calculated as averages on the trajectories of equilibrated
membranes.
Initial structures for the biased simulations of DOPC and CER2

were obtained as follows: we placed each studied molecule at the top
of the membrane simulation box (in the water phase) and then
executed a 100 ns long free simulation. Structures from this unbiased
simulation approach should lead to a more quickly converging free
energy profile.9 From the deepest position in the membrane (or near
the membrane) that the drug reached during the free simulation, the
drug was pulled inside the membrane with a pull rate of 0.1 nm ns−1

and a pulling force constant of 500 kJ mol−1 nm−2. Pulling applies a
harmonic potential to the molecule and moves the center of this
potential with a given pull rate. The starting structures for further z-
constraint simulations were the structures with the lowest potential
energy from an ensemble of structures in the specific depth separated
by 0.1 ± 0.02 nm.
The z-constraint simulation was executed for 11−100 ns per

simulation window for the DOPC bilayer systems. The simulation
windows in the water area had the shortest simulation times (11 ns),
with the typical length of simulation in the membrane at 30 ns. At the
location of the free energy minimum the simulations were prolonged
to 100 ns; as needed, in specific windows (separated by 0.5 nm) the
simulation times were also prolonged to 100 ns.

The simulations of the CER2 bilayer based systems needed a longer
time to equilibrate and were simulated for 100−150 ns per simulation
window. Because of the high computational costs, a longer distance
between simulation windows was chosen (up to 0.4 nm). It should be
noted that this is a safe way to reduce computational costs without
significant effect on the final free energy profile.9 The free energy
profiles were calculated from the last 50 ns of each simulation window.
The influence of the presence of PABA and its esters on the global
properties of the simulation system (e.g., global average order
parameter change, number of hydrogen bonds, etc.) was calculated
for each window from the z-constraint simulations.

The free energy profile was constructed by integrating the mean
force applied on the molecule ⟨F(z′)⟩ along the membrane normal z
(eq 1).

∫Δ = − ⟨ ′ ⟩ ′G z F z z( ) ( ) d
z

t
outside (1)

The free energy profile of PABA was calculated as a combination of
the charged and uncharged form of PABA. The protonated PABA free
energy profile was shifted by 3.1 kcal/mol in water, reflecting the pKa
of 4.85 for PABA at a pH of 7. The convergence of free energy profiles
was evaluated on the basis of differences of neighboring time frames.

For COSMOmic calculations, we took 30 structures of DOPC and
CER2 bilayers from a free simulation. We calculated geometries and σ-
profiles of PABA and its esters and the lipid molecules by DFT/
COSMO calculations at the BP/TZVP level of theory in Turbomole
6.3. The free energy profiles were calculated with membranes

Figure 2. Structural parameters of fluid DOPC and gel CER2 bilayers and behavior of PABA molecules. Upper two panels: density profile (upper
panel) and deuterium order parameters (second panel) of DOPC (left panel) and ceramide (right panel) bilayers during free simulations of a pure
bilayer. While properties of the DOPC bilayer change gradually, the changes in CER2 bilayer are very sharp. The drop of the density and order
parameters in the middle of the membrane is connected with termination of sphingosine lipid chains. The water molecules are shown as gray balls,
united carbons cyan, oxygens red, phosphates olive, and nitrogens blue. Lower two panels: evolution of the drug distance from the bilayer center
during the unbiased simulations (third panel). The molecules penetrated into the DOPC membrane; however, they stayed outside of the CER2
bilayer. Free energy profiles of PABA, ethyl-PABA, and butyl-PABA with separated free energy profiles for the charged and uncharged form of PABA
(lower panel). The penetration barrier from MD in the gel phase CER2 bilayer is far higher than in the fluid DOPC.
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separated into 50 layers and with 162 solute orientations at 310 K by
COSMOmic from COSMOtherm X13 package (COSMOlogic
GmbH, Leverkusen, Germany).50 Finally, we averaged the calculated
free energy profiles to a final profile as recommended in the
literature.33

■ RESULTS AND DISCUSSION

Pure Membrane Simulation. The density profile and
structure of a DOPC bilayer display typical regions which can
be distinguished in fluid membranes.51 The densest region
occurs around the head groups at roughly 2 nm from the
bilayer core. The head groups are solvated with water, reaching
as deep as 1.5 nm from the bilayer core. The lipid tails show a
slight plateau in density near the middle of the membrane with
a sharp drop in overall density near the bilayer core (Figure 2).
The deuterium order parameters of individual tail atoms are
around 0.2, which are the typical values for fluid bilayers.52−54

The deuterium order parameters slowly decrease toward the
middle of the membrane with a steep drop at the double bond
positions. This is consistent with their inherent tendency of
unsaturated bonds to disorder lipid chains. On the other hand,
the CER2 bilayer density profile and structure show much
sharper boundaries between the regions. The highest density
for the system occurs at roughly 2.5 nm. Water does not
permeate inside the membrane to the same extent as in DOPC
and instead stays just at the outer edges of the head groups.
The lipid tails display a distinct “plateau” corresponding to a
region that is highly ordered and tilted. This is consistent with
deuterium order parameters of around 0.4. The density in this
region is higher than the respective density of the DOPC
bilayer. This plateau extends until ∼0.8 nm from the middle of
the membrane with tilted lipid tails in both leaflets. Then a
sharp decrease of the density follows due to the asymmetry in
the lipid chains. This area at the core of the CER2 bilayer is
fluid. The lipid diffusion coefficients differ significantly in the
two bilayers, with DOPC ((17.9 ± 2.1) × 10−8 cm2/s) showing
a much higher value than CER2 ((4.4 ± 1.6) × 10−8 cm2/s).
Behavior of PABA Derivatives on Bilayers in Free

Simulations. During the free simulations, the molecules
penetrated into the DOPC bilayer; however, this was not
observed for the CER2 bilayer (Figure 2). For the DOPC
bilayer, the uncharged molecules penetrated deep into the
hydrophobic tails and most often stayed below the head groups.
The charged form of PABA stayed in the polar head groups
region. For the CER2 bilayer simulations, all molecules
remained outside of the bilayer interacting only with its
surface. These simulations indicate that the molecules studied
here are localized below the polar headgroup region of DOPC,
which is consistent with other drug molecules.8,10 On the other
hand, the free simulation results might suggest that the free
energy minima are outside of the CER2 head groups (on the
CER2 bilayer surface) or are deeper in the bilayer but with
kinetically unreachable minima on simulation time scales, i.e.,
separated by a significant energy barrier. This ambiguity
demonstrates the need for free energy profile calculations to
quantify the different behavior of drugs in DOPC and CER2
bilayers.
Convergence of Free Energy Profiles from MD. For

DOPC, the rate-limiting step affecting the convergence of the
biased z-constraint simulations usually lies in the estimation of
the free energy barrier from the bulk water phase to the
minimum free energy position in the lipids, ΔGwat.9,55 This is
mostly because of introduction of perturbed bilayer structures

(e.g., funnel-like surface protrusions55,56), which require several
tens or hundreds of nanoseconds to achieve full relaxation.9,55

Using the protocol optimized for free energy estimations,9 the
profiles reached convergent values (stable ΔG values in
simulation time) after ∼15 ns. On the other hand, the free
energy penetration barrier ΔGpen, defined as the barrier of
passing from the free energy minimum in the lipid bilayer
through the bilayer core, was the slowest converging barrier in
the biased simulations for the CER2 bilayer systems (Figure 3)

with convergence achieved after ∼100 ns. It is of note that the
ΔGpen values play an important role in evaluation of the
permeability coefficients because either the most positive free
energy value (in the case of exponential permeability
calculation)12 or the highest energy barrier (see the Supporting
Information) contribute significantly to the permeability
coefficients.57

Free Energy Profiles of PABA Derivatives on Both
Bilayers from MD. Drug partitioning into lipid bilayers is a
rather complex process, and its thermodynamics includes the
major contribution from hydrophobic interactions, which are
accompanied by contributions stemming from changes in the
structure of the lipid bilayer.58 The free energy profiles show
water/lipids free energy differences ΔGwat, reflecting the drug’s
affinities to the membrane, 6.1, 5.6, and 8.6 kcal/mol in DOPC
bilayer and 8.6, 6.7, and 7.0 kcal/mol in CER2 bilayer for
PABA, ethyl-PABA, and butyl-PABA, respectively (Figure 2 and
Table 1). Both ethyl-PABA and butyl-PABA esters were
positioned deeper in the DOPC bilayer (∼0.3 and ∼0.4 nm
deeper, respectively) compared to PABA, while all three
molecules shared the same position close to the CER2/water
interface. In both membranes, butyl-PABA had higher affinity
for the membrane than ethyl-PABA with its shorter aliphatic
chain. As nonpolar molecules, PABA esters gain more from
their dehydration,8 and the hydrophobic effect drives them
deeper into the DOPC lipid bilayer to the position where
amphiphilic drugs accumulate in PC bilayers.8 Butyl-PABA has
a higher affinity to DOPC than ethyl-PABA by 3 kcal/mol,
which agrees with observations that molecules having longer
aliphatic chains have higher membrane affinities and that the
affinity increases by ∼1 kcal/mol per carbon atom.58 The
charged PABA moiety showed the strongest interactions with
the polar head groups of both bilayers, and thus it had a higher
affinity in this region. However, the overall affinity for the

Figure 3. Convergence of free energy profiles of butyl-PABA in
DOPC (left) and CER2 (right) in simulation time. In each plot, zero
free energy was set to the free energy minimum in order to highlight
the convergence of free energy barriers. The convergence in the fluid
DOPC membrane is much quicker than the convergence in gel CER2
bilayer. The water/lipids barrier is the slowest converging barrier in the
fluid phase, while in the gel phase the slowest converging barrier is the
penetration barrier.
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DOPC bilayer was lower compared to CER2. The higher
affinity of PABA to CER2 may stem from the situation in which
the hydrophobic part of PABA gains from its dehydration and
the carboxylate group stays in contact with the polar headgroup
region, making hydrogen bonds with CER2 heads and water
molecules. It should be noted that the DOPC headgroup lacks
a proton donor, which can make favorable hydrogen bonds to
the carboxylate moiety of PABA (Figures S1 and S2). In turn,
the positioning and affinity of PABA to DOPC are determined
by a counterbalance between favorable dehydration of the
hydrophobic moiety and favorable hydration of the carboxylate
group.
The penetration barriers in a CER2 bilayer are much higher

than in a DOPC bilayer. Obviously, the increased lipophilicity
of the molecules lowered ΔGpen in both bilayers. The
penetration barriers ΔGpen were 8.1, 3.6, and 3.4 kcal/mol in
the DOPC bilayer and 22.5, 10.4, and 8.3 kcal/mol in CER2
bilayer for PABA, ethyl-PABA, and butyl-PABA, respectively.
The relative ordering of ΔGpen in CER2 was also in qualitative
agreement with the experimentally measured permeabilities,
which indicated butyl-PABA as the best penetrator with ethyl-
PABA closely following and PABA as the worst penetrator.26 It
should be noted that PABA penetrated through both
membranes in its protonated neutral form. The protonation
of PABA carboxylate group occurred inside the membrane
(Figure 2) and was connected with a dehydration of
carboxylate group.
As the gain from the drug dehydration is the same in DOPC

and CER2 membranes, the observed variations in free energies
inside both bilayers must stem from different drug−lipid
interactions and different changes in the structure of both
bilayers. A comparison of free energies of ethyl- and butyl-
PABA inside both bilayers may indicates that a penalty for
disruption of the membrane structure is by ∼7 kcal/mol higher
in CER2 than in DOPC bilayer, assuming that the drug−lipid
interactions in the membrane center are comparable in DOPC
and CER2. The higher energetic penalty connected with the
penetration through the CER2 bilayer is caused by the high
chain ordering of the CER2 bilayer (Figure 2), which is not
significantly perturbed during the drug passage (Figure S3). It
is of note that the free energy profiles derived from simulations
on artificially fluid CER2 membrane (see Supporting
Information for details) were closer to profiles on DOPC
membrane than those on the gel CER2 membrane (Figures S4
and S5). The significant role of chain ordering in partitioning
and transport was also observed experimentally on mixed
DMPC:cholesterol bilayers in the L0 phase.

59

The kinetics of the penetration depends on the height of the
energy barrier and on the diffusion across the lipid bilayer. The
penetration through the CER2 bilayer is slowed down by two
factors: the higher ΔGpen barriers and lower diffusion
coefficients in CER2 bilayer than in DOPC bilayer (Figure
S6). As the affinities for both membranes are comparable, the

high ordering of CER2 bilayer influences more significantly the
permeation across the membrane than the partitioning into, at
least for amphiphilic molecules.

Free Energy Profiles of PABA Derivatives on Both
Bilayers from COSMOmic. For comparison, we also
calculated the free energy profiles of PABA and its esters in
both bilayers using COSMOmic (Figure 4 and Table 1), which

is a computationally less expensive alternative to MD. The
affinities for the DOPC membrane predicted by COSMOmic
(ΔGwat = 3.0, 3.4, and 4.9 kcal/mol for PABA, ethyl-PABA, and
butyl-PABA in DOPC) are about 40% lower than the values
predicted by MD with the Berger force field (Table 1), which
agrees with our recent findings.8 For CER2, PABA did not
preferentially interact with the membrane, but the ΔGwat values
for ethyl-PABA and butyl-PABA were comparable to DOPC
(COSMOmic ΔGwat = 0.0, 3.2, and 4.6 kcal/mol for PABA,
ethyl-PABA and butyl-PABA in CER2). The penetration
barrier, ΔGpen in DOPC predicted by COSMOmic should be
about 35% lower than MD predictions with Berger force field,8

which applies for the PABA esters but not for PABA
(COSMOmic ΔGpen = 9.4, 2.5, and 2.5 kcal/mol for PABA,
ethyl-PABA, and butyl-PABA in DOPC). COSMOmic
predictions of ΔGpen in CER2 were 6.5, 2.3, and 2.2 kcal/mol
for PABA, ethyl-PABA, and butyl-PABA. The COSMOmic free
energy profiles for DOPC and CER2 differ in the headgroup
region, where it shows two minima in DOPC and only one in
CER2. The position of the major minima agrees for DOPC
bilayer in both computational methods. However, COSMOmic
predicts that the minima in CER2 are located at deeper z-
positions in the bilayer compared to the MD results. Also, in
contrast to the MD results, the COSMOmic profiles for DOPC
and CER2 have almost the same free energy values in the
middle of the membrane. This can be rationalized by
considering that although the area per headgroup differs
between DOPC and CER2 membranes, the membrane cores

Table 1. Penetration Barrier, ΔGpen (kcal/mol), and Water/Lipids Barrier, ΔGwat (kcal/mol), Calculated by Molecular
Dynamics (MD) and COSMOmic for PABA and Its Esters in DOPC and CER2 Bilayers

MD COSMOmic

DOPC CER2 DOPC CER2

molecule ΔGpen ΔGwat ΔGpen ΔGwat ΔGpen ΔGwat ΔGpen ΔGwat

PABA 8.1 6.1 22.5 8.6 9.4 3.0 6.5 0.0
ethyl-PABA 3.6 5.6 10.4 6.7 2.5 3.4 2.3 3.2
butyl-PABA 3.4 8.6 8.3 7.0 2.5 4.9 2.2 4.6

Figure 4. Free energy profiles of PABA and its esters in DOPC (left)
and CER2 (right) bilayers calculated by COSMOmic shows
differences in the headgroup area; however, COSMOmic does not
differentiate the membranes free energies in the core.
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have similar densities (cf. Figure 2) and the same atom types.
Therefore, COSMOmic estimates similar partitioning into this
region despite the differences in ordering. It should be noted
that MD simulations reflect the difference in the free energy
profiles between both lipid phases.

■ CONCLUSION
We studied the interactions of p-aminobenzoic acid and its two
anesthetically active esters in DOPC and CER2 bilayers in
order to gain a better understanding of the interactions of drugs
with fluid and gel phase membranes. The relevance for probing
such systems is to highlight the different environments that
drugs encounter via traditional cellular uptake verse skin
absorption. The studied molecules penetrated into the DOPC
bilayers during MD simulation; however, they did not enter the
CER2 bilayers within the simulation times and stayed at the
outer side of head groups. Despite this observation, free energy
simulations indicated comparable affinities for both mem-
branes. On the other hand, the penetration barriers were
significantly higher in the ceramide membrane, and their
absolute ranking agreed with the experimentally observed
permeability values. Further, we explained that the different
behavior on both membranes is dominantly caused by the high
ordering of lipid chains in the CER2 bilayer. The non-MD tool,
COSMOmic, provided the same relative orders of permeants,
however, it was not able to differentiate between penetration in
liquid and gel phase membranes. It should be noted that
COSMOmic was used outside of its recommended range of
applicability. In conclusion, we show how the membrane fluid
properties affect the interaction of drug-like molecules with
membranes and may help in understanding of slower
penetration of drugs through SC layer of skin in comparison
with plasma membrane.
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Synergism of antioxidant action of vitamins E, C
and quercetin is related to formation of molecular
associations in biomembranes†

Gabin Fabre,ab Imene Bayach,a Karel Berka,b Markéta Paloncýová,b

Marcelina Starok,c Claire Rossi,c Jean-Luc Duroux,a Michal Otyepka*b and
Patrick Trouillas*bd

Vitamins E, C and polyphenols (flavonoids and non-flavonoids) are

major natural antioxidants capable of preventing damage generated

by oxidative stress. Here we show the capacity of these antioxidants

to form non-covalent association within lipid bilayers close to the

membrane/cytosol interface. Antioxidant regeneration is significantly

enhanced in these complexes.

Over the last decades, natural antioxidants have attracted
increasing interest, largely because they have been shown to
exhibit preventive effects against various disorders caused by
oxidative stress, including cardiovascular and neurodegenerative
diseases, ageing and also certain cancers.1 Despite recent progress
in the field, there are still many open and fundamental questions
concerning antioxidant mechanisms and biological targets, and
the exact role in various pathologies is still under scrutiny.2 A deep
understanding of antioxidant action is mandatory for a safe and
efficient usage in nutrition, health prevention, cosmetics and food
preservation. Most of the known antioxidants are efficient
scavengers of reactive oxygen species (ROS), which are over-
produced during oxidative stress. Oxidation of lipids (namely
lipid peroxidation, LPO) is a major process in oxidative stress,
which is initiated by various endogenous (e.g., inflammation,
enzymatic processes) or exogenous (e.g., radiation, smoking,
pollution) effects. The propagation stage of LPO3 can be inhibited
by lipophilic or amphiphilic antioxidants sufficiently incorporated
in lipid bilayers.4 In addition, hydrophilic and polar antioxidants
are able to scavenge ROS that diffuse toward membranes, thus
inhibiting the initiation stage of LPO. Vitamin E (a-tocopherol,

henceforth referred to as vitE),5 vitamin C (ascorbic acid, vitC) and
natural polyphenols are major antioxidants found in food.
Depending on their bioavailability,2,6 these antioxidants are
known to be highly efficient ROS scavengers in different phases,
namely vitE in membranes,7,8 vitC in plasma or cytosol9 and
flavonoids at the membrane/water interface.4,10 When acting
simultaneously, their overall antioxidant activity is synergistically
enhanced.3,11,12 Free radical scavenging by vitE yields the corre-
sponding a-tocopheroxyl radical by hydrogen atom transfer (HAT),
which in turn can be regenerated back to vitE by vitC.3,11,12 This
synergistic effect has been shown enhanced by flavonoids,11–13

which are efficient hydrogen atom donor antioxidants.14,15

Here, we present a molecular description of the interaction
between vitE, vitC and a representative flavonoid antioxidant,
namely quercetin16 (Fig. 1), in lipid bilayer membranes. Using
both in vitro and in silico models, the formation of mutual
associations at the membrane/water interface is described for
the first time. This description enables better rationalization
of vitE regeneration by vitC, which is often enhanced in the
presence of flavonoids.

The penetration and positioning of vitC, vitE and quercetin in
membrane was evaluated using a lipid bilayer model comprising
DOPC molecules, as phosphatidylcholines are major components
of biological membranes in plant and animal cells.17 Molecular
dynamic (MD) simulations were used, which have been repeatedly
shown to predict the positioning of small molecules in lipid
bilayers in agreement with experimental data.4,18–20 The behavior
of those three (non-interacting) antioxidants was evaluated by

Fig. 1 Antioxidant compounds evaluated in this study. The active anti-
oxidant OH groups (prone to HAT) are shown in red.
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placing a single molecule in the lipid bilayer model during the
MD simulations.

The simulations showed that vitE localizes below the
membrane/water interface and can penetrate through the
membrane center. The peak position of the C5-methyl group
of vitE was found to be 1.5 � 0.3 nm from the bilayer center
(Fig. 2A), which agrees with recent experimental data in DOPC
bilayers (1.7 � 0.4 nm).8 The OH group of vitE, which is respon-
sible for free radical scavenging by HAT,21 was mainly located close
to the lipid polar head groups, i.e., at the lipid/water interface
suggesting inhibition of both the LPO-initiation (directly) and LPO-
propagation (if the lipid chains adopt a transient snorkel-like
shape8,22). Moreover, flip-flops may occur with an energetic barrier
of 0.65 kcal mol�1 as obtained by COSMOmic (Fig. S1, ESI†). This
roughly corresponds to an occurrence of 1 flip-flop event every 1 ms
at a 10�6 mM concentration, in agreement with observations from
our MD simulations. The flip-flop process is accompanied by the
transient presence of the active OH group inside the bilayer
(Fig. 2A) hence scavenging the deeply buried peroxy radicals and
playing a direct role in inhibition of LPO-propagation.

VitC is less buried in the lipid bilayer than vitE and resides
in the outer layer close to the water phase (1.9 � 0.3 nm)
because of the lower lipophilicity of vitC with respect to vitE.
Interestingly, the average location of quercetin and its aryloxyl
radical formed under oxidative stress (1.7 � 0.3 nm) was found
to lie between that of vitC and vitE (Fig. 2A). The flip-flop of
quercetin is much less efficient than that of vitE, due to higher
energetic barrier of 10.2 kcal mol�1 (Fig. S1, ESI†), corresponding
to a 1 s time-scale occurrence at 10�6 mM.

Under physiological conditions (pH 7.4) and in an aqueous
environment, vitC and quercetin are deprotonated (first pKa

equal 4.2 and 5.7 in water for vitC and quercetin, respectively).
As expected23 the corresponding anions lies outside the membrane
(Fig. 2A) i.e. 2.5 � 0.3 nm and 2.4 � 0.2 nm for ascorbate and the
phenolate form of quercetin (deprotonated at C-7), respectively.
Acid–base equilibrium is likely to occur in the overlapping regions
with the protonated forms (Fig. 2A).

The lateral (x,y-plane) diffusion coefficients of vitC, quercetin
and vitE were 17 � 2, 17 � 2 and 22 � 5 � 10�8 cm2 s�1,
respectively, as obtained from averaging MD trajectories (Table S1,
ESI†). These values are in agreement with the experimental self-
diffusion coefficients of DOPC at 313 K (14 � 10�8 cm2 s�1),24

confirming that the MD simulation time was sufficient to allow
correct sampling of all intermolecular motions. The diffusion
coefficients along the z-axis were lower by one order-of-magnitude
for the three antioxidants (Table S1, ESI†), confirming rather
extended residence time in the equilibrium locations.

According to the respective locations of the three studied
antioxidants, quercetin may act (i) by scavenging free radicals
diffusing into the membrane like vitE, both quercetin and vitE
being regenerated by vitC; and/or (ii) as vitE regenerator, thus
enhancing the regeneration by acting in synergy alongside vitC.
The active OH group of vitE overlapped that of the center of
mass of vitC and quercetin in the head group region (Fig. 2A)
highlighting the proximity of the three antioxidants, so that the
formation of mutual complexes seems likely, in the membrane
layer close to the surface.

To confirm that such intermolecular complexes can be formed
in the membrane, a series of 300 ns free MD simulations of the
lipid bilayer containing several vitC, vitE and quercetin molecules
was performed. This procedure allowed sufficient sampling of
all possible non-covalent rearrangements and interactions (see
Methodology, ESI†). During the MD simulations, long-lasting
(490% of the time) and close-contact pairs were observed, namely
hetero-association complexes quercetin:vitE, quercetin:vitC and
vitC:vitE, and self-association complexes quercetin:quercetin
and vitE:vitE (Fig. S2, Table S2, ESI†). An extensive set of one
hundred of 100 ns-long MD simulations quantified formation
of self- and hetero-association, amounting to 27 : 45 : 28% for
quercetin:quercetin, quercetin:vitE and vitE:vitE, respectively
(Table S3, ESI†). This does not significantly differ from a
random distribution (25 : 50 : 25%); however, this should be
interpreted with care, as the sampling is still quite limited
despite all the effort.

The driving force of such non-covalent association was
thoroughly analyzed with quantum chemical calculations.
Quercetin:quercetin, quercetin:vitE and vitE:vitE pairs were
mainly held together by p-stacking interactions, whereas pairs
involving vitC were stabilized only by intermolecular H-bonding.
The stability of these non-covalent interactions was confirmed
with density functional theory (DFT) augmented by an empirical
dispersion term, namely B3P86-D2 recently re-parameterized to
accurately evaluate stabilities of polyphenol non-covalent com-
plexes.25 Different intermolecular arrangements were predicted,
namely head-to-head and head-to-tail, in which the importance
of p-stacking (ring-to-ring distance of around 3.6 Å, as typical for
p-stacking of aromatic rings26) and H-bonding was confirmed
(see Fig. 3 for the most stable geometries and Dataset S1 for all
xyz geometries).

The in vacuo enthalpies of association ranged from �24.4 to
�10.8 kcal mol�1 (Table 1). The presence of aqueous environment
lowered the absolute values of these association enthalpies by 10.0,
5.8, 8.0 and 14.2 kcal mol�1 for quercetin:vitE, quercetin:vitC,

Fig. 2 Position of center of mass of vitC and quercetin, and the antioxidant
OH group of vitE in DOPC. (A) Individual molecules, (B) close contact pairs.
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vitC:vitE and vitE:vitE, respectively (Table 1). An entropy loss is
expected accompanying formation of the non-covalent complexes,
probably counterbalancing the strongly negative enthalpies of
association. However, this entropy loss is most probably lower
in the organized membrane phase with respect to vacuum27

(see Methodology section, ESI†).
In any event, the quantum calculations confirmed that the

associations are stabilized by a combination of intermolecular
hydrogen bonding and p-stacking. According to this quantum
evaluation, attractive forces definitely exist between the three
antioxidants, favoring the formation of non-covalent (self- and
hetero-) associations of antioxidants.

An experimental confirmation was obtained from the fluores-
cence quenching of vitE embedded in DOPC liposomes in the
presence of quercetin, added at increasing concentrations. VitE-
containing liposomes were formed by addition of vitE to DOPC
prior to liposome formation. These liposomes were then pelleted
and re-suspended in buffer by a double ultra-centrifugation/
re-suspension procedure so that non-inserted vitE molecules were
discarded (see Materials and methods for details, ESI†). Following
this procedure, the measured vitE fluorescence (Fig. 4A, condition:
0 mM of quercetin) was unambiguously assigned to vitE molecules
embedded in the bilayer and not lying on the liposome surface.

With increasing quercetin concentration to the vitE-containing
liposomes, a significant decrease in vitE fluorescence intensity
was observed (Fig. 4A). Quercetin did not exhibit any fluorescence
when excited at 291 nm (excitation wavelength of vitE, Fig. S3A,
ESI†) in both aqueous solutions and liposomes (Fig. S3, ESI†),
therefore ruling out interference. The quercetin concentration-
dependent fluorescence quenching thus suggests that (i) quercetin
molecules have the capacity to insert into the DOPC bilayer, and
(ii) quercetin:vitE complexes are formed.

The I0/I = f ([quercetin]) Stern–Volmer plot is clearly non-
linear and follows a quadratic function (Fig. 4B), which is
unambiguously attributed to the presence of both static and
dynamic quenching.28 The linearity of [I0/I � 1]/[quercetin] =
f ([quercetin]) also confirms this concomitant quenching (Fig. S4,
ESI†). The confirmed occurrence of static quenching supports the
results of MD simulations, indicating that quercetin penetrates
the membrane and forms non-covalent complexes with vitE.

Our findings help to rationalize the results of previous experi-
mental studies showing that addition of flavonoids synergistically
increases the antioxidant activity of a vitE and vitC mixture in
membranes.11 The existence of non-covalent complexes between
these antioxidants explains how pairs can dramatically improve
LPO inhibition by increasing intermolecular contacts between
antioxidants, enhancing recycling and subsequent synergic effects.

Indeed, from a thermodynamic point of view, the capacity of
regeneration is confirmed by comparing the bond dissociation
enthalpies (BDEs) of the most labile hydroxyl group of each
antioxidant (Fig. 1). The BDEs were calculated as 75.5, 78.7, and
78.7 kcal mol�1 for vitE, quercetin (40-OH group) and vitC,
respectively. These low values agree with previous experimental
data that have been strongly supported theoretically,15,29 showing
that these three compounds have a strong capacity to scavenge
free radicals by HAT. The BDE values were similar for all three
compounds, which indicates that HAT between the different
antioxidants (native or oxidized) is thermodynamically allowable
i.e., enabling the regeneration process. The only limitation to
this process is the capacity of two antioxidants to come into
contact. Here, we have shown that non-covalent interactions
(mainly p-stacking and hydrogen bonding) drive this associa-
tion process and put in close contact the active OH groups
(Fig. 3 and Fig. S2, ESI†). This geometrically and statistically
enables quercetin undergo HAT towards vitE to regenerate it.
Because the BDEs of both compounds are rather close in energy,
the reverse process (regeneration of quercetin by vitE) is likely as
well, despite being less preferred. Due to p-stacking interactions
between aromatic rings in a given complex, electron transfer
between the two p-conjugated antioxidant partners is also
likely to occur.

Fig. 3 Most stable associations as obtained from DFT-D. (A) Quercetin:vitE,
(B) vitC:vitE, (C) vitE:vitE, and (D) quercetin:vitC.

Fig. 4 Fluorescence emission of vitE in liposomes with increasing concen-
trations of quercetin (0 to 100 mM). (A) Fluorescence spectra, (B) Stern–Volmer
plot. VitE was excited at lexc = 291 nm after incorporation into liposomes. The
control condition was performed by incubation of vitE (50 mM) with vitE-free
DOPC liposomes. Prior to quercetin addition, the non inserted vitE molecules
were eliminated from the liposome suspension by double centrifugation
and resuspension.

Table 1 Association energies and enthalpies (kcal mol�1) calculated as the
difference in energy (enthalpy) between the most stable complex and the
isolated fragments, in the gas phase and in PCM-type benzene and water
solvents. Negative values indicate that the association is thermodynamically
favored compared to the pair of isolated fragments quercetin and vitE

System DEgas DHgas DHC6H6
DHH2O

Quercetin:vitE �15.8 �15.1 �9.0 �5.1
Quercetin:vitC �11.1 �10.8 �9.3 �5.0
VitC:vitE �15.4 �15.3 �9.0 �7.2
VitE:vitE �28.0 �24.4 �13.6 �10.2
Quercetin:quercetin �13.7a — — —

a From ref. 25 with B3P86-D2/cc-pVDZ (BSSE corrected).
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These effects would be even more enhanced in larger aggre-
gates, e.g., in nanodomains (lipid rafts). VitE has already been
experimentally shown to preferentially localize in lipid rafts.30

Aggregation and formation of domains have also been evidenced
at the membrane surface for catechin derivatives,31 but also inside
the bilayer for quercetin23 and curcumin.19

The average position of the non-covalent associations in the
membrane was also evaluated. No significant location difference
was detected between the antioxidants in the complexes and their
respective individual partners, except for quercetin:vitE. Indeed, in
these pairs, quercetin exhibited a probability density with two
peaks (Fig. 2B). Although 50% of the quercetin molecules remained
at a similar location to the individual molecules (1.7 � 0.2 nm),
50% were pulled deeper into the membrane (1.3 � 0.1 nm). This
latter location allows the quercetin:vitE pair to span a larger part of
membrane with respect to the non-interacting quercetin. This shift
towards the center of the membrane may increase the capacity
of quercetin to directly inhibit the propagation stage of LPO by
scavenging lipid peroxy free radicals, which may also contribute
to the synergetic effects.

We have presented a molecular insight into the synergism of
vitE, vitC and polyphenols. Our results showed that vitE can
reach vitC in the polar head group region of the membrane and
form associations that favor its recycling. Quercetin can readily
form non-covalent associations with vitE and vitC in mem-
branes, therefore enabling regeneration of vitE and mediating
vitE regeneration by vitC. The occurrence of such associations
should be systematically considered to support the research in
new cocktails of collaborative antioxidants.
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ABSTRACT: Cholesterol is a widely researched component of biological
membranes that significantly influences membrane properties. Human
cytochrome P450 3A4 (CYP3A4) is an important drug-metabolizing enzyme,
wherein the catalytic domain is attached to a membrane by an N-terminal
α‑helical transmembrane anchor. We analyzed the behavior of CYP3A4
immersed in a 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) membrane
with various amounts of cholesterol. The presence of cholesterol caused
ordering and thickening of the membrane and led to greater immersion and
inclination of CYP3A4 toward the membrane. Cholesterol also lowered the
flexibility of and tended to concentrate around membrane-immersed parts of
CYP3A4. Further, the pattern of the CYP3A4 active-site access channels was
altered in the presence of cholesterol. In summary, cholesterol in the
membrane affected the positioning and structural features of CYP3A4, which
in turn may have implications for the activity of this enzyme in various
membranes and membrane parts with different cholesterol content.

■ INTRODUCTION

Human cytochrome P450 (CYP) enzymes are involved in
biotransformation processes of endogenous compounds and
xenobiotics. Although they typically catalyze monooxygenation
reactions, their catalytic potential is more diverse.1,2 CYPs
attach to membranes of the endoplasmic reticulum (ER) and
mitochondria3 by an N-terminal anchor, and their catalytic
domains are partially immersed in the membrane.4−6 It has
been suggested that the membrane is not merely a passive
medium but may actively contribute to the biotransformation
processes by accumulation of nonpolar compounds.7−9 Such
compounds may also enter the CYP active site from the
membrane via the active-site access channels.5,6,9,10 The
behavior of CYP on a membrane may be affected by the
membrane composition and in turn the breathing (dynamical
opening/closing) of access channels.6,11 Moreover, CYP
activity is dependent on the presence of certain redox partners,
which attach to the membrane via transmembrane helices.12,13

Thus, it is important to gain a deeper understanding of the role
of membranes in the above-mentioned processes.
Direct structural insight into the behavior of membrane-

anchored enzymes is still very challenging for experimental
techniques. Until now, only NMR14,15 and linear dichroism16

measurements have been able to provide direct information on
the membrane attachment of CYPs. It took more than 10 years
after publication of the first X-ray structure of mammalian
CYP17 for the first crystal structure of CYP to be reported,
which showed a resolved N-terminal anchor but only applied to
outside the membrane environment.18 However, it has been

shown that missing information on the structural behavior of
CYP on membrane can be gleaned by molecular dynamics
(MD) simulations.6,11 As the membranes of mitochondria and
the ER are mainly composed of phosphatidylcholines, MD
studies have so far largely focused on lipid bilayers consisting of
unsaturated phospholipids, such as 1,2-dioleoyl-sn-glycero-3-
phosphocholine (DOPC)5,6 and 1-palmitoyl-2-oleoyl-sn-glyc-
ero-3-phosphocholine (POPC),9,11,19,20 and membrane-mim-
icking models.16 A recent study on membrane anchored
aromatase considered the more complex composition of the ER
membrane.21 However, to date, no systematic study into the
effect of membrane composition on the positioning of CYP has
been published.
The ER membrane comprises glycerolipids, such as

phosphatidylcholine (PC), phosphatidylethanolamine (PE),
phosphatidylinositol (PI), and phosphatidylserine (PS), as
well as cholesterol, cardiolipin, and sphingomyelin.22 Among
these lipids, cholesterol is known to significantly alter
membrane properties by (i) enhancing the stiffness,23 (ii)
decreasing lateral diffusion,24,25 (iii) causing “thickening” of the
membrane with increasing cholesterol content,26,27 and (iv)
increasing membrane ordering.28 The presence of cholesterol in
the membrane also affects solute partitioning between the
membrane and water29,30 and interactions with proteins.31 In
eukaryotes, the membrane content of cholesterol varies
depending on location: the smallest amount is present in the
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mitochondrial membrane (3 wt%, 6 mol%), followed by the ER
(6 wt%), whereas the largest amount occurs in the plasma
membrane (20 wt%).32 There is also some evidence that the
concentration of cholesterol is not homogeneous in membranes
and can be locally higher, i.e., in structures called lipid rafts,
where cholesterol may also interact with proteins.31,33,34 The
cholesterol gradient from the ER to the cell surface can also
regulate sorting of membrane proteins to their correct
membrane site.35 As cholesterol significantly influences
membrane properties, it is plausible that it may also affect the
structure, orientation, and dynamics of CYP on membranes and
in turn the interaction of CYP with its substrates. Recently,
Park and co-workers36 showed that individual CYPs differed in
localization in ordered and disordered membrane domains,
which had various cholesterol concentrations.
We conducted MD simulations to analyze the structure of

CYP3A4 attached to DOPC bilayers with various concen-
trations of cholesterol (0, 3, 6, 20, and 50 wt%). We chose
CYP3A4, as it plays a prominent role in the metabolism of the
more than 50% of marketed drugs and is the most abundant
CYP in human hepatocytes.37 CYP3A4 has a deeply buried,
large, and malleable active site,38−40 which can be occupied by
more than one ligand.41−43 It should be noted that cholesterol
acts as a CYP3A4 substrate, undergoing 4β-hydroxylation.44 On
the other hand, cholesterol also inhibits several CYP3A4
reactions in a noncompetitive manner.45 Our MD simulations
showed that the presence of cholesterol changes the orientation
and rigidifies the membrane-immersed parts of CYP3A4, which
could inhibit entry of lipophilic substrates directly from the
membrane.

■ METHODS
Structures. The structure of the catalytic domain of

CYP3A438 was taken from the Protein Data Bank (PDB ID
1TQN), and the N-terminal anchor, which was missing in the
X-ray structure, was added to the structure as an α-helix using
methodology described in detail elsewhere.6 We prepared five
lipid bilayers: one consisting of pure DOPC and four composed
of DOPC and various (3, 6, 20, and 50 wt%) concentrations of
cholesterol. CYP3A4 was inserted into the equilibrated bilayers
using the GROMACS tool g_membed.46 CYP3A4 anchored to
the bilayer was then immersed into a rectangular periodic box
and solvated by SPC/E47 explicit water molecules (∼30 000).
Counter ions were added to maintain a physiological
concentration of 0.1 mol/L in the water phase.
MD Procedure. All simulations were carried out with using

the Gromacs 4.5.4 program package.48 We used the Berger lipid
force field49 for the membrane, which was compatible with the
GROMOS 53a650 force field used for CYP3A4. The lipid
bilayer was initially simulated without protein for 200 ns. After
the protein was embedded in the membrane, all systems were
minimized with the steepest descent method, followed by
a short (10 ns long) MD simulation with positional restraints
applied on Cα atoms. Afterward, a 200 ns long MD simulation
of each system was carried out. Parameters of the MD
simulations were set as follows: integration time step, 2 fs with
the LINCS algorithm; Berendsen pressure coupling, semi-
isotropic Berendsen barostat with pressure 1 bar; isothermal
compressibility, 4.5 × 10−5 bar−1; and for temperature coupling,
V-rescale thermostat at 310 K with 0.1 ps time constant. The
long-range electrostatics was treated with the particle mesh
Ewald method, and a pair-list was generated with the group cut-
off scheme.

Analysis. As equilibration of systems with CYPs requires at
least 50 ns,6 the first 100 ns of the simulation was set aside for
equilibration of CYP3A4, and only data for the last 100 ns were
analyzed. For analysis of the membrane properties, we used
Gromacs tools.48 The heme tilt angle was defined as the angle
between the heme plane (defined by the heme nitrogens) and
the lipid bilayer normal, set as the z axis.6 Access and egress
channels51 were identified using the MOLE 2.0 tool52 with the
following setup: interior threshold and bottleneck radius, 1.0;
probe radius, 8.0; surface cover radius, 3.0; origin radius, 3.0;
and starting point located ∼3 Å above the heme iron atom
(distal side). Water molecules, hydrogens, ions, and membrane
atoms were not considered in this analysis. In total,
201 structural snapshots taken every 500 ps (of the last 100
ns) were analyzed. Identified channels were sorted according to
the nomenclature introduced by Wade and co-workers,53 with
the exception of channels 2a and 2f, which were united into one
channel (henceforth called 2af) because of their high structural
similarity.

■ RESULTS AND DISCUSSION
Addition of Cholesterol Changes the Basic Structural

Characteristics of a DOPC Membrane. The presence of
cholesterol altered the structure of the DOPC bilayer. DOPC
lipid bilayers were generally thicker in the presence of
cholesterol, with the headgroup−headgroup distance (D(HH))
changing from 4.2 nm in the case of a pure DOPC membrane
to 4.6 nm for a membrane containing 20 wt% cholesterol
(Table 1). The area per lipid (APL) decreased from 0.59 to
0.42 nm2. Density profiles also showed that the presence of
cholesterol increased the density of the lipid plateau region in
terms of the maximal density in the membrane headgroups but
did not alter the density in the middle of the membrane

Table 1. Mean Distances of Phosphate (dP), Cholesterol OH
Group (dOH), and Heme Cofactor (dheme) from the Bilayer
Center, Area Per Lipid (APL), Average Order Parameters of
Lipid Tails (S<CD>), Average Fraction of Gauche Bonds ( fg),
Heme and Transmembrane (TM) Helix Tilt Angles, and
Number of Amino Acid Residues (N) Buried in the
Hydrophobic Membrane Interior (below DOPC Carbonyls)

cholesterol content (wt%)

0% 3% 6% 20% 50%

Membranes without CYP

dP (nm) 2.1 2.1 2.1 2.3 2.2

dOH (nm) − 1.6 1.6 1.8 1.9

APL (nm2) 0.59 0.58 0.54 0.48 0.42

S<CD> 0.182 0.190 0.219 0.259 0.294

fg 0.157 0.156 0.154 0.150 0.147

Membranes with CYP

dP (nm) 2.0 2.1 2.2 2.3 2.1

dOH (nm) − 1.5 1.5 1.8 1.8

S<CD> 0.172 0.188 0.201 0.246 0.270

fg 0.156 0.154 0.152 0.148 0.144

dheme (nm) 3.8 ± 0.1 3.7 ± 0.1 3.5 ± 01 3.7 ± 0.1 3.5 ± 0.1

heme tilt
angle
(deg)

52 ± 8 59 ± 3 60 ± 4 69 ± 5 68 ± 4

TM helix
tilt angle
(deg)

8 ± 4 10 ± 4 11 ± 4 12 ± 5 9 ± 4

N 54 60 82 79 73
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(Figure 1). As the concentration of cholesterol was increased,
the cholesterol OH group shifted further from the membrane
center. All these findings are in agreement with previous
simulations25,54,55 and experimental data55 and confirm that the
force field used adequately represented the structural properties
of these mixed membranes. Thus, the membrane model was
considered valid and used to study the effect of cholesterol
content on CYP3A4 anchoring.

The presence of cholesterol also induced higher ordering of
the DOPC lipid tails (Figure 2). A pure DOPC membrane
comprises a diunsaturated lipid with a phase transition
temperature of ∼255 K56 and is therefore fluid at ambient
temperatures, as documented by the rather low mean order
parameter S<CD> of 0.182. Ordering of the lipid membrane was
found to increase with increasing cholesterol content, together
with a decrease in the fraction of gauche torsion angles of the
DOPC lipid chains (Table 1). Higher ordering (above ∼0.25)
can occur in a liquid-ordered lipid phase, which is generally a
cholesterol-rich domain.25,30,55,57

Cholesterol Interacts with the N-Terminal Anchor and
F/G-Loop of CYP3A4. The simulations showed that CYP3A4

was attached to the membrane by the N-terminal anchor helix,
which intersected the membrane, and its catalytic domain was
partially immersed in the membrane. The DOPC head groups
are pushed aside and DOPC molecules form a funnel-like shape
in the membrane occupied by the protein. The N-terminal helix
tilt angle, i.e., angle between the helix axis and bilayer normal,
was ∼10° and was rather insensitive to the cholesterol content
(Table 1). This angle is smaller than the transmembrane
anchor tilt angle of 17° recently measured by NMR on
CYP2B4 anchored to DMPC/DHPC bicelles,15 which makes
sense as the latter lipids have shorter tails and head-to-head
distance than DOPC.
The radial distribution function (RDF) of the anchor and

cholesterol centers of mass (COMs) showed that cholesterol
had some tendency to accumulate in the vicinity of the anchor
(Figure 3). Cholesterol also accumulated close to the immersed
F/G loop (Figure 4). The number of hydrogen bonds between
lipids and CYP3A4 rose with cholesterol content (Table S1)
and cholesterol had higher capacity to make hydrogen bonds to
membrane buried amino acids. Neither cholesterol nor DOPC
molecules penetrated into the protein and stayed in the
membrane. Fluctuations of the lipids around CYP were
massively reduced (Figure S2 in Supporting Information).

Orientation and Immersion Depth of CYP3A4 on
DOPC Membrane Is Affected by the Presence of
Cholesterol. The presence of cholesterol in the membrane
changed the penetration depth of CYP3A4 in the membrane.
Besides the mentioned N-terminal anchor, the F/G loop
(bearing F′ and G′ helices) was buried in the lipophilic
membrane interior of the pure DOPC membrane (Figure 5).
The β1 and β2-sheets, B/C loop, F and G helices, and tip of the
I helix interacted with the lipid head groups in same positions
as reported earlier.6 It is worth noting that despite some
differences in membrane immersion depths and orientations of
individual CYPs, all recent studies have consistently reported
insertion of the N-terminal, F′, and G′ helices into the
membrane interior,9,11,16,21 while the B/C loop and F and G
helices in CYP3A411 have been reported to interact with the
membrane. Figure 5 shows that with increasing content of
cholesterol, the F and G helices and B/C loop become
systematically sunk deeper into the membrane interior. The
number of amino acids in contact with the membrane (Tables 1
and S2 in Supporting Information) was the lowest in the pure
DOPC membrane and reached a maximum at 6 wt%
cholesterol content.
The orientation of the CYP3A4 catalytic domain with respect

to the membrane changed with the increasing content of
cholesterol in the DOPC membrane (Figure 6), as evaluated
from the heme tilt angle (see Methods for definition). The tilt
angle systematically increased from 52° in the pure DOPC
membrane to 68° in membranes containing 50 wt% cholesterol
(Table 1). It should be noted that the experimentally measured
tilt angle of CYP3A4 on POPC nanodiscs is (60 ± 4)°.16

A higher cholesterol content in the DOPC membrane led to
increased contact of the CYP3A4 catalytic domain with the
membrane, mostly in the vicinity of the F and G helices and
β‑finger (containing β4 and β5 sheets, and β4/β5 loop).
However, the secondary structural elements of the CYP3A4
catalytic domain did not significantly change with increasing
cholesterol content (Figures S1 and S3 in Supporting
Information).

Cholesterol Presence in the Membrane Alters Active-
Site Access Channels Openings. CYP3A4 active-site access

Figure 1. Density profiles of the studied membrane system (without
CYP). The membrane was averaged and considered to be symmetric.
However, for clarity, the partial densities of groups are shown for just
one leaflet.

Figure 2. Average order parameter S<CD> for the carbon atoms of
DOPC lipid tails calculated from MD simulations with varying
cholesterol concentrations.
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channels connected the active site to both membrane and water
phases because their openings were localized inside, on and
outside the membrane (Figure 7). The channels 2af, 2b, 2c
(around F/G loop), and 4 (through F/G loop) pointed toward
the hydrophobic membrane interior. The solvent channel (S;
between F, I helices and β-finger) and channels 2e (running

through B/C loop) and 3 (between F and G helices) were open
to the membrane/water interface. The water channel (W;
leading to the proximal side around B, C helices or B/C loop)
and channels 1 (among C, H, and L helices) and 5 (between K
and K′ helices) opened into the water phase. The positions of
these channels are in good agreement with previously published
data.5,6,9 The channels were hydrated and enabled traffic of
water molecules in/out CYP3A4 active site (Table S4).
The addition of cholesterol to the DOPC membrane

changed the pattern of channel openings. At low cholesterol
content (3 and 6 wt%), the water channel was closed and the
solvent channel open, but there were no significant changes in
the channels pointing to the membrane interior. Channels
leading deepest into the membrane, i.e., channels 2af and 2b,
closed when CYP was embedded into the cholesterol-rich
membrane (with 20 and 50 wt% cholesterol content). The
bottlenecks of membrane-exposed channels were narrower in
cholesterol rich membranes (Table 2). As well as closure of the
channels leading to the membrane, channels leading to the
membrane/water interface, such as channels 2e or the solvent
channel, opened. Channels leading toward the water phase
were highly hydrated (Table S4) and enabled traffic of water
molecules out/in CYP3A4 active site. A new channel, labeled 7,
whose opening pointed toward the water phase, was identified.
Channel 7 passed near the K helix and K/L loop to the
proximal side of CYP 3A4 (Figure S2 in Supporting
Information). The opening of this channel was caused by
subtle movement of the F/G loop and K and L helices.

Figure 3. Distribution of cholesterol in membranes. (A) Radial distribution functions of the COMs of DOPC and cholesterol with respect to the
transmembrane anchor. (B) Positions of cholesterol molecules (red) in membranes (yellow) with immersed CYP3A4 (gray); frames were taken
from 200 ns snapshots. (C) The same view but with CYP3A4 deleted for clarity; positions of the CYP3A4 anchor (black circle) and F/G-loop
(green) are shown. Cholesterol showed some tendency to concentrate close to the transmembrane anchor and F/G-loop.

Figure 4. Snapshot taken from MD simulation of CYP3A4 embedded
in 6 wt% cholesterol in DOPC membrane showing a typical view of
cholesterol molecules interacting with the N-terminal anchor (blue)
and F/G loop (green). Membrane phosphates are represented by
yellow spheres, cholesterol molecules within 5 Å of CYP3A4 by black
sticks and more distal cholesterol molecules by red sticks.
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Generally, conformational changes of channel lining amino
acid residues and small variations in arrangement of secondary
structural elements, which bear the channel lining amino acids
can cause channel opening/closing. The subtle movement of

the F/G loop toward the membrane and concurrent opening of
the K and L helix region in the CYP structures immersed in
membranes containing cholesterol lead to opening of the
channel 7. Solvent channel opening and closing was mostly
connected with the orientation of R212, which closed solvent
channel of CYP3A4 immersed to membranes with 0% and 3%
of cholesterol, whereas the channel was open in the membrane
containing 20% cholesterol.

■ CONCLUSION
We studied the effect of increasing the cholesterol content in
a DOPC membrane on the behavior of membrane-anchored
cytochrome P450 3A4 (CYP3A4). The presence of cholesterol
in the lipid membrane significantly changed the membrane
thickness, ordering, and diffusion. The position and orientation
of CYP3A4 on the membrane were also affected by the
cholesterol content. With increasing cholesterol concentration,
CYP3A4 was immersed about 0.4 nm deeper into the
membrane and was more inclined toward the membrane. In
addition, the contact area between the catalytic domain and
membrane increased. As a result, about 34% more CYP3A4
amino acids were in contact with the membrane. The presence
of cholesterol in the membrane also affected opening of the
active-site access channels, but the most pronounced changes
occurred for high (20 and 50 wt%) cholesterol concentrations.
One can hypothesize that the above-discussed changes might
also contribute to the noncompetitive inhibition of CYP3A4 by
cholesterol observed by Shinkyo and Guengerich.45 Our results
show that cholesterol content significantly influences the

Figure 5. Structural features of CYP3A4 in different membranes. The average B-factors (upper panel) along the protein chain show that the regions
in contact with water are the most flexible. The locations of residues differ with respect to the membrane composition (bottom): higher cholesterol
leads to more immersed CYP structures, especially in the B/C and F/G loop regions. The colors indicate CYP3A4 parts that are in direct contact
with the hydrophobic membrane interior (blue), interact with membrane head groups, i.e., between carbonyl groups and cholines (red), and contact
the membrane upper layer (green). The white regions indicate parts in contact with bulk water (cytosol).

Figure 6. Effect of cholesterol on the orientation of CYP3A4 in the
membrane. Structures of CYP3A4 catalytic domain have been
superimposed to highlight changes in the CYP34A orientation with
respect to the DOPC membrane. The membrane is represented by
spheres of phosphorus atoms (for clarity) and colored according to the
cholesterol content: 0 wt%, black; 3 wt%, yellow; 6 wt%, cyan; 20 wt%,
blue; and 50 wt%, green. CYP3A4 is shown as a cartoon with
transparent surfaces.
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structural features of a membrane-anchored enzyme, which in
turn may affect the substrate preferences and catalytic efficiency
of the respective membranes or membrane domains. The
described changes may influence biotransformation processes
in different membrane parts and various cellular compartments,
which differ in membrane composition and cholesterol content.
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Table 2. Normalized Frequency of CYP Channel Opening
(nfreq) and Average Radius (Rmax) of Bottlenecksa

aRmax values are colored according to their bottleneck radius, from
dark green for the most open to red for the most closed channels.
According to the Rmax and nfreq values, the most frequently occurring
channels were also the most open, whereas rarely observed channels
tended to have rather narrow bottlenecks. The last line shows the
correlation coefficients between nfreq and Rmax.
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■ ABBREVIATIONS

CYP, cytochrome P450; ER, endoplasmic reticulum; DOPC,
1,2-dioleoyl-sn-glycero-3-phosphocholine; POPC, 1-palmitoyl-
2-oleoyl-sn-glycero-3-phosphocholine; MD, molecular dynam-
ics; PC, phosphatidylcholine; PE, phosphatidylethanolamine;
PI, phosphatidylinositol; PS, phosphatidylserine; APL, area per
lipid; TM, transmembrane; DMPC, 1,2-dimyristoyl-sn-glycero-
3-phosphocholine; DHCP, 1,2-diheptanoyl-sn-glycero-3-phos-
phocholine; CHOL, cholesterol; RDF, radial distribution
function; COM, center of mass
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Navrat́ilova,́ V.; Banaś,̌ P.; Ionescu, C.-M.; Otyepka, M.; Kocǎ, J.
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Market́a Paloncyóva,́† Katerǐna Vav́rova,́‡ Žofie Sovova,́† Russell DeVane,§ Michal Otyepka,†

and Karel Berka*,†

†Regional Centre of Advanced Technologies and Materials, Department of Physical Chemistry, Faculty of Science, Palacky ́ University
Olomouc, tr.̌ 17. listopadu 12, 771 46 Olomouc, Czech Republic
‡Skin Barrier Research Group, Faculty of Pharmacy in Hradec Kraĺove,́ Charles University in Prague, Heyrovskeh́o 1203, 500 05
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ABSTRACT: Ceramides are indispensable constituents of the
stratum corneum (SC), the uppermost impermeable layer of human
skin. Ceramides with shorter (four- to eight-carbon acyl chains)
fatty acid chains increase skin and model membrane permeability,
while further shortening of the chain leads to increased resistance to
penetration almost as good as that of ceramides from healthy skin
(24 carbons long on average). Here we address the extent to which
the atomistic CHARMM36 and coarse-grain MARTINI molecular
dynamics (MD) simulations reflect the skin permeability data. As a
result, we observed the same bell-shaped permeability trend for
water that was observed in the skin and multilayer membrane
experiments for model compounds. We showed that the enhanced
permeability of the short ceramides is mainly caused by the disturbance of their headgroup conformation because of their
inability to accommodate the shorter lipid acyl chain into a typical hairpin conformation, which further led to their destabilization
and phase separation. As MD simulations described well delicate structural features of SC membranes, they seem to be suitable
for further studies of the SC superstructure, including the development of skin penetration enhancers for transdermal drug
delivery and skin toxicity risk assessment studies.

■ INTRODUCTION

Ceramides (Cer) are key constituents of the skin barrier
protecting our bodies against water loss and the entrance of
undesirable chemicals from our environment.1 As such, skin
and especially its uppermost layer, stratum corneum (SC), are
vital for maintaining stable conditions in the human body. Cer
are sphingolipids, which in skin usually contain long saturated
tails. Unlike phosphatidylglycerols, typical for cell membranes,2

the Cer headgroup is rather small and serine-based, forming a
network of hydrogen bonds.3,4 Also, pure Cer in aqueous
solution does not form fluid bilayers but rather V-shaped gel
phase lipid membranes of Cer or even lipid crystals,5,6 or
spongelike structures that are dependent on the level of
hydration and temperature.7 SC lipid mixtures also contain
almost equimolar amounts of free fatty acid (FFA) and
cholesterol (Chol) and other minor constituents.3 These lipids
form highly ordered and weakly permeable membranes.8 This
unusual membrane composition with a high Cer content is
essential for maintaining the skin barrier function.9

The permeability of SC lipid membranes depends strongly
on the Cer composition of these membranes.10 An increased

fraction of Cer with shorter fatty acid chains [with
approximately 16 carbons (16C)] and a decreased amount of
Cer with a typical fatty acid chain of around 24C (long Cer) is
one of the signs of several skin diseases [apart from variations
in Cer subclasses (for a review, see ref 11)], such as atopic
dermatitis, psoriasis, or ichtyoses,12−16 and leads to an
increased water loss and a reduced level of protection from
allergens, pollution, and other xenobiotics. The permeability
properties of the skin can be mimicked by model lipid
membranes.17 In a recent study that aimed to elucidate the role
of Cer chain length, it was shown that short Cer (4−8C) alone
significantly increases skin permeability with maxima at 4−6C
acyl.18 Such substantial changes in Cer acyl chain length are not
encountered in diseased skin; however, understanding the chain
length-dependent permeability would be interesting, in
particular because Cer with 6C acyl are frequently used as
easier-to-handle Cer mimics. However, both theoretical and
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experimental studies of the mechanism of such increased skin
permeability seem to be complicated by the complexity of the
skin composition and structure.
To reveal the effect of Cer acyl chain length on the SC lipid

barrier, Školova ́ et al.19 prepared model membranes consisting
of equimolar mixtures of CerNS (N-lignoceroylsphingosine) or
its shorter analogue, lignoceric acid (most abundant FFA in
SC), and Chol with addition of a small amount of cholesterol
sulfate. The lipid mixtures arranged themselves into multilayer
membranes with a nontrivial bell-shaped permeability trend
with the highest values for short Cer containing fatty acid
chains with around 4−8C that was similar to the trend found in
SC.18 Because the trend was reproduced well in the SC model
multilayer membranes experimentally,19 it would be valuable to
gain insight into this phenomenon by modern molecular
dynamics (MD) simulations on a simple bilayer model.
MD simulations allow studies of complex systems simulta-

neously at atomistic and subpicosecond resolution, which is not
possible using any of the experimental techniques. Most of the
initial MD studies20,21 on lipid membranes were performed on
fluid phosphatidylcholine bilayers, representing cell mem-
branes, but until now, only a limited number of studies have
focused on peculiarities of the simulations of gel phase
membranes similar to the SC membrane.8,22 As the structure
of the SC membrane is still not entirely known, most recent
simulation studies focused on the structural properties of
bilayers containing one or more SC components, e.g.,
Cer,5,23−26 while only recently were the first attempts to
analyze SC multilayer superstructure performed.27,28 One of
the main struggles in gel phase membranes is its rigidity, which
increases the computational costs of such simulations. As the
analysis of the penetration through the membrane requires
even greater computational resources,29,30 it is not surprising
that there are just a handful of MD simulations trying to
analyze the penetration through the Cer-containing gel phase
membrane.8,31−33 Although the representation of the SC
multilayer membrane by a Cer SC-like bilayer is a crude
simplification, the penetration through the artificially built gel
phase bilayer alone was shown to impose a barrier for
penetration much higher than that of a fluidic cell-like
membrane.8 The major questions here are whether MD
simulation would be capable of capturing the permeability
trend and if a bilayer is a sufficient model for analyzing skin
permeabilities of more complex lipid multilayers such as skin.
In this paper, we rationalized the bell-shaped relationship

between Cer acyl chain length and the permeability of the SC
lipid membranes at the atomistic and coarse-grain (CG) level
using MD simulations. MD results depend heavily on a chosen
force field (FF). The atomistic CHARMM36 FF for
phosphatidylglycerols34 was shown to reproduce well the
available experimental properties.35 However, this study is
one of the first tests of the newly developed CHARMM36 FF
for sphingolipids and Cer in particular.36 Membranes are also
being more frequently studied using a coarse-grain force field,
such as MARTINI,37 where typically a foursome of heavy
atoms is replaced by so-called beads. This reduction of particles
leads to a large acceleration of the simulations. As new
MARTINI-compatible force field parameters for Cer were
developed recently,7 we also decided to compare their ability to
describe physicochemical properties of Cer bilayers with the
results of atomistic simulations. Because experimental inves-
tigation of Cer mixtures showed phase separation to Cer-rich,
FFA-rich, and Chol domains, we modeled not only the mixture

of the major components but also pure FFA and pure Cer
bilayers. Finally, we monitored the structural parameters of the
bilayers as well as the conformations of Cer that play a crucial
role in the resulting permeability.

■ METHODS
We prepared bilayers of equimolar mixtures of ceramide NS
[with appropriate chain lengths from the shortest Sph and Cer2
through short Cer with C4−C10 until long Cer with C12−C24
(see Figure 1)], lignoceric acid [free fatty acid (FFA)], and

cholesterol (Chol) and bilayers composed of a mixture of Chol
and FFA (NoCer), which correspond to the experimental
compositions of Školova ́ et al.19 Though the experimental
measurements were performed on either multilayers or
monolayers of lipids, we studied their properties by lipid
bilayer models. Also, a CG simulation suggested the formation
of a spongelike phase7 instead of bilayers separated by water
layers. However, this phenomenon cannot be seen in a small
simulation box with a single bilayer hydrated with a thick layer
of water. To better mimic experimentally observed conditions,
as a phase separation of Cer-rich regions has been
experimentally proposed,19 we prepared pure bilayers com-
posed of only Cer and a bilayer composed of only FFA (FFA)
to mimic Cer-rich and FFA-rich phases. In addition to focusing
on the Cer studied experimentally,19 we also conducted
simulations using other chain lengths in the series.
Topologies for ceramide NS (Cer) and Chol were derived

from sphingomyelin parameters in the CHARMM3634,36,38

format and are presented in the Supporting Information.
Topologies for Cer with shorter lipid chains were adjusted by
removing the aliphatic middle atoms of the 24:0 chain. The
topology of uncharged FFA was prepared by combining the
acyl chain parameters from Cer and the acetic acid headgroup
of the CHARMM General Force Field (cgenff).39 All
parameters were then transferred into GROMACS format
and are presented in the Supporting Information.
Both mixed and pure bilayer structures were obtained using

an in-house membrane builder. The pure bilayers contained
128 lipids arranged in a fully hydrated lipid bilayer with TIPS3P
water. The mixed membranes contained an equimolar mixture
of 108 total lipid molecules equally distributed into a fully
hydrated bilayer with at least 20 waters per lipid. The hydrated
membranes were then equilibrated, and the remaining water
was removed from the membrane core.

Figure 1.Molecular components of the lipid bilayers used in this study
with abbreviations of the ceramide (Cer) analogues and free
sphingosine (Sph). An asterisk denotes the position of the cis double
bond in the Cer18:1 fatty acid tail.
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All atomistic MD simulations were performed using the
GROMACS 5.0 simulation package.40,41 The simulations were
performed under periodic boundary conditions in all directions
with a 2 fs time step, using the Nose−́Hoover thermostat
method42,43 and semi-isotropic pressure (1 bar) coupling using
the Parrinello−Rahman barostat method.44 As used also
previously35 for the CHARM36 force field, van der Waals
interactions were switched off to zero between 0.8 and 1.2 nm
distances of interacting atoms and electrostatic interactions
were treated by particle mesh Ewald from 1.2 nm.
For isothermal simulations, we performed 500 ns simulations

at 310 K for both mixed and pure bilayers. After initial
equilibration (50 ns), the systems reached stable properties,
and we analyzed the macroscopic structural properties of the
bilayers, such as area per lipid and membrane thickness
(defined as the distance between the highest density of nitrogen
atoms); we also monitored deuterium order parameters of acyl
tails (S⟨CD⟩, by standard GROMACS tool g_order). Further, we
evaluated the water content in the middle of the pure Cer
membranes and Cer headgroup organization.
As the lipid phase is directly related to the area per lipid

(APL),45 we evaluated the stability and phase transitions of the
membranes based on the variation in area per lipid during
heating. We let the bilayers equilibrate for 20 ns at 300 K and
then heated them gradually to 400 K over the next 180 ns. We
are aware of the high rate of heating (0.56 K/ns); therefore, we
took into account only large and irreversible changes in the area
per lipid versus temperature slope.
For coarse-grain (CG) simulations using the MARTINI-

compatible force field,37 we also prepared fully hydrated (at
least 28 water beads per lipid; each water bead represents four
water molecules) bilayers consisting of 512 Cer. These bilayers
were constructed using the insane.py script (freely available at
http://md.chem.rug.nl/cgmartini). For full length Cer, we used
our recently introduced CG parameters,7 while for the short
Cer, topologies were derived by shortening the C24 acyl tail.
The acyl tail of oleoyl-Cer was mapped in the same manner as
the sn-2 tail of POPC.37 CG systems were denoted with the
same system as in all atom simulation, CerNCG, where N
stands for the number carbon atoms that would correspond to
the number of carbons in an all atom representation. Thus,
Cer4CG corresponds to (atomistic) Cer4 and has one CG
bead, Cer24CG corresponds to Cer24 and has six CG beads,
etc. All CG simulations were performed using the GROMACS
4.0.7 simulation package.40 Systems were relaxed by 1000 steps
using steepest descent geometry optimization followed by a
series of short NVT and NPT MD simulations (1000 steps
each) with increasing time steps of 1, 2, 5, and 10 fs. Finally, a
30 fs time step was used for production simulations (6 μs for
each system) at 310 K with separate velocity-rescaling
thermostats46 for Cer and water and Berendsen pressure
coupling47 (105 Pa) with the compressibility set to 4.6 × 10−10

Pa−1. van der Waals interactions were shifted to zero between
0.9 and 1.2 nm, and Coulombic interactions were not
considered. Pair lists were updated every 10 steps. Analyses
of the last 5 μs of simulations were performed using standard
GROMACS tools. APL and membrane thickness were
computed as described previously.48 The order parameter SCC
was computed using the do-order.py script (freely available at
http://md.chem.rug.nl/cgmartini). The conformations of Cer
were determined on the basis of the angle between the terminal
tail beads and the H1 headgroup bead (containing a nitrogen
atom).

■ RESULTS
The Area per Lipid and Membrane Thickness Depend

on Ceramide Chain Length. We analyzed the macroscopic
structural parameters of Cer bilayers and observed an increase
in the bilayer volume with an increasing Cer chain length
(Figure 2). The chain length and area per lipid (APL) are

initially linearly correlated in pure bilayers; APL grows from
Sph (0.28 nm2) to Cer8 (0.50 nm2 for both Cer8 and Cer10).
However, further elongation does not lead to an additional APL
increase (Cer12 and longer Cer all have similar APLs of ∼0.46
nm2), but rather to an increase in membrane thickness for a
pure bilayer (Figure 2). Pure bilayers have the smallest bilayer
thickness at Cer8 (2.0 nm), whereas shortening or lengthening
the chain leads to an increase in bilayer thickness. The APL
from CG simulations nicely fits the atomistic simulation for
pure bilayers with the exception of Cer18:1 (Figure S8 of the
Supporting Information). In mixed bilayers, the thickness
decreases from FFA (4.9 nm of the bilayer) to Cer6 (3.5 nm).
From Cer6, the bilayer thickness grows with lipid chain length
to Cer24 (4.5 nm). A double bond in Cer18:1 increases APL
and decreases DHH. APL values of Cer4−Cer8 show larger
fluctuations (Figure S1 of the Supporting Information). In
mixed bilayers, both APL and bilayer thickness are less
dependent on the chain length than in the case of pure
bilayers. Further, in mixed systems, the APL is almost constant
above Cer6 (∼0.33 nm2).

The Lowest Level of Ordering Was Observed in Cer6
and Cer8 Membranes. We also analyzed average deuterium

Figure 2. Area per lipid (top), bilayer thickness (middle), and volume
per lipid (bottom) of pure (black line with squares) and mixed (red
line with dots) Cer bilayers. The area per lipid is compared to the
experimental area per lipid of the monolayer mixture at 20 mN/m
from ref 19 (top, blue circles) and to CG pure systems (blue
triangles). NoCer stands for a membrane composed of only FFA and
Chol; FFA is composed of only FFA.
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order parameters [S⟨CD⟩ (see the Supporting Information for
the proper definition)] of the lipid tails and observed lower
S⟨CD⟩ in bilayers with short Cer (Figure 3). Overall, the S⟨CD⟩

values of sphingosine chains were lower in pure bilayers than in
the mixed bilayers, which was also affected by a smaller tilt
angle in mixed bilayers (Figure S2 of the Supporting
Information). In the case of pure lipid bilayers, we observed
the lowest S⟨CD⟩ for Cer2−Cer6 (∼0.14) and in mixed bilayers
for Cer6 and Cer8 (0.27). We analyzed the S⟨CD⟩ for FFA in the
mixed system, and here we observed the lowest S⟨CD⟩ for Cer8
and Cer10 membranes [0.22 (Figure 3 and Figure S3 of the
Supporting Information)]. The order parameters of the plateau
region of FFA in the Cer24 mixture go to ∼0.4, which agrees
with experimental findings for stearic acid in a Cer mixture
(∼0.4).49 The pure FFA bilayer was also significantly ordered,
with ordering and tilt angles similar to those of the pure Cer24
bilayer (tilt angles of ∼27° and ∼24° for FFA and Cer24
bilayers, respectively). Increasing or decreasing the chain length
below six or above eight carbons leads to an increase in the
order parameters for both FFA and Cer24.
Ceramides Undergo a Phase Transition toward a

Nonlamellar or Liquid-Disordered Phase. We monitored
the temperature dependence of APL and evaluated the phase
behavior based on the changes in APL while heating the
simulation system. Experimentally, Cer24 exhibits two phase
transitions, from an orthorhombic gel to a hexagonal gel phase
at ∼333 K and from a hexagonal gel phase to a disordered
phase (liquid crystalline, LQ) at ∼371 K.18 However, while the
transition between the orthorhombic and hexagonal phases is
visible in FTIR spectra as a disappearance of the splitting of

methylene scissoring or rocking band, the experimental APL
measurement for that phase transition is almost unchanged,50

and therefore, we focused on large changes in APL trends
showing more visible transitions. The phase transition temper-
ature between the gel and LQ can be visible during the
evolution of APL during heating scans of simulated lipid
bilayers, while it is impossible to read it from cooling scans of
the same samples.51 In our simulations in pure Cer bilayers,
long Cer [Cer24, Cer18:1, and Cer12 (Figure 4)] show a steep
enlargement of APL, indicating gel → LQ phase transitions. As
the Cer tails become shorter, transition temperatures become
lower, as well. Note also that in our case the system is heated
throughout the simulation quite quickly (0.56 K/ns), resulting
in a nonequilibrium simulation, unlike in the case of isothermal
simulations. This leads to large APL fluctuations, and therefore,
we can evaluate only permanent and sharp changes in the APL
versus temperature scans and use them for approximate
predictions of the phase transition temperature; however, we
are unable to describe all possible transitions, e.g., ortho-
rhombic → hexagonal gel phase transitions. Sph and short Cer
[Cer6 and Cer8 (Figure 4)] show rather complex behavior; the
APL of rather disordered bilayer even at low temperatures is
gradually growing with increased temperature with several steps
and drops that cannot be significantly evaluated because of the
nonequilibrium conditions. Above ∼380−390 K, the bilayers
lose their lamellar structure. This is, however, not the case for
Cer2 and Cer4, which seem to be more stable than Cer6 and
Cer8 (though Cer4 seems to be less stable than Cer2). In a
manner consistent with the known ability of cholesterols to
broaden the phase transition,52 we observed continuous growth
of the APL with temperature for Cer mixtures with no
irreversible transitions as observed for pure Cer (Figure S4 of
the Supporting Information). In all, the most unstable systems
were formed with pure Cer4, Cer6, Cer8, and Sph.

Water Penetrates inside Pure Ceramide Membranes.
During the free simulations, a significant amount of water
molecules spontaneously penetrated into the pure short Cer
bilayers but not in the mixed membranes. The water content of
pure Cer bilayers increased with chain length from Sph to Cer6
and dropped again for Cer8 (Figure 5). Water molecules
penetrated as funnel-like strings forming a semipore reaching
the middle of the bilayer (Figures 6 and 7). Very few water
molecules penetrated into long Cer bilayers. However, in the
case of a water drop artificially formed in the middle of the
membrane during the equilibration step, this drop stayed

Figure 3. Average deuterium order parameters calculated for
sphingosine chains of Cer (left) and FFA in the mixtures (right).

Figure 4. Dependence of area per lipid on temperature in pure Cer membranes (only experimentally studied lipids are shown for the sake of clarity).
The steep increase in area per lipid in the left panel shows a gel−liquid crystalline transition. The strong decrease in the right panel in Sph, Cer6, and
Cer8 shows a transition toward a nonlamellar phase.
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trapped in the membrane of long Cer but was repelled when
the membrane formed in short Cer (these data were not
included in water content analysis). The density of water in the
middle of pure Cer membranes corresponds closely to the
permeability of these membranes to small hydrophilic
molecules.

Longer Aliphatic Chains Interdigitate in the Mem-
brane Core. At the atomistic level, we observed interdigitation
of FFA or long Cer chains in the bilayer core (Figures 7 and 8).
Pure Cer with shorter chains (from Sph until Cer10) formed
disordered layers. The long lipids (from Cer12 up) formed
highly ordered gel bilayers with significant chain interdigitation,
resulting in a flexible disordered region in the bilayer center.
The significant exception to the trends here is the FFA system;
FFA molecules are not interdigitated and are highly ordered
across the whole membrane region (Figure 8 and Figure S5 of
the Supporting Information). In mixed bilayers, short Cer
formed two ordered layers separated by a disordered region
composed mostly of FFA tails in the membrane center. Cer
chains are localized either in headgroups [shorter chain (see the
next paragraph)] or in ordered layers (longer chains,
sphingosine chain). Cholesterol is also located mostly in the
ordered layers. The NoCer system is arranged in a similar way;
both bilayer leaflets are organized and composed of FFA and
Chol and are separated by a disordered region composed of
interdigitated FFA chains. Elongation of Cer leads to
incorporation of Cer chains into the middle FFA tail rich
disordered layer, thus ordering it.

Shorter Ceramide Tails Are Oriented into the Head-
group Region. A detailed analysis of the angles between
terminal methyl carbons and nitrogen in headgroups showed
significant conformational changes depending on the chain
length. In well-ordered long Cer bilayers, the angle between the
tail carbons is ∼17° (Figures 8 and 9 and Table S1 of the
Supporting Information). Decreasing the acyl chain length
below 10 carbons leads to a significant increase in this angle,
and the shorter acyl chains are then oriented into the
headgroup area instead of being incorporated into the lamellar
lipid structure. This is consistent in both pure and mixed Cer
bilayers.

■ DISCUSSION

Pure Ceramide Bilayers Are More Sensitive to Acyl
Chain Length Than Mixed Systems. In our model
simulations of pure bilayer systems, long Cer are highly
ordered while short Cer adopt a more disordered phase. When
initially arranged into the bilayer, the most abundant Cer in the
human SC (Cer24) forms an ordered bilayer with a dry
interior, tilted lipid chains, and a sharp boundary between Cer

Figure 5. Water content in the middle of the membrane (black bars)
compared to experimentally measured flux of theophylline (red bars)
from ref 19.

Figure 6. Snapshots of water penetrating into the membrane in a pure
Cer6 bilayer. Cer6 is colored yellow. Nitrogens are colored blue. Bulk
water is shown as gray dots. Water molecules in contact with Cer are
shown as white and red spheres.

Figure 7. Snapshots of Sph, Cer2, Cer6, and Cer24 membranes. In
Cer6, the water penetrating into the middle of the membrane is visible,
while the Cer24 bilayer “stayed dry”. The Cer6 membrane has
significant undulation, while Sph and Cer2 are flatter. The gray dots
represent water molecules; the yellow background displays the
membrane, and some (not all) Cer molecules are shown as sticks.

Figure 8. Membrane composed of pure FFA (left) and mixed membranes composed of Cer4, Cer6, and Cer24 (blue) with Chol (orange) and FFA
(red). In Cer4, the middle of the membrane is formed almost entirely with FFA, and Cer chain elongation leads to an increasing level of
interdigitation of Cer tails.
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and water (Figure 7). In agreement with previous studies, the
part of the bilayer occupied by both lipid tails is highly
ordered,8,24 while the middle layer formed by interdigitated Cer
acyl chains is disordered. Shortening of Cer acyl chain leads to
more disordered membranes with significant undulation at 310
K and lower order parameters (Figure 3), affected by a
significant tilt angle (Figure S2 of the Supporting Information).
The decreased ordering was also experimentally observed on
Cer6, Cer8, and Cer12 using FTIR spectra of pure Cer; the
typical orthorhombic packing was not observed in those
experiments.18 The disordered regions were also reported
experimentally in Cer/FFA/Chol/CholS mixtures, where short
Cer showed larger portions of disordered phase content
probably located in phase-separated Cer-rich domains.19

Though the preference of short Cer for the disordered phase
has been repeatedly reported,19,53 the phase transition temper-
ature (Tm) experimentally measured for short Cer is interpreted
as the gel → liquid crystalline phase transition. We suggest here
the reconsideration of this interpretation, as the short Cer may
be as well in the disordered or partially disordered phase at
body temperature.
The adoption of the disordered phase is mainly caused by

arrangement of a shorter lipid chain. When inspected in
simulations, short Cer are not present in a hairpin orientation,
but they are more likely arranged in an L shape or even an
extended-like conformation (Figure 9 and Table S1 of the
Supporting Information). The elongation of the acyl chain
arranged in an L shape leads to an increase in the APL, while
the hairpin-oriented Cer all possess similar APL values (Figure
2 and Figure S8 of the Supporting Information for the CG
model). Though we did not observe long Cer arranged in an
extended conformation, they might be arranged in this way in
multilayers or crystals with slightly different structural proper-
ties, such as the lamellar repeat distance. When heated, long
Cer go through a phase transition from the gel phase to the
liquid crystalline phase, while the shorter ones collapse into a
nonlamellar phase (Figure 4). Overall, pure Cer membranes are
very sensitive to Cer chain length.
The addition of Chol and FFA stabilizes Cer bilayers and

makes them less sensitive to the length of the Cer chain. The
APL of mixed bilayers is lower than those of pure bilayers
(Figure 2), with the only exception being Sph bilayers that
possess the same APL as the NoCer mixture (FFA and Chol).
On the other hand, bilayer thickness is larger in mixed bilayers
than in pure ones. The development of APL during heating is
more complex in mixed bilayers (Figure S4 of the Supporting
Information); however, no nonlamellar transition was observed

for any of the systems. The behavior of Cer mixtures is in
agreement with former studies of cholesterol and phosphati-
dylcholines, where increases in order parameters and broad-
ening of the phase transition were also observed.54 However,
increasing the S⟨CD⟩ and bilayer thickness is here mostly caused
by a reduction in the tilt angle of Cer in mixed system (Figure
S2 of the Supporting Information) and not by ordering of the
bilayer, though visually, the pure bilayers are more ordered
(Figures 7 and 8). The NoCer system also formed an ordered
bilayer (Figure 3), but in the simulations of mixtures, FFA
arranged into ordered leaflets and their tails formed a
disordered mobile region in the bilayer core. This is in contrast
with FTIR spectra that show a high degree of order for FFA
even in the most permeable membranes19 and supports the
experimental observation of phase separation. The FTIR
spectra are in agreement with the FFA bilayer that formed a
highly ordered, tilted layer (Figure 8 and Figure S5 of the
Supporting Information). Because of time and size limitations,
mixture simulations did not reproduce the phase separation
experimentally expected. Consequently, from the atomistic
simulation point of view, a mixed bilayer is not the best model
for experimental Cer/FFA/Chol/CholS mixtures. Two in-
dependent models, including (1) impermeable FFA or NoCer
bilayers and (2) a permeable pure Cer bilayer, better capture
the experimental behavior.

The Incorporation of the Shorter Acyl Chain into the
Headgroups Destabilizes Short Cer Bilayers. We observed
that the permeability of small hydrophilic molecules through
multilayers of Cer mixtures could be successfully modeled by a
pure Cer bilayer. One would expect that the mixed lipid bilayer
should reproduce theophylline/water penetration in mixed
experimental systems, but no water penetrating into those
bilayer models was observed. The phase separation, as was
discussed in the previous section, suggests different interactions
of molecules with various membrane phases. We monitored
water molecules spontaneously penetrating into pure Cer
bilayers and observed good correlation with the experimental
flux of the small hydrophilic molecule theophylline (Figure 5).
Small hydrophilic molecules permeate via free volume
diffusion,55 and we suggest that theophylline uses a mechanism
similar to that of water; also, a mild correlation of the
permeation of theophylline and TEWL was observed
previously.56 Moreover, theophylline permeation might be
directly influenced by the presence of water in the membrane.
The different permeability and quantity of water inside short
Cer (Cer4−Cer6) membranes stem from a different structural
organization.

Figure 9. Most populated angles between terminal methyls of Cer chains and nitrogen (left) and angle distribution plots (right; only some of the
Cer are shown) are very similar for both pure (displayed) and mixed membranes.
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The major contribution for the permeability of the
membrane for hydrophilic molecules seems to be the
conformation of lipids in the headgroup area driven by the
length of the acyl tail. The significant conformational changes
that we observed in this region result in a lower phase stability
(Figure 4) and a higher permeability for water (Figure 5).
While all long chain Cer molecules are in the hairpin
conformation with a narrow peak in the terminal carbon
angle distribution (Figure 9 and Table S1 of the Supporting
Information), a decrease in the acyl chain length leads to
broadening of the angle distribution and the acyl chain is
oriented in the headgroup region (Figures 7−9). Similar
behavior was previously observed in oxidized PC membranes,
where it was linked with increased water permeability as well as
enhancement of formation of water defects and pores.57

Naturally, such a disturbance also influences the stability of
the bilayer (Figure 4). We observed a nonlamellar transition for
Sph, Cer6, and Cer8 and a drop in the APL in Cer4. The lower
stability of these membranes also results in a lower energy
barrier for their disturbance by a permeating substrate, which
can be hypothesized as a local membrane phase transition
event.
The permeability of lipophilic molecules is proposed to

follow lateral diffusion in the membranes55,58 and is also
affected by the mobility or ordering of membrane lipids. A
correlation between the order parameters of lipid chains and
permeability was found for phosphatidylcholine mixtures with
cholesterol,45 and we can assume a similar relationship in Cer:
the higher the order parameters, the lower the permeability.
The lowest order parameters were found for Cer6 and Cer8 in
mixed systems and also for Cer6 in the pure system (Figure 3)
and reflect well the most permeating systems.
MD Simulations with Used Force Field Parameters

Reproduce Well Experimental Properties of Cer. We
focused here on the ability of MD simulations to capture the
trend of different permeabilities of Cer with varying tail lengths.
The APL, trends in S⟨CD⟩, or spontaneous water permeability
reproduces well the experimentally observed properties (for
more discussion of FF issues, see the Supporting Information).
Though the only difference between the systems is the length
of one acyl chain, the crucial differences appeared to be
localized mainly in the headgroup conformation. The input
parameters (FFs) of the headgroups were identical in all
simulations in the respective force fields and appeared to be
capable of modeling hairpin, L shape, and extended Cer
conformations. As multiple experimentally derived SC models
have been published and all of them have been based on a
multilayer structure, this can be crucial for such modeling. For
example, the Norleń59 and Kiselev60 models consider the
extended conformation of Cer as a crucial connection between
the SC layers. Moreover, the water spontaneously penetrating
into pure Cer reflects very precisely the experimentally
observed permeabilities of theophylline. From knowledge
gained by comparison of experimentally observed permeabil-
ities and simulated properties, we can assume that Cer10 (not
studied by experiment) will still belong to more permeable Cer,
while all other long Cer possess strong barrier properties.
Together, MD simulations with MARTINI and CHARMM36
FF appeared to be very effective for SC superstructure and
CHARMM36 FF also for the permeability studies.

■ CONCLUSION

In this paper, we rationalized in the atomistic resolution the
increased permeability of model skin lipid membranes
composed of short Cer. Though the experimental observations
are performed on model mixture multilayers, we focused on the
ability of the MD simulation to model their properties by
simple bilayers. In our simulation models composed of either
lipid mixtures or pure Cer arranged into bilayers, we observed
that the shorter Cer chains do not incorporate into the lipid
chain matrix of the bilayer but instead reside in the membrane
headgroup region. Their shorter chains disrupt the close
packing that is typical for the skin lipids. Consequently, they
influence the area per lipid, lipid ordering, mobility of lipid
atoms, phase stability of the bilayer, and bilayer permeability.
The experimental evidence of the preference of shorter chain
Cer for the disordered phase has been also observed,19,53 and
here we present a similar theoretical proposal. Therefore, we
suggest a reconsideration of this experimental interpretation as
the shorter chain Cer (Sph-Cer10) may be present in a phase
more disordered than previously thought as they have a weaker
preference for hairpin conformation typical for Cer bilayers
mimicking gel phase membranes. The crucial property of the
disturbing chain appeared to be its length. Although the
shortest Cer (Cer2) chains reside more in the headgroup
region, they are not long enough to sufficiently disturb the
membrane structure to allow increased permeability. With
increasing lipid chain length, this disturbance grows until the
hairpin conformation prevails. The short Cer (Cer4, Cer6, and
Cer8) are then shown to be the most permeable in agreement
with the experiment with addition of Cer10, which was not
studied by experiment, while this effect was more pronounced
in pure Cer membranes effectively modeling the effects of
experimentally observed phase separation. We believe that
knowledge of the relationship between lipid composition and
arrangement and, consequently, the permeability of the skin
lipid barrier will bring another perspective to our understanding
of skin diseases such as atopic dermatitis, psoriasis, or
ichthyoses. This knowledge should also extend to toxicological
risk assessment and more rational development of barrier repair
strategies. Finally, more mechanistic knowledge of permeation
through the stratum corneum lipids would be beneficial in the
field of transdermal/topical drug delivery, including permeation
enhancing strategies.
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Simulations of Skin Ceramide NS with Newly Derived Parameters
Clarify Structure of Melted Phase. J. Phys. Chem. B 2015, 119, 3988−
3998.
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(30) Paloncyóva,́ M.; Berka, K.; Otyepka, M. Convergence of Free
Energy Profile of Coumarin in Lipid Bilayer. J. Chem. Theory Comput.
2012, 8, 1200−1211.
(31) Notman, R.; den Otter, W. K.; Noro, M. G.; Briels, W. J.;
Anwar, J. The Permeability Enhancing Mechanism of DMSO in
Ceramide Bilayers Simulated by Molecular Dynamics. Biophys. J. 2007,
93, 2056−2068.
(32) Das, C.; Olmsted, P.; Noro, M. Water Permeation through
Stratum Corneum Lipid Bilayers from Atomistic Simulations. Soft
Matter 2009, 5, 4549−4556.
(33) Notman, R.; Anwar, J.; Briels, W. J.; Noro, M. G.; den Otter, W.
K. Simulations of Skin Barrier Function: Free Energies of Hydro-

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.5b05522
J. Phys. Chem. B 2015, 119, 9811−9819

9818

mailto:karel.berka@upol.cz
http://dx.doi.org/10.1021/acs.jpcb.5b05522
http://pubs.acs.org/action/showLinks?pmid=23024286&crossref=10.1194%2Fjlr.P030338&coi=1%3ACAS%3A528%3ADC%252BC38XhslOis77J
http://pubs.acs.org/action/showLinks?pmid=23921108&crossref=10.1159%2F000351949&coi=1%3ACAS%3A528%3ADC%252BC3sXht1OjurjE
http://pubs.acs.org/action/showLinks?pmid=18216768&crossref=10.1038%2Fnrm2330&coi=1%3ACAS%3A528%3ADC%252BD1cXovFOntw%253D%253D
http://pubs.acs.org/action/showLinks?pmid=18216768&crossref=10.1038%2Fnrm2330&coi=1%3ACAS%3A528%3ADC%252BD1cXovFOntw%253D%253D
http://pubs.acs.org/action/showLinks?pmid=22899964&crossref=10.1039%2Fc2sm07204a&coi=1%3ACAS%3A528%3ADC%252BC38XkvFyktrg%253D
http://pubs.acs.org/action/showLinks?pmid=22705878&crossref=10.1016%2Fj.ijpharm.2012.06.005&coi=1%3ACAS%3A528%3ADC%252BC38XpsVSqt7Y%253D
http://pubs.acs.org/action/showLinks?pmid=11248214&crossref=10.1016%2FS0005-2736%2801%2900270-X
http://pubs.acs.org/action/showLinks?pmid=11248214&crossref=10.1016%2FS0005-2736%2801%2900270-X
http://pubs.acs.org/action/showLinks?system=10.1021%2Fla4037474&pmid=24283654
http://pubs.acs.org/action/showLinks?pmid=22414344&crossref=10.1016%2Fj.addr.2012.02.011&coi=1%3ACAS%3A528%3ADC%252BC38XltVeiurg%253D
http://pubs.acs.org/action/showLinks?pmid=21167310&crossref=10.1016%2Fj.bbalip.2010.12.003
http://pubs.acs.org/action/showLinks?pmid=21167310&crossref=10.1016%2Fj.bbalip.2010.12.003
http://pubs.acs.org/action/showLinks?crossref=10.1039%2Fb911257j&coi=1%3ACAS%3A528%3ADC%252BD1MXhtlGjtb%252FE
http://pubs.acs.org/action/showLinks?crossref=10.1039%2Fb911257j&coi=1%3ACAS%3A528%3ADC%252BD1MXhtlGjtb%252FE
http://pubs.acs.org/action/showLinks?crossref=10.1039%2Fc0sm00136h&coi=1%3ACAS%3A528%3ADC%252BC3cXps1aqurw%253D
http://pubs.acs.org/action/showLinks?crossref=10.1063%2F1.4902363
http://pubs.acs.org/action/showLinks?pmid=2584747&crossref=10.1111%2F1523-1747.ep12284431&coi=1%3ACAS%3A528%3ADyaK3cXhvVGntQ%253D%253D
http://pubs.acs.org/action/showLinks?crossref=10.1016%2F0009-3084%2892%2990056-U&coi=1%3ACAS%3A528%3ADyaK38XmsFWjurw%253D
http://pubs.acs.org/action/showLinks?pmid=23549421&crossref=10.1038%2Fjid.2013.153&coi=1%3ACAS%3A528%3ADC%252BC3sXnt1Sgtbs%253D
http://pubs.acs.org/action/showLinks?system=10.1021%2Fct400431e&pmid=24501589&coi=1%3ACAS%3A528%3ADC%252BC3sXhsVSitrvI
http://pubs.acs.org/action/showLinks?system=10.1021%2Fct400431e&pmid=24501589&coi=1%3ACAS%3A528%3ADC%252BC3sXhsVSitrvI
http://pubs.acs.org/action/showLinks?pmid=999922&crossref=10.1016%2F0005-2736%2876%2990316-3&coi=1%3ACAS%3A528%3ADyaE2sXjvV2kuw%253D%253D
http://pubs.acs.org/action/showLinks?pmid=999922&crossref=10.1016%2F0005-2736%2876%2990316-3&coi=1%3ACAS%3A528%3ADyaE2sXjvV2kuw%253D%253D
http://pubs.acs.org/action/showLinks?pmid=16409052&crossref=10.1063%2F1.2140689&coi=1%3ACAS%3A528%3ADC%252BD28XlvFOqtg%253D%253D
http://pubs.acs.org/action/showLinks?pmid=21595050
http://pubs.acs.org/action/showLinks?pmid=21595050
http://pubs.acs.org/action/showLinks?pmid=16962101&crossref=10.1016%2Fj.febslet.2006.08.039&coi=1%3ACAS%3A528%3ADC%252BD28XhtVajsr7J
http://pubs.acs.org/action/showLinks?system=10.1021%2Fla503289v&pmid=25354090
http://pubs.acs.org/action/showLinks?pmid=19804725&crossref=10.1016%2Fj.bpj.2009.06.054&coi=1%3ACAS%3A528%3ADC%252BD1MXhsVCiu7bK
http://pubs.acs.org/action/showLinks?system=10.1021%2Fj100066a040&coi=1%3ACAS%3A528%3ADyaK2cXitlylur4%253D
http://pubs.acs.org/action/showLinks?pmid=17513383&crossref=10.1529%2Fbiophysj.107.104703&coi=1%3ACAS%3A528%3ADC%252BD2sXhtVSqur%252FO
http://pubs.acs.org/action/showLinks?system=10.1021%2Fct2009208&pmid=22545027
http://pubs.acs.org/action/showLinks?pmid=24008422&crossref=10.1038%2Fjid.2013.364&coi=1%3ACAS%3A528%3ADC%252BC3sXhsFynu7zP
http://pubs.acs.org/action/showLinks?pmid=16945325&crossref=10.1016%2Fj.bbamem.2006.06.021&coi=1%3ACAS%3A528%3ADC%252BD28Xht12kt73M
http://pubs.acs.org/action/showLinks?system=10.1021%2Fct200316w&pmid=26598360&coi=1%3ACAS%3A528%3ADC%252BC3MXhsVaku7vO
http://pubs.acs.org/action/showLinks?system=10.1021%2Fct200316w&pmid=26598360&coi=1%3ACAS%3A528%3ADC%252BC3MXhsVaku7vO
http://pubs.acs.org/action/showLinks?pmid=21716325&crossref=10.1038%2Fjid.2011.175&coi=1%3ACAS%3A528%3ADC%252BC3MXhtFOls7nM
http://pubs.acs.org/action/showLinks?pmid=1127009&crossref=10.1083%2Fjcb.65.1.180&coi=1%3ACAS%3A280%3ADyaE2M7ltFOhsw%253D%253D


phobic and Hydrophilic Transmembrane Pores in Ceramide Bilayers.
Biophys. J. 2008, 95, 4763−4771.
(34) Klauda, J. B.; Venable, R. M.; Freites, J. A.; O’Connor, J. W.;
Tobias, D. J.; Mondragon-Ramirez, C.; Vorobyov, I.; MacKerell, A. D.;
Pastor, R. W.; Connor, J. W. O.; et al. Update of the CHARMM All-
Atom Additive Force Field for Lipids: Validation on Six Lipid Types. J.
Phys. Chem. B 2010, 114, 7830−7843.
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ABSTRACT: Although the majority of enzymes have buried active
sites, very little is known about the energetics and mechanisms
associated with substrate and product channeling in and out.
Gaining direct information about these processes is a challenging
task both for experimental and theoretical techniques. Here, we
present a methodology that enables following of a ligand during its
passage to the active site of cytochrome P450 (CYP) 3A4 and
mapping of the free energy associated with this process. The
technique is based on a combination of a bioinformatics tool for
identifying access channels and bias-exchange metadynamics and
provides converged free energies in good agreement with
experimental data. In addition, it identifies the energetically
preferred escape routes, limiting steps, and amino acids residues
lining the channel. The approach was applied to mapping of a
complex channel network in a complex environment, i.e., CYP3A4 attached to a lipid bilayer mimicking an endoplasmic
reticulum membrane. The results provided direct information about the energetics and conformational changes associated with
the ligand channeling. The methodology can easily be adapted to study channeling through other flexible biomacromolecular
channels.

■ INTRODUCTION

Enzyme catalyzed biotransformation processes take place in
active sites,1−3 which are usually either localized in surface
pockets or buried within the protein, as shown for more than
60% of annotated enzymes.4 Hence, substrates and products
(henceforth referred to as ligands) must typically access the
enzyme’s active site through access channels (ACs),5 which
connect the site with the surrounding environment.6 The
amino acids lining such channels contribute to the substrate
specificity and enzyme efficiency7−9 because they determine the
channel geometry, physical-chemical properties, and flexibility.
Thus, identification of ACs and AC lining amino acids is
important for understanding the enzyme substrate specificity,
which in turn can be used for the rational design of biocatalysts
in biotechnology and sensing applications.9,10 In addition ACs
may behave as uniform pathways which connect the buried
active site with the protein surface or form a complex channel
network where the channels may either merge into the others
or branch.11 This can hinder the ACs description. Nonetheless,
the identification of ACs and AC lining amino acids and
evaluation of their behavior and role in ligand permeation are
challenging tasks for both experimental techniques and
theoretical tools.

Unfortunately, traditional structural methods, i.e., single
crystal X-ray diffraction and NMR spectrometry, do not provide
a sufficient picture of the ligand passage. X-ray diffraction
provides mostly a static view of the enzyme and its ACs from
either analysis of enzyme structures by dedicated software tools
(e.g., MOLE 2.0,12 CAVER 3.0,13 and MolAxis,14 to name a
few) or comparison of enzyme structures with and without
bound ligands.15,16 However, NMR techniques can reveal
information on multiple time-scales about the conformational
enzyme dynamics,17 e.g., product release during an isomer-
ization reaction.18 Yet another view is provided by single
molecule fluorescence spectroscopy, which can be used to
describe the structural dynamics and fluctuations of enzymes at
molecular resolution.19,20 Fluorescence spectroscopy has also
successfully been applied in studies of catalytic properties of
enzymes with buried active sites.21,22 Apart from spectroscopy
methods, the role of specific amino acids in the ACs or active
site on the activity of enzymes can be evaluated by mutational
studies.23−27 However, such experimental techniques have so
far provided only limited details of the mechanism of ligand
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passage through ACs and degree of adaptive conformation
changes of ACs associated with ligand passage.
The identification and characterization of ACs and lining

amino acids by theoretical methods are also a nontrivial task as
channels may dynamically open/close in response to water or
ligand passage and enzyme breathing motions.28−30 Random
acceleration (originally termed expulsion) molecular dynamics
(RAMD)31 and steered molecular dynamics (SMD)11,32,33 are
two techniques developed to identify potential ACs.34,35 These
techniques are derived from classical molecular dynamics (MD)
and use an additional force to pull the ligand molecule through
the channel. They can suggest the mechanism of ligand passage
and assess free energies of ligand binding ΔGbind and the
transition state ΔG#, which are related to the experimentally
observed Michaelis constant and rate constant of ligand binding
and unbinding, respectively. However, it should be noted, that
the latter methods tend to overestimate the free energies
associated with ligand passage33,36−38 as they do not sample the
configurational space effectively. A recently published approach,
based on Hamiltonian replica exchange molecular dynamics
(HREMD), allows studying the process of pulling the ligand
from the active site or binding the ligand to the protein cavity
obtaining results in the good agreement with experiments.39,40

Its use with a newly defined variable−distance field distance−
allowed studying binding of aspirin to a shallow active pocket in
PLA2 enzyme without the exact prior definition of the path.41

Nevertheless, to our best knowledge, these methods were never
applied to systems with a complex network of malleable ACs,
such as those identified in cytochrome P450 (CYP) enzymes:
the passage from one state to another in such complicated
systems can depend on several collective variables and sampling
of such a multidimensional space is not possible by simply
pulling the ligand out of the active site. In recent years,
metadynamics with a well chosen set of collective variables has
been shown to allow sampling the configurational space of
complex systems and provide converged free energies.47,48 This

approach was introduced in 2002, building on ideas from other
free energy methods, such as the Wang−Landau algorithm42

and adaptive force bias,43 and conformational search methods
such as Tabu search,46 conformational flooding,45 and local
elevation.44 However, metadynamics has not yet been applied
to such highly flexible systems as CYPs. Overall, an efficient and
robust method capable of providing information about the
passage of ligands through multiple flexible channels has not
been described yet.
Human cytochrome P450 (CYP) enzymes are membrane

anchored proteins that catalyze biotransformation processes of
many endogenous and exogenous compounds.49 They are
important targets of pharmacological studies, being responsible
for transformations of more than 60% of marketed drugs50,51

and many drug−drug interactions.52 CYP active sites are deeply
buried in compact catalytic domains53−55 and are connected to
the outside via a complex network of flexible ACs.34,56 The
CYP3A4 isoform is a prominent member of the CYP family15

owing to its promiscuity and relevance in drug metabolism.50,57

Despite its importance, CYP3A4 represents a challenge for
molecular dynamics simulations (MD): the catalytic cycle
involving the heme cofactor is complex58 and the enzyme is
flexible and most frequently anchored to an endoplasmic
reticulum membrane. MD simulations of membrane attached
CYP3A4 have been published very recently59,60 mostly thanks
to advances in force field development and membrane
simulations. The above-mentioned features make CYP3A4 a
highly challenging but ideal touchstone of theoretical methods
for the identification of ACs, their lining amino acids and free
energy changes accompanying ligand passage through flexible
ACs.
Here, we present a synergy of the standard structure-based

approach for identifying ACs (MOLE) and bias-exchange
metadynamics (BE-META) to study the mechanism of ligand
passage through the malleable ACs of CYP3A4. As the ligand
we used one of the CYP3A4 caffeine metabolites,

Figure 1. Schematic representation of 1,3,7-trimethyluric acid (TMU) passage through one of the CYP3A4 enzyme channels. The path through the
channel (spath) was defined by several milestones−reference structures equally distributed in the chosen space. The metric defining the milestones
was the drug distance mean square deviation (DMSDDrug) (one of the pair of atoms used for DMSDDrug enumeration was a TMU heavy atom
(red), the other was the Cα atom of the channel lining residues or heme atoms (blue), for clarity we only show contacts to one oxygen atom of the
ligand). The value of spath determines the position along the path (for conformation in time t (orange) in the figure spath ∼1.5−between milestones
1 and 2). The value of zpath determines the distance from the path.
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1,3,7-trimethyluric acid (TMU). For this purpose, we
developed a new metric describing the movement of a ligand
along a highly flexible AC, named DMSDDrug (Figure 1).
Using DMSDDrug together with a set of other collective
variables (CVs), we obtained converged free energy profiles
along three independent ACs valid for both access and egress of
a ligand. Using these profiles, we identified the preferred AC,
transition states for all three ACs and lining and gate-keeping
amino acids, whose mutations may alter enzyme function. We
observed adaptive conformational changes of CYP3A4 during
ligand passage and demonstrated that the flexibility and
adaptability of ACs are crucial for ligand passage. The
knowledge gained into the ligand passage mechanism
represents a key step forward for rational enzyme design, and
the presented technique could be easily adapted to analyze
other enzymes.

■ METHODS

We prepared the model of CYP3A4 using the X-ray structure
1TQN according to the procedure described elsewhere60 (see
also the Supporting Information). We then inserted CYP3A4
into a pre-equilibrated 1,2-dioleoyl-sn-glycero-3-phosphocho-
line (DOPC) bilayer and performed 100 ns of unbiased MD
simulation with GROMACS 4.5.5.61 Using the MD trajectory,
we identified potential access channels by MOLE 2.0.12 Among
the 7 channels found by this algorithm (see Table S1), we
selected three channels that were open (bottleneck radius larger
than 1 Å) in total for more than 1 ns during the whole MD run.
The channels satisfying this criterion are depicted in Figure 2:
the channel depicted in black (AC-2e) joins the enzymatic
cavity with the hydrophobic core of the membrane; the one
depicted in blue (AC-4) ends in the headgroup region of the
phospholipids; and finally, the one depicted in red ends in the
cytoplasm.
We then performed MD simulations for a total of

approximately 6 μs and computed the free energy associated
with the passage of 1,3,7-trimethyluric acid (TMU, Figure S1)
through the three channels using bias-exchange metadynamics
(BE-META).62 This technique is based on running in parallel a
large number of metadynamics,48 each biasing a different
collective variable (CV). Exchanges between the replicas are
attempted at regular time intervals according to a replica-
exchange scheme. As a consequence of the exchanges, this

procedure enhances the convergence of the free energy
estimates on each replica and allows multidimensional free
energy landscapes associated with complex biochemical
processes to be computed, e.g., protein folding.63

In BE-META simulations, choosing the correct CVs is crucial
for reaching convergence. BE-META has already been applied
for studying the translocation of a ligand through a channel.64

Building on this work, we introduced a metric (named
DMSDDrug) specifically tailored for studying the translocation
of ligands through very flexible and faintly defined channels.
The metric was used for enumeration of the path collective
variable introduced in ref 65. In ref 64 it was shown that in
some cases the distance CV does not allow reaching
convergence, and only by using a suitably defined spath
variable it is possible to reconstruct a meaningful free energy
landscape.64 Progression along the channel was defined by
5−10 milestones, in which the ligand was placed in a regularly
spaced sequence of configurations between the enzymatic
cavity and mouth of the channel. These milestones were
generated by docking the ligand in the channel identified by
MOLE 2.012 by AutoDock Vina66 (see the Supporting
Information). To estimate the value of DMSDDrug on
configuration X, the distance between X and milestone m was
computed as follows

∑ ∑= −
= =

d X
N N

r r( )
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( )m
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ij ij
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ligand channel 1 1

( ) 2
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where rij and rij
(m) are the distance between atom i and j in

configuration X and the configuration of milestone m,
respectively. The sums on i and j run from 1 to Nligand atoms
belonging to the ligand and Nchannel atoms belonging to the
channel wall, respectively (see Figure 1). This is the main
difference to the DMSD metric detailed in ref 65, for which
both sums run over the same set of atoms. This modification
was crucial for using a spath variable for the process studied in
this work because in the original formulation, the value of d(m)

was dominated by fluctuations in the distance between the
atoms of the channel wall, making its value a noisy measure of
the position of the ligand. Following ref 65, we then defined the
channel spath collective variable as follows

Figure 2. Free energy profiles (left panel) of TMU passage via three ACs of CYP3A4 embedded in a DOPC lipid bilayer (middle panel). CYP3A4 is
shown as a gray surface, heme as green sticks, and DOPC phosphates as orange balls. Initially identified AC-2e is shown in black dots. The schematic
in the right panel shows the depth of the channel entrances in the membrane and the channel lining amino acids residues. Bulky channel lining
residues are underlined, whereas transition state residues within 4 Å of TMU are depicted in the bordered regions.
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The set of CVs used for the three BE-META simulations of
the three channels included the spath variable defined above
(CV1) and seven other variables aimed at describing the
orientation of the ligand, the size of the channel and chemical
nature of the interaction of the ligand with the channel walls:
CV2 and CV3 covered the number of hydrophobic and
hydrophilic contacts between the ligand and channel, CV4 and
CV5 described the orientation of the ligand with respect to the
channel axis, CV6 was the radius of gyration (Rg) of the
channel mouth/s, CV7 was the distance from the heme, and
CV8 was the zpath variable defined according to ref 65 (see the
Supporting Information and Table S2 for exact definition and
Figure S2). For increasing the sampling in channel AC-2af and
its Rg (see later) we performed another 130 ns BE-META
simulation with 5 replicas − AC-2e spath and zpath, distance
from the heme, Rg of AC-2af, and contacts with AC-2e. The
sampling and convergence is discussed in the Supporting
Information (see Figures S10−S15).

■ RESULTS AND DISCUSSION

We studied the thermodynamics of TMU permeation through
membrane-attached CYP3A4 via its access channels. Based on
MOLE 2.0 analysis of an unbiased simulation (Table S1), we
chose channels AC-S, AC-2e, and AC-4 for further study. We
then defined a set of eight collective variables (CV1−CV8) for
BE-META calculations as using multiple CVs in BE-META
simulations was shown to increase the convergence rate.62

Since we aimed at monitoring the translocation of TMU
through different channels, the simple distance from the heme
was insufficient for this purpose. Therefore, and owing to the
flexibility of the channels, we employed the new DMSDDrug
metric for spath CV, which allowed distinguishing the motion
of a ligand and motion of the channel (see Methods). For each
channel, we performed ∼2 μs of BE-META simulations. By a
detailed analysis of the trajectories of the individual replicas we
observed that for some of them (especially those biased on the
orientation of TMU with respect to the channel direction) the
sampling was produced almost entirely with the TMU in the
active site and therefore we discarded these replicas from
further analysis (Figures S12−14). In other words, these CVs
(two orientation CV replicas, hydrophobic contacts replica and
hydrophilic contacts replica in AC-2af) contribute to the final
free energy results only by enhancing the convergence of the
other replicas (for example by generating configurations with
the TMU in different orientations). The zpath CV was
introduced in order to control the distance from the predefined
path. In the case of AC-S, a soft potential wall on this variable
was introduced in order to keep a drug within the channel for
an initial part of the simulation; however, finally this appeared
to be useful only in the case of very disfavored channels. In
principle, we would recommend keeping as many CV replicas
as possible, because it leads to convergent BE-META
simulations of a rather complex system and enabled enough
flexibility for similar simulations; however, in the case of need
the discarded replicas could be under consideration and the
CVs can be mapped afterward. During the analysis, we noticed
that in the simulation of TMU transport through AC-2e, the
ligand preferred to permeate through the nearby channel

AC-2af. Therefore, we interpreted the results of this simulation
as for AC-2af.
In Figure 2, free energy profiles are plotted as a function of

the spath variable, which describes the progress of TMU along
the channels. All the free energy profiles showed a minimum in
the active site. For all three cases after this minimum, we
observed a low barrier of 4−6 kcal/mol related to the
unbinding of TMU from the active site. After this barrier, the
free energy progressively increased up to the transition state,
which was localized just below the CYP3A4 surface in all three
cases, with barriers of 10.2 ± 0.6 kcal/mol for AC-S, 14.5 ± 0.9
for AC-4, and 16.5 ± 0.9 for AC-2af. This shows that TMU is
released preferentially through the AC-S channel. The
computational setup did not allow computing the binding
free energy ΔGbind. Indeed, the milestones used in spath only
properly describe the translocation through the channels,
though some milestones were located also outside of the
channels (dotted line in Figure 2). However, by using the
milestones we cannot take into account the entropy gain
deriving from releasing the confinement effect of the channel.
Thus, to compute ΔGbind, one should perform another free
energy calculation with different collective variables aimed at
describing the detachment of the ligand from the transition
state at the channel mouth, add a correction to the entropic
gain (e.g., using the method described in ref 67), or perform
alchemical free energy calculation. For amphiphilic molecules,
the free energy of the transition state of AC-S provides an
upper bound for ΔGbind. The ΔGbind calculated by the
alchemical simulation (see the Supporting Information) was
−10.4 ± 2.5 kcal/mol, which is in good agreement with ΔG of
the transition state.
Apart from BE-META, we also computed the free energy

profile associated with the translocation of TMU through a
DOPC membrane by COSMOmic68 (see Figure S3). The state
in which TMU was solvated in water was favored by ∼6 kcal/
mol with respect to the membrane core, consistent with the
difference between the free energy barriers for the AC-S and
the AC-2af channels connecting the active site with the
cytoplasm and membrane interior. This indicates that the
pathway toward the hydrophobic tail region is strongly
disfavored for this ligand. Interestingly, COSMOmic also
predicted that TMU can localize close to the headgroup region
(notice the minimum at z = 1.5 nm in Figure S3). Remarkably,
the barrier for channel AC-4 directing TMU to the region
below the head groups was significantly higher than for the
channel leading to the solvent; however, the free energy profiles
after the transition states (outside of protein) suggest a small
free energy decrease as TMU samples both solvent and
headgroup region. Our calculations also unambiguously
demonstrate that two of the channels (AC-S and AC-2af) of
CYP3A4 are remarkably flexible and change their conforma-
tions in response to the passage of TMU.
In Figure 3, we plot the free energy for each channel as a

function of the mouth opening (henceforth mouth) radius Rm
and the spath variable. Rm represents the maximal radius of a
sphere docked to the mouth opening at the end point of the
channel starting from the active site and leading to the
respective mouth as calculated by MOLE 2.512 software with a
probe radius 5.0 Å. End points of channels were defined by the
same amino acids as those used for the definition of Rg (Figure
3, Figure S6). We observed small changes in Rm during TMU
permeation through AC-4, indicating that this specific channel
is rather rigid, at least in the mouth region. The mouth of
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AC-2af was rather in a closed state when TMU was in the active
site with Rm ∼ 0.9 Å, but TMU permeation opened the channel
mouth to Rm ∼ 2.5 Å. It should be remarked that the initially
studied channel AC-2e did not open sufficiently for TMU
permeation. Indeed, the one-dimensional free energy profile of
Rg of channel AC-2e showed a high free energy barrier for its
opening (see Figure S4). Interestingly, both AC-4 and AC-2e
lead through CYP3A4 F/G or B/C loops with defined
backbone lengths, and the adjustment of these loops to the
presence of ligand is rather limited. The AC-S channel was very
flexible and gradually adjusted its geometry in response to the
ligand passage. When TMU was in the active site, the channel
was either closed (Rm ∼ 0.9 Å) or moderately open
(Rm ∼ 1.7 Å), as indicated also by the one-dimensional free
energy profile (see Figures S4, S5, and Figure 3). As soon as the
ligand left the active site, the channel stayed closed (Rm ∼ 0.9
Å). Finally, at the transition state, the channel opened
completely, and Rm reached 2.5 Å. In a free unbiased simulation
with TMU in the active site, the channel remained closed (Rm
∼ 0.85 Å) for the whole simulation (500 ns, Figure S7),
indicating that the open state is separated from the closed state
by a significant free energy barrier associated with a variable not
directly related to Rg and therefore not visible in the free energy
projections of Figures 3 and S4. The results clearly indicate that
biased MD simulations directly addressing passage of a ligand
may identify different preferred access channels than analyses
based on classical MD simulations or X-ray structures. This is
demonstrated by the fact that in the free simulations, channel
AC-S appeared to open very rarely, whereas with BE-META, it
was the most favorable channel. In other words, the enzyme
access channels are malleable,55,69−72 reflecting ligand passage,
and such adaptive conformation changes of access channels

may not necessarily be reflected in structures taken from X-ray
analysis and classical MD simulations.
The multidimensional free energy profiles obtained from the

BE-META simulations allowed identification of the transition
states for the release of TMU via the three channels (Figure 4).
In all three cases, the transition states corresponded to
configurations where TMU was at least partially in contact
with the surrounding environment, i.e., either water or lipids.
The nature of the environment outside the individual ACs
differed significantly, especially in terms of hydration level:
TMU in the transition state of AC-S was partially hydrated, in
AC-4, the hydration was localized on a small part of TMU, and
in AC-2af, TMU was not in contact with bulk water but in
contact with lipids (Figure 4). The amino acid residues of the
transition states also reflected the nature of the local
environment: in AC-S, TMU made polar contacts with E308,
Y307, and the backbone of L211; in AC-4, a hydrogen bond
was formed between TMU and the backbone of F108; and in
AC-2af, the only polar contact was with the backbone of D76
and otherwise TMU was surrounded by nonpolar residues. A
common residue of transition states for two of the three
channels (AC-S and AC-4) was R212. This residue was also
present close to the transition state of AC-2af, and therefore it
seems to play an important role in channel opening. The
mentioned residues and also other residues important to the
transition states are depicted in Figure 4. Mutations of these
amino acid residues may alter access channel properties and, in
turn, enzyme substrate preferences, as shown also for other
enzymes.9

Large amino acids lining the channels, such as R106, E308,
F213, D214, and D217, are also perspective candidates for
mutation (Figures 2, S8, and S9), as their size and ability for
forming hydrogen bonds can significantly affect the malleability
of ACs. The importance of some of these residues has been
confirmed experimentally (Appendix #1, Supporting Informa-
tion).23−26,74,75 We identified that the enzyme flexibility is a
crucial property for ligand permeation, and therefore reducing
the flexibility (especially in AC-S) may reduce the AC
permeability. Hence, mutation of residues on loops forming
the mouth of AC-S (glycines 480−481 or leucines 210−211) to
other residues (especially forming a hydrogen bond with the
I-helix or larger amino acids blocking AC entrance) may restrict
the opening of AC-S. Indeed, mutation of L211 to tyrosine has
been shown to decrease the affinity toward several xeno-
biotics.76

These results show that the presented method is not only
capable of predicting the free energy of release of a ligand from
the binding site but also of finding new access channels not
detectable by the analysis of the enzyme structure, which
usually focuses on lining amino acids or on the AC
diameter.38,56,77,78 In our approach the identification and
characterization of the ACs is based on a synergy between
the structural bioinformatics tool, MOLE 2.0, and BE-META
simulation. Here, it was possible to achieve a satisfactory
statistical accuracy only by using a newly employed metric used
in the spath variable. Unlike other in silico techniques for free
energy calculations of ligand passage through enzyme
ACs31,79,80 that drive the ligand from the active site and usually
overestimate the free energy barrier, the proposed BE-META
approach allowed several permeations of TMU to be observed
through ACs and provided converged free energy profiles valid
both for access and egress. Previous studies employing the BE-
META method to analyze ligand passage have only focused on

Figure 3. Free energy as a function of the mouth radius and spath
variable. Red regions did not have sufficient sampling for reliable
calculation of the free energy. The dashed line represents the
approximate path followed by the ligand.
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rigid and clearly defined pathways through enzymes.64,81

However, we have shown that the approach presented here
also allows identification of mutable AC-lining residues and
analysis of their function in malleable enzyme ACs.

■ CONCLUSION
We have presented a method for studying ligand passage
through malleable enzyme ACs and applied it to the passage of
1,3,7-trimethyluric acid (TMU) through membrane attached
CYP3A4 ACs. We used a synergy of the MOLE 2.0
bioinformatics tool for identifying access channels and bias-
exchange metadynamics (BE-META). This combination of
methods allowed differentiating well between multiple ACs and
allowed performing a detailed thermodynamic and structural

analysis without the restriction to previously identified
channels. To achieve convergence, it was necessary to introduce
a new metric for spath enumeration (DMSDDrug), which was
shown to closely describe the position of TMU in the ACs.
Our results suggested that CYP3A4 flexibility has a

significant influence on the permeation ability of TMU.
Whereas MOLE 2.0 analysis of a classical MD simulation
identified AC-2e and AC-4 as the mostly opened channels, the
BE-META simulation suggested that TMU does not pass
through AC-2e, mostly due to the rigidity and insufficient size
of its mouth. Further, we analyzed a channel (AC-S) that
opened very rarely during the classical MD simulation. BE-
META indicated that AC-S was the most favorable channel for
TMU release, followed by AC-4 and AC-2af. From analysis of

Figure 4. Amino acid residues near TMU in the transition states of studied ACs in schematic representation (left) and atomic representation (right).
Left: Blue shadow represents hydration level of TMU atoms, green curves represent nonpolar contacts, yellow and blue curves show polar contacts,
and magenta arrows correspond to hydrogen bonds.73 Right: Residues are shown as balls-and-sticks representations, nonpolar hydrogens are not
shown for clarity, secondary structural elements are represented as transparent cartoons and colored according to their position in the sequence: β-5-
region (labeled as β-finger) − red, F/G loop−green, I-helix−yellow. TMU is shown as orange/blue/red balls and sticks, and water molecules are
shown as purple transparent spheres.
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transition states located on the CYP3A4 surface and the
channel lining residues, we identified several amino acids
(R212, E308, F304, S119 and F108, F213, D214, D217) whose
mutations may significantly affect CYP3A4 activity. Some of
these residues have already been identified experimentally as
amino acids altering CYP3A4 function.23−26,74,75 These results
provide new insights into the mechanism of ligand release from
CYP3A4. Overall, the approach presented here appears to be
robust, transferable, and capable of distinguishing between
multiple pathways. We anticipate it will be a valuable tool for
enzymatic studies and rational enzyme design.
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ABSTRACT

This symposium summary, sponsored by the ASPET, was held at
Experimental Biology 2015 on March 29, 2015, in Boston, Mas-
sachusetts. The symposium focused on: 1) the interactions of cyto-
chrome P450s (P450s) with their redox partners; and 2) the role of the
lipid membrane in their orientation and stabilization. Two presentations
discussed the interactions of P450swith NADPH-P450 reductase (CPR)
and cytochrome b5. First, solution nuclear magnetic resonance was
used to compare the protein interactions that facilitated either the
hydroxylase or lyase activities of CYP17A1. The lyase interaction was
stimulated by the presence of b5 and 17a-hydroxypregnenolone,
whereas the hydroxylase reaction was predominant in the absence of
b5. The roleofb5wasalsoshown in vivobyselectivehepaticknockoutof
b5 frommice expressing CYP3A4 and CYP2D6; the lack of b5 caused a

decrease in the clearance of several substrates. The role of the
membrane on P450 orientation was examined using computational
methods, showing that the proximal region of the P450 molecule faced
the aqueous phase. The distal region, containing the substrate-access
channel, was associated with the membrane. The interaction of
NADPH-P450 reductase (CPR) with themembrane was also described,
showing the ability of CPR to “helicopter” above themembrane. Finally,
the endoplasmic reticulum (ER) was shown to be heterogeneous,
having ordered membrane regions containing cholesterol and more
disordered regions. Interestingly, two closely related P450s, CYP1A1
and CYP1A2, resided in different regions of the ER. The structural
characteristics of their localization were examined. These studies
emphasize the importanceofP450proteinorganization to their function.

Introduction

The cytochrome P450 (P450) system in eukaryotic organisms
comprises numerous proteins that interact within the confines of a

membrane environment. The microsomal P450s reside in the endo-
plasmic reticulum (ER) and catalyze numerous oxidative reactions of
both exogenous and endogenous substrates (Omura and Sato, 1962;
Omura et al., 1965; Rendic and Guengerich, 2015). Because the
proteins are crowded in the ER, there are numerous “opportunities” for
protein-protein interactions, leading to questions regarding how the
P450 system proteins are organized in the membrane. The requirement
for P450 enzymes to interact with their redox partners, NADPH-
cytochrome P450 reductase and cytochrome b5 (b5), is well known
(Hildebrandt and Estabrook, 1971); however, the mechanism that
governs formation of these complexes remains unclear. Additionally,
recent studies have shown that some P450 enzymes are capable
of forming both homomeric and heteromeric P450•P450 complexes
that affect monooxygenase function (Davydov, 2011; Reed and
Backes, 2012). Consequently, P450 activities can be modulated by
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the specific substrates present, the relative amount of the catalytically
pertinent P450 present, the relative amounts of the electron donors CPR
and b5, whether the specific reaction is stimulated by the presence of b5,
and whether a second P450 is present that can interact with the P450
responsible for substrate hydroxylation (Jansson and Schenkman,
1987; Im and Waskell, 2011).
The multiple interactions among P450 system proteins occur with-

in a heterogeneous lipid environment of the ER membrane (Brignac-
Huber et al., 2011). At one level, insertion of these proteins within the
membrane restricts their ability to interact to two dimensions; however,
owing to the flexibility of the proteins within the membrane, their
movement around their membrane-binding segments results in a greater
range of motion and increases their ability to form complexes (Baylon
et al., 2013). The heterogeneity of the membrane can also affect P450
function by either concentrating or segregating proteins within
membrane regions.
The goal of this symposium was to address issues related to how

proteins of the P450 system are organized and how these proteins
interact with the membrane. Dr. Emily Scott examined the interactions
among CPR, b5, and CYP17A1 using solution NMR. Dr. Scott
identified residues involved in the interaction of both CPR and b5 with
CYP17A1, and showed that the b5•CYP17A1 complex was enhanced
by the presence of 17a-hydroxypregnenolone, the substrate for the
CYP17A1-mediated lyase reaction.
Dr. RolandWolf examined the interactions of P450s with their redox

partners in vivo by generating a series of mice having the murine P450
gene clusters deleted and then engineered to express the corresponding
human P450 enzymes. These investigators then selectively knocked out
hepatic b5 and showed the effect on the in vivometabolism of CYP3A4-
and CYP2D6-selective substrates. In these experiments, both CYP3A4
and CYP2D6 substrates that were known to require b5 were cleared
from the hepatic b5 knockout mice.
Because the interactions among these proteins occur in a

membrane environment, the role of the lipid membrane also
serves as an integral component affecting P450 system function.
Dr. Michal Otyepka used a computational approach to better
understand the relationship among substrate, P450, and the
membrane. He showed that the proximal side of the P450 molecule
faced the aqueous environment, whereas the distal side was
associated with the membrane-water interface. Substrate was
modeled to approach the active site from the membrane through
channels.
Using single-molecule total internal reflectance microscopy, Sara

Humphreys reported on the interaction between CPR and the lipid
bilayer and showed that this interaction was affected by the presence of
detergent. In these studies, CPR was shown to move in and out of the
membrane, a response exacerbated by the presence of detergent.
Interestingly, this effect, referred to as helicoptering, is diminished by
the presence of P450 proteins in the membrane.
The heterogeneity of the lipid components of the ERmembrane were

considered in the report by Dr. James (Rob) Reed, who showed that
two closely related P450s, CYP1A1 and CYP1A2, reside in different
regions of the ER. Whereas CYP1A2 exists in regions where the lipids
are more ordered, CYP1A1 exists in the disordered regions. The
investigators identified sequence motifs that governed their localization
into the different membrane regions by generation of CYP1A1-
CYP1A2 chimeric proteins.
Taken together, these studies show the interplay not only among of

the protein components of the P450 system but also the role of the
membrane on their organization. These protein-protein and protein-
lipid interactions have a profound effect on the function of the P450
system.

Steroidogenic Cytochrome P450 17A1 Interactions with Catalytic
Partners (D.F.E., J.S.L., and E.E.S.)

During the course of mono-oxygenation reactions, human P450
enzyme interaction with CPR is required to sequentially deliver the two
electrons required for P450 catalysis, whereas interaction with b5 is not
usually required but is variously reported to accelerate, inhibit, or have
no effect on P450 catalysis, depending on the P450 and substrate
(Akhtar et al., 2005; Zhang et al., 2008; Ortiz de Montellano, 2015). A
biophysical and biochemical understanding of these critical protein-
protein interactions has been limited by the absence of crystallographic
structures for human P450 proteins interacting with these protein
partners, although mutagenesis, crosslinking, in silico docking, and
other techniques have provided substantial information (Bridges et al.,
1998; Naffin-Olivos and Auchus, 2006; Im and Waskell, 2011; Zhao
et al., 2012). The generation of X-ray structures of such P450-protein
complexes is likely hindered by the transient nature of these P450-
protein interactions and the fact that they are largely thought to be
mediated by electrostatic interactions; however, defining and charac-
terizing such P450-protein interactions at high-resolution are possible
using solution NMR, which generates information on protein dynamics
and conformations but is amenable to the lower affinities of P450-
protein interactions. The generation of isotopically labeled, catalytically
active, truncated forms of the human steroidogenic CYP17A1, CPR,
and b5 proteins has permitted tracking the isotopically labeled
resonances for individual amino acid residues as they broaden and/or
shift upon experiencing changes in environment. In the set of
experiments described herein, one of the three proteins is 15N-labeled
and titrated with one or more of the other proteins that compose the
P450 catalytic system. The human steroidogenic P450 used, CYP17A1,
is saturated with pregnenolone, its substrate for an initial hydroxylase
reaction; 17a-hydroxypregnenolone, the product of this hydroxylation
reaction and substrate for a subsequent lyase reaction generating
androgens; or the type II steroidal inhibitor abiraterone. CYP17A1 is

Fig. 1. Surfaces of CYP17A1, cytochrome b5, and CPR involved in protein-protein
interactions. The respective binding surfaces are shown as blue sticks for positively
charged residues of CYP17A1, red for the negatively charged a2 helix of b5, and red
for the positively charged loop 1 of the CPR FMN domain. Aggregated from data
from Estrada et al., 2013, 2014, and 2015.
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an important system for evaluating P450-protein interactions because
although CPR is required for both hydroxylase and lyase reactions, b5
results in a 10-fold increase in the lyase reaction without directly
transferring electrons or substantially affecting the hydroxylation
reaction (Auchus, et al., 1998). This selective b5 facilitation of the
lyase reaction is physiologically important as adrenal increases in b5
levels drive androgen sex steroid production immediately before
puberty in human development (Nakamura et al., 2009).
Previously published NMR studies (Estrada et al., 2013) have used

15N-b5 titrated with CYP17A1 to identify residues on b5 that are
differentially line broadened (G47, E48, E49, V50, and surrounding
residues) and compose the anionic b5 surface of the b5-CYP17A1
interface. Repeating such titration experiments with the R347H,
R358Q, and R449L mutants of CYP17A1 reported to selectively
depress the lyase activity (Geller et al., 1999) similarly prevented NMR
changes indicative of b5-CYP17A1 physical complex formation. Thus,
key residues of the CYP17A1-b5 interface were identified on the
proximal surface of CYP17A1 and the a2 helix of b5 (Fig. 1). These

interacting surfaces were the same regardless of the CYP17A1 ligand,
but the strength of the b5-CYP17A1 interaction was modulated by the
identity of the CYP17A1 substrate, suggesting communication between
the b5 binding site on the proximal surface of CYP17A1 and the buried
active site.
The reverse experiments titrating 15N-CYP17A1 with unlabeled b5

(Estrada et al., 2014) are much more complex owing to the number of
resonances in CYP17A1 (494 amino acids) compared with b5 (114
amino acids) and, at present, can be only partially interpreted because of
the availability of only partial resonance assignments; however b5
binding on the proximal surface of CYP17A1 clearly results in
resonance splitting indicative of new backbone conformations for
residues in the N terminus of the I helix (e.g., Fig. 2, I292 and I296) and
the F and G helices (e.g., Fig. 2, I238) on the opposite, distal side of the
protein from the b5 binding site—and does so in a substrate-dependent
manner. Bending and straightening of the I helix and repositioning of
the F and G secondary structure elements are often associated with
ligand entry and exit, consistent with the idea that when the initial

Fig. 2. Effect of substrate and b5 on the conformational dynamics of CYP17A1. Distinct conformations are observed in the I-helix and G-helix residues of 15N-labeled
CYP17A1when pregnenolone (black) versus 17a-hydroxypregnenolone (blue) is present in the active site. The addition of b5 to either substrate-bound sample further
perturbs the conformations for these residues (top and bottom panels). When saturated with the hydroxylase substrate pregnenolone, serial titration of CYP17A1 with b5
[1:0.3 (red) and 1:0.5 (green)] induced a shift toward conformations more closely resembling those observed for CYP17A1 saturated with the lyase substrate 17a-
hydroxypregnenolone state in the absence of b5. Vertical arrows emphasize differences between spectra. This research was originally published in Estrada et al. 2014.
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hydroxylase product 17a-hydroxypregnenolone occupies the CYP17A1
active site that b5 binding could promote a conformation that
decreases ligand release, thereby promoting the second, lyase reaction
to yield the androgen product. Differences in processivity have
previously been observed for the two CYP17 enzymes in zebrafish,
although in that case, processivity was not modulated by b5 (Pallan
et al., 2015).
The CPR interactions with CYP17A1 have been probed using

solution NMR in a similar manner; however, instead of using the
multidomain CPR protein in which the CPR FAD domain primarily
interacts with its FMN domain and is only transiently available for
interaction with CYP17A1, the isolated 15N-FMN domain of CPR was

used. Titration of the CPR 15N-FMN domain with unlabeled CYP17A1
revealed that residues in a loop near the flavin (Q87-T90, Fig. 1)
experienced the most significant line broadening, suggesting that this
region is involved in the interaction between the FMN domain and
CYP17A1; however, line broadening was much more broadly distrib-
uted and more severe for 15N-FMN domain binding to CYP17A1 than
for 15N-b5 binding to CYP17A1, consistent with a higher-affinity
interaction in the former case. Like the b5-CYP17A1 interactions, the
affinity for the CYP17A1-FMN domain interaction was modulated by
the identity of the CYP17A1 substrate.
When the experiment was inverted and 15N-CYP17A1 was titrated

with the FMN domain of CPR, select residues in the B’ helix, the F and

Fig. 3. Model of CYP17A1 interaction with substrates, NADPH-cytochrome P450 reductase, and cytochrome b5 to perform either the 17a-hydroxylation (state A) or 17,20-
lyase (state B) reaction consistent with current knowledge of the system. Interacting residues are shown as in Fig. 1. The CYP17A1 F-G helices that are altered by b5 binding
are shown in cyan. Adapted from research originally published in Estrada et al. (2015).
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G helices, and the N terminus of the I helix were line-broadened more
than the average CYP17A1 residue. These resonances did not
demonstrate peak splitting indicative of new backbone conformations,
however, as they had upon addition of b5 (not shown). This suggests
that the binding of the FMN domain alters the dynamics of CYP17A1,
with specific effects on certain structural elements but does not alter the
CYP17A1 conformation like b5 does. In other words, b5 has been
shown to allosterically modulate CYP17A1 conformation, as suggested
previously (Auchus et al., 1998).
Interactions between CYP17A1 and its catalytic partners can be

further compared using solution NMR by evaluating the three proteins
together. Experiments with 15N-b5 added to CYP17A1 demonstrate
formation of the CYP17A1-b5 complex, which is then disrupted when
full-length CPR (or the CPR FMN domain) is added, consistent with
mutually exclusive binding and the partially overlapping binding sites
for CPR and b5 on the proximal face of P450 enzymes as previously
proposed (Zhang et al., 2007; Im and Waskell, 2011). Although single
point mutations of R347H or R449L on the proximal surface of
CYP17A1 were sufficient to prevent binding of b5, neither the R449L
nor the R358Q mutation is individually sufficient to disrupt binding of
the FMN domain of CPR. This result may indicate that these CYP17A1
residues are not involved in binding of the FMN domain or that the
interaction with the CPR FMN domain is not easily disrupted by single
point mutations, either of which is consistent with the functional
observations (Geller et al., 1999).
In aggregate, solution NMR studies, functional data, and structural

data suggest a relatively simple comprehensive model for the observed
CYP17A1 biochemistry, including selective facilitation of the lyase
reaction by b5 (Fig. 3). NMR studies clearly demonstrate that in solution
CYP17A1 exists in different conformational states with the hydroxylase
substrate pregnenolone, the lyase substrate 17a-hydroxypregnenolone,
and in the presence of b5. Binding of the hydroxylase substrate
pregnenolone is likely to promote a conformational state that interacts
with CPR and facilitates formation of the typical Fe(IV) oxo catalytic
intermediate for the hydroxylation reaction. CYP17A1 can release the
17a-hydroxypregnenolone product or bind it de novo; however, it is
likely that the 17a-hydroxy intermediate can also remain in the active site

to undergo the second sequential reaction. Regardless, the presence of the
lyase substrate in the CYP17A1 active site and b5 binding generate a
distinct conformational state, which is likely to ultimately facilitate the
subsequent lyase reaction. Because the presence of b5 facilitates the lyase
reaction and because binding of b5 alters the backbone of elements
implicated in substrate entry and exit, it is tempting to suggest that the
binding of b5 to the CYP17A1/17a-hydroxypregnenolone complex
promotes the processivity of the enzyme by promoting a closed
conformational state. Regardless of how b5 does so, b5 and CPR binding
are mutually exclusive, requiring b5 to dissociate for CPR to bind and
deliver the two electrons necessary for catalysis. This is consistent with
the NMR studies herein, which suggest that either CPR or the CPR FMN
domain can outcompete b5. This model is internally consistent with the
present state of knowledge regarding the interactions of CYP17A1, CPR,
and b5 and significantly expands our knowledge of P450 dynamics and
protein interactions beyond that previously understood for the human
steroidogenic CYP17A1, with implications for other human P450
enzymes.

Role of NADPH-Cytochrome P450 Reductase and Cytochrome b5
as Electron Donors to P450 (C.J.H., L.A.M., and C.R.W.)

Although the role of CPR in P450 function has been extensively
studied and relatively well defined, that of b5 is less well understood,
and, until recently, information on b5 had been essentially generated
exclusively from in vitro experiments, yielding data that were not only
difficult to interpret but often contradictory and not easily extrapolated
to the in vivo situation. Within the last few years, however, we have
generated mouse models with either a conditional (liver) or global
deletion of b5 and used these, in conjunction with our previously
described model of hepatic CPR deletion (hepatic reductase null mice)
to investigate the role of both CPR and b5 in P450-mediated drug
metabolism, disposition, and toxicity. Whereas CPR deletion was
found, as expected, to have a significant effect on P450 activity both in
vitro and in vivo, we also demonstrated, for the first time in vivo, that b5
deletion had a profound effect on P450 drug metabolism in a tissue- and

Fig. 4. In vivo pharmacokinetic profiles of triazolam in CYP3A4 and CYP3A4-
HBN mice. CYP3A4 (open circle) and CYP3A4-HBN (black circle) mice
(female, n = 4) were treated with pregnenolone-16a-carbonitrile (PCN) at a dose
of 10 mg/kg daily i.p. for 3 days. On day 4, mice were dosed p.o. with triazolam at
3 mg/kg body weight, and a pharmacokinetic study was carried out over 8 hours
with blood sampling via the tail vein at the time points shown. Samples were
analyzed for triazolam content by LC-MS/MS, and table shows pharmacokinetic
parameters (mean 6 S.E.M.). This figure was reproduced from Henderson et al.
(2015).

Fig. 5. In vivo pharmacokinetic profiles of debrisoquine in CYP2D6 and CYP2D6-
HBN mice. CYP2D6 (open circle) and CYP2D6-HBN (black circle) mice (female,
n = 4) were dosed p.o. with debrisoquine at 10 mg/kg of body weight, and a
pharmacokinetic study was carried out over 8 hours with blood sampling via the tail
vein at the time points shown. Samples were analyzed for debrisoquine content by
LC-MS/MS, and table shows pharmacokinetic parameters (mean 6 S.E.M.). This
figure was reproduced from Henderson et al. (2015).
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substrate-dependent manner (Finn et al., 2008, 2011;McLaughlin et al.,
2010). Furthermore, investigation of a residual P450 activity (;10%) in
vitro in HRN samples through the generation of a mouse line in which
both CPR and b5 were deleted in the liver (hepatic b5 reductase null) led
us to demonstrate that b5-Cyb5R can act as sole electron donors to the
P450 system both in vitro and in vivo (Henderson et al., 2013).
The importance of b5 in drug metabolism is underlined by the finding

that expression of the enzyme varies significantly—by at least 5-fold—
across the human population (Kurian et al., 2007; Henderson andWolf,
unpublished). Coupled with a recently discovered genetic variant in b5
(McKenna et al., 2014), there is clearly a need to better understand the
role of b5 in relation to human P450 activity and to establish—in vivo—
the extent to which human P450s exhibit a b5 dependency. To this end,
we crossed the hepatic b5 null (HBN) (Finn et al., 2008) mouse with two
mouse lines in which key human P450s—CYP2D6 or CYP3A4—are
expressed on a Cyp2d or Cyp3a gene cluster null background
(Hasegawa et al., 2011; Scheer et al., 2012). CYP2D6-HBN and
CYP3A4-HBN mice (Henderson et al., 2015) were fertile and
phenotypically normal and had only minor changes in hepatic lipids,
perhaps surprising given the known involvement of b5 in lipid
desaturation (Jeffcoat et al., 1977; Finn et al., 2011). Using substrates
for human CYP3A4 (triazolam) and CYP2D6 (debrisoquine), it was
shown in vitro in hepatic microsomes that the metabolism of these drugs
was significantly reduced in the absence of b5. Moreover, in both cases,
addition of exogenous b5 to reaction mixtures restored activity in a
dose-dependent manner (Henderson et al., 2015). When triazolam (Fig.
4) and debrisoquine (Fig. 5) pharmacokinetics were determined in vivo
in CYP3A4-HBN and CYP2D6-HBN mice, respectively, metabolism
was again shown to be profoundly reduced in mice lacking hepatic b5,
with significant increases in Cmax and AUC and decreased clearance
relative to control animals. The minor perturbations in hepatic lipids
reported in the CYP3A4-HBN and CYP2D6-HBN mice (Henderson
et al., 2015) strongly support the view that the effects observed on drug
disposition in vivo are not a result of changes to the lipid composition of
the ER but rather reflect the consequences of a lack of b5. It is thus
possible that the expression of b5, and its functionality, may make a
significant contribution to the observed heterogeneity in plasma levels

of many commonly prescribed drugs. To further illustrate this, the
pharmacokinetics of the anticancer drugs and poly ADP ribose poly-
merase inhibitors olaparib (primarily metabolized by CYP3A4) and
veliparib (primarily metabolized by CYP2D6) were determined in
CYP3A4 and CYP2D6 mice, in the presence or absence of hepatic b5.
For olaparib (Fig. 6), b5 significantly affected metabolism of this drug,
with Cmax and area under the curve being increased and clearance
decreased, in mice lacking b5 relative to CYP3A4 mice, whereas for
veliparib (Fig. 7), b5 made no difference to metabolism. These data
emphasize the importance of taking b5 expression into account for in
vitro-in vivo extrapolation.

Positioning of Microsomal P450s and Drugs in Lipid Bilayers
(M.O., M.P., V.N., K.B., P.A.)

Drugs enter cells via active and passive transport processes through
lipid membranes and inside cells; both transport modes significantly
contribute to the final drug disposition (Smith et al., 2014). Besides
the mentioned processes, membrane partitioning, nonspecific protein
binding, and biotransformation dominantly contribute to drug disposi-
tion in a cell (Anzenbacher and Anzenbacherova, 2001; Guengerich,
2006; Balaz, 2009; Seddon et al., 2009; Lucio et al., 2010; Endo et al.,
2011; Nagar and Korzekwa, 2012). In humans, most marketed drugs
undergo biotransformation processes catalyzed by P450 enzymes
(Evans and Relling, 1999; Anzenbacher and Anzenbacherova, 2001;
Zanger and Schwab, 2013), which are attached to membranes of the
ER and mitochondria (Black, 1992). Experimental measurements
suggested that P450 catalytic domains flow on the membrane surface
being anchored to the lipid bilayer by an N-terminal a-helix; however
the exact positioning of P450 in the membrane has not been yet
determined by a direct experiment. This ignited an interest in modeling
of P450s on the lipid bilayer. The early empirical models, which
appeared soon after release of the crystal structures of mammalian
P450s, were, however, not conclusive as they suggested very different
membrane orientations of P450s (cf. Fig. 5 in Berka et al., 2011). Two
independent models of membrane anchored CYP2C9 based on
molecular dynamics simulations (Berka et al., 2011; Cojocaru et al.,
2011) published in 2011 shared many similarities indicating that
molecular dynamics might provide convergent and reliable membrane

Fig. 6. In vivo pharmacokinetic profiles of olaparib in CYP3A4, CYP3A4-HBN,
and Cyp3a null mice. CYP3A4 (open circle), CYP3A4-HBN (black circle), and
Cyp3a null (open triangle) mice (female; n = 4) were fed on a powdered diet (RM1)
containing 250 mg/kg pregnenolone-16a-carbonitrile (PCN) for 3 days (equivalent
to 50 mg/kg daily). On day 4, mice were dosed p.o. with olaparib at a final
concentration of 25 mg/kg body weight, and a pharmacokinetic study carried out
over 8 hours with blood sampling via the tail vein at the time points shown. Samples
were analyzed for olaparib content by LC-MS/MS. Inset table shows pharmaco-
kinetic parameters (mean6 S.D.). *P, 0.05, **P, 0.01 ***P, 0.001; CYP3A4-
HBN or Cyp3a KO versus CYP3A4, t test.

Fig. 7. In vivo pharmacokinetic profiles of veliparib in CYP2D6, CYP2D6-HBN,
and Cyp2d KO mice. CYP2D6 (open circle), CYP2D6-HBN (black circle), and
Cyp2d null (open triangle) mice (female; n = 4) were dosed p.o. with veliparib at a
final concentration of 12.5 mg/kg body weight, and a pharmacokinetic study was
carried out over 8 hours with blood sampling via the tail vein at the time points
shown. Samples were analyzed for olaparib content by LC-MS/MS. Inset table
shows pharmacokinetic parameters (mean 6 S.D.). **P , 0.01; Cyp2d KO versus
CYP2D6-HBN or CYP2D6, t test.
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models of P450s. Since then, many independent models of membrane
anchored P450s have been published, so we can discuss common
features and differences among individual P450 forms (Denisov et al.,
2012; Sgrignani and Magistrato, 2012; Baylon et al., 2013; Berka et al.,
2013; Ghosh and Ray, 2013; Yu et al., 2015).
Common features of P450 membrane anchoring include the catalytic

domain, which resides on the lipid bilayer being partially immersed to
the membrane interior. The N-terminal part and F/G loop on the distal
side of P450s are typically immersed to the nonpolar membrane interior
(Fig. 8). The proximal side of P450 is exposed to the aqueous
environment being available for interactions with redox partners. The
active site, which is deeply buried in P450 structures (Otyepka et al.,
2007; Johnson and Stout, 2013), is above the membrane surface and is
accessible through a network of access channels (Cojocaru et al., 2007).
Analysis of access channels by software tools CAVER (Petrek et al.,
2006) and MOLE (Petrek et al., 2007) showed that openings of active-
site access channels are positioned inside the membrane and the solvent
channel exit (passing between F and I helices) faces the water/
membrane interface (Fig. 9). The individual P450 forms (CYP1A2,
2A6, 2C9, 2D6, 2E1, and 3A4) show rather small variations in their
membrane orientations, which affect positions of the channel openings
with respect to the membrane (Berka et al., 2013).
Most of the marketed drugs are amphiphilic compounds, and they

have a large potential to accumulate in lipid bilayers (Seddon et al.,
2009; Endo et al., 2011; Nagar and Korzekwa, 2012). It should be noted
that the drug-metabolizing P450s catalyze the monooxygenase reaction
as the most typical reaction. Formally, an oxygen atom is inserted onto a
substrate molecule in the reaction, and one may expect that the
amphiphilic substrate becomes more hydrophilic after the oxidation
reaction. Comparison of affinities of drugs and their respective P450
metabolites to membranes shows that substrates have higher affinities
for the membranes and are positioned deeper in the membrane structure
than their respective metabolites (Paloncýová et al., 2013; Paloncýová

et al., 2014). The drugs are typically localized inside the lipid bilayers
just below the polar head group region, and the positions of P450 access
active site channels openings are in the same membrane layer.
Membrane positions of metabolites correspond to the solvent channel
exit, which point toward the water-membrane interface (Fig. 10). Based
on these findings, one may hypothesize that the drugs penetrate from
the membrane to the P450 active sites. They are oxidized and released
to the cytosol via the solvent channel.

Super-resolution Protein-Lipid Interaction Mapping of P450
Reductase and Cytochrome P450 2C9 Interacting with Ternary
Planar Lipid Bilayers (S.C.H., U.P.D., C.B., J.A.B., and J.P.J.)

Single-molecule techniques provide insight into protein-protein and
protein-lipid interactions at a molecular level that is unresolvable by
ensemble methods. Here, we investigated interactions between CPR,
CYP2C9, and planar supported lipid bilayers using single molecule
total internal reflectance microscopy (SM-TIRF) to generate super
resolution protein-lipid interaction maps (SPLIMs). Specifically, we
looked at how detergent concentration and time can affect protein-lipid
interactions between CPR and planar lipid bilayers. We also examined
how CYP2C9 perturbs this system.
Both CPR and CYP2C9 are localized to the cytoplasmic face of the

hepatic ER in vivo via N-terminal a-helices (Williams and Kamin,
1962; Black, 1992).There is mounting evidence to suggest that under
certain experimental conditions, CPR and P450s form higher-order
complexes (Reed et al., 2010; Davydov, 2011; Davydov et al., 2015);
however, the stoichiometry of these complexes and the dynamics
governing their association and disassociation are not well understood.
To understand how such complexes are formed, it is first important to
investigate the simpler protein-lipid and protein-protein interactions
essential to the system.
Detection and measurement of single ER proteins or protein

complexes and their membrane counterparts are difficult in live cells
owing to the complexity of the system and labeling shortcomings.
Consequently, over decades, researchers have developed a range of cell
membrane mimics to satisfy the finicky energetic requirements of
membrane proteins for biphasic amphiphilic environments while
removing much of the complexity of biologic membranes. Examples
of P450 reconstituted systems include planar lipid bilayers, liposomes,
and nanodiscs (Denisov and Sligar, 2011).

Fig. 8. Model of the orientation of CYP3A4 and CPR with respect to the
membrane. The figure shows a model of CYP3A4, taken from molecular dynamics
simulations, floating on the membrane having a partially immersed catalytic domain
and being anchored by one N-terminal a-helix crossing the membrane. The distal
side faces to the membrane while the proximal side is oriented toward the cytosol
and available for interaction with redox partners (here the FMN domain of CPR is
shown).

Fig. 9. Orientation of the CYP3A4 solvent channel and active site with respect to
the membrane. The P450 catalytic domain (i.e., here CYP3A4 taken from molecular
dynamics simulation) floats on the membrane and the access and exit channels
(calculated by MOLE 2.0 software) to the deeply buried active site point toward the
membrane opening above (for the solvent channel) and below (for channel no. 2e)
the membrane surface.
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Although there are many advantages in using this type of reductionist
approach, one distinct disadvantage is that reconstituted systems are
prepared using detergents. Detergents are required to solubilize
membrane proteins, maintain their stability, and facilitate their incor-
poration into the phospholipid bilayer (Helenius and Simons, 1975);
however, detergents interfere with native protein-lipid and protein-
protein interactions, and it is difficult to remove them from the system
completely when they are no longer needed. The paradoxical beneficial
and adverse roles of detergents in reconstituted systems can be
explained by their chemical and thermodynamic properties. Commonly

used detergents, such as (3-[3-cholamidopropyl)dimethylammonia]-1-
propanesulfonate (CHAPS), structurally resemble cell membrane-
associated compounds, including sterols and bile acids. In addition,
akin to phospholipids, under certain conditions, detergents undergo
organizational transformations to form lamellar micelles and bicelles.
Although attempts are often made to remove detergents using

dialysis, hydrophobic adsorption, and gel filtration chromatography,
based on our observations, we hypothesize that some unknown amount
always remains. This could explain why incorporation of CPR and
P450 into reconstituted systems is never complete (Reed et al., 2006). In

Fig. 10. Model of the substrate access channel
of CYP2C9. Lipophilic and amphiphilic drugs
can bind to CYP2C9 (taken from molecular
dynamics simulation) active site from mem-
brane, where they may accumulate. They pass
via an access channel (calculated by MOLE
2.0) to the active site and there are transformed
typically by a monooxygenase reaction and
released via an exit channel to the water-
membrane interface.

Fig. 11. Super-resolution protein-lipid interaction mapping (SPLIM) workflow. Single-molecule data collected by exciting individual Alexa-555-CPR proteins at the lipid
bilayer in a TIRF evanescent field using a 532-nm laser. Emitted light was detected on an EM-CCD camera. Tens to hundreds of thousands of continuous 10-millisecond
frames were collected from a single sample at a specific bilayer location. The ThunderSTORM plugin for ImageJ identifies individual proteins frame-by-frame. The super-
resolution location of each protein was found by approximating the point spread function with a 2D Gaussian and finding the center. CPR-lipid interactions were ‘mapped’
by superimposing all super-resolution refined frames. Two different types of 2D grayscale maps can be generated: intensity-based maps (top left) and frequency-based maps
(bottom left). Whereas cumulative molecular brightness (intensity) may be of interest in some applications, for example, in fixed cells, for SPLIM, we postulate that
frequency-based localization better represents transient protein-lipid interactions, where ‘whiter’ regions are locations in the heterogeneous bilayer where the incidence of
interaction is higher.
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support of this hypothesis, using SM-TIRF, we directly observed
fluorescent-labeled proteins transiently interacting with lipid bilayers.
This apparent dynamic binding and debinding phenomenon—
helicoptering—was first described by (Ingelman-Sundberg andGlaumann,
1980) and is demonstrated in the (Supplemental Video S1). Furthermore,
we examined how helicoptering is dependent on detergent concentration
and time, as well on the strength of the protein-lipid interaction or protein
complex-lipid interaction.
It is first important to provide a brief background on our CPR-

CYP2C9 planar lipid bilayer system, SM-TIRF, and a data visual-
ization technique we are calling super-resolution protein-lipid
interaction mapping (SPLIM). We produce our reconstituted systems
by laying down planar lipid bilayers on glass coverslips and allowing
fluorescently labeled protein (Alexa 555 CPR and/or CYP2C9) to
self-incorporate from above by incubation at 37�C. We prepare
liposomes based on a method described by Guengerich and colleagues
(Ingelman-Sundberg et al., 1996). From the liposomes, we prepare
planar supported lipid bilayers using a method described by our group
(Poudel et al., 2013).

SM-TIRF involves focusing a laser beam through a high numerical
aperture lens in such a way that it creates an evanescent field. This
restricts the excitation of fluorophores to within ;100 nm of the
coverslip. Consequently, only fluorescently labeled proteins that are
in or very close to the 5-nm-thick lipid bilayer on the surface of
the coverslip are monitored. The light emitted from the excited
fluorophores in a specific 2D region of the bilayer is captured by an
electron multiplying charge coupled device camera in sequential 10-ms
exposure frames (seen in S1). We use the ThunderSTORM plugin for
ImageJ to process this movie data to achieve super-resolution
localization of CPR interacting with the lipid bilayer (Fig. 11) (Ovesny
et al., 2014). Briefly, each movie frame is filtered to improve the signal-
to-noise ratio, and then fluorophores within each frame are identified
according to a set of parameters (intensity, ellipticity, diameter, etc.).
The center of each fluorophore’s point spread function is approximated
to one pixel by fitting it with a two-dimensional (2D) Gaussian. Finally,
the superlocalized positions of all fluorophores from all frames of the
movie are superimposed to generate a 2D grayscale histogram that
represents the spatial frequency distribution of all protein-lipid

Fig. 12. SPLIM indicates diminishing detergent leads to changes in the frequency and distribution of protein-lipid interactions. Alexa 555-CPR (CPR purified according to
Rock et al., (2001) and conjugated to Alexa 555 C2 maleimide according to the manufacturer (Thermofisher)] was added to a final concentration of 3.5 nM to ternary lipid
bilayers (prepared in 200 mM K-HEPES (pH 7.4), 15 mM MgCl2, and 0.8 mM CHAPS). The degree of labeling of the final Alexa 555-CPR was 80%. After 30 minutes
incubation at 37�C, the bilayer was rinsed in buffer containing 200 mM K-HEPES (pH 7.4), 15 mM MgCl2, and either 0.8 mM CHAPS (A), 0.1 mM CHAPS (B) or no
CHAPS (C). These SPLIM images have been normalized for the number of particles instances (84,000 6 600). A particle instance is defined as one spatially resolved CPR-
lipid interaction in one 10-millisecond frame using ThunderSTORM. (A, B) were each generated by superimposing 20,000 frames, whereas (C) was generated from 12,200
frames Changes in the spatial frequency distribution demonstrated in these SPLIM images are further shown by one-dimensional histograms (D) where (A), (B), and (C) are
the top, middle, and bottom, respectively. All SPLIM experiments were carried out at 37�C. Because SPLIM images are essentially 2D histograms that follow poissonian
distributions, to enhance contrast, grayscale levels were adjusted. The same adjustments were applied to each SPLIM image. Thus, all pixels in all SPLIM images were
treated identically.

Fig. 13. Time-dependent CPR-lipid interactions using SPLIM. (A, B) are SPLIM images generated from 15,000 frames each (a total of 150 seconds). (A) Data were
collected 15 minutes after CPR addition. (B) Data were collected 90 minutes after CPR addition. (C) Average number of particle instances detected per frame. Samples were
prepared as in Fig. 12, using the 0.8 mM CHAPS-containing buffer. Contrast adjustments were performed as in Fig. 12.
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interactions within a precise region of the bilayer over a given period of
time—hence, SPLIM.
SPLIM differs from more conventional super-resolution image-

reconstruction techniques because we plot frequency per pixel rather
than cumulative intensity per pixel (Fig. 11, right). To explain, we use a
grayscale 2Dmatrix to represent the region of the bilayer we collect data
from; in the matrix, each element represents one pixel, and the pixel
dimensions define the ultimate resolution of the image. Black is
represented by zero, so before data collection begins, the matrix is
populated with zeros. Shades of gray through to white are represented by
integers greater than zero. Each time a protein “visits” a particular location
on the bilayer, the value for that pixel in the matrix increases by one. The
pixel that is “visited” the greatest number of times during data collection
will be white and will have the highest corresponding integer value in the
matrix. All other shades of gray will fall somewhere in between.
In conventional super-resolution imaging and reconstruction, the aim

is to “map” fluorophore locations under the assumption that they are
fixed. The blinking properties of fluorophores are exploited to attain
sparsely populated images that are then superimposed to “fill in the
gaps.” The cumulative intensity at each pixel location is used to
populate the greyscale matrix. Cumulative intensity represents the total
number of photons generated at a given pixel location rather than the
number of times a protein is located there. A cumulative intensity image
can differ significantly from a frequency plot because of dynamic
changes in fluorophore quantum efficiencies with respect to their
photophysical processes and local environment (i.e., in solution versus
in the bilayer). We believe our SPLIM treatment better addresses the
dynamic nature of our system, as we are most interested in the number
of times a particle “visits” a certain location on the bilayer.

Using SM-TIRF and SPLIM, we investigated the role of detergent in
CPR-bilayer interactions (Fig. 12). At high concentrations of detergent
(CHAPS) (Fig. 12, A and B), CPR-bilayer interactions appear more
spatially random, occupying more of the pixels in the field of view. In
contrast, we observed that as the CHAPS concentration decreases, CPR
appears to become less laterally mobile and is seen in the same pixel
location more frequently (Fig. 12, C and D). It is important to note that
based on these observations alone, we cannot distinguish between one
particle that visits a particular region on the bilayer and is detected over
many frames versus many particles visiting the same region.
One explanation for these observations is that CPR partitioning

between the bilayer and solution is detergent-dependent. As detergent is
removed, there are fewer solution-based amphiphilic molecules to
interact with and stabilize CPRs’ hydrophobic N-terminal helix. This
results in greater partitioning of CPR into the membrane, and the on/off
rates of CPR-lipid helicoptering adjust accordingly. With less deter-
gent, CPR is “on” the bilayer longer or permanently. This could account
for the increased frequency of protein-lipid interactions at specific
bilayer locations (i.e., we are detecting the same protein multiple times
over multiple frames).
An alternative explanation is that at low detergent concentrations,

helicoptering CPR could have higher affinity for specific regions within
the heterogeneous bilayer [here, we used a ternary mix of DLPC,
DOPC, DLPS (1:1:1 (w/w/w)], and what we are observing is it “visiting”
these regions more often. It has been shown that CPR harbors a specific
affinity for anionic phospholipids such as phosphatidylserine (Balvers
et al., 1993). To investigate this question further, we looked at annexin
V, a self-inserting transmembrane protein, interacting with bilayers
under the high detergent conditions (0.8 mM CHAPS). Annexin V is

Fig. 14. Using SPLIM to visually demonstrate pertur-
bation of CPR-lipid interactions by CYP2C9. (A) A
SPLIM image of a bilayer that has been incubated with
Alexa 555-CPR and unlabeled CYP2C9 [3.5 nM each;
CYP2C9 prepared according to Shimoji et al., (1998)].
It contains data from 19,801 frames and has 57,218
particle instances. (B, C) SPLIM images of the same
Alexa-555 CPR sample (no CYP2C9), normalized
according to (B) particle instances or (C) number of
frames. (B) Generated from 4,508 frames. (C) Had
275,123 particle instances. (D) Bar graph showing the
average number of particle instances per frame for each
sample. Samples were prepared, and contrast adjust-
ments were made as in Fig. 12.
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known to interact specifically with phosphatidylserine (Tait and
Gibson, 1992). We found that annexin V was localized to spatially
distinct regions in a pattern similar to that seen in the “no CHAPS”
sample, indicating that CPR does in fact localize to PS-rich domains
(data not shown).
To ascertain whether CPR-lipid interactions displayed time-

dependent variability, we collected SM-TIRF data from the same
sample at two different time points after addition of CPR to the bilayer.
From the SPLIM profiles (Fig. 13, A and B), we observed a change in
the spatial distribution of protein-lipid interactions over time that was
similar to what was seen with detergent removal. After a longer
incubation, CPR appeared to frequent specific regions of the bilayer
more often. In addition, the number of detected CPR-lipid interactions
increased from 1.22 per frame to 5.97 per frame (Fig. 13C), confirming
that we are observing a dynamic process that has not yet reached
equilibrium. This finding corroborates the work of many groups who
have described long protein-lipid incubation periods (hours to days) to
achieve higher levels of protein incorporation into their reconstituted
systems (Causey et al., 1990; Reed et al., 2006; Davydov et al., 2010). It
is important to note, however, that we have been unable to find
experimental evidence to suggest that protein incorporation is complete
and irreversible, even after the removal of detergent.
To investigate how CYP2C9 affects CPR-lipid interactions, we

compared the SPLIM profiles of our CPR-lipid samples before and after
the addition of CYP2C9 (Fig. 14). Once again, there were differences
in the spatial distribution patterns (Fig. 14, A and B), as well as changes
in the number of protein-lipid interaction instances over time (Fig. 14,
A, C, and D). Most interestingly, there appeared to be a significant
reduction (80%) in the number of recorded protein-lipid interaction
instances when CYP2C9 was present. We believe this is could be due to
Förster resonance energy transfer quenching of Alexa 555-CPR
fluorescence by the P450 heme, a phenomenon that has been previously
described in the literature (Isin and Guengerich, 2008). This would
indicate that under these conditions, approximately 80% of all CPR
molecules are within the Förster radius of a CYP2C9 molecule,
signifying that CPR and CYP2C9 are forming heterodimers or
oligomers. An alternative explanation could be that in the presence of
CYP2C9, CPR “visits” the bilayer less frequently, although this is
unlikely given that other groups have described the opposite to be true
(Reed et al. 2006).
In conclusion, we directly observed that CPR-lipid interactions are

dependent on detergent concentration and time and that in the presence
of CYP2C9, the CPR fluorophore is likely quenched via Förster

resonance energy transfer to the P450 heme. Together, these findings
highlight the unique information that can be extracted from reconstituted
systems using SM-TIRF. In addition, we introduced SPLIM as a method
to display protein-lipid interactions by localization frequency and spatial
distribution. We postulate that by visualizing the data in this way, we can
unveil information about the underlying structure of the lipid bilayer. In
the future, SPLIM could be used to dynamically “map” lipid rafts and
phase domains within membranes on cell or organelle surfaces. Cluster
analysis such as the work described by Owen et al. (2010) may help to
quantify SPLIM interactions further.

Elucidating the Macromolecular Determinants of Lipid Domain
Localization for CYP1A1 and CYP1A2 in the ER (J.w.P., J.R.R.,

and W.L.B.)

Biologic membranes are heterogeneous with respect to both the
composition and the ordering of the constituent lipids. These lipid
bilayers are comprised primarily of a variety of phospholipids with
varying lengths of fatty acyl chain moieties. Cholesterol is another
component of biologic membranes that modulates the ordering of
certain types of phospholipids in its proximity (Berkowitz, 2009). As a
result, clusters of cholesterol and phospholipids containing a high
proportion of saturated, straight-chained fatty acyl groups coalesce in
the membranes as discrete zones that have been termed “lipid rafts” or
“lipid microdomains” (Pike, 2009). The lipids in the microdomains are
tightly packed which results in their lateral motion being highly
restricted. These regions are described as being in the “liquid-ordered”
state (Brown and London, 2000). The lipid microdomains are present in

Fig. 15. Localization of CYP1A2-GFP and CYP2B4-GFP fusion proteins in
different lipid microdomains. The ordered and disordered lipid domains from
HEK293T cells expressing either GFP-CYP1A1 or GFP-CYP1A2 were treated with
0.5% Brij 98 followed by high-speed centrifugation at 100,000g for 1 hour in a
buffer containing 50 mM HEPES (pH 7.25), 150 mM NaCl, and 5 mM EDTA.
S and P represent the supernatant (disordered) and P (ordered) fractions of the
modified CYP1A proteins, showing that the fusion proteins reside in different
membrane regions. (This research was originally reported in Park et al., unpublished.)

Fig. 16. Membrane localization of CYP1A2-CYP1A1 chimeric proteins in
HEK293T cells. Chimeric proteins were constructed that contained the N-terminal
region of CYP1A2 fused to the C-terminal region of CYP1A1. (A) A diagram of
the cut sites representing the junction of cDNAs for the chimeras. (B) The
relative distribution of the expressed chimeras into ordered (P) and disordered (S)
regions after cell lysis, isolation of the postnuclear supernatant, and high-speed
centrifugation (100,000g for 1 hour). The 0% panel shows the immune blots
resulting from no detergent treatment and the 0.5% panel shows the distribution after
solubilization in 0.5% Brij 98. (This research was originally reported by Park et al.,
unpublished.)
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a surrounding medium containing phospholipids with a high degree
of unsaturation in the fatty-acyl chains. This aspect of the lipids
surrounding the microdomains prevents them from being tightly packed
and results in the constituent lipids displaying an extreme state of
random motion. As a result, this milieu has been referred to as being in
the liquid-disordered phase (Brown and London, 2000).
One physical characteristic of the ordered domains that has allowed

for their study is the fact that they are resistant to being solubilized by
detergent treatment of the membrane (Ahmed et al., 1997; London and
Brown, 2000). Thus, lipid microdomains have also been referred to
as detergent-resistant membranes (DRMs). In studies with lipid
microdomains, researchers have used detergent solubilization to
identify the proteins in the membrane that predominantly localize to
DRMs. In addition, researchers have commonly used a compound that
tightly binds to cholesterol, methyl-b-cyclodextrin, to deplete cellular
membranes of cholesterol. In addition to showing the dependence of
lipid microdomains on the presence of cholesterol (Brignac-Huber
et al., 2011), these studies have also elucidated some of the cellular
functions of the microdomains. In the plasma membrane, DRMs have
been shown to regulate diverse cellular processes, including signal
transduction, endocytosis, cellular trafficking, and cytoskeletal
tethering (reviewed in Head et al., 2014).
Lipid microdomains have recently been demonstrated to also exist in

the ER (Browman et al., 2006), although their functions have not been
well established. Our laboratory examined whether lipid microdomains
influenced the distribution and activities of P450 in the ER membrane.
Our initial studies determined that CYP1A2 predominantly resided in
ordered membranes (Brignac-Huber et al., 2011). Furthermore, its
localization in the membrane and its catalytic activity were greatly
affected by cholesterol depletion. We subsequently used fluorescent
lipid probes to demonstrate that ordered lipid domains were present in
purified CYP1A2-reconstituted systems, with the lipid composition of
total ER and that CYP1A2 resided in ordered domains as indicated by

its resistance to detergent solubilization (Brignac-Huber et al., 2013).
When comparing a homogeneous membrane reconstituted system
prepared from bovine liver phosphatidylcholine and one prepared from
a mixture of lipids that would favor the generation of ordered lipid
microdomains, the presence of ordered domains was associated with a
much higher apparent binding affinity between CYP1A2 and CPR
(Brignac-Huber et al., 2011). Interestingly, the localization of CYP2B4
and CYP2E1 in the ER was distinct from that of CYP1A2 as the former
distributed equally between ordered and disordered regions, whereas
CYP2E1 was almost entirely within disordered regions (Park et al.,
2014).
In the course of investigating the membrane distribution of CYP1A2,

we noticed an intriguing distinction in the localization of CYP1A2 and
CYP1A1 (Fig. 15). After the DRMs were isolated by high-speed
centrifugation after treatment with 1% Brij 98, immune blotting was
performed to monitor the P450 distribution by using a primary antibody
reactive with both forms of CYP1A enzymes. As reported previously,
CYP1A2 localized predominantly in ordered domains; however,
CYP1A1 was found to reside almost entirely in disordered regions of
the ER.
Because CYP1A1 and CYP1A2 share about 80% sequence identity,

the protein regions responsible for the varying localization of the two
P450s could be clearly determined by the generation of CYP1A1-
CYP1A2 chimeras. Initially, it was important to ensure that we could
accurately monitor the expression and localization of the two P450s in
HEK293T cells. To easily monitor transient expression in the cells, we
linked the cDNA of green fluorescent protein (GFP) to the C-terminal
end of the CYP1A cDNAs and cloned into the pGFP2-N2 expression
vector. After expression in the human embryonic kidney cell line HEK-
293T cells, it was determined that the modified CYP1A proteins were
expressed in the ER of the cells; after detergent solubilization with 0.5%
Brij 98 of the postnuclear supernatant of the cells and high-speed
centrifugation (100,000g for 1 hour), it was found that CYP1A1 and
CYP1A2 were localized to disordered and ordered domains, respec-
tively (data not shown). Thus, the cell system could be used with
mutagenesis of the CYP1A sequences to determine the regions
responsible for domain localization.

Fig. 17. Membrane localization of CYP1A1-GFP and CYP1A2-GFP fusion
proteins containing only their N-terminal regions. Construction of CYP1A-GFP
chimeras derived by attaching the N-terminal regions of CYP1A1 (aa 1–32) and
CYP1A2 (aa 1-30), respectively to the cDNA for GFP and their relative distribution
into ordered and disordered lipid domains. (A) Comparison of the N-terminal
regions of rabbit CYP1A1 and CYP1A2. (B) Illustration of the constructed fusion
proteins. (C) Localization of the proteins before and after Brij 98 solubilization.
CYP1A2 resides in the pellet before Brij 98 treatment and remains in the membrane
after partial membrane solubilization. In contrast, the expressed fusion protein
containing the CYP1A1 N-terminus does not reside in the membrane, even before to
Brij 98. (This research was originally reported by Park et al., unpublished.)

Fig. 18. Role of the internal regions of CYP1A on membrane localization. Chimeric
proteins where internal regions of CYP1A1 were inserted into the CYP1A2
sequence were generated. The constructs were then transfected into HEK293T cells
and their localization determined. (A) Illustration of the chimeric constructs. (B)
Localization of the chimeras after Brij 98 treatment of the membranes. This research
was originally reported published by Park et al., unpublished.
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Chimeras were generated by overlap extension PCR (Ho et al.,
1989). Four cut sites in the cDNA sequences of the P450s were
selected based on their location in meander regions of the crystal
structures (Sansen et al., 2007) and thus were not expected to interrupt
key regions of secondary structure that were important for function.
The cut sites were used to generate a combination of chimeras (shown
in Fig. 16A). A complementary set of chimeras were also generated
using the same cut sites by adding different lengths of the CYP1A1 N
terminus to the C-terminal end of CYP1A2 (not shown). Substitution
of the shortest N-terminal sequence in both chimera systems was
sufficient to reverse the domain localization of the wild-type enzymes.
More specifically, when the first 100 amino acids of CYP1A2 were
combined with the C-terminal end of CYP1A1, the enzyme partially
localized to the ordered domain (Fig. 16B), and with the opposite
substitution, the chimera was found to reside entirely in the disordered
region (not shown).
All the mammalian P450s involved in drug metabolism have an

N-terminal sequence of approximately 30 amino acids in length that is
hydrophobic and anchors the proteins to the membrane (Black and
Coon, 1982). It is known that this segment functions to target the
enzymes to the ER. Given the effect of substituting the N terminal
�100 amino acids of CYP1A2 and CYP1A1 on domain localization,
however, we suspected that the N-terminal hydrophobic tail of the P450
may also have a role in the lipid domain selectivity of the enzyme.
Therefore, we generated expression plasmids with the N-terminal tails
of CYP1A1 and CYP1A2 linked to the cDNA for GFP (Fig. 17B).
These modified GFP proteins were then expressed in HEK 293T cells,
and their membrane localization was determined by cell lysis and
detergent solubilization of the postnuclear supernatant. After detergent
treatment and high-speed centrifugation, it was found that the GFP with
N-terminal CYP1A1 did not express in the membrane; however, the
GFP with N-terminal CYP1A2 did express in the membrane and was
predominantly localized in the ordered microdomains (Fig. 17C). Thus,
the hydrophobic, N-terminal sequence (�30 amino acids) of CYP1A2
appears to play a key role in targeting this enzyme to the ordered
domains.
Examination of Fig. 16 shows that the N-terminal�100 amino acids

of CYP1A2 resulted in only partial relocation of the CYP1A2-CYP1A1
chimera to ordered domains. As a result, we suspected that there might
be an internal amino acid sequence of the P450s that also contributes to
domain localization. To test this possibility, the same cleavage sites in
the amino acid sequences of CYP1A1 and CYP1A2 were used to
generate cDNAs for three chimeras in which one of the CYP1A1
internal sequences was substituted for that of CYP1A2 (Fig. 18). The
chimera containing the CYP1A1 sequence from amino acid 303–417
did not express in the cells. The CYP1A1 substitution at amino acids
108 to 205 did not seem to alter the relative distribution into ordered and
disordered domains; however, when amino acids 206–302 of CYP1A1
were substituted, a higher proportion of the P450 localized to
disordered domains, suggesting this region also contributes to the
domain selectivity of these enzymes. This region of the protein contains
the F and G helices and F-G loop, which interact with the membrane,
are involved in substrate binding from the membrane and constitute part
of the ceiling of the P450 active site above the heme group (Williams
et al., 2003; Yano et al., 2004; Pochapsky et al., 2010; Johnson et al.,
2014). Our data show that both the hydrophobic N-terminal sequence
and the F-G helices region confer the ordered microdomain selectivity
of CYP1A enzymes. Because there is considerable sequence homology
for CYP1A1 and CYP1A2 in these regions, future studies will focus on
identifying the specific amino acids in these two sequences that are
responsible for targeting the enzymes to disordered and ordered regions
in the ER.

P450s have been shown to associate with one another in lipid
membranes. Both homomeric and heteromeric complexes of P450 have
been demonstrated using a variety of techniques (reviewed in Davydov,
2011; Reed and Backes, 2012). Almost 40 years ago (Peterson et al.,
1976), it was proposed and has been subsequently shown that the
aggregation of P450s would allow for more efficient electron transfer
by the CPR as electrons could be rapidly transferred to the aggregating
P450s in a single interaction with the complex. The P450-P450
associations also directly influence the function of these enzymes
because form-specific interactions have been shown to result in
activation and/or inhibition of P450 catalytic activities (Hazai and
Kupfer, 2005; Kelley et al., 2006; Subramanian et al., 2009, 2010; Reed
et al., 2010). Thus, factors that influence the protein-protein associa-
tions of P450s in the ER can have important effects on P450 function.
We are currently examining the effect of microdomain localization of
different P450 enzymes on their ability to form P450-P450 complexes.

Summary

Although much is known about the factors controlling the expression
and catalytic function of P450 system proteins, numerous questions
remain regarding how these proteins are organized in the ER and how
they interact with their protein partners and even with the membrane
itself. These reports show that the interactions among these proteins are
complex, and we must consider the specific proteins that are present as
well as the membrane environment in which they reside.
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ABSTRACT 

Microsomal cytochrome P450 enzymes are membrane attached enzymes playing indispensable 

roles in biotransformation of numerous endo and exogenous compounds. Due to recent progress 

in experiments and simulations, many important features of CYP-membrane interactions were 

described, however, many other aspects are underexplored. Using microsecond-long molecular 

dynamics simulations, we analyzed interaction of CYP3A4 to bilayers composed of lipids 

differing in their polar head groups – phosphatidylcholine, phosphatidylethanolamine, 

phosphatidylserine, and phosphatidylglycerol. In the negatively charged lipids, CYP3A4 was 

immersed deeper and more oriented toward the membrane, because of the favorable electrostatic 

interactions between CYP catalytic domain and the lipid polar head groups. The significant role 

of electrostatic interaction in CYP-membrane interactions helped us to explain experimentally 

observed preferences of individual CYP isoform to distribute to (dis)ordered membrane 

microdomains.  
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Introduction 

 The microsomal cytochrome P450 (CYP) enzymes are membrane-anchored proteins involved 

in many biotransformation processes of drugs and other endo and exogenous compounds1,2. They 

are known to metabolize more than 50 % of marketed drugs2 and are responsible for some 

adverse effects of drugs, e.g., drug-drug interactions. It is not surprising that CYPs are in a focus 

of pharmacology and drug development. Catalytic domain of CYPs contain deeply buried active 

site housing a heme cofactor3 connected with environment by a complex network of channels.4 

The CYP catalytic domain sits on the cytoplasmic side of endoplasmic reticulum (ER) 

membrane being anchored by an N-terminal transmembrane α-helical anchor to the membrane.5–

9 

Membrane orientations of CYPs were studied by various methods. Molecular dynamics 

simulations5–9 identified common hydrophobic regions of CYP interacting with the membrane 

(N-terminal, A’, F’, and G’ helices), and only small variations among individual CYP isoforms.10 

The orientation agreed with the experimental evidences from atomic force microscopy11,12 and 

tryptophan fluorescence scanning,13 epitope labeling14,15 and NMR experiments.16 These findings 

about CYP membrane orientation were recently corroborated by the first X-ray structures of 

CYP with resolved transmembrane N-terminal anchor from Saccharomyces cerevisiae.17,18 In 

addition, there is ever growing evidence that the membrane is not just a passive environment but 

affects CYP orientation, localization, ligand binding and catalytic activity. 

Individual CYP isoforms differ in localization in the ordered and disordered microdomains of 

ER membrane.19–21 While CYP1A1 and CYP2E1 preferred the disordered domains, CYP1A2 

and CYP reductase (CPR) preferred the ordered domains and CYP2B4 was equally distributed in 

both domains.19–25 The difference in localization could affect catalytic efficiency of individual 
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CYPs as the excessive addition of the order-inducing cholesterol lipid significantly suppressed 

the activity of CYP3A4.26,27 

Activity of CYP also depends on membrane lipid composition. The addition of 

phosphatidylethanolamine (PE) to phosphatidylcholine (PC) was shown to increase the catalytic 

activity of CYP2B4,28 while it had stabilization effect on CYP1A2.29 The catalytic activity of 

CYP1A2 was increased by the presence of anionic lipids 2-3 folds at 50 % addition of 

phosphatidyl acid (PA) or phosphatidylserin (PS).30 When CYP3A4 was attached to mixed 

phosphatidylcholine/phosphatidylserine membrane, an increase in maximal velocity Vmax for 

nifedipine oxidation occurred but Michaelis constant Km did not change.31 The enzymatic 

activity of CYP3A4 in the presence of anionic lipids increased ~6-fold at 50 mol % of PS in 

comparison with pure phosphatidylcholine (PC) membrane. Further increase in the PS 

concentration (above 60 %) lead to a concomitant rapid decrease of the enzyme activity.32 As the 

rate of NADPH oxidation was unaffected by the presence of anionic lipids, it was suggested that 

the negative charge of the membrane lipid might affect electron flow between CYP and redox 

partners.31–34 However, the mechanism how lipids mediate the electron transfer still remains 

unclear.35 Despite the importance of membrane in the catalytic function of CYP, there is still a 

lack of information about structural details of interaction of CYPs with various membranes and 

how changes in membrane composition is pronounced in CYP biophysics. 

In this work, we describe the interactions between CYP3A4 and various membrane lipids 

differing in a head group region. We have chosen dioleoyl phospholipids and monitored the 

influence of the differently charged head groups on CYP3A4 interaction with the membrane 

(Figure 1). We observed significant differences in the structure, position and orientation of 

CYP3A4 in the membrane composed of lipids with variously charged lipids. We discussed the 
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observations in the context of activity of CYPs and in context of the CYP charges. We have 

hypothesized that the charge of CYP may induce electrostatic interactions between CYP and 

(negatively charged) membranes and may lead not only to the changes in catalytic efficiency and 

access or egress of the substrate/metabolite, but also to the CYP localization. 

 

 

Figure 1: Lipids of biological membranes addressed in this study, i.e., dioleylphosphatidyl-

choline (DOPC), dioleylphosphatidyl-ethanolamine (DOPE), 1,2-dioleoyl-sn-glycero-3-

[phospho-rac-(3-lysyl(1-glycerol))] (DOPG), and 1,2-dioleoyl-sn-glycero-3-phosphoserine 

(DOPS). The charges are highlighted in circles in following colors: blue – negative, red – 

positive, green – neutral polar. 

 

Methods 

We prepared membrane models using four different lipid bilayers, each composed of pure 

dioleoylphosphoglycerolipid (DOPx) containing 121 molecules per leaflet. We used 1,2-

dioleoyl-sn-glycero-3-phosphocholine (DOPC), 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

(DOPE), dioleylphosphatidyl-glycerol (DOPG), and dioleylphosphatidyl-serine (DOPS). The 

lipids differed only in the head groups (Figure 1) in order to separate the role of the head groups 
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from the effect of lipid tails. We used Slipids36 force field for the lipids. We hydrated the bilayer 

with TIP3P water model.37 As prepared bilayer models were equilibrated for 200 ns. 

We used all-atom structure of CYP3A4 pre-equlibrated on the DOPC membrane from our 

previous study.38 In the next step, we attached CYP3A4 into each of four different equilibrated 

bilayers using Gromacs tool g_membed.39 CYP3A4 attached to the membrane was inserted into 

a rectangular box and solvated with TIP3P water model.37 After solvation we added Na+ and Cl- 

ions to neutralize the system and to obtain physiological concertation 0.1 mol/L (see Table S1 in 

Supporting information). 

All simulations were performed using Gromacs package 5.0.40 We used AMBER ff99SB41 for 

CYP3A4, which is compatible with Slipids force field.36 We used parameters developed by 

Cheatham et al42 for the heme cofactor. For ions was used parameters developed by Aqvist and 

Applequist et al.43,44 Each system was energy minimized using steepest descent method. After 

the initial minimization, a short 10-ns-long MD simulation with positional restraints applied for 

Cα atoms was executed. The next step was 200-ns-long equilibration MD simulation of all 

membranes with CYP3A4 with following parameters; 2-fs-long time step (LINCS algorithm45); 

semiisotropic Berendsen barostat46 with pressure 1 bar, V-rescale thermostat at 310 K. The 

trajectories were collected from the 1,000+ ns long production run. We used following 

parameters of [N, p, T] MD simulations: 2-fs-long time step, Nosé-Hoover thermostat47,48 set to 

310 K and Parrinello-Rahman barostat49 set to 1.013 bar with semi-isotropic conditions; 

isothermal compressibility 4.5 × 10-5 bar-1 and pair-list was generated with the group cut-off 

scheme. The particle Mesh Ewald method50 was used for treatment of the electrostatics 

interactions from 1 nm and van der Waals interactions were switched from 0.8 to 1.0 nm. 
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Constraints were applied on all bonds with hydrogens. In all directions we applied periodic 

boundary conditions. 

All analyses were performed over the last 500 ns of MD simulation. For analysis of CYP3A4 

and membrane properties the Gromacs tools were used.40 For measure of distances between 

CYP, parts of CYP and membrane, g_dist tool was used for centers of masses of individual 

moieties. The g_sgangle was used for the computation of heme tilt angle which was 

characterized as the angle between heme plane and membrane normal (z axis).10 The heme plane 

was represented by set of three nitrogen atoms of the heme porphyrin. The area per lipid (APL) 

was calculated from size of the plane and number of lipids. Monolayer thickness (DHH/2) was 

calculated from the z-distance between maximum densities of phosphate group in both leaflets 

obtained by g_density tool. Deuterium order parameters were measured with using g_order tool 

and the radial distribution function of terminal nitrogens (in case of DOPG a terminal oxygen), 

phosphorus atoms, ions and water around a surface of CYP3A4, was calculated by g_rdf tool. 

RMSD was calculated using g_rms tool. Figures were provided using PyMOL 1.8 (The PyMOL 

Molecular Graphics System, Version 1.8 Schrödinger, LLC). 
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Figure 2: Structural view of CYP3A4 attached to DOPC membrane CYP3A4 is represented as 

grey cartoon and transparent surface, the active site is shown in black circle and the heme 

cofactor as orange (carbons) and red spheres (oxygens), detail of one DOPC lipid (blue spheres) 

shows position of lipid head group and tails in the bilayer; the oxygens are represented as red 

spheres and phosphate atoms as pale green spheres. 

 

Results 

We embedded CYP3A4 into four different DOPx bilayers (Figure 2, 3) and carried out 1-μs-

long MD simulations in order to decipher the role of lipid head groups on the interaction of 

CYP3A4 with the membrane. The structural details of pure membranes (without CYP3A4) are 

listed in Table 1 and they show that the area per lipid (APL) of pure membranes varied between 

0.59 nm2 (DOPE) to 0.70 nm2 (DOPG) and was negatively linearly correlated (r2 = 0.96) with 

the membrane thickness varying from 4.2 nm (DOPE) to 3.6 nm (DOPG). The DOPE membrane 



 9

was significantly more ordered (average deuterium order parameters S<CD> of 0.16) than other 

lipids with a significant increase of S<CD> on its sn-2 chain (Figure S1 in Supporting 

Information). The differences in chain ordering between sn-1 and sn-2 chains were observed near 

head groups, but apart from DOPE, S<CD> in lipids chains in membrane core were equivalent. 

These observations agree with literature51–53 and document that the used parameters and 

protocols provide relevant data ready for further interpretation. 

 

Table 1: Measured properties from lipid membrane simulations. 

 Pure Membrane  Membrane with CYP3A4 

Lipid 
type APL DHH/2 S<CD> 

CYP-DOPx 
distance 

Interacting AA 
residues with 
membrane 

Average 
# hydrogen 

bonds of 
CYP3A4 to 

lipids 

Heme tilt 
angle 

 [nm2] [nm]  [nm] Inside  Above* [Deg.] 

DOPC 0.69 1.89 0.11 3.77 ± 0.14 47 38 12.7 63.6 ± 6.1 

DOPE 0.59 2.12 0.16 3.83 ± 0.14 52 34 25.3 73.2 ± 5.6 

DOPG 0.70 1.80 0.10 3.10 ± 0.11 112 98 40.3 77.3 ± 5.0 

DOPS 0.65 1.97 0.13 3.58 ± 0.15 68 46 32.1 68.6 ± 5.2 

Area per lipid (APL) and monolayer thickness (DHH/2) calculated as half of the head group – 
head group distance of lipid bilayers in pure bilayer simulations; the distance between center of 
masses of CYP3A4 and lipid membrane, the number of CYP3A4 AA residues located inside the 
membrane or within 7 Å from polar head groups, average number of hydrogen bonds between 
CYP3A4 and lipids and the heme tilt angle.  
*within 7 Å from the membrane 
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Figure 3: CYP3A4 on different membranes adopt a different orientation and depth of the 

embedding. In lipid only phosphates are shown as orange balls and in upper layer of the 

membrane the nitrogens or glycerol oxygens (in DOPG) are shown as blue and pink balls, 

respectively. 

The embedded CYP3A4 catalytic domain kept its native fold as RMSD of Cα atoms from the 

last frame to the X-ray structure were below 0.4 nm with notable exception of CYP3A4 on 

DOPS membrane (Figures S2 and S3 in Supporting Information) and the systems achieved 

convergence after 500 ns of production simulation. The difference of RMSD value in the case of 

CYP3A4 on DOPS membrane is caused by the partial deformation and loss of CYP3A4 

secondary structure of membrane-attached parts – C, F, G, H helices, as a result former C and H 

helices sunk towards the membrane and drag the I-helix causing the distortions in the middle part 

of I-helix. During 1μs of unbiased simulations the CYP3A4 structures reached a stable distance 

to the centre of the membrane with fluctuations in range of 0.15 nm (Table S2 in Supporting 

Information). CYP3A4 was anchored to the membrane by its N-terminal transmembrane helix, 

but also by the tip of F/G loop, A, F and G helices and partially B/C loop (Figure 4) in a good 

consensus with known observations.5–10 In case of DOPS membrane, additional contacts of K-

helix with the membrane head groups were found and in case of DOPG β3-β5 sheets were in 
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contact to the membrane. These additional contacts indicated deeper immersion of CYP3A4 into 

the respective membranes. Subsequently, the mouth openings of active site access channels were 

located deeper in the negatively charged membranes (Figure 4). 

 

Figure 4: Distribution of amino acids in the contact with membrane. The respective system is 

represented in following color: 3A4-DOPC – blue, 3A4-DOPE - green, 3A4-DOPG – purple, 

3A4-DOPS – red. Boxes below the graph represent the position of respective secondary 

structural feature of the CYP3A4. The color lines depict monolayer thickness according to DHH/2 

values (from Table 1). Black stars depict the positions of mouth openings of active site access 

channels: 2a, 2ac, 2b, 2c, 2d, 2e, 2f, 1, 4, 5, water (W) and solvent (S) channels (labeled by 

Wade et al. nomenclature4). 
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The immersion depths of CYP3A4 in the DOPx membranes correlated with the number of 

CYP3A4 amino acid (AA) residues embedded in the membrane and their contacts with the 

membrane (r2 = 0.98; Table 1). The deepest immersion of CYP3A4 was observed in DOPG 

membrane (distance of CYP centre of mass to membrane centre 3.1 ± 0.1 nm) followed by 

DOPS (and 3.6 ± 0.1 nm; Table 1, Table S2 and Figure S4 in Supporting Information). In neutral 

DOPC and DOPE membranes, CYP3A4 was located significantly further from the membrane 

center (~3.8 ± 0.1 nm in both cases). We also monitored distance of CPR binding AA residues 

(N441-R446) to the membrane center, and identified similar trends as described for the distance 

of the catalytic domain from the membrane center (Figure S5 in Supporting Information). The 

number of hydrogen bonds between CYP3A4 and membrane head groups increased with the 

shorter distance of CYP3A4 from the membrane center (r2 = 0.67; Table 1). 

The lipid type of the membrane influenced, besides the immersion depth, the orientation of 

CYP3A4 on the membrane (Figure 3). The different orientation of the catalytic domain can be 

analyzed in terms of heme tilt angle (Figure 5), which defined the orientation of the heme 

cofactor plane with respect to the membrane plane and which is experimentally accessible from 

linear dichroism measurements.54 The highest heme tilt angle of CYP3A4 was observed in 

DOPG membrane (77 ± 5) reflecting largest inclination towards this membrane. Heme tilt angle 

decreased gradually afterwards from DOPE, DOPS towards smallest angle for DOPC (64 ± 6°, 

Table 1), which agreed (within the error bars) with the experimentally obtained value 60 ± 4° 

measured for CYP3A4 on 1-palmitoyl-2-oleyl-sn-glycero-3-phosphocholine (POPC) nanodisc.54 

In all cases heme tilt angle displayed large fluctuation on ~100 ps and ~100 ns time scales during 

the MD simulation (Figure 5). 
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Figure 5: Heme tilt angle of CYP3A4 on different membranes (DOPC – blue, DOPE - green, 

DOPG – purple, DOPS – red, the thick lines represent a smooth development of heme tilt angle 

and the background shows the detailed trajectory analysis), from the last 500 ns of 

MD simulation. 

Discussion 

In this study, we were focused on description how CYP3A4 interacts with the membrane and 

also the effect of different head groups of membrane lipids on CYP3A4 behavior. We found that 

our results are in agreement with known data. Most of in silico CYP studies so far were 

performed on phosphatidylcholine (PC) membranes and the position and orientation of CYP3A4 

on DOPC membrane observed here agree well with the known structures and experiments.17,54,55 

In our model, CYP3A4 was embedded into the PC membrane in common pattern by N-terminal 

α-helix, tips of F/G loop and B/C loop and parts of F and G loops (Figures 2 and 4).56  

The orientation of CYP3A4 on DOPC, evaluated from heme tilt angle, corresponded with the 

experimental value determined by linear dichroism measurement for CYP3A4 on POPC 

nanodiscs,54 which supports validity of our model. Higher heme tilt angle is connected with 

lower number of hydrogen bonds between CYP3A4 and the membrane and the number of 
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hydrogen bonds is also connected with the depth of immersion of the CYP3A4 into the 

membrane (Figure S6). However, we have observed large fluctuations with slow frequency in 

the characteristics of depth and orientation of CYP3A4 on all membranes. Though the systems 

were left to relax for 200 ns, which used to be considered as a long enough time for the 

equilibration,57 the analysis of the first 500 ns of our production simulation (so in fact after 

700 ns of MD simulation since start) revealed a time evolution of distribution of heme tilt angle 

e.g. for the relaxation of DOPE system (Figure S7 in Supporting information). As we defined 

heme tilt angle by a small region, tiny fluctuations or reversible deformations of heme are 

reflected by fluctuation in ps time scale without a significant influence on the whole CYP3A4 

structure. The long term fluctuations, on the other hand, on 100 ns+ time scale are already 

significant and reflect the enzyme orientation changes on the membrane. These observations 

showed that the membrane-attached proteins such as CYP3A4 underwent slow floating motions, 

which could be observed on 100+ ns time scales. Hence, we recommend executing MD 

simulations of membrane-attached proteins on at least 500 ns time scale in order to observe such 

motions. On the other hand, we could not rule out that some relevant motions were not detected 

due to still short time scale with respect to real biophysical and biochemical experiments. 

In our simulations we observed changes in CYP3A4 depth and orientation on membranes that 

might affect activity of CYP3A4 in various membranes depending on chemical properties of 

lipid head groups. In neutral lipids, DOPE had a small head group (ethanolamine) terminated by 

a charged ammonium group, which served as the hydrogen bonds proton donor, in contrast 

DOPC with the charged choline group was unable to form hydrogen bonds. Thanks to the 

capacity to make hydrogen bonds, DOPE bilayer was more ordered than DOPC and could create 

more hydrogen bonds with CYP3A4 (Table 1). The negatively charged DOPG and DOPS may 
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serve as both proton donors and acceptors for hydrogen bonds. DOPG possessed a single 

negative charge on phosphoryl group terminated by neutral glycerol moiety. DOPS beard 

zwitterion serine moiety attached to the phosphoryl group, and had therefore three charged 

groups interacting more strongly via electrostatic interactions. The different binding properties of 

lipid head groups were reflected in the total amount of hydrogen bonds to CYP3A4 that was the 

highest for DOPG followed by DOPS and DOPE, and the lowest for DOPC (Table 1). Naturally, 

the ability of DOPG to form extensive network of hydrogen bonds drove CYP3A4 to bend 

towards the membrane (Figure 3). 

Contacts between CYP3A4 and lipids hence differed for individual membranes as could be 

seen from their radial distribution functions (RDF, Figure S8 in Supporting information). In all 

four cases, a clear peak in the RDF between CYP3A4 surface and phosphorus atoms could be 

seen at approximately the same position (~0.30 nm). In DOPS, lipids head groups are more 

organized due to stronger interactions and a second head group layer could be observed at ~0.45 

nm. The positions of terminal nitrogens (in case of DOPG the terminal oxygen) were the same 

(~0.27 nm) except for DOPC, which cannot form hydrogen bonds as its nitrogen is shielded by 

methyl groups and it is located at ~0.38 nm. In DOPG we observed an additional shoulder in 

RDF function closer to CYP3A4 surface (~0.20 nm) reflecting close hydrogen bonding 

interactions between uncharged terminal hydroxyl group of DOPG glycerol with CYP3A4. In 

DOPG and DOPS we also observed a high concentration of Na+ cations interacting with 

negatively charged head groups, whereas water pattern is similar in all cases. Here a different 

orientation and depth of CYP3A4 creates a unique environment in the contact region, rich in 

hydrogen bonds, ions and charged head groups (Figure S9 in Supporting information). 
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CYP3A4 was immersed more deeply into the negatively charged membranes (DOPG and 

DOPS) than into neutral ones (DOPC and DOPE). This is consistent with the fact that the distal 

side of the CYP3A4, which is in direct contact with the membrane (see Figure 6), is positively 

charged and therefore attracted more to the negatively charged lipids. DOPG showed the deepest 

immersion of CYP3A4 into the membrane as its negatively charged group was deeper that in 

serine carboxylic acid on DOPS. On the other hand, the surplus of negatively charged lipids in 

DOPS also caused distortions of the CYP3A4 structure (as seen on RMSD in Figure S3 in 

Supporting information), which can explain a rapid decrease of the enzyme activity with large 

concentration of PS (>60%) in the membrane.32 Electrostatic interactions between CYP and the 

membrane can therefore have an impact on also on catalytic activity of the enzyme. 

Overall, differences in the interactions of CYPs with the membrane can be based on their 

respective charges. Lipid membranes present in, e.g., human body can vary from neutral lipids 

(PC, PE) to negatively charged lipids (e.g., PS or PG). They vary also in their ordering, ability to 

form hydrogen bonds etc. Individual CYP isoforms vary in charge from negatively charged 

CYP2D6 to highly positively charged CYP1A2 (Table 2). The charge is unevenly distributed 

between distal and proximal sides of the catalytic domain. The proximal side is usually 

negatively charged, which is consistent with the structures of its redox partners interacting in this 

area.56,58,59 The distal side, which makes majority of CYP3A4-membrane interface, is usually 

positively charged. A different preference for the ordered and disordered membrane domains 

was observed also for very homologous CYPs 1A1 and 1A2.20,21 As these two CYP isoforms 

significantly differ in their charge, we may hypothesize that the different membrane localization 

is controlled by the charge and charge distribution over the CYP catalytic domain. Table 2 

indicates that CYPs with positive total charge prefer ordered membrane domains as these can 
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contain anionic lipids.60 In these new findings of the interactions of CYPs with differently 

charged membranes, the effect of the membranes to the enzyme immersion level, orientation, 

interaction with its redox partners and membrane domain localization and overall function is 

crucial and should be taken into account in all further studies (Figure 6). 

  

Figure 6: Schematic view of CYP3A4 - membrane lipid interactions and the effect on the CYP 

function. CYP3A4 is represented as orange circle and N-terminal transmembrane anchor as 

orange rectangle. The CYP active site (AS) is showed as red circle and blue and green rectangles 

symbolize egress and access channels respectively. The membrane is depicted as yellow box and 

membrane lipids in black; the distal side of the CYP3A4 is positively charged which leads to the 

attraction between catalytic domain and the negatively charged membrane lipids (in this case 

DOPS, DOPG) and may influence also substrate access or product release In addition the 

interactions of the membrane lipids with the CYP catalytic domain cause fluctuations of the CYP 

on the membrane surface. 
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Table 2. Preference for CYP membrane domains based on charges of important mammalian 

CYPs.  

CYP total distal prox. PDBID Domain 
rabbit 1A2 12 N/A N/A N/A ordered21,22,24,25, 

anionic-rich61 
human 1A2 10 2 7 2hi4  
human 2C8 9 11 -5 2nnj  
rabbit 2B4 6 7 -2 1po5 disordered+ordered20 
human 1A1 5 4 -1 4i8v  
rabbit 1A1 3 N/A N/A N/A disordered20,21,25 
rabbit 2E1 3 N/A N/A N/A disordered20 
human 2C9 3 7 -4 1r9o  
human 2B6 3 6 -3 3ua5  
human 2E1 3 6 -3 3koh  
human 3A4 3 5 1 1tqn  
human 2C19 0 0 -1 4gqs  
human 2D6 -2 -1 -3 3qm4  

Total charge was taken from UNIPROT canonical sequence. Distribution of the charge 
between the distal or proximal (prox) side was calculated on crystal structure resembling the 
most native form. Charges are estimated by the presence of Arg, Lys, Asp and Glu amino acids. 

Conclusion 

Here we studied the influence of lipid membrane composition on the behavior of cytochrome 

P450 3A4. Overall, CYP3A4 is embedded in the membrane with in N-terminal α-helix, F/G loop 

and neighboring hydrophobic regions, however significant differences in embedding depth and 

orientation were observed in the dependence on the membrane charge. As CYP3A4 is positively 

charged, it is attracted to the negatively charged membrane lipids. We propose that the charge of 

the enzyme and of the membrane plays a significant role in the enzyme orientation and 

embedding depth and therefore it may affect CYP function or domain localization. As CYP3A4 

is involved in a variety of drug metabolism, we believe that this knowledge is of a high interest 

of pharmacologists and molecular biologists. 
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Supporting Information  

Number of ions and water molecules in simulations of CYP3A4 of various lipid bilayers 

(Table S1); Average deuterium order parameters (Figure S1); Comparison of crystal structure of 

CYP3A4 with 1000 ns DOPC, DOPE, DOPG and DOPS membranes after 1000 ns of MD 

simulation (Figure S2); RMSD evolution of CYP3A4 on individual membranes (Figure S3); 

Average values and standard deviations of measured characteristics from whole 1000 ns, from 

last 200 and last 500 ns of MD simulation (Table S2); Distance of CYP3A4 and respective 

DOPx membrane of 1000 ns long MD simulation (Figure S4); Distance between CPR contact 

amino acids (441, 442, 445 and 446) and center of mass of the membrane during 1000 ns long 

MD simulation (Figure S5); Correlation of some of the monitored properties during the 

simulation (Figure S6); Heme tilt angle of CYP3A4 on different membranes (Figure S7); Radial 

distribution functions of terminal nitrogens (Figure S8); Side view and bottom view at CYP3A4 

with displayed ions (Figure S9). This material is available free of charge via the Internet at 

http://pubs.acs.org. 
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ABBREVIATIONS 

CYP – cytochrome P450 

DOPC - 1,2-dioleoyl-sn-glycero-3-phosphocholine 

DOPE - 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

DOPG - 1,2-dioleoyl-sn-glycero-3-[phospho-rac-(3-lysyl(1-glycerol))] 

DOPS - 1,2-dioleoyl-sn-glycero-3-phosphoserine 

POPC – 1-palmitoyl-2-oleyl-sn-glycero-3-phosphocholine 

MD – molecular dynamics 

CPR – cytochrome P450 reductase 

AA – amino acid 
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