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Abstract 
The goal of this thesis is to explore, develop, and evaluate explainable face presentation 
attack detection (PAD) systems. P A D systems act as security filters for face recognition, 
preventing spoofed faces from reaching the identification phase. These systems are a nec­
essary component enabling the recent rise of biometric systems used in smartphones and 
security cameras. While neural networks are the standard method for this task, they are 
commonly a black-box method providing no explanation. To provide a better understand­
ing of the detection process, input attribution methods are applied. Their suitability is 
studied and various variants are compared. Of the seven methods compared, G r a d C A M 
using test-time augmentation is evaluated as the best, achieving a deletion metric A U C of 
0.658 and an insertion metric A U C of 0.908. Experiments with the explanations show their 
limited capability at helping understand the model, but provide hints at how the predictive 
accuracy of the P A D system can be verified, and possibly improved. 

Abstrakt 
Cílem této práce je analýza, vývoj a vyhodnocení vysvětlitelných systémů klasifikace živosti 
obličeje. Klasifikace živosti obličeje slouží jako bezpečnostní filtr vyřazující podvrhy před 
provedením rozpoznávání obličeje. Klasifikátory živosti obličeje proto nezbytně stojí v 
pozadí vzestupu biometrických systémů v chytrých telefonech a bezpečnostních kamerách. 
Standardní neuronové sítě pro tuto úlohu však neposkytují vysvětlení pro svá rozhodnutí. 
V té to práci jsou tedy prozkoumány a použity metody vysvětlitelnosti, konkrétně atribuce 
vstupních dat. V rámci těchto metod jsou provedeny experimenty na zhodnocení jejich 
vhodnosti a jako nejvhodnější je vybrán G r a d C A M používající dodatečné augmentace. 
Dosahuje hodnoty A U C metriky při umazávání snímku o hodnotě 0,658 a A U C při vk­
ládání do snímku 0,908. Ačkoli další experimenty ukazují limity věrnosti těchto vysvětlení 
a jejich ne vždy jasnou srozumitelnost, je ukázáno, že poskytují vodítka pro vylepšení 
prediktivních schopností systémů pro vyhodnocení živosti obličejů. 
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Chapter 1 

Introduction 

Biometry and machine learning have become ubiquitous in everyday life over the past 
decade. For many, face recognition has become the standard way to unlock their smart-
phones. In addition, face recognition is being increasingly used for entering buildings, at 
airports, and in many other day-to-day situations. However, the security of these systems 
is often questioned due to the possible abuse of spoofed faces, such as paper prints or on­
screen video. To detect these spoofs, Presentation Attack Detection (PAD) systems are 
used as a first layer of security. 

Wi th recent advances in machine learning, neural networks are the standard approach 
for almost any problem in the field of computer vision. They have achieved superior per­
formance in many tasks and fields, and are transforming the world as we know it. However, 
their high complexity makes them difficult to interpret. 

Explainable artificial intelligence (XAI) attempts to interpret neural networks' be­
haviour and make them more reliable and trustworthy in high-stake decisions. Recently, 
even European legislation has been making efforts to enact the „right to explanation", so 
explainability presents a crucial goal of the research field. 

This thesis aims to investigate the methods of explainable AI and apply them to the 
task of face presentation attack detection. Applicable methods will then be employed to 
better understand the used models and data, and thus will aid in the development of the 
P A D solution. 

The following chapters first present the fields investigated and then the proposed solution 
is presented in the remaining chapters. Chapter 2 gives a brief overview of face presentation 
attack detection, relevant methods, and available data. In Chapter 3, explainable machine 
learning is presented. In Chapters 4 and 5, the chosen explainability methods are applied 
to the P A D task, and their evaluation is discussed in Chapter 7. 
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Chapter 2 

Face Liveness 

Face liveness classification, also known as face presentation attack detection (PAD), or face 
anti-spoofing, is the task of verifying the authenticity of face biometric data. A photo or 
video of a human face is classified as either genuine (bona-fide, negative) or an attack (spoof, 
positive). Face liveness detection aims to prevent malicious users from attacking biomet­
rics systems through identity theft or fake identity generation. Whereas face verification 
works with existing enrolled identities, face liveness is commonly used in scenarios where 
the person's identity is not yet registered in the system. Face liveness detection can be 
performed actively or passively. In active P A D , the user must perform a given action, such 
as moving their head or smiling. On the other hand, passive liveness is determined using 
only a single photo, which requires no user collaboration and can be performed instantly. 
While active liveness detection provides more input data, the requirements may be too 
cumbersome for users. The input data can take various modalities spanning R G B , depth, 
IR, L I D A R , audio, and other sensor data (e.g. r P P G heart rate measurement). Here, focus 
is put only on using R G B data from commonly used consumer device cameras. 

2.1 Face Presentation Attack Categories 

Various categories of spoofing attacks can be used to evade P A D systems. These include 
printed photos, replayed videos, make-up attacks, and others (see the list below). This 
work focuses on physical attacks, so faking the camera capture directly is not considered. 
Attacks, which digitally modify or generate faces, such as deepfakes, do not form a separate 
category, as their presentation will still use any of the existing categories. The list of 
categories is naturally never complete, as novel attacks can appear anytime. 

Face Presentation Attacks List 

• Printed photos - still photos, flat and bent photos, and photos using various printing 
materials 

• Cutouts - paper photos or other masks partially covering the face 

• Replay - photos shown on various displays 

• Masks - from simple paper 2D masks to expensive 3D silicone masks, mannequins 

• Makeup attacks - altering one's appearance to impersonate someone, or to obfuscate 
one's visage 
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2.2 Datasets 

There are many existing datasets for the face P A D task. Due to the sensitive nature of 
sharing personal face data, their availability is often limited. Here, only datasets focusing 
on image (RGB) data are presented. 

2.2.1 RoseYoutu 

RoseYoutu [23] (2018) is a public academic dataset of spoofed faces in static video shots 
in an indoor setting. There are 3497 videos with 20 subjects. The videos are captured 
using common consumer smartphones released around 2013 (e.g. iPhone 5s). The standoff 
distance is 30 - 50 cm, and the subject is shown at a frontal angle. The main attack types 
are various forms of paper photos and video replays. Paper spoofs are cut out from A4 
papers. See Figure 2.1 for the full list of attack categories and example images. 

RoseYoutu Example Images 
Genuine Printed still Printed quivering Video lenovo 

Figure 2.1: Example images showing every class in the RoseYoutu dataset [23]. 

2.2.2 S i W - M 

The S i W - M dataset (Spoofing in the Wi ld with Multiple Attacks, 2018) [25] is a dataset of 
1628 videos of 493 subjects, spanning 13 types of spoof attacks. The attack categories can 
be grouped into print, replay, 3D mask, makeup, and partial. Static and dynamic camera 
shots show the subjects at a close distance. Some data variability includes changes in head 
pose up to 90° and also changes in expression and illumination. 

Although the S i W - M dataset is public, it is no longer available from the dataset authors 
(as of July 2023). A new version of the dataset, SiW-Mv2 [50], was released in 2022, which 
drops the makeup attacks, as these were taken from YouTube videos in the first version. 
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Makeup_Co 
SIW-M Example Images 

Partial_Funnyeye Mask Half 

Makeupjm 

Mask Silicone Live Mask Trans 

Figure 2.2: Example images showing every class in the S i W - M dataset. 

2.3 Face Presentation Attack Detection Systems 

To detect face presentation attacks, neural networks are commonly trained directly as 
multiclass classifiers. Another approach can be to use metric learning for anomaly detection 
and class distribution modelling. From learning these, embedding similarity measures can 
be used to distinguish genuine and attack samples [4], similarly to the approaches used in 
face verification. Due to the focus on explainability, further P A D methods and related face 
verification methods are also mentioned later in Chapter 3. 
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Chapter 3 

Explainability of Convolutional 
Neural Networks 

In the general sense, machine learning (ML) explainability is defined as the extraction of 
relevant knowledge from a machine learning model concerning relationships either contained 
in data or learned by the model [31]. At the same time, different literature uses the term 
more narrowly as a means of generating explanations for the predictions of a model [33]. 
This work uses the narrower meaning. 

A close term to explainability is interpretability, which aims at understanding the inner 
workings of a model and its reasoning process [33]. Informally, explainability answers the 
question „Why?", whereas interpretability answers the question „How?". Some literature 
also uses the terms interchangeably. At the core of explainability, there is the term explana­
tion. This is the answer to the why-question, and it provides an interpretable and faithful 
description of the model's behaviour - that is, it should be understandable to humans and 
it should be accurate to the model. 

There are multiple ways to categorise explainable M L methods [33]. The first presented 
categorisation divides them into pre-model, in-model, and post-model methods, based on 
the development phase of their application. Pre-model methods target the input data it­
self, looking for data biases and assessing its distributions. In-model techniques are applied 
during model training and mostly correspond to interpretability methods. Post-model 
(post hoc) methods are used after training a model, and they mostly correspond to ex­
planation generation methods. Another axis of division distinguishes model-specific and 
model-agnostic approaches. 

To chart out the diversity of the explainable M L field, there exist the following cat­
egories of post hoc explainability methods [3]: visualisation, model simplification, local 
explanations, input attribution (feature relevance), example-based explanations and text-
based explanations. The scope of this work is limited though, so only a subset of the 
available explainability methods is presented here. 

In explainable M L , the following categories of evaluation are performed. Predictive 
performance evaluates the correctness of the model's approximation of the relationships 
in the data. Descriptive performance is the degree to which an explainability method 
objectively captures the relationships learnt by a model [31]. 
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Visualisation 

There are multiple visualisations that can aid in comprehending neural networks, even 
if they are not specifically designed as tools for explaining machine learning models. To 
simplify the visualisation of high-dimensional data such as feature embeddings from a model, 
traditional dimensionality reduction algorithms like Principal Component Analysis (PCA) 
or t-distributed Stochastic Neighbour Embeddings (t-SNE) can be used. 

P C A [14] is a technique for projecting data to a lower-dimensional space such that the 
reconstruction error is minimised. Each dimension of a P C A projection is a linear projection 
of the original data, and the projections correspond to the eigenvectors of the original data. 
P C A is a deterministic, parameter-free, linear method, but is not robust to outliers in the 
data. 

t -SNE [27] is a popular approach designed specifically for visualisation of high-dimen­
sional data. It is a non-linear, iterative technique, which is non-deterministic, and the 
results depend heavily on the input hyperparameters. Whereas P C A aims to maintain the 
global structure of the data, t-SNE maintains pairwise distances between sampled data 
points to preserve the local structure of the data. Its flexibility and robustness to outliers 
come at the cost of hidden complexity, making cluster sizes, distances between clusters, and 
at times even cluster topologies unreliable [49]. 

3.1 Interpret ability 

The interpretability of machine learning models belongs mainly to the area of in-model 
X A I . While there are plenty of interpretable machine learning models, such as linear re­
gression or decision trees, these are mostly not applicable to the task of P A D . Simpler 
techniques perform worse than large neural network models, so practitioners often sacrifice 
interpretability for greater performance [41]. 

A n example of interpretability in a computer vision setting is the ProtoPNet [6] model. 
It uses a standard C N N classifier structure, but the loss function promotes training features 
to correspond to samples of the training data and therefore to represent prototypes. The 
subsets of the feature space are aligned with a single representative input region. The benefit 
of this is that a prediction can be explained through the prototypes, showing similar image 
regions from the training data. Retrieval of relevant training data through embedding 
similarity is also a generally used technique. On the other hand, the interpretability of 
neural network embeddings can also be questionable. Custom loss functions to promote 
interpretability are also used in the domain of face verification [52, 24]. 

Some techniques aiming at interpretability in recent face P A D works [33] also include 
the use of attention [42], spoof pattern estimation [48], depth map estimation [42], and 
auxiliary supervision [51]. 

3.2 Explanation Generation 

Generating explanations for model predictions belongs to the post hoc explainability cate­
gory. A major advantage of this category is that the models explained do not need to be 
designed specifically for explainability. Explanation generation methods can also be cate­
gorised. They can be divided into local and global methods, based on whether they explain 
the model behaviour only for a single data point or for the whole dataset in general. 
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The presented explanation can also take on many forms. Apart from visual explanations, 
there are also methods producing counterfactuals, rule sets, natural language explanations, 
etc. [32]. This section presents methods that can be applied to the task of face P A D . 
The most common explanation form in this task, and the only one covered in this work, is 
input attribution. Through analysing the model's internal behaviour, such as the gradients, 
activations of layers, or attention weights (model inspection), the most salient (important) 
regions are highlighted. 

L I M E 

L I M E [38] (2016), which stands for local interpretable model-agnostic explanations, is a uni­
versal model-agnostic perturbation-based method to explain M L models. L I M E produces 
local surrogate model approximations to interpret the original model around individual 
data points. The surrogate (student) model is a simplified approximation of the explained 
original (teacher) model's behaviour for the given single data sample. To explain a data 
point, its local neighbourhood is sampled, and the teacher runs predictions on these per­
turbed samples. The surrogate learns these samples to create a local approximation of the 
teacher model around the data point. The teacher model is evaluated as a black box, and 
the surrogate model can be of an arbitrary type. Commonly used surrogate models are 
linear, such as decision trees for tabular data or linear regression (ridge/lasso) for image 
data. The word „interpretable" in the method title thus stands for the interpretability of 
the surrogate model, as L I M E is an explanation generation method. 

L I M E is popular method across many data domains. For image classification, the image 
is segmented using the quick-shift algorithm into 20-50 regions. The image is perturbed by 
randomly removing some of the regions, and a new prediction is made for each perturbation. 
The presence or absence of the regions is used to train the linear regression model. Its 
learnt weights tell which part was the most influential for the prediction, possibly both in 
the positive and negative direction. 

This post hoc method generally gives faithful explanations, but the sampling itself 
presents an issue for the method's reliability. The local neighbourhood range around a data 
sample is defined by a smoothing kernel. Critique of the technique argues that this neigh­
bour sampling scheme is unstable [53] and that the whole process depends on the hyperpa-
rameters choice. Additionally, since the sampled data points are perturbed, they may lie 
outside the model's training data distribution [28], due to dependencies in the input data 
space. 

3.2.1 Primary Attribution Methods 

These methods explain the behaviour of a neural network in terms of pixels' relevance 
to the network prediction. Initial approaches have attempted to visualise the gradient of 
the model predictions, backpropagated to the input image. However, per-pixel gradient is 
a noisy and hardly useful measure of the importance of input pixels [43]. Because of that, 
various ways of aggregating the gradient and stabilising the computation of the attribution 
maps have been a large topic in the development of these methods. 

Integrated Gradients 

Integrated Gradients [45] is a technique for generating gradient-based explanations of model 
predictions. One of the motivating problems for this work is the saturation of gradients; the 
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prediction function can be locally flat, and thus attribute zero gradient to an input change 
that contributes to the target prediction. Integrated Gradients overcome this problem by 
summing backpropagated gradients of the target class, accumulated over a „path" of blends 
between the input image and a chosen baseline, as shown in Figure 3.1. The concept of 
absence of cause is explored, stating that an explanation must always reason in reference to 
a baseline. A black baseline image is chosen for the image domain, as it leads to a neutral 
prediction. Other baselines, such as random noise, are also suggested. 

Score 

1.0 

Interesting gradients 

0.0 

Blended images 

Uninteresting gradients 

Image gradients 

Intensity 

Integrated gradients 

Figure 3.1: Integrated Gradients - top: gradient saturation problem; at high feature pres­
ence the model predictions are already capped and do not always give a mean­
ingful feature importance measure. Down: solution to the saturation problem, 
accumulating gradient across blended versions of baseline and target image, 
and showing the averaged resulting explanation. 1 

3.2.2 Layer Attribution Methods 

Layer attribution methods are used to explain which areas of an input image contribute to 
the prediction of the model. By visualising the contribution of image areas to the predic­
tion made by the model, one can gain a deeper understanding of the model's prediction. 
Additionally, such methods can be used to identify factors that contribute to incorrect 
predictions and refine the model accordingly. 

1Image adapted from Integrated Gradients author's slides https: //github.com/ankurtaly/Integrated-
Gradients/blob/master/icml_slides.pdf 
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C A M 

Class Activation Mapping ( C A M ) [55] is the first explanation method of the C A M family. 
It is a gradient-free method, based only on forward-pass information. C A M is tied to 
a specific C N N architecture pattern; it requires the network to end in a sequence of average-
pooling, linear layer, and then softmax. In the C N N layers preceding the average pooling, 
feature activations maintain spatial dimensions like H x W x K. Spatial dimensions are 
commonly downsampled iteratively throughout the network layers. Finally, the average 
pooling squashes these to 1 x 1 x K. C A M presents the explanation as channel-weighted 
activations Ak of the last convolution layer, summed across channels, as per Equation 3.1, 
where wc

k is the weight for activation map k and output class c. 

L C = J > £ A * (3.1) 
k 

C A M can be computed for an arbitrary target class simply by selecting dense layer 
weights connected to the chosen class output. The authors describe C A M as a class-
discriminative weakly supervised localisation and evaluate the method on object localisa­
tion. 

G r a d C A M 

G r a d C A M [40] is a gradient-based attribution method that generalises C A M . It is applicable 
for any C N N or even transformer architecture, even if its outputs are still dependent on 
the model structure. A n example G r a d C A M explanation is shown in Figure 3.2. 

Formally, the G r a d C A M output for a given class c is a H x W localisation map Lc. 
During the forward pass, the activations of the target layer Ak and the target class score 
yc are calculated. As per Equation 3.2, the gradient of the class score is with respect to 
the target layer is averaged across spatial dimensions (with Z = HW being the normalising 
constant) to produce the weight ac

k (contribution of the feature map k to the score of the 
class c). 

i j ij 

As per Equation 3.3, the localisation map is the channel-wise sum of the activations 
weighted by the per-channel at values, out of which only the positive part is kept. 

Lc = ReLU(^2a%Ak) (3.3) 
k 

For a CAM-compatible architecture and the last convolutional layer as the target layer, 
the G r a d C A M formulation reduces to C A M , except for the R e L U filtering. At the same 
time, G r a d C A M offers more flexibility, as any activation map of the network can be used 
as the target layer, since the gradient can be always back-propagated to it. However, the 
author-proposed way uses only the outputs of the last convolution layer (just like C A M ) , 
and they report progressively worse localisation results with earlier target layers. Other 
sources also verify [37] that earlier layer activations lose class discrimination and become 
too noisy. G r a d C A M can also be computed for an arbitrary target class. The prediction 
for the chosen class is set to one, keeping all other ones at zero. This value is set as the 
Joss", and gradient is backpropagated from it. 
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Original image Genuine: 0.00 (GT) Printed still: 0.00 

Figure 3.2: Example G r a d C A M outputs for a 'genuine' class RoseYoutu image. The 
prediction (an incorrect one) was made by a fine-tuned ResNetl8 model. The 
explanations were generated for each data label and with the model's last 
convolutional layer set as the target layer. The prediction scores are shown 
next to the labels. 

G r a d C A M + + 

Building upon G r a d C A M , the G r a d C A M + + method [5] differs only in the weighing scheme 
for the activations. Squared and cubed gradients are used to calculate the per-channel 
weights of the activations (as per Equation 3.4), which are then used the same way as in 
G r a d C A M (Equation 3.3). 

E E 
I dyc n2 

<)( dyc \2 I / dyc \% Ak 
(3.4) 

H i R e s C A M 

H i R e s C A M [9] keeps the same global approach as G r a d C A M , but takes a more granular 
approach to the gradients used. The weights (same as in Equation 3.2) are calculated 
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separately for each position i,j in the activation map. The rest of the formulation is the 
same as G r a d C A M . Despite the name, the output resolution is the same as in G r a d C A M . 

More GradCAM-like Methods 

Further layer attribution methods are presented here briefly. E igenCAM [29] computes the 
eigendecomposition of the activations and projects the activations on their first eigenvector. 

In X G r a d - C A M [10], the activations are normalised by their sum, before being 
weighted by the gradient. 

FullGrad [44] method takes the approach of calculating the gradients of biases through­
out the network, upscaling all of them to the input image size, and summing them. This 
is the only layer attribution method mentioned here that provides an output at the input 
image resolution. 

Further layer attribution methods include LayerCAM [19], Abla t ion-CAM [7], and 
Score-CAM [47], but their details are not important within the scope of this work. 

A l l of the presented layer attribution methods follow similar principles and gradually 
attempt to solve claimed shortcomings of their predecessors, improving the methods' faith­
fulness, localisation performance, stability or class discrimination. 

Figure 3.3 shows a comparison of selected CAM-based methods, applied to the same 
RoseYoutu image, showing the visualisations for the correct predicted class 'Video lenovo'. 
The model used for the prediction and the visualised layers is the same as in the previous 
Figure 3.2. 

3.3 Evaluating Explanations 

Since many explainability methods are being used in various scenarios, it is necessary to 
quantify the quality of their explanations. Although there is often no ground truth as 
to why a neural network should make a specific decision, various aspects of descriptive 
performance can be evaluated. 

A recent explainability framework Quantus [16] defines the explanations metrics as 
follows: 

• Faithfulness quantifies the extent to which explanations follow the predictive be­
haviour of the model, and asserts that more important features have a greater impact 
on the model's decisions. 

• Robustness measures the extent to which explanations are stable in the face of small 
perturbations in the input, when the model output remains approximately the same. 

• Localisation tests whether the explanation is centred around a region of interest, such 
bounding box. 

• Complexity captures the extent to which explanations are concise, i.e. that few fea­
tures are used to explain a model prediction. 

• Randomisation tests the extent to which explanations deteriorate as the model or the 
data labels get randomised. 

• Axiomatic measures the extent to which explanations satisfy certain axiomatic prop­
erties. 
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CAM Methods Comparison, "Video lenovo" class 

ScoreCAM GradCAMPIusPlus AblationCAM 

XGradCAM EigenCAM FullGrad 

Figure 3.3: Example layer attribution methods outputs for a 'Video lenovo' class RoseY-
outu image. 

The most-often evaluated aspect is faithfulness2. To give an example of viewing a method 
through these criteria, L I M E image explanations are designed for faithfulness, as they are 
obtained through the model's predictive behaviour in the face of perturbations. L I M E ex­
planation complexity is chosen by the image segmentation granularity, and by the surrogate 
model complexity. While high faithfulness and low complexity are both important aspects 
of an explanation, such goals are often contradictory. Robustness of L I M E depends on the 
sampling procedure. 

The quantitative evaluation of input attribution explanations is commonly done through 
the perspectives of localisation and ablation. 

For the input attribution methods presented earlier, there exist metrics that assess how 
faithful the visualisations are. Depending on how the model behaves when removing parts 
of the image selected by the input attribution methods, the quality of the explanation can 
be estimated. Some of these methods are R O A R [17], and R O A D [39]. Other methods also 
try to establish baselines for the evaluation of saliency methods [1]. 

2 Viewed as the content-evaluation metrics correctness and output completeness in a recent review pa­
per [32]. 
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3.3.1 R I S E 

The authors of RISE [36] present an input attribution method based on the occlusion of 
the input image, and standardise two metrics for evaluating the faithfulness of attribution 
explanations. These metrics are called the deletion metric and the insertion metric. To 
compute these metrics, the original image is perturbed and the model's prediction score 
changes are observed. 

The deletion metric is based on the intuition that if an important region of the image 
is removed from the input, the target prediction score should decrease rapidly. For a given 
attribution explanation, input image pixels are ranked based on their importance. Then, 
the input pixels are iteratively removed in decreasing order of importance, and model 
predictions are made for each perturbation intensity. A black baseline canvas is left in 
place of the removed pixels. As an aggregate measure of the prediction score dropoff, the 
M l CO. under the deletion curve (AUC) is calculated. 

The insertion metric takes the same approach and performs a complementary evaluation. 
Pixel importance is ranked inversely and the most important pixels are iteratively added to 
the canvas. The insertion metric canvas is a blurred version of the input image. Predictions 
are made again for each perturbation level and the A U C is calculated. 

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.1 

Figure 3.4: RISE evaluation example - left to right: explanation (generated by RISE 
method) overlayed on an input image, perturbed image for deletion metric, 
perturbed (partially blurred) image for insertion metric, deletion metric curve, 
insertion metric curve 3. Both images are at a perturbation level of 32.5% of 
deleted/inserted pixels. Perturbation metric curves show prediction confi­
dence score as a function of perturbation intensity. 

Although the deletion and insertion metrics are complementary in the masks of image 
regions kept or removed, their curves do not show the same information. For the deletion 
metric, the lower is better, whereas the opposite is true for the insertion metric. Addi­
tionally, the 0% points at each curves are not necessarily the same because of the different 
baseline image choice for the two metrics. A n example of both metrics is shown in Fig­
ure 3.4. 

3.3.2 R O A R 

Remove and Retrain (ROAR) [17] follows up on the deletion metric of RISE, but casts doubt 
on the validity of the perturbation process. The authors claim that a decrease in the model 
accuracy4 caused by the perturbations comes from a shift in the distribution of the data and 
not necessarily from the information removal. To prove this, they add retraining after the 

3Image source: RISE official demo webpage https://cs-people.bu.edu/vpetsiuk/rise/demo.html. 
4 RISE perturbation metrics show the prediction score dropoff, which also leads to an accuracy drop. 
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perturbation step and evaluate the accuracy of a model trained on the perturbed samples. 
The results show that accurate models can be trained even on strongly perturbed data, 
suggesting a large redundancy in the inputs. Wi th a random input attribution, even data 
with only 10% pixels retained can be used to train a model with good accuracy (63.5% on 
ImageNet, down from 76.7%). The authors compare explainability methods using R O A R , 
finding that many primary attribution methods (e.g., Integrated Gradients) do not beat 
a random attribution baseline. 

3.3.3 Sanity Checks 

In Sanity Checks for Saliency Maps [1], explanation methods are compared to baseline tech­
niques such as Sobel edge detection, to investigate whether they reliably beat baseline tech­
niques. Model weights randomisation and data labels randomisation is also performed to 
explore how the explanations change. Rank correlation between true and baseline methods 
is performed, together with subjective visual evaluation. Results show that some saliency 
methods perform just as bad as baselines insensitive to the model and data. For example, 
Integrated gradients highlights similar input structure even with random data labels. In 
contrast, G r a d C A M passes the tests. 

3.3.4 Discussion 

Model explanations are helpful to understand the predictive behaviour, but must be used 
with care and thoroughly evaluated, before they can be trusted. In failure modes, the blame 
is also unclear, as problems can stem from the explanation method, the model, or the data. 
Additionally, just like adversarial attacks can alter CNN's behaviour, the explanations have 
also been shown to be easily manipulated [8]. Subjective visual evaluation of explanations 
therefore runs into many problems, and explanations alone make the user susceptible to 
confirmation bias [28]. When only the outputs of the model and the explanation are com­
pared, there is also no guarantee that the explanation follows the same reasoning as the 
model [32]. Also, many explainability methods end up disagreeing with each other when 
compared [22], making it difficult to choose the appropriate set of methods to use. 
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Chapter 4 

Method 

This chapter first discusses important solution aspects influenced by related work, then 
presents approaches to evaluating the proposed work and finally, presents the solution 
itself. 

4.1 Comparison to Related Work 

This work takes inspiration from works at the intersection of face P A D , explainability 
methods, and evaluation of explainability methods. A closely related work is a recent 
Exploratory study of interpretability for face P A D [41]. In their work, a custom, minimalist 
C N N model is employed for the face P A D task, and G r a d C A M explanations are used. 
RoseYoutu dataset is used, but different use of labels (explained later in Section 5.1.3) makes 
direct comparison impossible. Predictive performance is also evaluated across datasets. 
When comparing generated explanations, it is worth noting that the authors' model used 
has the last convolutional layer output at a 28 x 28 resolution. 

In another closely related piece of work (Myope models [34]), G r a d C A M + + is applied 
to analyse face P A D predictions to determine the importance of background image regions. 
The predictive performance is evaluated across training modes and across datasets, and 
ablation studies are performed. However, the explanations are blindly assumed to be of 
high quality, and are used merely as a quick visualisation tool. The predictive performance 
is also reported for a model making use of the background image regions, which are likely 
confounding factors. In comparison, the current work aims to go deeper into evaluating the 
explanations. 

Another line of work [26] in the task of face verification aims to generate explanations 
(including G r a d C A M , GradCAM++, and L I M E ) , and also evaluate them through deletion 
and insertion metrics. For applying the used methods, Siamese training regime and similar 
approaches would have to be adapted to the face P A D task. 

There are two rare cases of works in the task of face P A D that both generate model 
explanations, and evaluate them. A recent Master's thesis [35] trains a general C N N model, 
generates primary attribution explanations, and applies evaluation metrics provided by the 
Captum library [21]. The explanations' evaluation is limited, as no in-depth across-sample 
analyses are performed, and no comparisons to baseline solutions are performed. The 
suitability of the chosen explanation evaluation metrics can also be questioned, just as 
the metrics' values, which are hard to interpret. Wi th a low predictive performance, it is 
unclear whether the model or the explanations are to blame for the inconclusive results. 
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A very recent work [18] investigates the gender biases of face P A D explanations, and 
compares the deletion and insertion metric curves across male and female subject images. 
However, suitability of the chosen attribution methods (GradCAM, GradCAM+-1-) is not 
verified, and the overall results are hardly conclusive. 

4.2 Predictive Performance 

High predictive performance is a necessary condition for meaningful model behaviour anal­
yses. Below, standard evaluation metrics are presented. 

4.2.1 Performance Metrics 

Predictions of the predictive performance can be, depending on the evaluation framework, 
treated as multi-class or binary. The following list summarises the metrics commonly used 
in biometry for sample-level prediction evaluation. The bona-fide category represents the 
negative samples, and the positive samples comprise all the attack categories. Wi th these 
categories, the prediction results are categorised as true positive (TP), true negative (TN), 
false positive (FP), and false negative (FN). 

• Accuracy T P ^ T N + F P + F N 

• Precision = ^F+Fp" 

• R,6Cclll TP | F N 

F\ Score 2 • Precision • Recall 
Precision+Recall 

FN • False Rejection Rate (FRR) = T p + F N 

• False Acceptance Rate (FAR) = T J ^ F p 

The F A R and F R R metrics are also often evaluated at multiple thresholds of the decision 
boundary value. The error rate at which they are equal is the Equal Error Rate (EER) . In 
the context of presentation attack detection, F A R is also called Bona-fide Presentation Clas­
sification Error Rate ( B P C E R ) . Similarly, F R R is called Attack Presentation Classification 
Error Rate ( A P C E R ) . The average of A P C E R and B P C E R is the Average Classification 
Error Rate ( A C E R ) . When relating F A R and F R R , it is also common to set a target value 
for one of them (e.g. F A R = 1CT6) and measure the other one (e.g. FRR@FAR=10 6 ) . 
This fixing of a threshold expresses various importance given to classification errors. 

4.2.2 Evaluation Framework 

The training and evaluation of the P A D system are performed in the three modes listed 
below. The following modes have been used in the P A D task by Sequeira et al. [41]. 

One Attack 

The model is trained as a binary classifier, predicting the genuine and attack classes. Train­
ing and test data contain only a single attack class and bona-fide samples. This presents 
the model's ability to detect a known attack under the optimistic condition of knowing the 
attack type beforehand. In a practical setting, an ensemble can be built from these models. 
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Unseen Attack 

In the unseen attack (leave-one-out) mode, the model is trained as a binary classifier. 
The test class is excluded from the training set. This setup challenges the generalisation 
performance of the model. The predictive performance results here are the most realistic 
indication of the robustness of the model. 

All Attacks 

A l l attacks are present in the training, validation, and test dataset splits. The model can 
be trained as either a binary or multiclass classifier. This setup best follows the approach 
for real deployment of the model. 

The purpose of using various training modes is not only to assess their predictive per­
formance. The differences in the learnt behaviour are also interesting for the explainability 
aspect - e.g., how do the explanations differ between a known and an unknown attack? 
How do the explanations change when a model predicts the specific attack class instead of 
just a binary label? 

4.3 Descriptive Performance 

Layer attribution methods have been chosen for the explainability aspect. In line with 
related work, these have been employed with success for the face P A D task, their per­
formance does not pose a significant limit for the evaluations, and they are not tied to 
a specific model architecture. Primary attribution methods (Integrated Gradients) do not 
scale well for a large number of image samples, their critique presents many shortcomings 
making them less trustworthy, and their higher granularity makes them more complicated 
to evaluate. 

While layer attribution methods provide meaningful explanations in tasks performing 
object detection, some face P A D categories (e.g. replay attacks) may be also better char­
acterised by global cues, such as colour shift, moire patterns, or other artefacts. Since the 
applicability of the chosen methods is not clear, much emphasis is put on evaluating this 
aspect. 

Most of the layer attribution methods presented earlier are chosen as candidates to 
use, namely G r a d C A M , GradCAM++, EigenCAM, X G r a d - C A M , H i R e s C A M , Ablation-
C A M , Score-CAM, LayerCAM, and FullGrad. Apart from the standard published methods 
mentioned before, a test-time augmented version of G r a d C A M (GradCAM_aug) is used. 
This method applies G r a d C A M on 6 augmented versions of the input image (multiplied by 
0.9, 1.0, 1.1, and either flipped horizontally or kept the same). The large volume of selected 
techniques hopes to find a suitable one to present meaningful visualisations. 

For evaluating the generated explanations, perturbation metrics have been chosen, in 
line with relevant literature. Localisation metrics make use of object position annotations, 
which are not available, and also not always suitable, in the task of face P A D . Deletion and 
insertion metric also localise evidence for the model's prediction, but the explained regions 
are evaluated through the model itself, without the need for a ground-truth label. Example 
perturbed images are shown in Figure 4.2. 

Both deletion and insertion metrics ignore the actual values of the attribution map 
and only work with their ranking. This is common for many similar evaluation methods 
(e.g., Pixel-Flipping [2] and X R A I [20]) and has later been criticised for the lack of model 
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black mean blur blur div4 blur div8 

Figure 4.1: Perturbation metrics baseline images for an example image. 

90% 70% 50% 30% 10% 

Figure 4.2: Example image for at various perturbation levels used for the deletion and 
insertion metric. The percentages indicate area of original image kept. Full 
and empty images are omitted for brevity. 

calibration [13]. At the same time, the magnitude of the input attribution is more relevant 
for the primary attribution methods, which lead to a long-tail distribution over a large 
value range. 

For the perturbation methods, a fitting baseline image must be chosen. Considered 
baseline images are shown in Figure 4.1. The ideal baseline image is uninformative, leading 
to neutral model predictions, and also does not create out-of-distribution samples. Both 
aspects are later studied. 

4.4 Approach 

The objective of this work is to explore, apply and experiment with explainability methods 
in the P A D task. The initial research questions are: 

• How to apply explainability to the task of face PAD? 

• How to use explainability methods to improve the predictive performance of the P A D 
system? 

• How to understand the failure cases of the P A D system? 

First, the task of non-explainable P A D is approached. The RoseYoutu dataset has been 
chosen for development and experiments. A general C N N classifier is trained for the task of 
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face P A D . Next, explainability methods, such as C A M methods, are applied to the model 
to understand the behaviour of both the model and the methods. The model's predictive 
performance is assessed, and the explainability methods are evaluated. Based on the results, 
the P A D solution is further developed, along with the explainability methods. 

Once the results of both are satisfactory, a comprehensive evaluation is performed. 
Model performance is assessed across various modes of the evaluation framework, and the 
performance is profiled based on subgroups present in the datasets to find potential short­
comings of both the model and the data. 

For explanations evaluation, it is necessary to perform sanity checks, to compare the 
methods with baselines. Simple baseline solutions are to be set as reference points. 

A suitable sanity check for the explanation methods should be a model-independent or 
data-independent technique. The first such method proposed is the Sobel edge detector. 
Related work finds edge detection to be perform just as well in explanations evaluation [1]. 
Another sanity check used in literature is randomising model weights and comparing the 
explanations generated with the untrained model. Given the faithfulness evaluation through 
perturbation metrics, this method is not used. 

Since the face images are aligned to be centered, it can also be the case that the model 
would always focus in the centre of the image. This is not necessarily wrong, but an 
explanation that would always circle the image centre is data-independent, and thus not 
useful. So as another sanity check, a centered circle explanation is proposed. 

The last sanity check is a random explanation. In comparison to primary attribution 
methods, here the chance of highlighting a credible input region is much higher, given the 
lower resolution of the explanations. 
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Chapter 5 

Implementation 

As a first step, a baseline P A D system was developed. For the RoseYoutu dataset, loading, 
cleaning, and preprocessing were performed. Initially, a ResNet [15] model was used as 
a multiclass classifier for the task. A standard ResNet-18 variant of the model was used, 
pre-trained on the ImageNetlk dataset. The classifier head was replaced to adapt to the 
number of classes. Later development primarily makes use of the EmcientNetV2_s [46] 
architecture. 

The implementation uses the Python programming language and the PyTorch deep 
learning library. The solution comprises developer-targeted scripts for loading, cleaning, 
and preprocessing the datasets, training a model, and evaluating a model. For monitoring 
the training process, the Weights&Biases tool is used. The ResNet and EfHcientNet models 
are adapted from the official PyTorch repository. For C A M techniques, the „grad-cam" 
library [12] implementation is currently used. 

5.1 Dataset 

The desired dataset must contain only images with faces, aligned to specified positions, and 
cropped to the target size. Cropping is done for convenient training use. The alignment 
ensures consistency for evaluation and explanation generation. Initially, RoseYoutu was 
chosen for development because of its good availability. 

The RoseYoutu dataset is available in its full version and in a pre-processed version. 
The pre-processed version consists of roughly 68 000 image samples of size 2562, spanning 
10 person identities. This version was used for the initial development of the solution. A l ­
though the faces are aligned and cropped mostly consistently, manual inspection has found 
alignment errors. In addition, the image resolution is lower than the native EfHcientNet 
resolution of 384 2. The full version of the dataset (as described in Section 2.2.1) is only 
available as videos, a frame extraction process was developed. 

5.1.1 Extraction 

Face alignment is performed using an off-the-shelf M T C N N [54] model. This model was 
chosen for its popularity and ease of use with a dedicated pip package1. M T C N N predicts 
five face landmarks: left and right eye centres, nose, left mouth corner, and right mouth 

1 Source: https: //pypi.org/project/facenet-pytorch/ 
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corner. At the same time, M T C N N also predicts a bounding box for the face, which is not 
aligned with the landmarks, but roughly encloses the face area. 

To extract images for the dataset, k frames are regularly sampled from the video. Next, 
M T C N N predicts the face position in the frame. A n affine transformation is found for 
the set of predicted face landmarks, to transform them into their reference positions (see 
Figure ??). The transformation is computed using three points: left eye, right eye, and 
mouth centre. Finally, the image is cropped to the target size of 3842. 

Since M T C N N predictions produce false positives, more checks are performed to verify 
the samples. Computing the variance of the cropped image Laplacian serves as a blurriness 
detector, and all images with a variance less than 20 are dropped. This threshold has been 
empirically found to filter out false M T C N N face detections. Sometimes also the affine 
transformation fails, so a second round of M T C N N prediction is performed on the cropped 
image to verify the presence and position of the face. Since the original videos' metadata 
sometimes falsely report the video orientation, the first video frame is used to find potential 
rotation necessary to fix this. M T C N N is used here again to predict on 90°-spaced rotations 
of the image, out of which the highest-confidence prediction is kept as the correct upward 
orientation. 

Two dataset variants have been chosen for the development and experiments. The first 
one („full") uses 50 frames sampled from each video, leading to total of 187 429 image 
samples. This variant has been used for training of the models and for their predictive 
performance evaluation. The second variant („single") takes k = 2 samples, leading to 4599 
image samples. It is used for experimentation with explanations. Both dataset variants use 
the same input videos, and the same attack + identity separation. Their only difference 
is their scale. Whereas model training works better for a larger amount of samples, and 
provides more consistent evaluation results, generating predictions' explanations and their 
analyses were too difficult at such large dataset scale. For this reason, the single variant 
serves as a smaller representative sample. 

5.1.2 Splitting 

The generated dataset is split for training/validation/testing, following the splitting chosen 
in a recent work by Neto et al. [34]. In all evaluation modes (all attacks, unseen attack, 
one attack), the dataset is split based on the captured person's identity, so as not to create 
a training-test overlap. Of the 20 identities, the first 10 are used for development (9 for 
training, 1 for validation) and the last 10 for testing. In the unseen-attack and one-attack 
modes, the dataset is also split based on the attack classes. Note that in the unseen-attack 
scenario, it is not enough to split the dataset based on the attack without considering the 
person identities. Although this would ensure no overlap for the attack samples, the genuine 
samples of one person could end up in either the training or test set. The model would 
then be evaluated by part on known data (genuine class, same identity), and by part on 
unknown data (different class or identity). In the unseen-attack scenario, the same attack 
is being used for the validation and testing data. Retrospectively, this is a mistake, as 
choosing the best model for this given attack class is already optimising for a goal that is 
supposed to be unknown. 

5.1.3 Labels 

Originally, the RoseYoutu dataset uses eight class labels, as shown earlier in Figure 2.1. In 
my work, these labels are merged into 4 (genuine, printed, video, mask) to enable potential 
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Figure 5.1: RoseYoutu samples - original images in the top row, augmented images in 
the bottom row. Standard ImageNet preprocessing is performed before the 
augmentations, making the value range go below zero. Zero-filled black rect­
angles thus appear grey. This is not an issue, as it is still uninformative, and 
the augmentations are consistent with what is later used in the explanation-
related perturbations. 

across-dataset evaluation with the SIW-M dataset. In the end, this evaluation has not been 
performed. The label merge makes the dataset easier for the all-attacks mode, but more 
challenging for the other modes. 

5.1.4 Variants 

To enable easy switching between dataset variants, a simple referencing hierarchy is used. 
Top-to-bottom, the list of available dataset instances is saved in a pickled Pandas DataFrame. 
Each row is one dataset instance (e.g., RoseYoutu, unseen-attack training mode, test at­
tack „printed", „full" dataset length), and it links to the file lists for the given dataset. 
For each dataset instance, there are training, validation, and testing file lists. A dataset 
instance file list then contains the image filenames and their annotations. None of the file 
references contain absolute paths to make the dataset instance portable. A l l 2 the file lists 
and dataset lists are saved as Pandas DataFrame pickles for easy I /O and powerful Pandas 
data manipulation. 

5.1.5 Preprocessing 

Since the models used are pre-trained on the ImageNetlk dataset, the preprocessing is done 
in the same way, normalising each image to the ImageNet mean and standard deviation. 
On top of that, augmentations are performed. TrivialAugment [30] augmentation has been 
chosen for its parameter-free simplicity. More importantly, random erasing of the images is 
performed, removing a rectangle of 2-33% of the image area in 50% of the input samples. 
The erased area is replaced by zeros. While a standard approach in image classification, 
here it is important for the data distribution of perturbed samples when evaluating the 
explanations. See Figure 5.1 for examples. Apart from the image artifacts produced by 
the augmentations, the images may already contain black areas produced by aligning and 
cropping transformations in the cases where the original frame did not contain enough 
background area. 

2Except for metadata about each dataset instance, saved in a json file. These files are not used in the 
final solution. 
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5.2 Model Setup and Training 

Models are trained for a maximum of 15 epochs through the standard cross-entropy loss, 
classifying the input images to one of the five categories (Genuine, Printed, Video, Mask, 
Other), even though the dataset labels are merged to four classes. This unification of 
predicted classes and data labels was done to make the model compatible with the SIW-M 
dataset. In the end, this dataset was not used, so the category never appears in any ground 
truth labels 3. 

The Adam optimiser is employed. Predictions and gradient computations during train­
ing are performed in mixed float precision 1 and with a 4-batch gradient accumulation. A low 
learning rate of 1 0 - 5 is used and is divided by 2 when the validation loss does not improve 
over 3 training epochs. A n early stopping mechanism is also used, halting the training if 
no progress in the validation loss is made during 5 epochs. The model weights that achieve 
the highest validation accuracy are saved for future use. 

The same setup is used for all training modes, with the exception of the classification 
head. Initial development has used a multiclass (5-way) classification head for the all-attacks 
mode, and a binary classification head for the remaining scenarios. 

During further development, additional model classification heads were added. The 
motivation was to provide the model with a more granular training signal, to improve the 
performance in the unseen-attack and one-attack modes. Thus, 2-way, 5-way, and 8-way 
classification heads are used, for training on binary, unified, and original RoseYoutu labels. 
Each classification head is trained using the cross-entropy loss, and the only difference in 
the models is how the heads are used for test-time prediction. All-attacks mode uses the 
5-way head for inference, and the remaining ones use the binary heads. Each classification 
head is only a linear layer, which processes the model's embeddings. As a reminder, these 
embeddings are created by average-pooling the last convolutional layer activations. For 
these model changes, Torchvision implementations of the used models are adapted. Custom 
forward methods are used and swapped in dynamically, so that a model can always be used 
in the standard PyTorch way of calling its instance (model(inputs)). This is practical for 
using explanation generation methods, that make use of this interface. 

Two development environments were used, a local laptop for small-scale experiments, 
and a remote computational grid Metacentrum 5 were used. The handling of datasets makes 
it possible to produce same results in both places, and the Weights&Biases M L experiment 
management platform 6 collects all of the training logs, run parameters, and evaluation 
metrics. 

5.2.1 Reproducibility 

A n effort has been made to make any findings reproducible. For this reason, a fixed seed 
is used for training, being applied to the Python, PyTorch, and NumPy random number 
generators, to each DataLoader worker process, and to dataset shuffling. Where possible, 
no randomness is introduced in the first place, e.g., for splitting of the dataset. Since all 
hyper parameters and training progress logs are gathered in the Weights&Biases, all results 

3When performing experiments, checks were also performed to verify that the unused label never appears 
in the model predictions either. 

416-bit precision is used, except for final softmax. 
https: //metavo.metacentrum.cz/  

6https://wandb.ai/ 

25 

http://avo.metacentrum.cz/
https://wandb.ai/


are reproducible. A l l evaluation is also reproducible as no random methods are used and 
all setup details are loaded from the saved training run details. 

5.3 Explanations Generation and Evaluation 

A l l CAM-family explanations used have the resolution of the last convolutional layer output 
of the model used. For ResNetl8, it is 7 x 7, and for EmcientNetV2s, it is 12 x 12. However, 
the chosen target layer is not the last convolution layer but the batch normalisation layer 
that follows it. This is the same for both models. The differences between the target layers 
were minimal, but the latter leads to more peaky explanations. 

Explanation methods that provide higher-resolution output have been rejected because 
they are computationally expensive and noisy. FullGrad [44] method uses the sum of all 
bias gradients, all upscaled to the original input size. This is feasible for a smaller model 
like ResNetl8, but already takes many seconds for EfncientNetV2s (42 layers). Strided 
operations in the network layers also introduce grid-like patterns in the explanations, which 
is detrimental to the explanation quality. 

The grad-cam library code, which generates the explanations, makes the use of PyTorch 
forward hooks to capture the activations values. But, by default, the forward pass layer op­
erations are performed in-place, destroying the old output when the next layer is computed. 
For consistent results, the in-place flag is disabled in the model layers. 

The perturbation metrics are implemented based on the input image and the generated 
explanations. Since the explanations have a low resolution, they are upsampled to the input 
images resolution with bilinear interpolation. Since the produced input attribution maps 
still do not contain a smooth distribution of values, a strongly blurred version of the C A M 
is added to the original upscaled C A M . A large blur sigma of 129 is used to make sure that 
the values globally have a smooth and flat distribution. This allows for a smooth ranking 
of the sorted explanation. The ranking is then used to compute decile thresholds. From 
these, 11 perturbation masks are generated (ranging from 100% to 0% with a step size of 
10%). 

Using the selected baseline (black, mean, blurred, or darkened blur), the image is masked 
to keep a given percentage of the image and replace the rest by the baseline. Prediction is 
run again on the perturbed images. 

During the development of the perturbation metrics, it became evident that the face 
P A D data domain contains a lot of redundancy in the images. It is not expected that 
the predictions should suffer as drastically from the perturbations as they do in RISE and 
similar works using datasets like ImageNet or M S C O C 0 1 4 . 

The implementation of the explanations evaluation was done with the layer attribu­
tion methods in mind, so another explanation generation method was left unused. L I M E 
explanations generation was implemented, but it did not get used in the end. 
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Chapter 6 

Experiments 

A l l experiments are performed on the „single" variant of the RoseYoutu dataset, on the 
test set. Unless specified otherwise, the training/evaluation mode is all-attacks. 

6.1 Models Trained 

Models are trained as described in Section 5.2. The setup is the same for all training modes. 

6.1.1 A l l Attacks 

The main models in the experiments have been trained in the all-attacks training mode. 

ResNetl8 
Although the ResNet models achieve a generally lower prediction performance, this model 
has also reached a test accuracy of 99.03%. The A P C E R and B P C E R are 0.6% and 0.5%. 
respectively, with the E E R of 0.58%, with a threshold tuned on the validation set. The 
model's training progress can be seen in Figure 6.2, under the name Top-ResNet. The 
accuracy is reported as a multiclass metric, whereas the remaining ones as binary, which 
explains their difference. 

EfficientNetV2s 

The overall best model reaches a test accuracy of 99.18% after 7 epochs of training. Its 
training progress can be seen in Figure 6.2, under the name Top-EffNet. Furthermore, the 
model attains the A P C E R of 1.050% and B P C E R of 0.089%. A n E E R of 0.84% is reached 
when the threshold is set based on the optimal validation set E E R threshold. 

The complete runs metrics and logs can be viewed in the Weights&Biases project1. 

6.1.2 Unseen Attack 

Results for models trained in the one-attack mode are shown in Table 6.1. 

1Available at: wandb.ai/petrmiculek/f acepad 
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Figure 6.1: Confusion matrix for the best-performing all-attacks model on the RoseYoutu 
test set („full" variant). 

Table 6.1: Predictive performance evaluation for the best-performing unseen-attack mode 
models for each attack left out. Error ratios in %. E E R threshold has been 
selected based on the RoseYoutu validation set. 

Attack E E R A P C E R B P C E R 

Printed 14.702 36.110 4.710 

Video 38.484 68.550 1.867 

Mask 9.844 47.520 1.813 

6.1.3 One Attack 

Results for models trained in the one-attack mode are shown in Table 6.2. 

6.2 Ablat ion Studies 

Certain aspects of model training are evaluated here. The role of multi-task training was 
also supposed to be evaluated here, but preliminary data was inconclusive, and a more in-
depth comparison was not performed in the end. However, the intial conclusions suggested 
that the more fine-grained training signal does not help the predictive performance. 

6.2.1 Pretraining 

During development, pretrained models were used, so that fine-tuning can build upon the 
robust feature extraction of the backbone model. This comparison aims to verify its ben­
efit. A comparison is made between a pretrained and randomly initialised EfficientNetV2s 
models with an identical setup. Both models were trained for up to 15 epochs, both using 
the three multi-task losses. The models are shown in Figure 6.2 as Top-EffNet and No-
Pretrain. Both the training and validation accuracies differ significantly throughout the 
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Table 6.2: Predictive performance evaluation for the best-performing one-attack mode 
models for each attack left out. Error ratios in %. E E R threshold has been set 
for each model based on its validation set performance. 

Attack E E R A P C E R B P C E R 

Printed 0.014 0.246 0.032 

Video 0.741 1.409 0.073 

Mask 0.020 0.036 0.004 

training. The best epoch by the validation accuracy is 7 and 13, respectively. The test set 
accuracies are 99.18% for the Top-EffNet model, and 98.09% for the No-Pretrain model. 
Despite the different data domains of the pretraining ImageNet dataset and RoseYoutu, it 
is shown that pretraining is beneficial to the model's predictive performance. Fine-tuning 
can thus be run for fewer epochs, preventing possible overfitting. 

Training Progress All-attacks Models 
Top-EffNet val 0.998 

Top-ResNet val 0.981 

EffNet-1ep val 0.997 

ResNet-1ep val 0.955 

No-Pretrain val 0.946 

Top-EffNet train 0.992 

Top-ResNet train 0.979 

EffNet-lep train 0.952 

ResNet-1ep train 0.927 

No-Pretrain train 0.961 

Figure 6.2: Training progress of compared models in all-attacks mode. Training and 
validation accuracies are shown for each run, with their best value shown in 
the legend. Note that the training accuracies are computed during training 
on augmented samples, deflating the value. 

6.2.2 Single-Epoch Training 

Once an effective training setup was found, a question was raised whether many epochs of 
training are even necessary. A comparison is thus made between models trained for a single 
epoch, and those trained for longer. The single-epoch models differ from the standard 
setup (defined in Section 5.2) only in the learning rate, which is set to le — 4 instead of 
le - 5. The best EfficientNetV2s (Top-EffNet and EffNet-lep) and ResNetl8 (Top-ResNet 
and ResNet-lep) models are shown in Figure 6.2. 

The best epochs by validation accuracy are 7 and 10, respectively. 

0.95 

0.9 

0.85 
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Table 6.3: Comparison of baselines' deletion metric A U C s for G r a d C A M explanations. 
Mean and standard deviation are reported for each baseline. 

Baseline A U C fi A U C a 

black 0.660 0.305 

mean 0.661 0.312 

blur 0.587 0.360 

blur_div4 0.616 0.340 

blur_div8 0.671 0.319 

6.3 Descriptive Performance 

The faithfulness of the explanation generation methods is evaluated using the deletion and 
insertion metric. 

6.3.1 Baseline Choice 

The chosen evaluation metrics depend on the baseline image used. A n ideal baseline is 
uninformative, leads to a stable evaluation, and is consistent across various settings, such 
as the predicted classes. G r a d C A M is chosen as a reference explanation method, even 
though the results could be method-specific. 

The following image baselines were chosen for comparison: black image, per-channel 
mean input image mean (per-image), blurred image, and two darker blurred image variants 
(divided by 4 and 8). The blurred images are created by a flat low-pass convolution filter 
with the kernel size of 29. The blur level has been found empirically and confirmed to drop 
the prediction score below chance level. 

The darker blurred variants have been added when trying to improve upon the blurred 
baseline results. The results are shown in Figures 6.3 and 6.4. The results show that the 
baseline choice is not important for the insertion metric. In the deletion metric, the per-class 
results are never consistent. The black baseline is the only one to reach an approximately 
neutral prediction with the whole of the image removed. The baselines' deletion metric 
A U C means and standard deviations are shown in the Table 6.3. These results also turn 
out inconclusive, as low mean A U C is reached by inconsistently performing baselines (high 
standard deviation). 

In conclusion, the black baseline is chosen for further use, as it gives the most consistent 
results. 

6.3.2 Method Choice 

A l l explanation generation methods have been evaluated by the deletion and insertion 
metrics, using the selected black baseline image. Figures 6.5 and 6.6 show a comparison of 
the deletion and insertion metric. 

The deletion metric results show that X G r a d C A M and E igenCAM fail to surpass even 
model-independent baselines. Among the remaining methods, results do not differ drasti­
cally. A surprising result is the RandomCAM, which achieves a higher in the early removal 
steps than any explanation method. The deletion curves confirm that it is difficult to re-
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Figure 6.3: Evaluation of the perturbation baselines (1,2,3 of 5), deletion and insertion 
metric comparison across predicted classes, reporting A U C for each, Grad-
C A M explanations used. 
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Figure 6.4: Evaluation of the perturbation baselines (4,5 of 5), deletion and insertion met­
ric comparison across predicted classes, reporting A U C for each, G r a d C A M 
explanations used. 
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move information from the input data. While the test-time augmented G r a d C A M does not 
convincingly beat all other methods, it is chosen as the winner for further evaluations. It is 
important to note that in either of the figures, the GradCAM_aug model is hardly visible. 

Figure 6 . 5 : Deletion metric - comparison of selected explanation methods using the black 
baseline image. Area under deletion curve (lower is better) is shown in the 
legend. 

Insert ion Metr ic by Method 

Method: AUC 
GradCAM: 0.909 
GradCAMPIusPlus: 0.909 
GradCAMaug: 0.908 
HiResCAM: 0.906 
EigenGradCAM: 0.904 
EigenCAM: 0.881 
CircleFakeCAM: 0.879 
RandomCAM: 0.814 
SobelFakeCAM: 0.785 
XGradCAM: 0.727 

0.0 
0 10 20 30 40 50 60 70 80 90 100 

% pixels kept 

Figure 6 . 6 : Insertion metric - comparison of selected explanation methods using the black 
baseline image. Area under deletion curve (higher is better) is shown in the 
legend. 
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6.3.3 Method Evaluation 

To get an intuition for the resulting explanations shapes, average C A M s are generated. 
A confusion matrix of C A M s is shown in Figure 6.7 to showcase the common cues of 
a given predicted class, or specific errors made by the model. Each cell shows C A M expla­
nations for the predicted class, for predictions where model actually predicted this class. 
No explanations are shown for the remaining classes that were not predicted. The results 
show very similar shapes for all correctly predicted subgroups. This is most likely due to 
the high model performance, resulting in averaging out any outliers. It also highlights the 
fact that the model mostly uses the face itself for making the prediction, as opposed to 
detecting external cues. 

Since the incorrect prediction C A M s give more interesting results, the C A M s for the full 
dataset version have also been generated, while only keeping those of incorrect predictions. 
The results are shown in Figure 6.8. 

6.3.4 Apply ing the Explanations 

In this experiment, explanations that cause the highest prediction score dropoff were ex­
tracted. For the Top-EffNet model in the all-attacks mode, examples can be seen in Fig­
ure 6.9. 

Deletion Score and Prediction Correctness 

Some exploratory analyses of deletion metric scores were performed that compared A U G 
values between data subgroups. A n interesting finding was that the A U C is significantly 
lower for incorrect model predictions. On the „single" RoseYoutu test set, the deletion A U C 
is on average 0.664 for correctly classified samples and 0.178 for incorrectly classified. Sim­
ilarly, the insertion metric is 0.912 for correctly classified samples and 0.600 for incorrectly 
classified. This suggests that a model's predictive performance could be improved through 
the stability of the prediction on perturbed samples, given a generated explanation. 

More similar analyses were explored in the process_cam.py script, but did not make it 
into the text. However, the other explorations did not show such significant and surprising 
results. 

6.3.5 Out-of-Distribution Check 

Since the perturbations of the input images modify the input samples, the validity of the 
perturbed samples can be questioned [13]. This experiment aims to answer whether it is 
the case in the setting used. 

Since the models are trained as softmax classifiers, they are not inherently able to assess 
this problem. Although the model output is a confidence score, softmax classifiers suffer 
from unreasonably confident predictions for out-of-distribution inputs [11, p. 14], and no 
confidence calibration measure is taken during training. 

One way of analysing the data distribution through the optic of the model is to anal­
yse the model embeddings. The EmcientNetV2s model used produces a 1280-dimensional 
embeddings, making similarity/distance metrics hard to intepret. Embeddings are thus 
projected by P C A and t-SNE, and analysed from their visualisation. 
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Q. 

The input embeddings are produced by the Top-EffNet model trained in the all-attacks 
mode, and generated for 640 random samples from the test dataset split. The P C A and 
t-SNE projections of the perturbed image embeddings are shown in Figure 6.10. 

The results show a comparatively smaller shift for the insertion metric, suggesting less 
of a distribution shift than in the deletion metric. A n overlap in the original and slightly 
perturbed samples gives the impression that they come from the same distribution. Intra-
class samples proximity also confirms this notion. 

The visualisation also further supports the feature redundancy claims and justifies the 
use of the random erasing augmentations. In our own interpretation, the visualisation 
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Average CAM Confusion Matrix 
ground truth 

Genuine Printed Video Mask 

Figure 6 . 8 : G r a d C A M augmented - Confusion Matrix of average C A M s . Full dataset 
used and only incorrect predictions were kept. Values are not normalised. 
Missing cells indicate no data for the given combination of a predicted and 
ground truth class. 

aligns with the fact that the models can recognise the images based on the little presence 
of features in the input, given the right feature selection (as seen in the insertion metric 
curves). Since explanations are often located in the image centre, the insertion metric 
images are also more likely to present a coherent image (illustrated, for example, by the 
50% perturbation level for the deletion and insertion metric in Figure 4.2) 

It is worth noting that the inner workings of the methods must be taken into account 
to avoid drawing false conclusions. The continuous character of the P C A projections is 
expected, as is the clustering of the t -SNE projections. For t-SNE, a perplexity of 30 was 
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GT: Mask pred: Mask 
image idx=1688 GradCAMaug 40% 

(a) Dropoff explanation 1 

GT: Genuine pred: Printed 
image idx=596 GradCAMaug 20% 

(c) Dropoff explanation 3 

GT: Video pred: Genuine 
image idx=3711 GradCAMaug 10% 

(b) Dropoff explanation 2 

GT: Mask pred: Mask 
image idx=1965 GradCAMaug 40% 

(d) Dropoff explanation 4 

Figure 6 . 9 : Explanations that cause a high prediction score dropoff even with low per­
centage of input image replaced. 
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Figure 6.10: P C A and t-SNE projections of perturbed image embeddings for 640 random 
test images and perturbations calculated based on GradCAM_aug expla­
nations. The projections show a distribution shift for the highly-perturbed 
samples. However, they confirm that low-intensity perturbations are still 
not too far from the original distribution. 

used, which is the default choice in the Scikit-Learn package, and it was assumed to be a 
safe choice without further verification. At the same time, a related work [13] concludes 
through a visually similar projection generated by the U M A P technique that the perturbed 
samples are out-of-distribution. 

6.3.6 Discussion 

The experiments have shown that the predictive performance of the developed face P A D 
models is very high in the context used. Lower performance is expected for unseen attacks, 
as the usage of the data set makes it harder in comparison to how it is used in similar 
works [34]. Experiments with unseen and one-attack models were planned and partially 
carried out, but a proper comparison was not achieved in time. For the results achieved, an 
ablation study assesses the decisions taken to train the models, showing that even simpler 
solutions could have worked as effectively. 

Regarding the explainability methods, many methods were evaluated and care was 
taken to evaluate them fairly. Although the results did not clearly prove the chosen Grad-
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C A M _ a u g method and the black baseline image to be ideal, they were comparatively better 
than the other methods. More experiments were performed with the method, and its suit­
ability was further studied through the embeddings projections analysis. Explanations were 
also applied to show model decisions. The interpretation of these was not quite clear in 
the end, and in general, this work opens up more questions than it manages to answer. In 
the open and sometimes self-contradicting field of X A I , these results are not a failure, but 
a light shone on possibilities for future studies. Finally, explainability methods can also be 
used to evaluate the stability of the prediction in the face of perturbations as an additional 
assessment of the prediction correctness. This is an interesting point to be studied in the 
future. 
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Chapter 7 

Conclusion 

The goal of this Master's thesis was to explore, apply, and experiment with explainability 
methods in the domain of face presentation attack detection. This thesis presents the topics 
of face presentation attack detection and explainable machine learning. The methods in 
both fields were reviewed and their suitability was assessed. Relevant datasets were obtained 
and put to use in practise. A P A D model was trained, and layer attribution methods (such 
as GradCAM) were applied to it. Many methods similar to G r a d C A M were compared, and 
the augmented G r a d C A M was determined to be the best one. In the evaluation through 
devised perturbation metrics, G r a d C A M reaches an A U C of 0.658 for the deletion metric, 
and an A U C of 0.908 for the insertion metric. Then, explainability methods were in turn 
used to assess the models. 

Through the optic of the perturbation metrics, explanations and model predictions 
on perturbed samples are studied. The suitability of the perturbation metrics is stud­
ied in detail, evaluating the choice of their associated baseline images, performing sanity 
checks, and studying the samples distributions. The behaviour of the prediction perfor­
mance w.r.t. various data groups is explored. A n ablation study analyses the impact of 
model training aspects. 

More experiments were planned to analyse behaviour across models' training mode, but 
these did not make it into the evaluation, and provide an easy future direction to explore 
further. The use of additional explanation techniques (such as L I M E , whose explanations 
are already implemented, but did not make it into the experiments), and use of more 
datasets (e.g., SIW-M, which was also prepared for experiments, but then never used in the 
end). A more comprehensive evaluation could always be performed, adding more evaluation 
methods, testing the behaviour for more models, etc. Explainable face presentation attack 
detection is still an open problem, and this thesis hopes to have explored paths that will 
benefit future endeavours. 
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