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Annotation 

Nowadays it is almost impossible to imagine our life without 

nanotechnologies. They are present in smartphones and many other gadgets we 

use every day, while advanced nanoparticle-based devises are currently 

indispensable in medicine, engineering, and science. In the case of biomedical 

applications, the knowledge how a specific nanomaterial behaves and changes its 

properties in complex physiological medium is essential to guarantee the 

accomplishment of all specific goals facing a scientist or engineer. Some of physical 

and chemical processes occurring when a nanodevice enters biological 

environment are yet very difficult to fully detail without accurate computer 

simulations, so special attention needs to be focused on theoretical studies of nano–

bio interactions. 

 In this thesis, molecular simulations were used to investigate the 

interactions between different nanomaterials (titanium dioxide, silicon dioxide, 

and gold) and aqueous solutions, which contain ions, organic molecules, and amino 

acids. The importance of this scope and particularly selected for this study 

materials and compounds is given in Introduction. To model nano/bio interfaces, 

we adopted and integrated recent theoretical approaches, which together with 

basic principles of molecular simulations are described in Methods. Obtained 

results are divided in four parts and address several important issues that are vital 

in deciphering molecular mechanisms, through which nanoparticles identify and 

bind various biomolecules. The simulation data are thoroughly discussed, 

compared to experiments, and used to explain some of experimental observations. 

Additionally, outcomes of this thesis serve as a springboard for further theoretical 

studies aimed to advance our understanding of nano–bio interactions.  
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1. Introduction 

1.1 Motivation 

Nanoparticles (NPs) are of huge interest for diverse applications in 

biophysics, biochemistry, and rapidly emerging field of bionanotechnology 

(Figure 1-1). Naturally occurring and artificially developed nanomaterials have 

been extensively utilized in many medical, technical, and scientific applications. For 

instance, nanobased biosensors with their unique optical, electrical, magnetic, 

thermal, or chemical signatures are perfect tools for diagnostic (e.g. early detection 

of progressing diseases) or/and therapeutic (local drug delivery to diseased cells) 

purposes [Giner-Casares, 2016; Kumar, 2017; Xin, 2017]. In both cases, the 

biostability and harmlessness of NPs are of particular importance in minimizing a 

collateral damage to healthy tissues. The fabrication of biocompatible implants as 

well as tissue reconstruction also strongly involves nanomaterials of certain 

structure and specific properties [Wang, 2016]. Additionally, different 

nanobiomarkers can detect an undesired accumulation of antibiotics in human 

body or waterways [Cristea, 2017; Lan, 2017]. Bionanotechnology also vastly 

engages NPs in electrochemical applications like surface coating or production of 

anticorrosion materials [Jain, 2020]. Natural and synthesized nanostructures with 

pronounced hydrophilic or hydrophobic properties can be used in wastewater 

treatment [Lu, 2016]. Finally, NPs are ubiquitous in many other important fields 

like energy storage, electronics, cosmetics, food industry, and agriculture 

[Zhang, 2013; Peters, 2016; Prasad, 2017; Huang, 2019]. 

All these applications and associated development of various nanodevices 

require the solid knowledge of properties of a utilizing nanomaterial in a specific 

environment, e.g. living organisms, and under certain conditions like temperature, 

ionic concentration, and pH. Molecular interactions of NPs with aqueous solutions 

of ions and organic molecules, e.g. peptides and proteins, significantly affect their 

structure, dynamics, and stability. Consequently, the comprehensive and 
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substantial understanding of interactions between NPs and biologically relevant 

compounds is of key importance for competent design of nanodevices. 

 

 

Figure 1-1. Bioapplications of nanoparticles.  

 

The interactions between NPs and aqueous solutions occur in very narrow, 

usually only few nanometers wide region between the surface of a NP and 

surrounding medium. Physical and chemical processes in this border region, which 

is a special case of the solid/liquid interface, attract the largest scientific attention. 

Present experimental techniques can provide valuable information about 

molecular interactions at these interfaces. Those include X-ray reflectivity and  

X-ray standing wave measurements, nonlinear spectroscopy techniques like 

second harmonic scattering and sum-frequency generation, atomic force 

microscopy, surface plasmon resonance, and flow microcalorimetric 

measurements [Zaera, 2012]. At the same time, various computational methods 

like molecular dynamics (MD) simulations, ab initio molecular dynamics (AIMD), 

density functional theory (DFT), MD simulations with reactive force fields, hybrid 
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quantum mechanics/molecular mechanics approach, and coarse-grained modeling 

are gaining in popularity taking advantages of the continuously increasing 

computational power [Do, 2015]. It is also worth noting other theoretical models 

that include simplified descriptions of solid/liquid interfaces like the Gouy–

Chapman and Stern models [Stern, 1924], and surface complexation modeling, e.g. 

MUltiSIte Complexation – Charge Distribution (MUSIC–CD) model 

[Hiemstra, 2006]. 

Even though modern experimental techniques are capable to look deep 

inside the molecular arrangement at solid/liquid interfaces, the full molecular 

picture cannot be captured yet without computational methods. This thesis, which 

is purely based on molecular simulations (although with direct connection and 

numerous comparisons with experimental data), details interactions of surfaces of 

three different nanomaterials with water and aqueous solutions of ions, small 

organic molecules, and amino acids (AAs). All these compounds are omnipresent in 

biological systems, and delicate interplay of their interactions determines the 

behavior of NPs. Moreover, this work includes novel methodological concepts that 

allow improving the performance of molecular models for biosimulations using 

recent advances in MD simulations of large-scale systems. This contribution adopts, 

develops, and integrates these innovations into simulations of solid−liquid 

interactions, and lays the foundation for further theoretical studies of nano/bio 

interfaces. 

1.2 Nanosurfaces 

In this thesis, we investigate interactions of aqueous solutions of relevant 

biocompounds with three different nanosurfaces, Figure 1-2: titanium dioxide 

(TiO2), silicon dioxide (SiO2), and gold (Au). In this section, we emphasize the 

importance of these materials and why their planar surfaces were selected for this 

computational work. 
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Figure 1-2. Modeled nanosurfaces.  

 

1.2.1 Titanium dioxide 

Titanium dioxide (TiO2, also known as titania) is a naturally occurring 

material belonging to the family of metal-oxides. Since 1972, when Fujishima and 

Honda discovered the electrolysis of water on a TiO2 electrode under ultraviolet 

light [Fujishima, 1972], huge attention has been paid to investigating the utilization 

of TiO2 particles in many related areas like the decomposition of harmful pollutants 

[Wold, 1993], artificial photosynthesis [Yang, 2010], solar photovoltaic systems as 

a source of renewable energy [Bai, 2014b; Ma, 2014], atmospheric photochemistry 

[Chen, 2014], and sensor applications [Bai, 2014a]. Additionally, titania NPs are 

commonly used in the manufacturing of personal care products and food additives 

[Weir, 2012]. 
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TiO2 materials are well known for their high physical and chemical stability, 

low cost, and relative nontoxicity. All these factors have made this metal-oxide very 

attractive not only for large-scale productions in the chemical industry (one of the 

largest segments among inorganic materials [Gambogi, 2014]), but also for 

numerous medical applications [Shiba, 2010; Liu, 2014b; Rajh, 2014; Wu, 2014; 

Rehman, 2016]. For instance, TiO2-based nanodevices can serve a role of cargo for 

the controlled and targeted drug delivery in cancer treatment [Ren, 2013; 

Du, 2015]. TiO2 due to its high binding affinity is also a promising material for 

biosensing and genetic engineering [Tu, 2010; Yin, 2013]. Therefore, deciphering 

interaction mechanisms of proteins and their components with TiO2 surfaces is an 

important matter for industrial, medical, and scientific applications. 

There are three stable polymorphs of TiO2 found in nature, namely rutile 

(tetragonal), anatase (also tetragonal), and brookite (orthorhombic) [Zhang, 2014]. 

In this thesis, we focus on rutile surfaces with (110) cleavage. First, rutile is the 

most thermodynamically stable form of titania under ambient conditions 

[Diebold, 2003]. Second, (110) crystal face is the predominant cut at rutile crystals 

and powders. Third, rutile (110) surfaces are well-established, strongly interacting 

with biomatter exteriors, so it is a proper candidate for testing new theoretical 

approaches in surface–bio simulations, which is one of the main outlines of this 

work. In fact, most of the data reported here have been obtained using the models 

of rutile (110) surfaces. 

The rutile/water and rutile/bio interfaces have been a subject of numerous 

experimental and theoretical works [Zhang, 2004; Machesky, 2008; Kohli, 2009; 

Cleaves, 2010; Wu, 2010; Machesky, 2011; Kim, 2012b; Kim, 2013; Předota, 2013; 

Machesky, 2015; Futera, 2017; Hawkins, 2017; Wechler, 2018]. However, even 

now, several aspects about interactions of rutile surfaces with organic molecules 

and even water are subject to debates. For example, there is no solid inference yet 

about the impact of surface defects on the adsorption of biomolecules onto TiO2 

surfaces [Livi, 2013]. On the other hand, the strong adsorption of water on perfect 

crystal surfaces can significantly either inhibit or mediate the subsequent 

adsorption of peptides [Skelton, 2009; Kang, 2010]. Strongly binding to TiO2 

cations like Ca2+ are known to affect the adsorption of AAs [Lee, 2014]. However, 

the mechanisms promoting all these reactions are still not fully understood. This 
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thesis aims to address some of these shortcomings applying new rapidly evolving 

approaches in molecular simulations, which can expand our understanding of these 

and related phenomena. 

1.2.2 Silicon dioxide 

Silicon dioxide (SiO2, also known as silica) is a clay material also classified 

as a metal-oxide. Clays are common in many scientific and industrial applications, 

e.g. petroleum refining [Murray, 1991], optoelectronics [Alabi, 2013], water 

splitting devices [Satterthwaite, 2016], surface coating [Medina, 2019], and 

photocatalysis [Liu, 2014a]. In general, clays are highly biocompatible and surface-

reactive, which promotes their use in biosciences and medicine [Choy, 2007; 

Ghadiri, 2015; Hao, 2015]. Silicon dioxide is one of the most abundant clay 

materials in rocks, soils, and sand, and its only naturally occurring crystalline form, 

quartz, is widely present in the environment and one of the main components of 

Earth’s crust [Flörke, 2000]. At the same time, a very popular quartz crystal 

microbalance technique that utilizes crystalline SiO2 (as the name suggests) has 

been copiously used in electrochemistry [Deakin, 1989] and biological sciences 

[Marx, 2003]. 

Such a broad presence of SiO2 in nature and various applications has 

initiated many experimental and theoretical investigations of SiO2/water interfaces 

[Du, 1994; Kim, 2002; Schlegel, 2002; Van Duin, 2003; Ostroverkhov, 2004; 

Fogarty, 2010; Bandura, 2011; Skelton, 2011a; Skelton, 2011b; DelloStritto, 2014; 

Bellucci, 2015; Kroutil, 2015; DelloStritto, 2016; Ohno, 2016; Allen, 2017; 

Quezada, 2017; Rimsza, 2017; Bouhadja, 2018; Brkljača, 2018; Joutsuka, 2018; 

Quezada, 2018; Rimsza, 2018]. Despite the large scientific interest, the 

fundamental understanding of key physical and chemical processes, like e.g. 

dissolution of silica NPs, is still ambiguous [Kubicki, 2012; Crundwell, 2017]. The 

strength and manner of ionic adsorption on silica and quartz surfaces is also not 

fully characterized and systematized yet [Gaigeot, 2020], so additional, particularly 

computational studies are needed to remedy these deficiencies. 
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In this thesis, we explore the quartz (101)/fluid interfaces by molecular 

simulations. Since SiO2 is also a metal-oxide, with several properties similar to 

titania, the modeling of SiO2 allows the comparison of materials of similar type. For 

instance, we can assess how water and adsorbing ions behave at both studied 

interfaces under similar conditions, and how their interfacial structures can alter 

adsorption of biomolecules. The direct molecular simulations of SiO2 surfaces 

interacting with large organic compounds like peptides and proteins are beyond 

the scope of this work; however, our simulation results about molecular 

interactions at SiO2/aqueous interfaces significantly simplify the further 

implementation of tested SiO2 models to surface−bio interactions. 

1.2.3 Gold 

Gold (Au) is the most inert and malleable of all metals. Its unique physical 

properties certainly attract both scientists and engineers, especially in the field of 

nanotechnology [Chakraborty, 2011]. In general, noble metals with their mostly 

chemically inactive surfaces can be used to investigate the electronic properties of 

biomolecules like proteins. At the same time, gold, silver, and platinum NPs 

demonstrate high antibacterial and antiviral activities [Rai, 2015]. Such 

characteristics are very promising in drug delivery applications, medical therapy, 

and clinical diagnosis [Panyala, 2009; Colombo, 2011; Kumar, 2012; Yang, 2015; 

Venditti, 2019]. A special place is taken by bioelectronics, since metalloproteins 

with incorporated transition metal cations can participate in charge transfer, when 

located at metal/organic and particularly gold/protein interfaces [Nitzan, 2003; 

Ruiz, 2017]. 

Over the last years, the adsorption of AAs and proteins on gold surfaces has 

been investigated in a number of experimental and computational studies 

[Bortolotti, 2007; Hnilova, 2008; Hoefling, 2010b; Feng, 2011; Feyer, 2012; 

Johnson, 2012; Aldeek, 2013; Siriwardana, 2013]. However, the absence of suitable 

reference data of atomic resolution complicates the description of gold/bio 

interfaces, since simulation results are sometimes remarkably inconsistent, though 

some general trends are preserved within most of the studies. The latest advances 

in the development of more accurate potentials for MD simulations supported by 
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increasingly feasible quantum chemical calculations of interfacial systems can help 

in overcoming this problem. 

In this thesis, we evaluate the adsorption of AAs to gold (111) surface using 

MD simulations. These results will be discussed and compared to the adsorption 

data on rutile (110) surfaces. Contrasting texture and nature of these two 

nanosurfaces can provide valuable information about sorption properties of both 

materials, underlying benefits and disadvantages of using noble metals vs. metal-

oxides in related nanoapplications. Moreover, the recently suggested new 

theoretical concept standing behind our molecular simulations (see Section 2.1.3) 

can give a more precise insight into gold−bio interactions in general. 

1.3 Strategy and novelty of the work 

The most common biological or natural environment of NPs is fluids. This 

is e.g. the case of nanosensors in human body or rocks interacting with water. To 

understand, how biologically relevant organic molecules, which are nearly always 

dissolved, interact with surfaces of NPs, one needs first to answer the following 

questions: 

 How do these surfaces interact with the solvent (usually water)? How 

can it influence the adsorption of other molecules? 

 How do these surfaces interact with ions, which are omnipresent in 

physiological and natural environments? Does their weak/strong 

adsorption enhance/inhibit the adsorption of other molecules? 

Detailed characterization of surface−water and surface−ion interactions is 

a piece of puzzle, which should be addressed at the outset and before jumping to 

modeling the adsorption of large molecules like peptides or proteins. 

It is well known that when a solid surface (even almost inert like gold) is in 

contact with liquid, the surface generates a surface charge through the charge 

transfer and ion/proton exchange reactions (the case of metal-oxides). This surface 

charge, (e.g. negative) is then compensated by counterions (e.g., positively charged 

Na+) present in the solution. These two charged layers create the so-called electric 
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double layer (EDL) [Lyklema, 1995]. All interfacial phenomena including surface 

charge compensation, ionic adsorption, and peptide binding are directly related to 

the EDL formation. Since the width of EDL rarely exceeds a couple of nanometers, 

very few experimental techniques can detail molecular processes in this region. 

However, computational methods like MD simulations are among few tools that can 

provide information of atomic resolution (Figure 1-3), if carefully prepared 

molecular models are used. 

At the same time, current state 

of MD biosimulations is undergoing an 

era of significant changes due to recent 

ideas how to include polarization 

effects in nonpolarizable force fields 

(FFs). Historically, generic biological 

FFs like CHARMM [MacKerell, 2004], 

Amber [Lindorff-Larsen, 2010], and 

OPLS-AA [Kaminski, 2001] assign 

nominal (or “full”) charges to ions and 

all other charged species. It means that 

any ion has integer charge regardless of 

its environment, e.g. sodium always has 

+1e, calcium has +2e, chloride has −1e, 

etc. However, such interpretation is 

only valid when an ion is put into 

vacuum. When the ion is solvated, its 

electronic environment changes 

reacting to the local electric field 

created by solvent molecules. The 

simplest and computationally cheapest 

way to reflect the response of the ion to 

this environment is to scale its charge 

applying the Electronic continuum correction, ECC [Leontyev, 2009; Leontyev, 

2010a; Leontyev, 2010b; Leontyev, 2011; Pegado, 2012]. The same is true not only 

for simple monovalent ions like Na+, Ca2+, and Cl-, but AAs, peptides, lipids, and 

 

 

 

 

 

 

 

Figure 1-3. Representative example 

of a modeled solid/liquid interface: 

rutile (110) surface interacting with 

NaCl solution. Titanium atoms, 

surface oxygen atoms, surface 

hydrogen atoms, sodium ions, and 

chloride ions are shown as pink, red, 

white, blue, and cyan spheres, 

respectively. Water molecules 

(connected white and red small 

spheres) are also shown. 
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proteins charged at physiological pH. The models for neutral species, e.g. water, in 

turn remain the same (see Section 2 for more theoretical details about ECC and MD 

simulations in general). Over the last almost ten years, the scaling of charges has 

given rise to a variety of new FFs for all types of species, and its performance in 

most cases has been proven far better than the performance of standard models. 

Obviously, the current generation of FFs for solid surfaces, especially charged ones, 

should react to such evolution of FFs for biomolecules. 

This thesis is the first study, which integrates ECC ideas into MD 

simulations of solid/liquid interfaces. The main idea of the entire work is to step-

by-step detail interactions of NPs with all components of complex biological 

medium (Figure 1-4). Numerous computational results were carefully analyzed 

and directly compared to experimental data. ECC has been implemented to FFs of 

solid surfaces, namely rutile (110) [DB1] and later quartz (101), also up to our 

knowledge for the first time. This allowed us to revisit the structure of studied 

solid/liquid interfaces using ECC models for all charged components in the system. 

We detailed the behavior of water molecules at TiO2 and SiO2 surfaces by means of 

computer simulations and compared our results to those from simulations with 

standard FFs and the experimental data collected by our collaborators or already 

available in the literature [DB1; DB4; DB6]. Then, we described the adsorption of 

ions and its effect on the water behavior, still using ECC for both surfaces and ions 

[DB1; DB4; DB5; DB6]. 

 

 

Figure 1-4. The structure of the work: modeled surfaces, investigated species, and 

future perspectives. 
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Another part of this work is devoted to the adsorption of oxalic acid by TiO2 

[DB2; DB3; DB5]. Oxalic acid (COOH)2 is the simplest dicarboxylic acid with the 

unique structure of two covalently bound carboxyl groups. Carboxyl groups are 

omnipresent in biocompounds, and comprehension how a molecule like oxalic acid 

interacts with surfaces (in our case, rutile) significantly ameliorates our 

understanding of surface−bio interactions in general. Moreover, oxalate (COO–)2, a 

dianion of oxalic acid, is a compound with the pronounced need of ECC model, since 

being a molecule of six atoms only, it has a negative charge of −2e, so scaling charges 

significantly affects modeling of such a strongly reactive oxyanion [Kroutil, 2017]. 

Finally, the last part of this thesis is devoted to the adsorption of AAs. First, 

the basis for accurate simulations of surface−protein interactions is a careful 

treatment of the interactions at a single AA level. Second, we are not aware of any 

ECC simulations of AAs adsorbing to nanosurfaces. One of the driving factors in this 

adsorption are electrostatic interactions through charged side chain groups. 

Therefore, neglecting polarization effects in standard MD simulations significantly 

alters our imagination of processes like the formation of protein corona (dynamic 

coating of NPs by adsorbed proteins).  

All these together, starting from surface−water interactions with smooth 

transition to characterizing the adsorption of AAs, sufficiently advances our 

understanding how NPs behave in biological environments, how we can simulate 

these processes, and what are real predictive capabilities of MD simulations.  
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2. Methods 

2.1 Molecular dynamics simulations 

2.1.1 Why MD simulations? 

Molecular dynamics simulations are a viable tool to study complex natural 

and artificial phenomena at microscopic scale. The greatest advantage of using MD 

is ability to explore systems of a large size (~100 000 atoms) and for a long 

simulation time (~1 000 ns), which serves well for accurate large-scale modeling 

of biological phenomena. DFT calculations and AIMD simulations of such complex 

setups are still computationally expensive with realistic limits being about 

hundreds of atoms and dozens of picoseconds. In this aspect, MD simulations are 

much more preferable for the scope of this thesis. 

The accuracy of results obtained by MD simulations is strictly dependent 

on a set of parameters (called a force field) that describe atomic interactions in the 

system. These parameters are usually invariable during a particular simulation and 

must be introduced in advance, which contrasts with quantum chemical 

calculations, where these interactions come from the direct solving of Schrödinger 

equations. Bearing in mind these nuances when developing FFs, one should 

consider a delicate balance between complexity and accuracy of a FF, which is 

usually validated by a comparison of selected microscopic or macroscopic 

properties calculated using the FF with experimental or ab initio benchmark, and 

its pace performance, which is one of the key features of MD simulations in studying 

large-scale systems. Nonpolarizable FFs, which are the most common in 

biosimulations, greatly fall within these criteria. Utilizing nonpolarizable FFs 

usually refers to classical MD simulations (CMD), in which chemical reactions, i.e. 

creating or breaking a covalent bond between atoms, are not allowed as well as any 

charge transfer. 
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2.1.2 Basics of MD simulations 

The CMD simulations are based on a sequence of atomic configurations 

evolving over time by integration of Newton’s equations of motions, where the 

atoms are modeled as spheres corresponding to their nuclei, while partial charges, 

located at the atomic or auxiliary sites, represent electron clouds. This treatment of 

atomic structure and molecular motion follows the Born-Oppenheimer 

approximation. 

The fundamentals of MD simulations can be found elsewhere 

[Schlick, 2002], while here we focus on the description of nonbonded interactions. 

It is particularly important in the light of this thesis, since: 

1. We model only the physisorption on the surfaces, i.e. without 

accompanying creation and/or disruption of chemical bonds. Chemisorption of 

organic molecules is beyond the scope of this work due to the nature of employed 

FFs. 

2. Nonbonded (van der Waals and electrostatic) interactions define the 

physisorption. 

3. The Electronic continuum correction also reconsiders only nonbonded 

interactions, particularly electrostatic forces between charged particles. 

Van der Waals (vdW) interactions, which are described by Lennard-Jones 

(LJ) potential in most nonpolarizable FFs including those employed in this work, 

are calculated as: 

 
𝑼𝑳𝑱(𝒓𝒊𝒋) = 𝟒𝜺𝒊𝒋 [(

𝝈𝒊𝒋

𝒓𝒊𝒋
)

𝟏𝟐

− (
𝝈𝒊𝒋

𝒓𝒊𝒋
)

𝟔

] (2-1) 

where rij is the distance between two atoms, σij is the distance at which the potential 

between these two atoms is supposed to be zero, and εij is the depth of the potential 

well. 

Using commonly applied Lorentz-Berthelot (LB) combination rules, one 

can obtain the cross parameters for different species: 
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 𝝈𝒊𝒋 =
𝝈𝒊𝒊 + 𝝈𝒋𝒋

𝟐
; 𝜺𝒊𝒋 = √𝜺𝒊𝒊𝜺𝒋𝒋 (2-2) 

Electrostatic interactions between charges particles are governed by 

Coulomb’s law, which in general form could be written as: 

 
𝑼𝑪𝒐𝒖𝒍(𝒓𝒊𝒋) =

𝒒𝒊𝒒𝒋

𝟒𝝅𝜺𝟎𝒓𝒊𝒋
 (2-3) 

where qi and qj are atomic charges, and εo is the relative permittivity of vacuum. 

All the simulations performed in this work deal with the aforementioned 

interpretation of nonbonded interactions. The only exception is the usage of some 

predefined cross parameters in CHARMM and GoIP-CHARMM FFs (for amino acids 

and gold, respectively, see Section 2.2.4) without applying LB rules. 

2.1.3 Electronic continuum model 

The obvious drawback of nonpolarizable FFs is the absence of electronic 

screening of Coulombic interactions, which occurs when a charged molecule is put 

into liquid medium. This phenomenon is an important concern playing a 

fundamental role in many physical, chemical, and biological phenomena. In 

principle, we can treat the electronic polarization explicitly, and there are enough 

water polarizable models, e.g. with induced dipoles [Paricaud, 2004] and classical 

Drude oscillators [Lamoureux, 2003]. However, much less polarizable models are 

available for biomolecules, not to mention that the cost of computer simulations 

using explicit polarization models could be much higher, which is not a suitable 

solution for biosimulations. 

Recently, an alternative approach has been suggested, originally aimed at 

improving the accuracy of biosimulations. The idea of the work by Leontyev and 

Stuchebrukhov [Leontyev, 2009; Leontyev, 2010a; Leontyev, 2010b; 

Leontyev, 2011] is to scale down ionic charges, which in a mean-field way reflects 

screening effects in the solution. The idea has been called as Molecular Dynamics 

in Electronic Continuum, or Electronic continuum model. Nowadays people usually 
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refer to it as Electronic Continuum Correction (ECC) theory [Pegado, 2012] or 

simply simulations with scaled charges. While in simulations with explicit 

polarization the electronic response is localized in the vicinity of atomic sites, the 

polarization in ECC simulations is uniform in space and eventually enters the 

equation of Coulombic interactions. 

Macroscopically, electrostatic interactions in a solution are described as: 

 
𝑬 (𝒓𝒊𝒋) =

𝒒𝒊𝒒𝒋

𝟒𝝅𝜺𝒓𝜺𝟎𝒓𝒊𝒋
 (2-4) 

Compared to the general form of the Coulomb’s law, the relative 

permittivity of the solvent, εr, is added. This quantity has two contributions, namely 

electronic (or high-frequency) and nuclear: 

 𝜺𝒓 = 𝜺𝒓
𝒆𝒍𝒆𝒄𝜺𝒓

𝒏𝒖𝒄𝒍 (2-5) 

In CMD simulations, only the nuclear part is explicitly present (molecular 

redistribution and reorientation as a response to the electric field), while the 

electronic part is missing: 

 
𝑬 (𝒓𝒊𝒋) =

𝒒𝒊𝒒𝒋

𝟒𝝅𝜺𝒓
𝒏𝒖𝒄𝒍𝜺𝟎𝒓𝒊𝒋

 (2-6) 

 Leontyev and Stuchebrukhov [Leontyev, 2009; Leontyev, 2010a; 

Leontyev, 2010b; Leontyev, 2011] suggested that this problem could be solved by 

scaling partial charges of ionic species: 

 
𝒒𝑬𝑪𝑪 =

𝒒

√𝜺𝒓
𝒆𝒍𝒆𝒄

;  𝑬 (𝒓𝒊𝒋) =
𝒒𝒊

𝑬𝑪𝑪𝒒𝒋
𝑬𝑪𝑪

𝟒𝝅𝜺𝒓
𝒏𝒖𝒄𝒍𝜺𝟎𝒓𝒊𝒋

 (2-7) 

 This eventually results in including both nuclear and electronic 

contributions in MD simulations, and what matters, at no additional computational 

cost. 

The electronic permittivity can be calculated as the square of the refraction 

index, 𝜺𝒓
𝑬𝑪𝑪 = 𝒏𝟐, and in the case of water it equals 1.78. Consequently, if following 
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ECC theory, all ionic charges in aqueous solutions should be scaled down by a factor 

of 0.75. For most organic solvents, the electronic permittivity is about 2, so the 

scaling is closer to 70%. 

Over the last years, a number of FFs that follow ECC approach and employ 

scaled charges have been developed. The examples include models for monovalent 

ions [Vazdar, 2012; Pluhařová, 2013; Kohagen, 2014; Pluharová, 2014; Kohagen, 

2015; Behavides, 2017; Del Frate, 2017; Duboué-Dijon, 2018b; Martinek, 2018; 

Nikitin, 2018; Zeron, 2019; DB8], oxyanions (oxalate, sulfate, nitrate, and 

phosphate) [Pegado, 2012; Xie, 2014; Kroutil, 2017; Yadav, 2017; Bruce, 2018], 

biologically relevant molecular ions like carbonates [Mason, 2012], guanidine 

[Vazdar, 2013], imidazole [Duboué-Dijon, 2017], insulin [Březina, 2018; Duboué-

Dijon, 2018a], calmodulin [Kohagen, 2014b], and even phospholipid bilayers 

[Melcr, 2018; Melcr, 2020]. Additionally, extended approaches like ECCR 

(Electronic Continuum Correction with Rescaling of vdW parameters) and ECCR-P 

(scaling charges of only charged groups of a molecule, see Figure 2-1) have been 

introduced [Kohagen, 2014a; Kohagen, 2014b; Kroutil, 2017]. 

It has been noticed 

that the largest benefit from 

using ECC is observed for ions 

with a high charge density. 

With standard molecular 

models, ion−ion and 

ion−water interactions are 

usually overestimated. This 

drawback was shown 

through the comparison of 

MD results against recent 

highly accurate ab initio and 

experimental reference data. Moreover, unphysical strong binding of cations to 

biomolecules has been systematically reported, and ECC scaling has been proven 

one of the possible solutions to address this issue [Melcr, 2018; Melcr, 2020; 

Tolmachev, 2020]. Dynamic properties in liquids are also better reproduced with 

the ionic charge scaling [Kann, 2014; Nguyen, 2018; Laage, 2019; Yue, 2019]. 

 

 

 

 

 

Figure 2-1. Examples of mixed ECCR-P 

approach: a) hydrogenoxalate ion and b) 

zwitterionic form of arginine. 
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Nowadays, there is an ongoing heated debate how exactly ECC ideas should 

be integrated in MD simulations and FF development, while persistently 

acknowledging the need of including polarization to standard FFs, at least in a 

consistent effective way.  Particularly, there are discussions about the limits of ECC 

to liquid solutions questioning its performance in other phases or dielectrically 

nonuniform space [Smith, 2018; Zeron, 2019]. Another dispute is the value of the 

ionic scaling factor, which is proposed to be either 75% as theoretically justified 

value [Leontyev, 2009; Leontyev, 2010a; Leontyev, 2010b; Leontyev, 2011], or 

water model dependent [Kann, 2014], or selected “in the battlefield” based on the 

performance of all possible values [Vega, 2015]. Even a completely different 

approach has been very recently suggested to avoid scaling partial charges at all, 

however still integrating ECC into CMD through implicit weakening of all 

electrostatic interactions [DB7]. The latter concept also stimulates the 

development of a new water model fully consistent with the ECC theory. 

This thesis does not delve into these deliberations and, in turn, comprises 

the current state-of-art of the ECC approach, the first development of ECC models 

for solid surfaces, and performance of ECC in simulations of solid/liquid interfaces. 

Nevertheless, the ideas formulated here how to model surface−bio interactions 

with scaled charges are versatile and potentially able to react to the further 

evolution of the ECC theory and its applications. 

2.2 Simulation models and techniques 

2.2.1 Modeling charged surfaces 

In aqueous environment, metal-oxide NPs like TiO2 and SiO2 are covered by 

hydroxyl groups formed through the dissociative chemisorption of water 

molecules. The surface hydroxylation is a fundamental process determining 

interfacial phenomena. The layer of hydroxyls on the one hand can serve as 

interaction sites for other adsorbing molecules, and on the other hand, contrary 

may not allow direct interactions with surface metal sites. 
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The nature and density of surface hydroxyls are fully determined by 

properties of a particular material. For quartz (101) surface, there are two types of 

surface hydroxyls, namely upper and lower silanols, Figure 2-2a. As the name 

suggests, the difference between them is in the position relative to the surface 

plane. The upper silanols are more accessible for interactions with the solution and 

consequently more acidic. 

In the case of rutile (110) 

surface, one can distinguish 

terminal and bridging hydroxyls, 

Figure 2-2b. A single terminal 

hydroxyl is formed by five-

coordinated Ti atom and OH group 

of chemisorbed water, while a 

bridging hydroxyl consists of six-

coordinated titanium, surface two-

coordinated oxygen, and water 

hydrogen.  Interestingly, but 

particularly at rutile (110) surface, 

both chemi- and physisorption of 

water are almost equally significant adsorption mechanisms, with only the ratio of 

prevalence being a matter of debates [Diebold, 2017]. In the latter case, water 

adsorbs to a terminal site as an intact molecule, without donating a proton to a 

bridging oxygen. 

This controversy historically led to two different approaches in modeling 

rutile (110)/water interfaces. A so-called nonhydroxylated model represents the 

rutile surface as it was in vacuum, i.e. free of surface hydroxyls, thus molecular 

water occupies all terminal sites, and bridging oxygens remain unprotonated. A 

hydroxylated model is the rutile surface fully covered by chemisorbed water. 

Modeling these two extreme cases of the surface hydroxylation resolves the 

dilemma and allows us to investigate adsorption phenomena taking into account 

both features. Note that models of quartz (101) surfaces in our MD simulations are 

only hydroxylated, with singly coordinated hydroxyl groups. 

 

 

 

Figure 2-2. Surface hydroxyls of studied 

metal-oxides. a) Upper (orange oxygens) 

and lower (ochre oxygens) silanols of 

(101) quartz (–0.12 C/m2) surface. 

b) Terminal (lime oxygens) and bridging 

(blue oxygens) hydroxyls of hydroxylated 

(110) rutile (–0.104 C/m2) surface.  
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For each metal-oxide, the pH, at which the NP/surface bears no overall 

surface charge in the solution, is called the point of zero charge (PZC, also pHpzc). 

For quartz particles, the PZC is about 2–4, while for TiO2 polymorphs it lies between 

5 and 6, particularly for rutile being closer to 5.5 [Kosmulski, 2002; 

Kosmulski, 2004]. The PZC is sensitive to ionic concentration of the solution, 

electrolyte composition, temperature, and changes of other thermodynamic 

conditions. Varying pH, surface hydroxyls exhibit ion exchange reactions releasing 

protons or hydroxyl ions, which eventually results in a negative or positive surface 

charge, respectively. These interfacial processes determine electrostatic 

interactions between solid surfaces and adsorbing ions. Simply put, a negatively 

charged surface preferentially interacts with positively charged ions, and vice 

versa. As we already indicated, adsorbed counterions together with a charged 

surface form the EDL at the interface. The strength of adsorption vastly depends on 

a degree of surface charging, which could differ for various materials under the 

same pH conditions. For instance, at the same pH around 9, the difference in surface 

charge density (SCD) of rutile (110) and quartz (101) surfaces could be about two-

three times, see below. 

 In CMD simulations, ion 

exchange reactions are not 

handled, so it is impossible to 

capture dynamic changing of pH. 

However, we can model a constant 

surface charge via a preset of 

(de)protonated hydroxyls at the 

surface. The resulting SCD can be 

further linked to corresponding 

pH value based on titration data, 

Figure 2-3. This approach has 

been proven successful for various 

systems including TiO2 and SiO2 

surfaces [Vlček, 2007; Předota, 2013; Kroutil, 2015]. 

Table 2.1 summarizes the relation between modeled SCD and pH for the 

systems studied in this thesis. The reference titration data were either published 

 

 

 

 

 

 

Figure 2-3. Surface charge titration data of 

rutile powders for 0.001 m oxalate in 0.3 m 

NaCl solution at 25 °C.  
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for the first time together with simulation results or found in the literature. For 

modeling the adsorption of AAs to TiO2, we modeled only the negatively charged 

surface (SCD = –0.104 C/m2) expected at physiological pH. In the case of gold, which 

is a noble metal, we investigated only neutral surface.  

 

Table 2.1. Estimated Relation between the Surface Charge Density (SCD) and pH 

for Different Combinations of Metal-Oxide Surfaces and Aqueous Solutions 

Modeled in This Worka 

SCD, C/m2 

pH 

rutile (110) 

NaCl, RbCl SrCl2 
oxalic acid 

ions 
amino acids 

+0.208 – – 3.7 – 

+0.104 3 – 4.6 – 

0 5.4 5.4 6 – 

–0.104 7.4 7.1 7.7 ~7.4 

–0.208 8.9 8 – – 

–0.416 11.8 9.7 – – 

SCD, C/m2 
quartz (101) 

NaCl, RbCl CaCl2, SrCl2 

0 4 4 

–0.03 6.6 6 

–0.06 7.7 7.2 

–0.12 8.8 8.5 

aThe data were compiled from different sources [Kitamura, 1999; Předota, 2013; 

DB3; DB5]. 
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2.2.2 Modeling ECC surfaces 

 To model e.g. a negative surface charge, one should manually delete a 

proton or hydroxyl ion from the hydroxylated surface or add the opposite group to 

the nonhydroxylated surface. In most nonpolarizable FFs, the partial charge of a 

proton (hydrogen) is smaller than +1e and equals roughly +0.5e. Previously, 

removing this hydrogen was followed by the charge redistribution of remaining 

0.5e between neighboring atoms (variable-charge atoms), which should eventually 

result in a change of surface charge by –1e. The same implies on designing a 

positive surface charge, where the removal of hydroxyl group does not result in +1e 

change itself (again only close to half an elementary charge), and additional 

modifications of partial charges are required. 

 With introducing ECC, this charge redistribution has been reconsidered. 

After removing a hydrogen/hydroxyl ion, only 0.25e charge should be distributed 

to obtain a reduced (scaled) charge of the surface with 75% of the nominal value. 

In this way, we treat a solid surface as a supermolecule, and analogically to large 

biomolecules, only surface atoms exposed to the solution carry ECC partial charges, 

Figure 2-4, following previously suggested ECCR-P approach [Kohagen, 2014b; 

Kroutil, 2017]. The same procedure can be applied, if one wants to apply ECC with 

another charge scaling factor, which in this thesis was done in the case quartz (101) 

surfaces, where the models with 85% scaling were also prepared. 

 Note that models of neutral surfaces (including gold) remain the same even 

if other, particularly the charged components of the system employ ECC scaling. 

2.2.3 Modeling solid/liquid interfaces 

 Here, we briefly summarize general details of MD simulations performed 

within this work. Additional details of certain simulation setups are discussed later 

in the corresponding sections or can be found in already published/submitted 

works [DB1-DB6]. Description of fundamental MD concepts like thermostatting,
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Figure 2-4. ECC systems of a) hydroxylated (110) rutile (–0.208 C/m2) and b) 

(101) quartz (–0.12 C/m2) surface. Only ions (blue Na+ and cyan Cl-) and ECC 

surface atoms are shown as spheres, while all other surface atoms are shown as 

points. Water is not shown for clarity. Bulk ionic concentrations are 0.25 and 

0.34 M, respectively. 

 

Ewald summation, or periodic boundary conditions can be found elsewhere 

[Schlick, 2002]. 

To model solid/liquid interfaces, we have chosen probably the most 

convenient method, when an aqueous solution is put between two identical planar 

solid surfaces. The system is periodically replicated in the lateral directions along 

the surface and, for technical reasons due to high efficiency of 3D Ewald 

summation, also in the perpendicular direction, though the perpendicular replicas 

are separated by large vacuum gaps to minimize interactions between the slabs. 

The results are usually averaged over the two identical interfaces. All the bulk 

atoms of modeled surfaces were frozen to prevent their displacement during MD 

simulations. The width of aqueous solution was around 5 nm in all cases, which is 

large enough to establish bulk properties in the middle of an aqueous slab (about 

1.5 nm apart from each surface).  
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Most MD simulations were performed in Gromacs software 

[Van der Spoel, 2005] in the canonical NVT ensemble. Electrostatic interactions 

were treated by particle mesh Ewald summation method [Essmann, 1995] with the 

correction for systems with slab geometry [Yeh, 1999]. The total charge in all 

simulated systems was zero to converge long-range interactions. The selected 

temperature (usually 298.15 K) was controlled by Nosé-Hoover thermostat 

[Nosé, 1983; Hoover, 1985]. Hydrogen bonds and water geometry were 

constrained by LINCS algorithm [Hess, 1997]. Each simulation protocol consisted 

of equilibration and production parts of nanosecond scale, occasionally including 

short energy minimization at the beginning. 

Simulations in LAMMPS software package [Plimpton, 1995] were 

performed only within the scope of DB5, and all the technical details can be found 

there. 

2.2.4 Force fields 

The first step of this work was to prepare surface models and embed ECC 

to make them compatible with a growing number of charge scaled FFs for ions and 

biomolecules. 

The original, full charge FF for rutile was adopted from previous works of 

the Předota’s group. This FF, which has started its way from the work by Matsui 

and Akaogi [Matsui, 1991], where bonded and nonbonded parameters for TiO2 

polymorphs were introduced, was adopted for MD simulations of 

rutile (110)/water interfaces after the partial charges for TiO2 surface atoms were 

derived [Bandura, 2003]. Its performance has been repeatedly tested and verified 

in reproducing numerous structural and dynamics properties of TiO2 systems over 

a wide range of pH and temperature conditions [Předota, 2004a; Předota, 2004b; 

Předota, 2007; Parez, 2012; Předota, 2013; Parez, 2014; Předota, 2016]. Recently, 

this FF originally defining vdW interactions in the form of Buckingham potential, 

which is not suitable for simulations in standard simulation packages and not 

compatible with generic FFs for biomolecules, was reparametrized to LJ form 

[Brandt, 2015]. The latter set of parameters was our starting point for ECC 
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simulations (with 75% scaling) and reference simulations with full charge models 

[DB1]. 

For neutral and negatively charged quartz (101) surfaces, we used the FF 

developed by Kroutil et al. [Kroutil, 2015]. This FF is an extension of very popular 

generic FF, ClayFF, for MD simulations of clay materials [Cygan, 2004], which was 

originally developed only for neutral surfaces. Since its first release and overall 

warm reception, a few updates have been recently added [Pouvreau, 2017; 

Pouvreau, 2019] to the original set of parameters. Despite a wide range of other 

available FFs for SiO2 [De Leeuw, 1999; Lopes, 2006; Cole, 2007; Cruz-Chu, 2008; 

Hassanili, 2010; Butenuth, 2012; Heinz, 2013; Emami, 2014], only few of them are 

easily transferable and suitable for biosimulations, which is the case of Kroutil-FF 

[Kroutil, 2015]. 

For the purpose of this thesis, 75% and 85% modifications of Kroutil-FF 

have been prepared, to incorporate corresponding charge scaling for the surfaces. 

The latter type was required for compatibility with the recent ECC FF comprising 

85% charge scaled models for ions [Zeron, 2019]. 

For gold, we selected GoIP-CHARMM FF [Wright, 2013] developed 

exclusively for exploring interactions of Au (111) and Au (100) surfaces with 

proteins, and, as the name suggests, compatible with generic CHARMM parameters 

[MacKerell, 2004]. This FF is a successor of GoIP FF [Iori, 2009] (compatible in turn 

with OPLS-AA [Kaminski, 2001]), which was among the first to include image 

charge effects for metal surfaces in MD simulations [Iori, 2008]. This amelioration 

makes GoIP-CHARMM more conceptually accurate than e.g. CHARMM-METAL FF 

[Heinz, 2008]. Recently, GoIP-CHARMM FF was complemented by Au–S bonded 

parameters [Futera, 2019], since sulfur-containing molecules preferentially create 

a covalent bond with gold surfaces. Although this addition is not of interest for our 

work and this parametrization was tested only for vacuum, the ongoing evolution 

of GoIP-CHARMM indicates that nowadays this FF is likely the most suitable choice 

for investigating gold/bio interfaces by MD simulations. 

As we already mentioned, the selected FF for Au (111) model was not 

modified for ECC simulations, since only uncharged gold was studied. However, 
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future development of charged gold surfaces may include charge scaling according 

to ECC approach. 

In this thesis, we worked with three rigid water models. In majority of the 

simulations, three-site SPC/E water model was employed [Berendsen, 1987]. For 

simulations with AAs, we adopted CHARMM-compatible TIP3P water model 

[MacKerell, 1998]. For modeling quartz (101)/water interfaces with 85% charge 

scaling, TIP4P/2005 water model [Abascal, 2005] compatible with the ionic 

85% FF was used. Note that any water parameters were not changed for ECC 

simulations. 

The models (both standard and ECC) of ions and AAs are listed in 

Table 2-2. Short summary of FFs for surfaces is also given. We refer only to those 

models used for obtaining the results presented in this thesis. However, in some of 

the already published works [DB1, DB5], additional FFs were employed and tested; 

we refer the reader directly to these publications for further information. 

2.2.5 Analysis and post-processing 

Gromacs provides a wide variety of post-processing tools, which enable to 

characterize adsorption processes in simulated systems. Those include computing 

axial density profiles, radial distribution functions, dipole orientation, etc. LAMMPS 

in turn gives a possibility to perform on-the-fly calculation and analysis of these 

and other properties including e.g. streaming velocity of water molecules and ions. 

Additionally, VMD software [Humphrey, 1996] allows to visualize simulated 

structures and provides a platform to prepare self-written scripts for advanced 

analysis of MD trajectories. All these possibilities were actively used during the 

data preparation for this thesis.  
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Table 2-2. Employed ECC Force Fields and Their Full Charge Ancestors 

system original full charge FF ECC modificationa 

surfaces 

rutile (110) 
[Předota, 2004a]; 

[Brandt, 2015] 
DB1 

quartz (101) [Kroutil, 2015] DB5 & this work 

gold (111) 
GoIP-CHARMM 

[Wright, 2013] 
– 

ions 

Na+ 

[Joung, 2008] 

75%: [Kohagen, 2015]; 

85%: [Zeron, 2019] 

Rb+ 

DB1 
Sr2+ [Ȧqvist, 1990] 

Ca2+ 
GROMOS96 

[Oostenbrink, 2004] 

75%: [Martinek, 2018]; 

85%: [Zeron, 2019] 

Cl- [Joung, 2008] [Pluhařová, 2014] 

oxalic acid 

anions 

Amber ff99SB 

[Lindorff-Larsen, 2010] 
[Kroutil, 2015] 

amino acids 

(Arg, Asp, Glu, 

Gly, Lys) 

Au: CHARMM22 

[MacKerell, 2004]; 

TiO2: CHARMM36m 

[Huang, 2016] 

this workb 

K+ and Cl-c CHARMM [MacKerell, 2004] this work 

a75% models if not stated otherwise. bNo modifications for neutral Glycine. cOnly 

for simulations with AAs. Original parameters are identical in both CHARMM22 

and CHARMM36 FFs. 
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2.3 Advanced MD simulations 

2.3.1 Biased MD simulations 

A serious problem that can appear in MD simulations is not satisfactory 

sampling of all possible energy states. This may happen if the energy landscape of 

the system consists of numerous energy barriers separating local minima. In this 

case, simulation time required for the system to converge could be larger than 

accessible.  

There are several approaches that allow to overcome this problem, 

including so-called “biased” simulations. “Biased” actually means that during a MD 

simulation there is an artificial potential that forces the system to visit particular 

energy states. Probably, the most two popular methods for simulations with 

enhanced sampling are metadynamics and potential of mean force (PMF). Since in 

this thesis only the latter approach was used for particular goals, we focus on its 

description, while the metadynamics methodology can be found elsewhere 

[Laio, 2002; Barducci, 2011]. 

The idea of PMF lies in the dividing reaction coordinate, e.g. the distance 

between two ions (Figure 2-5a) or distance between adsorbing molecule and the 

surface, into several windows. Then, for each window, an independent simulation 

is carried out, and through the calculation of a mean force acting on the molecule 

to keep it at a particular point at the reaction coordinate, the free energy profile 

along this coordinate can be obtained from the collection of umbrella sampling (US) 

simulations. In Gromacs software [Van der Spoel, 2005], the Weighted Histogram 

Analysis Method allowing to compute a PMF is already included [Hub, 2006]. The 

US approach is only effective if the reaction coordinate is properly chosen and 

adequate sampling in overlapping windows is gained, Figure 2-5b. Fulfilling these 

criteria could be very challenging if the studied molecule exhibits several stable and 

highly reactive geometries. In fact, even several sets of US simulations may be 

needed, especially when exploring solid surfaces with different adsorption sites or 

biomolecules with several functional groups [DB2; YazdanYar, 2018]. 
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Figure 2-5. a) Free energy profile along the reaction coordinate (the distance 

between Ca2+ and Cl- ions in aqueous solution) generated from the potential of 

mean force. b) Sampling histogram along the reaction coordinate. The data were 

generated following the methodology of the work by Martinek et al. 

[Martinek, 2018] using ECCR2 model (see the original reference). 

 

Overall, advanced MD techniques are frequently used to estimate the 

adsorption free energy of biomolecules to different nanosurfaces [Hoefling, 2010a; 

Monti, 2010; Wright, 2012; Haldar, 2013; Mori, 2013; Nawrocki, 2014; 

Sultan, 2014; Sultan, 2016; YazdanYar, 2018], and their performance is quite 

efficient. In this work, the PMF approach was employed in the computational study 

of oxalate adsorption to rutile (full details about the performed US simulations can 

be found in the published work [DB2]) and investigating adsorption of selected AAs 

to gold surface (see Section 3.4). 

2.3.2 Nonequilibrium MD simulations 

Nonequilibrium molecular dynamics (NEMD) simulations are common in 

modeling electrokinetic phenomena at solid/liquid interfaces. A typical NEMD 

simulation is one with an applied external force, e.g. electric field, inducing the 

streaming motion of the liquid or NPs. 

In this work, NEMD simulations were carried out to estimate the zeta 

potential (ζ-potential, ZP) of TiO2 and SiO2 surfaces under various conditions. The 

full description of the method can be found in the studies [Předota, 2016; DB5] 
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devoted to the formulation and further implementation of the method to common 

software packages like Gromacs [Van der Spoel, 2005] and LAMMPS 

[Plimpton, 1995]. Here, we just quickly overview the principles and significance of 

the suggested approach. 

The ZP is a macroscopic 

physical property that characterizes 

the behavior of colloidal solutions. In a 

classical interpretation, the ZP is an 

electrostatic potential developing at an 

ill-defined border between a solid 

particle (including an immobile layer of 

strongly adsorbed species, which move 

together with the NP) and the rest of 

surrounding (static) solution. From the 

experimental point of view, the large 

absolute value of the ZP (more than 

30 mV) usually indicates that particles 

in the solution are stable and do not 

aggregate, while smaller values (less 

than 30 mV) point to instability and 

quick sedimentation. From a 

theoretical standpoint, the ZP reflects 

how efficiently a surface charge is 

(over)compensated by counterions. 

In the suggested NEMD 

method, Figure 2-6, an electric field is 

applied to aqueous solutions in the 

direction along the surfaces, while solids are immobile. This field generates a 

streaming motion of the fluid relative to the surface, i.e. eventually, we model 

electroosmosis. The streaming velocity is then converted to the streaming mobility, 

μ, and the ζ-potential can be derived from the latter using the Helmholtz-

Smoluchowski equation: 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-6. The scheme of the method 

to derive the zeta potential from 

nonequilibrium molecular dynamics 

simulations. 
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𝜻 = −

𝝁𝜼

𝜺𝒓𝜺𝟎
 (2-8) 

where ε0 is the vacuum permittivity, η and εr are the viscosity and relative 

permittivity of the solvent, respectively. 

 The value of the ZP is dictated by the sorption abilities of both NPs and ions. 

Simply, if the adsorption of ions is strong enough, then a surface charge is readily 

compensated by counterions present in the solution, and the overall charge and 

consequently the ZP are reaching low values. The weak adsorption in turn 

pronounces larger ZP values, since the surface charge is poorly screened. The 

anomalous behavior can occur at relatively high ionic concentrations of strongly 

adsorbing ions. In this case, the ZP has a sign opposite to the sign of the surface 

charge, i.e. the charge reversal is observed. Note the latter phenomenon is not 

expected for all nanomaterials and strongly depends on properties of both 

adsorbate and adsorbent. Moreover, it is not predictable by simplified theoretical 

models of EDL, i.e. could be either measured experimentally or estimated from MD 

simulations [Lyklema, 2009]. 
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3. Results and Discussion 

This section is divided into four parts: (i) water interactions with TiO2 and 

SiO2 surfaces; (ii) adsorption of ions to TiO2 and SiO2 surfaces; (iii) oxalic acid 

adsorption to TiO2 surfaces; and (iv) interactions of AAs with TiO2 and Au surfaces. 

The overview of published and unpublished data, effect of ECC, and relevance of the 

outputs are carefully summarized and discussed. 

3.1 Water at TiO2 and SiO2/aqueous interfaces 

This section is mostly based on the results from the papers DB4 and DB6. 

We will quickly overview main outcomes and outline the importance of these data 

for further parts of the thesis. Before that, we shortly describe the simulation setups 

and general information about properties of water close to nanosurfaces. More 

details about the performed MD simulations and full collection of simulation and 

experimental results can be found in the manuscripts [DB4; DB6]. 

3.1.1 Simulations details 

We carried out two sets of simulations, one each for hydroxylated (110) 

rutile (–0.104 C/m2) and (101) quartz (–0.104 C/m2) surfaces. Similar SCD of both 

surfaces (though corresponding to different pH) and hydroxylated model of TiO2 

(as for SiO2) allow to fairly compare the interfaces of both solids. 

Each set consisted of three simulations with the identical number of 

particles (water and ions) in the system, however with varying restraints on ionic 

motion. The idea was to evaluate the effect of gradual adsorption of ions on the 

water structure at the interface. Only sodium ions were added to the system in 

order to reach the lowest ionic concentration as possible for systems of our size, 

and the total number of cations was set exactly to fully compensate the negative 

surface charge. This setup was chosen to provide closer comparison with the 
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experimental second harmonic scattering data performed at micromolar ionic 

concentrations. 

In the first simulation of each 

set, no restriction on the ions was 

applied, so they could freely move and 

adsorb to the surface or stay in the bulk 

solution. It means that a surface charge 

could be fully compensated by 

counterions. In the second simulation, 

half of the ions were forced to be 

further away from the surface (no 

closer than 1 nm) (Figure 3-1), while 

others did not have any restrictions, i.e. 

only 50% of the surface charge could be 

compensated. In the third simulation, 

all ions were limited to the motion only 

in the bulk phase (0% compensation of 

the surface charge). 

3.1.2 Overview of the results 

The properties of bulk and nanoconfined liquids including water are very 

different, especially at the molecular level. Generally, it is almost always true that 

close to a solid surface, the structure of water is more arranged, the translational 

and rotational mobilities of water molecules are significantly reduced and 

sometimes close to zero, and there is a preferential orientation of water dipoles, all 

dictated in first place by properties of the solid. 

 The molecular structure of water at both studied metal-oxide/fluid 

interfaces is quite similar. Looking at axial (in the direction perpendicular to the 

surface) number density profiles of water oxygens, see top graphs of Figure 3-2, 

one can see two distinct peaks close to the solid. The first peak is the water 

interacting directly with surface atoms (surface hydroxyls or deprotonated 

 

 

 

 

 

 

Figure 3-1. The idea of the setup with 

harmonic wall restraints. Harmonic 

walls do not allow ions (all or only 

some of them) get closer than 1 nm to 

the surface. 
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oxygens that generate a negative surface charge). The water in the second layer 

interacts with the first water layer and is already less ordered. Moving away from 

the surface, the water gets less and less layered and eventually becomes bulk-like 

at around 1-1.5 nm. It is also known that in close vicinity of surfaces like TiO2 and 

SiO2, the mobility of water is significantly reduced [Předota, 2007; Bouhadja, 2018] 

and recovered to bulk values only within about 1.5-2 nm from the surface. The 

same is usually true for other liquids, particularly at rutile (110) [Parez, 2012].  

 

 

Figure 3-2. Axial number density profiles of water oxygens (top) and cosine of the 

angle between the inward-pointing surface normal and water dipole moment 

(bottom) at a) hydroxylated (110) rutile (–0.104 C/m2) and b) (101) quartz 

(–0.12 C/m2) surfaces under different conditions of possible surface charge 

screening. The zero height corresponds to the zero planes of the surfaces:  the last 

row of Ti atoms if they were unrelaxed (the case of rutile) and the average position 

of surface top-layer silicon atoms (the case of quartz). 

 

The fact that interfacial water is so firmly bound to the surface plays a 

crucial role in all phenomena happening at solid/liquid interfaces. Particularly, 

strongly adsorbed solvent may inhibit all the further adsorption processes (other 
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species must compete with water for adsorption surface sites) or contrary 

initiate/enhance the adsorption serving a role of mediator. 

Here, we were aimed to identify the response of interfacial water to 

adsorbing ions. As you may already noticed, ionic adsorption does not lead to any 

visible changes in density profiles of water, top graphs of Figure 3-2. However, the 

preferred water orientation (bottom graphs of Figure 3-2) changes owing to this 

adsorption. Purely by electrostatics, a negatively charged surface drives water to 

be oriented with their hydrogens facing the solid, i.e. water molecules are hydrogen 

donors for deprotonated surface hydroxyls. However, when a counterion, e.g. 

sodium, adsorbs to a negatively charged site, i.e. compensates a surface charge, it 

pushes the water molecule out from a deprotonated site, and the “positive” 

orientation weakens. Moreover, surrounding water molecules also face their 

oxygens to the cation. This is observed for both TiO2 and SiO2. 

However, TiO2 and particularly rutile more effectively compensate a 

surface charge than quartz surfaces. If we compare the data for both metal-oxides 

under the condition, when there are enough ions to fully compensate either surface 

charge, already at the distance around 1 nm, water molecules almost do not have 

preferable orientation in the case of TiO2, while in the case of SiO2, water still has 

its hydrogens facing the solid, since the negative charge is not sufficiently screened. 

These results are in agreement with the experimental observations [DB4, DB6], and 

they highlight the difference in sorption affinities of studied metal-oxides. 

Note that all the results in this section were obtained using ECC FFs (75% 

charge scaling) for both the surfaces and ions. Already in DB1, we stated that the 

effect of ECC on water properties is minor. Within the scope of DB1, DB4, and DB6, 

full charge FFs were also tested and results were almost identical. In principle, it is 

not a surprise, since water models were not reparametrized for ECC simulations 

and very small changes of surface partial charges should do not affect the water 

properties to any noticeable extent. However, as we will see in the next sections, 

for charged species, whose interactions are mostly localized in close vicinity of 

charged sites of the surface, the effect is more pronounced. 
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3.2 Ions at TiO2 and SiO2/aqueous interfaces 

This section is based on the papers DB1 and DB5. Some yet unpublished 

data are also presented and discussed. Here, we will briefly describe the 

simulations details and overview the results. All the other data can be found in the 

manuscripts [DB1; DB5]. 

3.2.1 Simulations details 

We performed a series of MD simulations for different aqueous solutions 

(NaCl, RbCl, SrCl2, and CaCl2) at rutile (110) and quartz (101) surfaces over a wide 

range of pH (de facto, SCD). Both full charge and ECC FFs were tested and results 

were compared. All CMD simulations were carried out exclusively in Gromacs, 

while NEMD simulations were performed using both Gromacs (equilibration 

simulations) and LAMMPS (production runs with an applied electric field). For the 

ZP calculations, NaCl solutions of similar concentrations (~0.4 M) were modeled at 

both solids.  

Even though rubidium and strontium ions are rare in natural organic 

matter, the choice of studying these particular ions is dictated by availability of 

experimental X-ray and surface titration data [Zhang, 2004; Kohli, 2009], which can 

benchmark our adsorption data for TiO2. Additionally, these ions represent 

important differences in sorption affinities. We can distinguish three types of 

cations within this work: 

 Strongly adsorbing monovalent cations (Na+) 

 Weakly adsorbing monovalent cations (Rb+) 

 Strongly adsorbing divalent cations (Ca2+ and Sr2+) 

Note that we do not detail the adsorption of Cl- ions. First, the adsorption of 

this anion is overall weak; second, at physiological pH, surfaces are mostly 

negatively charged, and the adsorption is even weaker due to repulsive 

electrostatics. 
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3.2.2 Overview of the results 

Earlier it was estimated that cations adsorb to quartz (101) surfaces 2-5 

times weaker than to rutile (110), when comparing similar SCD [Kroutil, 2015], 

which supports our findings in the previous section. The difference would be even 

larger if compared at similar pH values. Obviously, this should affect the overall 

behavior of these NPs in aqueous environment. Using the methodology described 

in Section 2.3.2, we estimated the ZP of both surfaces in the presence of NaCl 

solution of a similar concentration. 

As one can see from Figure 3-3, the shape of the ZP curves over pH is 

completely different for these metal-

oxides. For quartz (101), the behavior 

is trivial and the ZP follows the buildup 

of SCD, i.e. negative ZP at negatively 

charged surfaces (we did not model 

positively charged SiO2). Positive ZP 

was measured for neutral SiO2, since 

fully hydroxylated surface repels 

positively charged cations, and the 

weakly adsorbing chlorides determine 

the ZP. All this indicates that a surface 

charge is never (over)compensated by 

counterions. 

A completely different behavior is observed for rutile (110). At the studied 

concentration, the sodium adsorption is so strong that a surface charge is 

overcompensated at pH > PZC, and eventually the ZP is always positive. At lower 

ionic concentrations, the ZP should be rather similar to that of SiO2 

[Kosmulski, 1999; Gustafsson, 2000]. This anomalous behavior can dramatically 

affect the behavior of TiO2-based NPs in biological environment. Physiological ionic 

concentration is quite high (0.15 M), so a negatively charged NP, targeted to bind 

 

 

 

 

 

Figure 3-3. The zeta potential as a 

function of pH for (TiO2) rutile (110) 

and (SiO2) quartz (101) surfaces in 

~0.4 M NaCl solution. 
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some positively charged peptides, may completely change its properties due to 

charge overcompensation, so a special care should be taken when designing such 

nanodevices. 

It is worth stressing that 

modeling the ZP with ECC or full charge 

FFs does not change the conclusions (at 

least, for studied systems), though 

different absolute values of the ZP 

could be reported [DB5]. At the same 

time, ECC models better reproduce the 

amount of ions adsorbed. Figure 3-4 

shows that using ECC, predictions for 

Rb+ and Sr2+ are in better agreement 

with the experimental data than using 

standard, full charge FFs. While for Rb+ 

ECC estimates weaker adsorption 

compared to the standard models, for 

Sr2+ the effect is opposite. For Sr2+, the 

explanation lies in its ability to 

dehydrate upon the adsorption. With 

full charges, ion–water interactions are 

exaggerated, which decreases ability of 

Sr2+ to dehydrate and adsorb to the 

surface. For Rb+ the effect is rather 

opposite, i.e. a weakly adsorbing cation 

with a reduced positive charge adsorbs 

even weaker to negatively charged 

surfaces (with also reduced charges). 

Sodium adsorbs equally strong in both 

types of simulations. More details 

about the adsorption of cations to rutile 

surfaces (adsorption sites, distribution 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-4. Amount of adsorbed 

cations to both nonhydroxylated 

(“nh”) and hydroxylated (“h”) 

rutile (110) surfaces using two types 

of force fields. Experimental data were 

taken from [Zhang, 2004]. Note 

different vertical scales. 
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among them, their height above the surface, etc.) can be found in the original 

manuscript [DB1]. 

The fact that ECC modeling gives more accurate insights about the 

adsorption of such small species like monoatomic ions should be treated as a solid 

indication that for larger molecules with several charged functional groups the lack 

of polarization in standard MD simulations could be even more dramatic, with 

significant impact on the geometry of the adsorption. 

More interesting situation is observed for ionic adsorption on quartz (101) 

surfaces. In the literature, there is no solid inference about the nature of ionic 

adsorption on SiO2, i.e. whether it is mostly inner-sphere (IS; direct interactions 

with surface silanol oxygens) or dominantly outer-sphere (OS; interactions with 

water layered at the surface). In the case of rutile (110), IS coordination is 

privileged, which in fact results in overall strong adsorption. For quartz (101) as a 

weak sorbent the situation is less clear. 

From our simulations with three types of FFs (standard, ECC with 75% 

scaling, ECC with 85% scaling), we do not have consistent results, see Figure 3-5. 

As one can see from the density profiles, full charge and 75% FFs indicate dominant 

IS adsorption for both Na+ and Ca+ ions. Modeling with 85% charge scaling results 

in IS and OS being basically equal for sodium, while for calcium the IS adsorption is 

nearly zero. 

These results raise an interesting topic about the development of FFs, 

particularly which target properties should be used during the parametrization. 

FFs with 75% scaling employed in this work were benchmarked against neutron 

scattering data, which provide highly accurate data about atomic distribution in the 

solution [Kohagen, 2015; Martinek, 2018]. The FFs with 85% charges [Zeron, 2019] 

were in turn fitted to reproduce the concentration dependence (up to 6 M) of 

density of NaCl and CaCl2 solutions. We believe that the different approach in the 

development of the FFs is the reason for contradicting results in our simulations. 

Particularly, the bulk ionic concentration in our simulations does not exceed 0.4 M 

(experiments are rarely done at higher concentrations), so FFs targeted to match 

ion–water and ion–ion distances are probably more suitable for simulations of 

solid/liquid interfaces. 
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Figure 3-5. Axial number density profiles of cations at quartz (–0.12 C/m2) surface 

from simulations with full charge (“standard”) and ECC force fields with 75% and 

85% charge scaling (“ECC75” and “ECC85”, respectively). Note different vertical 

scales. 

 

Anyway, this subject deserves further attention and is already beyond the 

scope of the thesis, while now we are moving to the adsorption of organic molecules 

on TiO2. 

3.3 Oxalic acid at TiO2/aqueous interface 

This section heavily relies on the data from DB2, DB3, and DB5. Here, we 

quickly overview simulations setups and briefly discuss the results, while a full 

pack of experimental and simulation data (two publications, DB2 and DB3, were 

devoted exclusively to this topic) together with the methodology can be found in 

the manuscripts [DB2, DB3, DB5]. 

3.3.1 Simulation details 

We modeled rutile (110) surfaces interacting with solutions of oxalic acid 

anions, namely oxalate and hydrogenoxalate. These data were compared to 

titration adsorption data and served for further MUSIC−CD modeling 
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[Hiemstra, 2006]. Both hydroxylated and nonhydroxylated rutile surfaces were 

utilized for CMD simulations. For free energy calculations, only the 

nonhydroxylated model was used, since oxyanions are expected to bind to bare 

terminal sites. In the hydroxylated model, these sites are occupied by terminal 

hydroxyls, except for a few deprotonated to generate a positive surface charge. 

3.3.2 Overview of the results 

For many years, a primary hypothesis for the strong adsorption of 

(di)carboxylic acids and other molecules with reactive oxygens to TiO2 has been 

that all these compounds adsorb as IS, i.e. their oxygens directly interact with 

surface metal atoms. This hypothesis, particularly in the case of oxalate, 

was supported by ATR-FTIR measurements and quantum chemical calculations 

[Hug, 1994; Weisz, 2002; Mendive, 2005; Hug, 2006; Mendive, 2006; 

Mendive, 2007; Mendive, 2008; Mendive, 2009; Young, 2009; Singh, 2013]. 

Contrary, adsorption as OS, i.e. interactions with surface hydrogens or adsorbed 

water molecules, has been considered as insignificant, especially compared to IS 

[Parikh, 2011; Savory, 2011]. 

However, the latest studies point that the real picture may be different. First 

of all, recent AIMD calculations showed that there is a large energy penalty to 

replace a water molecule at a terminal site, which therefore reduces the affinity of 

IS interactions [Klyukin, 2017]. Second, the strength of OS adsorption is probably 

significantly underestimated, since a molecule like oxalate with its four oxygens is 

evidently able to interact not only with metal sites, but also with surface hydrogens. 

Moreover, in most theoretical studies only the monolayer water coverage was 

modeled, which is not appropriate for OS adsorption. Third, the presence of surface 

defects like steps and kinks may be primarily responsible for the IS adsorption 

predicted by spectroscopic measurements, while such interpretation of the 

experimental data is not applicable for flawless surfaces [Livi, 2013]. 

The main goal of our study combining theoretical and experimental 

methods was to either support the original hypothesis or provide an alternative 

explanation for evidently strong adsorption of oxalate and similar compounds. The 
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mechanisms how organic molecules with carboxyl groups interact with TiO2 

surfaces are of substantial importance for simulations of bio–surface interactions. 

At physiological pH, many molecules like fulvic and humic acids, AAs, peptides, and 

proteins have deprotonated carboxyl groups carrying a negative charge, which 

often dictate the adsorption. 

The main conclusion of the massive work performed within this study was 

that almost all the IS surface complexes suggested previously (see Figure 2 in DB2) 

were found energetically unfavorable, with some being completely unstable. 

Moreover, none of them were observed in CMD simulations (due to the energy 

barrier mentioned previously), so PMF calculations were required to estimate the 

adsorption free energy. Only IS monodentate complex (one oxalate oxygen 

interacts with one terminal Ti) was consistently proposed as stable by free energy 

calculations (Figure 3-6), ab initio simulations, and MUSIC−CD modeling [DB2; 

DB3], but still less favorable than OS adsorption.  

At the same time, overall adsorption of oxalate anions was very strong 

owing to numerous OS complexes identified from CMD simulations (Figure 5 in 

DB2). Moreover, amount of adsorbed (hydrogen)oxalate predicted by MD 

simulations is in adequate agreement with both titration and MUSIC−CD data, 

Figure 3-7. ZP predictions from NEMD simulations (without IS adsorption) also 

indicate that oxalate as well as sodium is able to overcompensate a surface charge 

[DB5], which is supported by experimental measurements [Janusz, 2006]. All this 

together clearly contradicts with a common opinion that strong adsorption implies 

IS adsorption, while OS coordination means a weak adsorption.  

 The benefit of using ECC in all these simulations is that only ECC models of 

(hydrogen)oxalate ions were able to correctly describe ion–water interactions in 

pure water when compared to AIMD data [Kroutil, 2017]. Without ECC, simulations 

of the adsorption would be simply irrelevant and in any case inaccurate. 

 In fact, the entire story how even such highly charged ions like oxalate may 

not adsorb as IS complexes together with a clear warning that models for such 

molecules could be simply bad without ECC modification significantly changes our 
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Figure 3-6. Free energy profile of oxalate at the nonhydroxylated (110) rutile 

(+0.208 C/m2) surface with the monodentate inner-sphere (IS) coordination, i.e. 

one oxalate oxygen interacts with one Ti atom, compared to outer-sphere (OS) and 

bulk solution (BULK; reference zero energy).  

 

 

Figure 3-7. Amount of adsorbed oxalate to both nonhydroxylated (“nh”) and 

hydroxylated (“h”) rutile (110) surfaces compared to titration (“exp”) and MUSIC–

CD modeling (“MUSIC–CD”) data. The average from simulations with different 

surface models is added for additional comparison. 
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imagination how any molecule with one or more carboxyl groups adsorbs to TiO2. 

For example, glutamic and aspartic acids (negatively charged amino acids with two 

carboxyl groups in a zwitterionic form) are omnipresent in peptides and proteins, 

and our findings that these carboxyl groups may not interact with the surface via 

metal sites should give a rise to new theoretical studies of nano/bio interfaces. 

3.4 Amino acids at TiO2 and Au/aqueous interfaces 

This section presents unpublished data that continue the storyline of 

interactions at nano/bio interfaces by estimating the adsorption of AAs onto 

rutile (110) and gold (111) surfaces. Simulation details, current results, and 

possible future outlines are summarized and discussed. 

3.4.1 Simulation details 

 We studied five amino acids: four charged, namely arginine (Arg), aspartic 

acid (Asp), glutamic acid (Glu), and lysine (Lys), and neutral glycine (Gly, the 

smallest AA). This choice is motivated by the concept of ECC theory, which 

reconsiders only modeling of charged species. At physiological pH, Arg and Lys 

have a positive charge, while Glu and Asp are negatively charged. The results for 

Gly provide an additional comparison, how ECC modeling of rutile (110) surfaces 

affects the adsorption of neutral AAs. As shown in Figure 3-8, N and C-termini of 

each AA were capped by acetyl and N-methyl groups, respectively. Despite the fact 

that modeling of zwitterions most probably would result in a larger difference 

between the results from standard and ECC simulations (since all three functional 

groups of each AA are charged), we selected the current approach to stay close to 

future modeling of peptides, where usually side chains dictate the adsorption, while 

N and C-termini are involved in peptide bonds. 

 The primary test for both TiO2/AA and Au/AA systems was to put a single 

AA between two identical surfaces and observe how it binds to the solids and how 

strong the adsorption is. The idea was to check, if there are any stuck interactions, 

i.e. AA binds to the surface and never detaches. Such behavior is likely expected in 
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Figure 3-8. Modeled amino acids. Carbon, oxygen, nitrogen, and hydrogen atoms 

are shown as cyan, red, blue, and white spheres, respectively. Bonds in methylated 

N and C-termini ends are green and yellow, respectively. Bonds’ colors in side 

chains reflect the colors of involved atoms. Enlarged spheres are atoms with ECC-

modified charges. 
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full charge simulations, since similar problems, like e.g. overbinding of Ca2+ to 

charged phospholipid bilayers, have been previously reported as a drawback of 

nonpolarizable FFs [Melcr, 2018; Melcr, 2020; Tolmachev, 2020]. 

The setup for classical MD simulations was very similar to that in previous 

works [DB1−DB6]. A system net charge was compensated by uneven addition of K+ 

and Cl- ions (simulations with neutral gold) with resulting bulk concentration 

similar to physiological one, i.e. around 150 mM, or purely by K+ (simulations with 

negatively charged rutile). Potassium was chosen over sodium to minimize the 

effect of heavily adsorbing Na+ on the reported data for systems with TiO2. For ECC 

simulations, K+ and Cl- charges were scaled down to 75% of the nominal value 

without modifications to CHARMM LJ parameters. CHARMM partial atomic charges 

of charged AAs were modified in accord with ECC theory: charges of either 

guanidino HNCNH2NH2+, carboxyl COO-, or amino NH3+ group together with the 

neighboring to it CH2 group were scaled down to 75%, see again Figure 3-8, so the 

charge of an entire AA was also 75% of the nominal value. 

In the case of gold, additional PMF calculations were carried out. Two sets 

of simulations with different initial structures were performed for each AA and 

type of FF, so here the average data are reported. The reaction coordinate (the z-

component of the distance between the selected gold surface and the center of mass 

of an AA) was divided into more than 35 windows. A 0.02 nm step was chosen for 

distances from ~0.3 nm up to 0.7 nm, and 0.5 nm step was used further up to 1.5 nm 

away from the surface. A harmonic force with the force constant 500 kJ.mol-1.nm-2 

was applied to keep the AA at a certain distance from the solid. Each umbrella 

sampling simulation was 11 ns long, with only the last 10 ns being analyzed. 

3.4.2 Overview of the results 

 At the prevailing physiological pH, which is approximately 7.4, a TiO2 

surface is negatively charged (~ −0.1 C/m2), so its main binding targets should be 

molecules containing positively charged residues, e.g. Arg with its guanidino group 

or Lys with its amino group. Contrary, negatively charged molecules are expected 

to be less attractive due to their own negative charge. However, as we showed by 
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an example of (hydrogen)oxalate anions, deprotonated carboxyl groups still can 

strongly interact with the surface water cover through the network of numerous 

hydrogen bonds. Basically, these expectations coincide with what we observe in 

our classical MD simulations, Figure 3-9. 

 

 

Figure 3-9. The z-position of the last carbon of each functional group of an AA as a 

function of time from simulations with rutile (110) surfaces and two types of FFs. 

The center of the box is set to z = 0. Solid black lines reflect the zero planes of two 

surfaces. 

 

Monitoring the position of a molecule over the simulation time, one can 

clearly see that positively charged Arg and Lys have protracted interactions with 

rutile (110) surfaces through their side chains. At the same time, negatively 

charged Asp and Glu also actively interact with TiO2 through carboxyl groups. All 

these interactions are actually oxygen−hydrogen bonds between AAs and the 

surface, and, similarly to (hydrogen)oxalate, carboxyl oxygens of Asp and Glu do 

not bind to metal sites. 

Introducing ECC, the strength and lifetime of interactions are reduced, and 

particularly for Arg and Lys, the stuck periods, which are dozens nanoseconds long 



49 
 

in standard simulations, actually disappear. This is in line with previously reported 

effect of ECC on Coulombic interactions between ions and biomolecules, where 

rather unphysical overestimation of electrostatic interactions is resolved with 

scaling charges [Melcr, 2018; Melcr, 2020; Tolmachev, 2020]. For Gly, we observe 

neither strong adsorption nor significant changes with charge scaling. 

A different situation is seen for gold−AA interactions, Figure 3-10. Long-

lived adsorption is common here for all studied AAs and both types of FFs, and we 

suggest two reasons for this. First, all AAs easily interact directly with Au atoms, 

not adsorbed water. Second, the water adsorption seems to be not very strong 

itself, especially compared to that at TiO2, i.e. AAs do not have to compete much for 

adsorption sites. 

 

 

Figure 3-10. The z-position of the last carbon of each functional group of an AA as 

a function of time from simulations with gold (111) surfaces and two types of FFs.  

For glycine the full charge and ECC simulations coincide. The center of the box is 

set to z = 0. Solid black lines reflect the zero planes (the last row of Au atoms) of 

two surfaces. 
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 This is clearly seen in the generated distance-dependent free energy 

profiles of AAs, Figure 3-11. For Arg, which is the most strongly adsorbing AA 

among studied (see below), there is a deep energy minimum close to the surface, 

and basically the AA has tiny chances to desorb. The most weakly adsorbing AA, 

Asp, is in a similar situation, however, the energy minimum is shallower, and 

additionally there is a small energy barrier (around 1.5 kJ/mol from simulations 

with full charges) preventing the adsorption to some extent. 

 

 

Figure 3-11. Free energy profiles for aspartic acid and arginine at gold (111) 

surface from simulations with full charge FFs. Zero energy corresponds to the 

position of an AA in the bulk. 

 

All the adsorption free energies, calculated as a difference between the 

energies when the AA is adsorbed and when it is in the bulk, are given in  

Table 3-1. Interestingly that ECC scaling results in two opposite effects. For Arg, 

which has far larger adsorption energy than other AAs, scaling charges weakens 

the adsorption. For all other AAs, which have quite similar adsorption energies, the 

effect is opposite, i.e. all of them consistently adsorb stronger, with adsorption 

energy already being closer to that of neutral Gly. 
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Table 3-1. Adsorption Free Energies of Amino Acids to Au (111) Surface from the 

Potential of Mean Force Calculations with Two Types of Force Fields. 

model 
adsorption free energy, kJ/mo] 

Arg Lys Asp Glu Gly 

full –23.9 ± 1.1 –10.1 ± 0.9 –8.2 ± 0.5 –9.9 ± 0.2 –13.9 ± 0.3 

ECC –19.5 ± 1.3 –13.1 ± 0.7 –10.3 ± 0.1 –11.7 ± 0.3 = full 

 

 The latter observation together with a careful look at Figure 3-11 indicate 

that with full charges the side chains of Asp, Gly, and Lys disfavor the adsorption. 

With scaling charges, their detrimental influence is reduced, and particularly for 

Lys the interactions of the side chain with the surface even become the driving 

factor in the adsorption, i.e. similarly to Arg, which also has a positively charged 

side chain. 

This actually means that ECC modeling not only weakens electrostatic 

interactions of charged species in solutions, which is essentially the idea of the 

theory and the most expected practical consequence of scaling charges, but also 

weakens the solute–solvent interactions, which can lead to stronger adsorption. 

 Unfortunately, we are not aware of direct reference data that can validate 

either results. Nevertheless, even if not making any preferences towards ECC or 

standard modeling, one should be aware that physically justified concept of the 

charge scaling should be taken into account or at least tested in molecular 

simulations of nano/bio interfaces, especially when knowing about numerous 

examples of apparent success of this approach for other systems.



52 
 

  



53 
 

4. Conclusions 

Molecular description of nano/bio interfaces has been a challenging task 

for many years. Even now, interaction mechanisms, which are inherently manifold 

and complex at the atomic level, can hardly be revealed and detailed without 

computational methods, which together with modern experimental techniques 

rapidly evolve and advance. Molecular simulations and particularly molecular 

dynamics simulations are trustworthy and well-established theoretical methods 

that can shed the light on many experimentally observed biological phenomena and 

even further predict the behavior of complex biological systems under conditions 

of interest. 

The simulation community continuously attempts to improve the accuracy 

of nonpolarizable force fields, which are the primary choice for biosimulations due 

to their simplicity, transferability, and applicability to big systems. Probably, the 

most perceptible and progressive idea among recent is the suggestion to scale ionic 

charges, following the Electronic continuum theory. This in a mean-field way 

reflects the electronic polarization effects, which are inconsistently incorporated 

into classical MD simulations with nonpolarizable FFs [DB7].  

This thesis, up to our knowledge, is a pioneering study in integrating the 

idea of charge scaling into molecular simulations of solid surfaces. Starting from 

modeling the adsorption of ions on (TiO2) rutile (110) surfaces [DB1], we moved to 

studying the interactions of oxalic acid anions with TiO2 surfaces [DB2, DB3]. Later, 

the comparison of simulation results with the second harmonic scattering data on 

the water orientation on TiO2 and SiO2 particles allowed us to estimate how the 

ionic adsorption disturbs the water structure at both rutile (110) and (SiO2) quartz 

(101) surfaces [DB4, DB6]. Analyzing these data, we also confirmed that TiO2 

materials are stronger sorbents than SiO2, and these foundations were further 

supported by our study on the zeta potential predictions [DB5]. Integrating a 

simple, but yet accurate method of predicting the ZP from nonequilibrium MD 

simulations, we not only provided important insights about the molecular 

phenomena at both rutile and quartz/water interfaces, but also generalized this 
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NEMD approach making it easily applicable for modeling other systems and 

available for the large scientific community. 

The final part of this thesis was devoted to the adsorption of several, mostly 

charged amino acids to TiO2 and Au surfaces. In the former case, simulations with 

scaled charges resulted in anticipated weakening of sometimes unphysically 

exaggerated electrostatic interactions, which are observed in standard simulations, 

while in the latter case, ambivalent effects were noted. Although this topic deserves 

deeper investigation, already now we can evidently give credence to the statement 

that ECC is more important and simultaneously more complicated for molecular 

ions and ions with a high charge density. While for monoatomic ions the charge 

scaling usually trivially loosens Coulombic interactions, for molecular ions the 

resulting effect may change the adsorption geometry of an entire molecule, like it 

was in this study for lysine adsorbing to gold. 

Overall, our numerous simulation results show that ECC can bring 

significant improvements to molecular modeling of nano/bio interfaces. With 

scaled charges, theoretical predictions even for simple monoatomic ions are in 

better agreement with the experimental titration data. Without ECC, modeling 

oxalate and hydrogenoxalate ions at TiO2/aqueous interface would be simply 

wrong, since only ECC models can provide solvation structure of these ions in water 

in agreement with AIMD calculations. Moreover, our results revealed that 

previously suggested adsorption mechanisms for molecules with charged carboxyl 

groups could be incomplete or even erroneous. The role of charged side chains in 

the adsorption of both single amino acids and large peptides may be also 

incorrectly interpreted from classical simulations, while a real picture is probably 

better described by ECC simulations. 

 We believe that this thesis, which was aimed to bring something 

conceptually new to the field of modeling nano/bio interfaces, fairly accomplished 

this goal. The characterization of nano–bio interactions, which stand behind many 

natural and artificial processes tremendously important in biosciences and 

medicine, has a high priority, and results presented here not only significantly 

contribute to this topic, but also build a platform for future theoretical studies 

targeted to advance our understanding of these and related phenomena.  
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Modeling of solid–liquid interfaces using scaled
charges: rutile (110) surfaces†

Denys Biriukov, a Ondřej Kroutil ab and Milan Předota *a

Electronic continuum correction (ECC) has been proven to bring significant improvement in the modeling of

interactions of ions (especially multivalent) in aqueous solutions. We present a generalization and the

first application of this approach to modeling solid–liquid interfaces, which are omnipresent in physical

chemistry, geochemistry, and biophysics. Scaling charges of the top layer of surface atoms makes the

existing solid models compatible with the ECC models of ions and molecules, allowing the use of modified

force fields for a more accurate investigation of interactions of various metal and metal-oxide surfaces

with aqueous solutions, including complex biomolecules and multivalent ions. We have reparametrized

rutile (110) models with different surface charge densities (from 0 to �0.416 C m�2) and adopted/developed

scaled charge force fields for ions, namely Na+, Rb+, Sr2+, and Cl�. A good agreement of the obtained

molecular dynamics (MD) data with X-ray experiments and previously reported MD results was observed,

but changes in the occupancy of various adsorption sites were observed and discussed in detail.

1. Introduction

Solid–liquid interfaces attract a lot of scientific attention due to
the ubiquitous occurrence of adsorption processes in a wide
range of natural and industrial environments, since the surface
of any material is the principal pathway for its interaction with
the surrounding environment. It is well known that chemical
reactions between mineral surfaces and aqueous solutions
play a crucial role in corrosion, soil production, chemical
weathering, degradation of building materials, and transforma-
tion of environmental contaminants and pollutants. Therefore,
the examination of these phenomena is a challenging task
for today’s scientists. Many experimental techniques like reso-
nant anomalous X-ray reflectivity and X-ray standing wave
measurements,1,2 nonlinear spectroscopy,3,4 and flow micro-
calorimetric measurements5 have been applied to explore the
properties of different compounds at mineral–fluid interfaces.
On the other hand, theoretical approaches such as density
functional theory, ab initio molecular dynamics, and classical

molecular dynamics (MD) greatly improved the molecular-level
understanding of processes occurring at interfaces.6–10

Titanium dioxide has been a subject of numerous works
due to its simplicity and importance in comparison with other
minerals being used in nanotechnology and nanoscience.11

High physical and chemical stability makes TiO2 nanoparticles
of particular interest for many applications in biosensors,12

consumer production,13 and medicine.14,15 Moreover, different
forms of titanium surfaces show a high photocatalytic activity.16

The rutile surface, which is the most stable form of titanium dioxide
under ambient conditions,17 and in particular its predominant (110)
stable crystal face, has been a subject of many theoretical and
experimental studies, separately and in combination. Numerous
studies measured the pH dependence of the surface charge and the
point of the zero net charge,18 multilayer formation of the adsorbed
water on the surface,19 and an electric double layer (EDL) at the
interface.20 Further studies were aimed at the adsorption of ions21,22

and organic compounds, e.g. dicarboxylic acids, amino acids, and
nucleic acids.23–25 Particular attention was devoted to the hydra-
tion of the surface, i.e. water molecules physically adsorbed on the
bare terminal Ti atoms or dissociatively chemisorbed to form OH
groups at both bridging and terminal sites.26,27 Other works also
provided information about the surface steps and the influence of
such defects on the adsorption processes.28,29 Great contribution
to the understanding of the TiO2–water interface has been made
by MD simulations,30 both with a classical approach31,32 and
using a reactive force field, where the formation and breaking of
covalent bonds are allowed.33–35

Here, we continue our series of articles focused on modeling
a-rutile (110) surfaces interacting with aqueous solutions.
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From the development of the force field for TiO2,
36 we presented

results on the structure of water and ions at the interface by MD
simulations.37–39 Later, we described the distance dependence of
the viscosity and diffusivity of water,40 characterized dielectric
properties of water,41 investigated the effect of the temperature
and surface charge on ion adsorption,42 applied classical MD to
constrain the CD-MUSIC surface complexation model,43 and pre-
dicted the zeta potential from nonequilibrium MD simulations.44

The recently developed electronic continuum correction
(ECC)45,46 method has been introduced to improve the accuracy
of classical MD. It addresses a well-known problem that
electrostatic interatomic interactions are overestimated with
fully charged models, since polarization effects of electrons
are missed in standard force fields. The idea of ECC is to take
into account this issue by scaling partial atomic charges by the
inverse square root of the electronic part of the dielectric
constant of the solvent. In the case of water, this factor is
approximately 0.75. Since the standard Lennard-Jones (LJ) para-
meters are fitted to standard charges, they also should be refined
to provide reasonable interatomic distances.47 Therefore, the
so-called ECCR (electronic continuum correction with rescaling)
method combines rescaling of both charges and van der Waals
parameters. The importance of incorporating polarization effects
using ECCR into classical MD simulations was demonstrated
in numerous works focused on hydration and ion pairing
of monovalent and divalent monoatomic ions in aqueous
solutions.47–52 Appropriate force fields with scaled charges were
created for phosphates,53 carbonate ions,54 guanidinium ions,55

calmodulin,56 imidazole,57 insulin,58 phospholipid bilayers,59

and oxalate ions.60 Moreover, reduced charges are commonly
used in classical MD simulations of ionic liquids.61,62 The
development and applications of scaled charges have recently
been reviewed in the context of thermodynamic properties.63

Generally, it was shown that charge scaling is important mainly
for molecules with a high charge density, e.g. multivalent ions
(Ca2+, Mg2+,. . .), proteins, and nucleic acids, due to the strong
polarization of surrounding water molecules. As an example,
Kroutil et al. proved60 that only a model with scaled charges
describes the interactions of oxalate withmolecular water properly,
while a model with full charges leads to overestimated electrostatic
interactions between solute and water molecules. In the case of
small monoatomic ions, the effect of ECCR is less important.47

However, ions with a lower charge density, e.g. sodium, are often
present in simulations of complex systems as counterions;
thereby, ECCR models for these ions should also be prepared
to have a consistent simulation force field.

The main motivation for this study and our first application
of the ECCR approach to mineral surfaces has been our
ongoing investigation of the adsorption of oxalic acid on rutile.
To study interactions of the ECCR models of oxalate (COO�)2,
scaled charge �1.5e, and hydrogenoxalate (HOOCCOO�), scaled
charge �0.75e,60 with rutile surfaces, we need a compatible
surface model developed here.

Both nonhydroxylated and hydroxylated types of the rutile slab
were modeled. ECCR models of ions were either adopted from
the available literature or prepared by us to yield reasonable

bulk properties, namely the ion–water structure and diffusivity
of ions in water. In this way, the obtained parameters for both
ions and rutile surfaces resulted in a new ECCR force field, which
was used to model the TiO2–liquid interface for a range of surface
charge densities (from 0 to �0.4 C m�2) corresponding to pH
values from the point of zero charge (5.4) to about 10 for Sr2+ and
nearly 12 for monovalent ions.5,42 As far as we are aware, this is
the first time that the ECC methodology (scaling charges) is
applied to simulations of surface interactions. We describe in
detail the structure of interfacial ions, Na+, Rb+, Sr2+, representing
small monovalent, large monovalent, and large divalent cations,
respectively. Results are compared against experimental data,
outcomes from the same system without applying ECCR, and
our previously published results. We demonstrated that the
developed force field gives good agreement with data obtained
from X-ray reflectivity analysis, calorimetric experiments, and
CD-MUSIC modeling. Hence, the present work extends our
previous knowledge about molecular modeling of the rutile–
electrolyte interfaces and provides new capabilities in computer
simulations of interactions with metal-oxide surfaces.

2. ECCR parametrization
2.1 Water

As in our previous works on simulating interfaces, we have used
the rigid nonpolarizable SPC/E model of water64 as a solvent.
This model adequately reproduces the structural and thermo-
dynamic properties of bulk water, and even the kinetic proper-
ties are rather accurate. In our previous works,37–40,42–44 the
choice of SPC/E was greatly motivated by the availability of
ionic parameters65,66 optimized with this model; note that our
work in this field started prior to e.g. publishing of the popular
Joung and Cheatham parameters of ions67 or development of
even more accurate water models, e.g. TIP4P/2005.68 Moreover,
most of the recently developed 75% scaled models discussed in
the Introduction section were parameterized in SPC/E solvent.
The performance with the TIP4P/2005 model68 also was studied
for a few scaled force fields,47,48,50 where the results with TIP4P/
2005 and SPC/E models did not show a big difference, indicat-
ing good transferability of scaled ionic models. Continuing to
use the same SPC/E water model in this study we guarantee that
the observed changes are due to the ECC approach to the
modeling of ions and surfaces and are not caused by switching
to another water model.

It is important to note that we did not apply any modifica-
tions to this model, because (i) the SPC/E model is from its
conception designed to include the average effect of polariza-
tion, and (ii) consequently, it already features reduced charges
(qH = 0.4238e, qO = �0.8476e). We also kept the original
LJ parameter values for both oxygen (sO = 3.16557 Å, eO =
0.650629 kJ mol�1) and hydrogen (sH = eH = 0) atoms.

2.2 Ions

As a first step in the modeling of the force field for rutile–ion
interactions, we adopted the ECCR approach for the ions in
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solutions, namely Na+, Rb+, Sr2+, and Cl�, which are our main
concern due to their importance and availability of experi-
mental adsorption data. We scaled all atomic charges by a
factor of 0.75, which resulted in either negative or positive
charge amounting to 0.75e for monovalent ions, and +1.5e for
divalent strontium. LJ parameters for fully charged models of
Na+, Rb+, and Cl� were adopted from the work of Joung and
Cheatham,67 while a set of parameters for fully charged Sr2+

was chosen on the basis of a recent spectroscopic work,69 where
a good agreement between theoretical XANES spectra (obtained
from classical MD using the aforementioned model70) and
experimental data has been demonstrated. Refined ECCR LJ
parameters were either adopted from the literature47 (for Na+

and Cl�) or obtained by us (for Rb+ and Sr2+). In the latter case,
we rescaled only the van der Waals radii s (by a factor of B4%
to match the ion–water distances), keeping the original energy
term e of van der Waals interactions. Results from simulations
with scaled charges and optimized radii are hereafter denoted
as ‘ECCR’; results obtained using full charges are denoted as
‘full’; for additional comparison, we also performed simula-
tions with one more set of parameters65,66 used in our previous
works,38–40,42–44 referred to by the abbreviation ‘EDL’. All para-
meters of the ions are summarized in Table 1.

To verify the performance of the force fields before running
simulations of the solid–liquid interface, we measured ion–water
distances and self-diffusion constants in aqueous solutions in
the absence of surfaces for all studied ions, and compared the
obtained values with experimental data. The simulation cell
initially comprised 4222 water molecules. Then, a number of
water molecules were replaced by a selected number of cations
(either 30 monovalent Na+ or Rb+, or 15 divalent Sr2+). To
neutralize the system, a required number of negatively charged
chloride ions were added, i.e. 30 anions. Hence, we obtained
aqueous solutions with average salt concentrations of 0.4 M and
0.2 M, respectively, i.e. similar to those usually maintained
in macroscopic pH titration measurements.42 Due to differences
in the adsorption of different cations and the effect of surface
charge, the resulting bulk concentrations away from the

interface, which are best compared with experimental condi-
tions, are about 0.1 M to 0.6 M with the extreme cases occurring
for the most negatively charged surface and the strongly
adsorbing (Na+) and weakly adsorbing (Rb+) ions, respectively.

All classical MD simulations in this contribution were carried out
using the Gromacs 5.1.4 program package.71 The prepared simula-
tion box was energy minimized with the steepest descent algorithm
to avoid unphysical intersections after the water replacement. Then,
each system was equilibrated with the isothermal–isobaric ensemble
(NPT). With a Nosé–Hoover thermostat72 at 298.15 K (coupling time
0.5 ps) and a Parrinello–Rahman barostat73 at 1 bar (coupling
time 0.5 ps), the equilibration phase was followed by a NVT

production run of 30 ns with a time step of 1 fs. Electrostatic
interactions were treated by the particle-mesh Ewald algorithm74

using a cut-off of 12 Å. Bonds and angles of rigid water were
constrained by the LINCS algorithm.75 For all LJ pairs, Lorentz–
Berthelot combining rules were applied.

The radial distribution functions for all ion–oxygen pairs
using different models are depicted in Fig. 1. Available experi-
mental values76 were directly compared with the position of the
first peak of each ion–oxygen pair correlation function (see
Table S1 in ESI†). To evaluate the effect of ECCR modifications,
corresponding values were obtained for all aforementioned
models. For chloride, only data from the system with Na+ are
present, because there is no effect of cation on the anion–
oxygen distances at targeted salt concentrations. As one can
see, all models give very good agreement with the literature
data with a deviation of less than 4% from the experimental
value. At the same time, the first peak of the radial distribution
function is slightly broader and lower for ‘ECCR’ models, which
is a direct consequence of the weaker Coulombic interactions
between ions and the surrounding water molecules.

To investigate the dynamic properties of ions, we measured their
self-diffusion constants in aqueous solutions. Since experimental

Table 1 Charges and Lennard-Jones parameters of ions

Atom Model q (e) s (Å) e (kJ mol�1)

Na+ ECCRa +0.75 2.11500 0.544284
Fullb +1 2.15954 1.475450
EDLd +1 2.58300 0.418400

Rb+ ECCR f +0.75 2.97000 1.862310
Fullb +1 3.09498 1.862310
EDLd +1 3.52800 0.418400

Sr2+ ECCR f +1.5 2.97000 0.494700
Fullc +2 3.10300 0.494700
EDLe +2 3.31410 0.418400

Cl� ECCRa
�0.75 4.10000 0.492800

Fullb �1 4.83045 0.053492
EDLd �1 4.44010 0.418400

a Kohagen et al.47 b Joung and Cheatham.67 c Aqvist.70 d Lee and
Rasaiah.65 e Palmer et al.66 f Our own parametrization.

Fig. 1 Radial distribution functions of cations with water oxygens for all
sets of parameters used in this work.
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data are reported in the limit of the infinite dilution of the
solute, we performed additional simulations at salt concentra-
tions in the range between 0.2 M and 0.4 M, i.e. we replaced
water molecules in the original water box by different numbers
of cation–anion pairs. An approximately linear dependence of
the diffusion vs. concentration was observed, and therefore we
also report diffusivities extrapolated to zero concentrations.
The self-diffusion constants were calculated from the mean
square displacement (MSD) of ions versus time. The slope of
the linear fit of MSD gives the self-diffusion constant using
Einstein’s relation. Since the linear behavior of MSD versus time
can be affected by poor sampling, we looped the diffusion
coefficient calculation 120 times, i.e. each iteration was calcu-
lated over a 250 ps window. Such a length of the timeframe was
found long enough to avoid the ballistic regime, which might
happen at short simulation times, and small enough to have
more MSD curves for better statistics. The final diffusivity values
were obtained from the average of all iterations. A comparison of
simulated diffusion constants with experimental data,77 Table 2,
reveals that the impact of scaling charges on the mobility of
ions is dramatic. Reducing charges and weakening interatomic
electrostatic interactions lead to increased diffusivities. With
‘full’ models, diffusion constants of Na+, Rb+, and Sr2+ are
smaller by 10%, 7%, and 15%, respectively, than the experi-
mental values, whereas using the ‘EDL’ model they are smaller
by 1%, 10%, and 15%. With ECCR, the inconsistency is opposite
and diffusion constants are significantly larger than the experi-
mental values by 59%, 23%, and 22%, respectively. We observed
this artifact of overestimated diffusivity also for calcium and
magnesium ions, when they carry reduced charges. Using
models from ref. 51 (for Ca2+) and ref. 52 (for Mg2+), we obtained
the diffusion constants of 0.92 and 0.83 � 10�9 m2 s�1, respec-
tively, which are higher by 16% and 17% than the experimental
values (0.79 and 0.71 � 10�9 m2 s�1). The higher diffusivity of
ECCRmodels is a weakness of these models, which we could not
resolve with reasonable fits of the ionic structure. However,
as proved by a comparison with neutron scattering data and
ab initio molecular dynamics,47,51,52,60 the ECCR force fields are
able to describe ion hydration and pairing more accurately than
force fields with full charges. Moreover, scaled ionic charges
can capture the ‘‘structure-breaking’’ properties of some salt
solutions, for which the diffusivity of water should increase with
increasing concentration of the salt.78 All common fully charged

nonpolarizable force fields fail to reproduce this behavior.79 Our
ECCR model of RbCl solution (Rb+ is the only ‘‘structure-
breaking’’ cation80 we study here) shows the independence of
water diffusivity on salt concentration, which is a positive trend
and comparable to that obtained before.79 For other models,
higher concentration leads to lower water diffusivity, including
all NaCl and SrCl2 simulations, where this behavior is correct
and follows ‘‘structure-making’’ effects. Particularly for the
current structural study of equilibrium adsorption of ions
on surfaces, the accuracy of structure overweighs the larger
deviations in diffusivities, even though our observations must
be considered in future works. Concerning the diffusivity of
chloride, we observe similar behavior to cations, i.e. lower
diffusivity with full charges, and higher (in fact, a bit closer to
the experiment) diffusivity with ECCR. Moreover, we observed
that generally the lower the diffusivity of cations in the system,
the lower the diffusivity of chloride, that is, the mobility of Cl� is
affected by the ion pairing with the corresponding cations.
Despite the difference in diffusion coefficients with experiment,
the trend in diffusion, Sr2+ o Na+ o Cl� o Rb+, is conserved for
all models.

2.3 Rutile surfaces

The force field of the rutile surface used previously in our
research37 has been updated in several steps. Primarily, the
model was transferred from our self-written and hard to gen-
eralize simulation code into the Gromacs software package.71

Originally, we kept the same force field as in our previous
publications44 including combination of LJ potentials with the
Buckingham (exp-6) potential for Ti–O interactions, which
had to be implemented in a form of user-defined tabulated
potentials. In the ESI,† we prove that such simulations closely
reproduced our previous results obtained with our own code.
However, all the other new results were obtained using recently
derived LJ reparameterization81 of the Matsui and Akaogi (MA)
force field82 to allow simulations in Gromacs without the need
for user-defined tabulated potentials (see Table 3). The values
from ref. 37 were used for the equilibrium bond distance
parameters r0. The O–H spring constant kb was adopted from
the generic CLAYFF83 and is furthermore not important due to
the applied LINCS algorithm, see below. The spring constant kb

for the Ti–O bond was doubled from the value 4226 kJ mol�1 Å�2

reported by Brandt and Lyubartsev81 to bring the bond lengths
closer to the equilibrium distances derived ab initio.37 The angle-
bending potential acting on the terminal and bridging hydroxyls
(summing the two Ti–O–H contributions in the latter case) as in
ref. 37 was applied by grouping the hydroxyls and underlying
Ti atoms into pseudo-molecules. With the rows of bridging
oxygens, the simulation had to be run with a switch ‘periodic-
molecules = yes’ to correctly handle the angular terms across
the periodic cell.

In an analogy to treatment of neutral and charged
molecules,56,60 ECCR was employed only for charged surfaces
via rescaling the partial charges on only the top layer of the
negatively charged surfaces (see Fig. 2). The other surface
atoms like bulk crystal titanium and bulk crystal oxygen

Table 2 Diffusion coefficients (D) of ions from simulations and experimenta

Atom

D (10�9 m2 s�1)

ECCR Full EDL Experiment

Na+ 2.11 1.20 1.32 1.33
Rb+ 2.55 1.93 1.86 2.07
Sr2+ 0.96 0.67 0.67 0.79
Cl� 2.36,b 2.32,c

2.24d
1.51,b 1.72,c

1.54d
1.63,b 1.72,c

1.64d
2.03

a Simulated diffusion coefficients at selected salt concentrations
were extrapolated to infinite dilution. Experimental values from ref. 77.
b For the system with Na+. c For the system with Rb+. d For the system
with Sr2+.
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retained their original charges from the initial force field,37,78

see Table 4. Thus, we modified only the charges of the variable-
charge atoms as identified in ref. 37, i.e. terminal and bridging
hydroxyls (or just bridging oxygens when not protonated) and
Ti atoms in the last surface layer. With the standard approach
used so far, the variable charges were modified in such a way
that a deprotonation of the surface resulted in a change of
surface charge by �1e. Specifically, the drop by about 0.5e was
caused by removing the surface hydrogen (a value corres-
ponding to its partial charge), and the change of variable-
charge atoms was responsible for the decrease of the surface
charge additionally by about 0.5e. With the ECCR approach, the
removal of surface hydrogen (still carrying a partial charge of
about 0.5e) should result in a change of the surface charge by
only �0.75e, i.e. the variable-charge surface atoms are respon-
sible for the additional decrease by only about 0.25e. In other

words, only about half of the ‘missing charge’, discussed in ref. 37,
needs to be distributed over the variable-charge atoms when ECCR
is applied, adding these charges to the same basic charges as
reported in Table 3 of ref. 37. Due to a number of variable-charge
atoms, the charges of each of them do not change much with
respect to their values at neutral surfaces, and their LJ parameters
are not modified in combination with ECCR, which is consistent
with our previous simulations (where the modifications of charges
of variable-charge atoms were greater as discussed above) and
common independence of van der Waals parameters on small
variations of partial charges in classical molecular force fields.

2.4 Rutile–liquid interface

In simulations with rutile surfaces, we used the same metho-
dology as in our previous studies,44 i.e. each simulation cell was
composed of two identically charged, periodic rutile slabs with
the lateral size 38.891 Å � 35.508 Å. The aqueous solution
consisting of water molecules and a selected number of ions
(Na+, Rb+, Sr2+, Cl�) was located between the surfaces. The
width of the liquid phase was about 50 Å. Hence, we had two
identical interfacial regions of about 15 Å at each surface and an
approximately 20 Å thick bulk region in the middle of the
simulation box (see Fig. 2), where the bulk properties of both
water and ions are observed.44 The obtained results (density
profiles, the occupancy of adsorption sites) are averaged over both
identical interfaces. Numbers of ions present in the systems, given
in Table S2 (ESI†), are the same as in our previous work.42 In the
case of negatively charged surfaces, the total surface charge was
compensated for by a surplus of positive ions in the solution. The
amount of water was around 2000 molecules resulting in a bulk
water density of about 1 g cm�3.

We investigated the adsorption of cations (Na+, Rb+, or Sr2+)
on neutral and negatively charged surfaces (�0.104 C m�2,
�0.208 C m�2, and �0.416 C m�2), corresponding to pH values
of 5.4, 7.4, 8.9, and 11.8 for monovalent ions (Na+, Rb+), and about
5.4, 7.1, 8, and 9.7 for Sr2+, which has a steeper charging curve.42

For brevity, these surface charge densities are hereinafter referred
to as 0.0, �0.1, �0.2, and �0.4 C m�2. Surface charge densities
are fixed in all simulations and surface oxygen protonation/

Table 3 Parameters of rutile surface atoms

Non-bonded Lennard-Jones parametersa

Atom s (Å) e (kJ mol�1)

Ti 1.958 2.5422
O 2.875 1.3897
H 0.000 0.0000

Bonded parametersb,Vb rij
� �

¼
1

2
kbij rij � r0;ij
� �2

;Va yijk

� �

¼
1

2
kyijk yijk � y0;ijk

� �2

Bond r0 (Å) k (kJ mol�1 A�2)

Tib–Ob(H) 2.022 8452.00
Tib–Ob 1.872 8452.00
Ob–Hb 0.994 4637.00
Tit–Ot 1.895 8452.00
Ot–Ht 0.983 4637.00

Angle y0 (deg) k (kJ mol�1 rad�2)

Tib–Ob–Hb 90.85 59.15
Tit–Ot–Ht 90.85 59.15

a Parameters are taken from ref. 81. b Force constant for Ti–O bonds is
twice as large as that reported in ref. 81. Force constant for O–H bonds
is taken from ref. 83. Reference bond values and angle parameters are
taken from ref. 37.

Fig. 2 Simulation setup. (a) A piece of hydroxylated rutile cluster. Only atoms with reduced charges are shown as spheres. (b) A typical simulation cell:
two rutile slabs with aqueous SrCl2 (yellow and green spheres, respectively) solution in between.
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deprotonation reactions are prohibited due to the nondissociative
force field. The relation between surface charge densities and
solution pH with rutile powders was previously demonstrated in
our research.42 Note that to model e.g. surface charge density
�0.1 C m�2, we deprotonate the same corresponding number of
surface hydrogens as with full charges, i.e. the geometry of
surfaces is identical regardless of whether ECCR or full charges
are applied. The actual surface charge density is in fact only 75%
of the nominal value, but that is perfectly in line with the ECCR
modeling of ions, where the nominal charges of ions are also
reported (e.g. Ca2+), though the model charge is only +1.5e. While
making the step from full charges to ECCR charges, there was no
need to modify the numbers of any species.

All production runs in the presence of rutile surfaces were 25 ns
long after 5 ns equilibration run in the NVT ensemble. The time
step was set to 2 fs in both cases. A Nosé–Hoover thermostat72 at
298.15 K was applied. The particle-mesh Ewald algorithm74 with
the correction for slab geometry84 was employed for long-range
electrostatic interactions. The LINCS algorithm75 was used to
constrain the bonds involving water and surface hydrogens. Bulk
crystal atoms together with 5-fold and 6-fold surface titanium
atoms were kept immobile during all simulations to prevent a
surface displacement, which would smear the axial density profiles
of water and ions. At the same time, bridging and terminal
hydroxyl groups were flexible in all cases. All other simulation
settings reflect the setup for bulk simulations.

3. Results

Due to the availability of X-ray experimental data20,21 for Rb+

and Sr2+ adsorption at rutile–water interfaces at pH above 10,

we restrict the discussion of our results to corresponding
simulations with the most negatively charged (�0.4 C m�2)
rutile surfaces. Moreover, our previous MD results42 included
adsorption data at the �0.4 C m�2 surface for Sr2+, but not
for Na+ or Rb+. The results for lower surface charge densities
(0, �0.1, �0.2 C m�2), which are given in the ESI,† reveal no
principal difference in pH dependence between ‘ECCR’ and
‘full’ models, except the trends identified for �0.4 C m�2

surfaces or mentioned here. The behavior of interfacial water
is almost independent of the type of cation–anion pair and
the method of modeling their charges; therefore, these data are
not discussed. The discussion of adsorption of Cl� is also
omitted because of nearly zero adsorption at the studied
surfaces. Nevertheless, density profiles of water oxygens, water
hydrogens, and chloride ions at �0.4 C m�2 surfaces can be
found in the ESI.†

Fig. 3 shows the axial number density profiles of sodium,
rubidium, and strontium ions at �0.4 C m�2 surfaces, i.e.

distribution of cations as a function of distance from the surface.
The zero height is set to the position that the surface layer of Ti
atoms would occupy in the unrelaxed crystal termination. The
positions of the first peaks of these profiles are given and
compared with the data from X-ray experiments20,21 in Table 5.
All models of ions (‘ECCR’, ‘full’, and ‘EDL’), discussed in the
ECCR parametrization section, were examined in simulations
with two types of the rutile slab, i.e. nonhydroxylated (molecular
water adsorbed at terminal sites except deprotonated, i.e.

hydroxylated sites; abbreviated as nh in the tables and figures)
and hydroxylated (hydroxyl groups at terminal sites; abbre-
viated as h in the tables and figures). The rutile force field
with original ‘full’ charges37 was employed in combination with
‘full’ and ‘EDL’ models of the ions, while the modified force

Table 4 Charges of rutile surface atoms from the original force field and ECCR theorya

Atom

Surface charge density s (C m�2)

�0.416 �0.208 �0.104 0

nhb hc nhb hc nhb hc nhb hc

Full
Bulk Ti 2.196 2.196 2.196 2.196 2.196 2.196 2.196 2.196
Bulk O �1.098 �1.098 �1.098 �1.098 �1.098 �1.098 �1.098 �1.098
Surface Ti 2.094 2.112 2.121 2.134 2.137 2.146 2.196 2.196
Bridging unproton O �1.079 �1.063 �1.053 �1.039 �1.037 �1.028 �1.098 —
Bridging proton O — �1.009 — �0.985 — �0.976 — �1.035
Bridging H — 0.410 — 0.434 — 0.444 — 0.486
Terminal O �1 �0.984 �0.974 �0.960 �0.956 �0.949 — �1.008
Terminal H 0.37 0.385 0.394 0.409 0.412 0.420 — 0.459
Total surface charge �72 �36 �18 0

ECCR
Bulk Ti 2.196 2.196 2.196 2.196 2.196 2.196 2.196 2.196
Bulk O �1.098 �1.098 �1.098 �1.098 �1.098 �1.098 �1.098 �1.098
Surface Ti 2.126 2.134 2.139 2.145 2.147 2.151 2.196 2.196
Bridging unproton O �1.048 �1.039 �1.036 �1.028 �1.028 �1.022 �1.098 —
Bridging proton O — �0.986 — �0.975 — �0.970 — �1.035
Bridging H — 0.433 — 0.445 — 0.450 — 0.486
Terminal O �0.970 �0.961 �0.955 �0.949 �0.947 �0.944 — �1.008
Terminal H 0.400 0.408 0.413 0.420 0.421 0.425 — 0.459
Total surface charge �54 �27 �13.5 0

a Modified charges are given in bold. b Nonhydroxylated surface. c Hydroxylated surface.
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field (with scaled variable charges in the top layer) was used
with ‘ECCR’ models. Note again that both surface force fields of
rutile coincide for neutral surfaces.

As one can see from Fig. 3, all cations strongly adsorb on
the rutile surfaces, in agreement with our previous MD results
and surface titration measurements.42 For sodium, two peaks
can be distinguished at the nonhydroxylated surface with all
models, while at the hydroxylated surface a small third peak
emerges with ‘full’ and ‘ECCR’ models. With full charges, the
first peak strongly dominates regardless of whether the ‘full’ or
‘EDL’ model is applied. With ‘ECCR’ charges, the first peak gets
smaller, while the population of the second peak gets larger.
This difference comes from the weaker electrostatics between
deprotonated bridging or terminal oxygens and a cation, which
leads to larger occupancy of the more distant and more hydrated
adsorption sites, because water molecules, unlike surface atoms,
still carry the same charges. The positions of these two peaks are
different for all described models. With ‘EDL’ parameters, the
peaks are further from the surface. Comparing ‘ECCR’ with ‘full’,

the position of the first peak is closer to the surface for ‘ECCR’
at the nonhydroxylated surface, and the same at the hydro-
xylated surface for both models (Table 5), whereas the second
peak of adsorbed Na+ is closer to the surface in the case of the
‘ECCR’ model.

In contrast to Na+, the density profiles of Rb+ have only one
peak regardless of the model. In fact, the shape and position of
the rubidium density profile are almost independent of not
only the ionic charge, but also of the temperature and pH, as
shown in our previous research,42 and confirmed in this work
(see the pH dependence of density profiles in ESI,† Fig. S4 and
S5). With ‘ECCR’, the adsorption peak is a bit wider and lower,
and its position is in better agreement with experimental data
in comparison with the ‘full’ model. Interestingly, the ‘EDL’
model results in even slightly better agreement with experiment
relative to ‘ECCR’, while the more recent and currently more
recommended full charge model64 results in a peak at signifi-
cantly shorter position.

The density profiles of strontium at both nonhydroxylated
and hydroxylated surfaces are characterized by three peaks with
the first peak more pronounced than the others. The effect
of ECCR is similar to that for Na+, that is, the difference in
the height of peaks gets smaller, especially in the case of
hydroxylated surfaces. For the ‘ECCR’ model, the distribution
of strontium ions among these three peaks is more uniform,
without a big change in the peaks’ positions with respect to the
‘full’ model. Moreover, the ‘ECCR’ model gives the position of
the first peak in good agreement with experiment, while the
‘full’ model slightly underestimates this value.

The peaks and their relative amplitudes can be linked to
different adsorption sites of cations. In previous contributions,20,21,42

six possible sites of inner-sphere adsorption on the rutile (110)
surface were proposed and discussed (see ref. 21 and Fig. 1 therein).
These sites include two monodentate sites (one bond with either
bridging or terminal oxygen of the rutile slab), three bidentate
sites (interactions with two oxygens, either both terminal (TOTO)
or bridging (BOBO), or one bridging and one terminal (BOTO)),
and one tetradentate site (TD, requires two terminal and two
bridging oxygens). In this work, we performed additional analysis
of simulated trajectories using the VMD molecular program85 to
determine relative occupancies of the adsorption sites using
‘ECCR’ and ‘full’ models. This analysis was based on the number
of bonds formed by a cation with surface oxygens. The position of
the first minimum of the bulk cation–oxygen radial distribution
function, namely 3.1 Å (Na+–O), 3.8 Å (Rb+–O), and 3.4 Å (Sr2+–O),
was used as a cut-off value to distinguish the inner-sphere
bonding of a cation with surface oxygens.

The relative occupancies of the adsorption sites for studied
cations are summarized in Table 6. The average heights of cations
at those sites can be found in the ESI.† Only four adsorption sites
are detailed in results, namely all bidentate sites (BOBO, BOTO,
TOTO) and the tetradentate site (TD). Monodentate and other less
populated surface complexes, e.g. transitionmodes like a tridentate
site with two bridging and one terminal oxygens, are omitted in the
table, since their relative individual contribution to the inner-
sphere adsorption never exceeded 5% and is usually negligible.

Fig. 3 Axial number density profiles of ions for the system with the
most negatively charged (s = �0.416 C m�2) nonhydroxylated (left) and
hydroxylated (right) rutile surfaces. Results for all discussed models of cations
are shown. Comparison with X-ray data20,21 is shown for Rb+ and Sr2+.

Table 5 Positions (in Å) of the first peaks of density profiles of ions for the
most negatively charged (s = �0.416 C m�2) rutile surface

nh-0.4 h-0.4

X-rayECCR Full EDL ECCR Full EDL

Na+ 2.51 2.51 2.65 2.60 2.60 2.74 —
Rb+ 3.38 3.24 3.38 3.40 3.33 3.43 3.44 � 0.03,a 3.72 � 0.03b

Sr2+ 3.03 2.96 3.05 3.02 2.99 3.09 3.07 � 0.07,a 3.05 � 0.16b

a Zhang et al.20 b Kohli et al.21
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Our analysis revealed that the TD and BOTO sites are
the most preferred adsorption sites for all studied cations at
�0.4 C m�2 surfaces. In the case of rubidium, this domination
is most obvious, in agreement with previous simulations and
new experimental results,5,42 where this site dominated even at
smaller surface charge densities and lower bulk concentrations.
The contribution of the other adsorption sites, when Rb+ has at
least one bond with surface oxygens, is onlyB20%. Scaling charges
does not change the picture significantly, only a redistribution
from the BOBO site to the BOTO site is observed. The overall
inner-sphere adsorption of Rb+ is smaller with ‘ECCR’ models
(see Fig. 4) compared to the ‘full’ charge model. For such
weakly interacting ions, it is quite easy to (partially) dehydrate

even when using full charges, so the reduction of the surface
charges is the leading factor behind decreased inner-sphere
adsorption. More importantly, new microcalorimetric measure-
ments together with SCM modeling5 confirmed previous experi-
mental results,20 namely, in the whole range of pH, Na+ is a
stronger adsorbent than Rb+. In our simulations, only ‘ECCR’
models reproduced this tendency, whereas with ‘full’ models,
Rb+ has a comparable adsorption to Na+. The total amount of the
adsorbed Rb+ per rutile surface area is also nicely compared to
experiment in the case of ‘ECCR’ models, while with ‘full’ models
these values are larger (see Fig. 5). Note that the experimental data
from ref. 5 are smaller than those from our simulations, which is
in accord with the larger bulk concentrations used in our simula-
tions. However, our previous works42,44 have confirmed the
dominant role of surface charge on the amount of adsorbed ions,
while the effect of bulk concentration is minor.

Unlike Rb+, sodium cations strongly prefer both TD and
BOTO sites. Our previous MD results, which were limited to
the �0.2 C m�2 surface, predicted only the TOTO site as
preferable.42 Here, at the �0.4 C m�2 surface, this site is
observed only at the hydroxylated surface with ‘ECCR’ charges,
and not at the nonhydroxylated surface. In fact, an analysis of
current results at the �0.2 C m�2 surface (cf. Fig. S4 and S5,
ESI†) confirms that at lower pH the TOTO site has the largest
coverage at hydroxylated surfaces, but only with ‘full’ models.
With ‘ECCR’, BOTO and TD sites are dominant; however, the
TOTO site still has a sufficient coverage of B20%. At non-
hydroxylated surfaces and under lower pH conditions, the BOTO
site is the most preferred with both ‘full’ and ‘ECCR’, whereas
the TD site is less occupied. These significant changes of
adsorption geometry of interfacial Na+ due to a shift to a higher
pH have not been modeled before. Recent experimental data5

also revealed the tendency of the TD site to be more occupied
with increased pH, which supports our new simulation data.

The analysis of Sr2+ inner-sphere binding identifies that TD
and BOTO sites are significantly occupied in all simulated
systems, while the coverage of BOBO and TOTO sites is rather
small. Moreover, the outer-sphere adsorption is considerably
smaller with scaled charges compared to full charges; there-
fore, inner-sphere adsorption is larger with ‘ECCR’ models (see
Fig. 4), and in better agreement with experimental data than
using ‘full’ models (Fig. 5). This trend is most pronounced at
the �0.2 C m�2 surface, where Sr2+ is evidently most frustrated
between surface attraction and hydration and therefore sensi-
tive to parameterization. Under these conditions, the effect of
scaling charges promoting easier (partial) dehydration of ions
upon adsorption is stronger than the effect of reduction of
charges of surface groups. At the �0.4 C m�2 surface, the charge
density is already strong enough to force Sr2+ to adsorb as an
inner-sphere complex in a similar amount using both models.
Generally, as demonstrated by Na+ and Sr2+, scaling of charges
mostly affects the occupancy of the sites at hydroxylated
surfaces. With ‘ECCR’, there is a significant drop in the occupancy
of the TD site, which leads to the larger occupancy of other
more distant sites. This can be explained by the fact that with
‘ECCR’ at the hydroxylated surface all atoms of terminal

Table 6 Relative populations (in %) of tetradentate (TD) and bidentate
(BOBO, BOTO, TOTO) adsorption sites of ions at the most charged
(s = �0.416 C m�2) rutile surfacea

Ion Type

nh-0.4 h-0.4

ECCR Full ECCR Full

Na+ TD 54.7 55.9 48.0 66.4
BOBO b 3.5 6.0 5.8
BOTO 35.2 37.5 33.9 24.1
TOTO b b 6.4 b

Rb+ TD 78.4 83.5 84.2 81.5
BOBO b 4.9 b 6.8
BOTO 10.0 4.8 9.2 8.3
TOTO b b b b

Sr2+ TD 58.2 48.2 48.9 71.2
BOBO 8.1 5.4 5.8 4.9
BOTO 27.3 31.8 28.8 16.1
TOTO b 5.0 10.0 4.9

a Less occupied adsorption sites are not included in this table.
Predominant surface complexes are shown in bold. b The relative
contribution of the adsorption site is lower than 3%.

Fig. 4 Dependence of the inner-sphere adsorption of the cations
on surface charge density at nonhydroxylated (top) and hydroxylated
(bottom) surfaces.

Paper PCCP



23962 | Phys. Chem. Chem. Phys., 2018, 20, 23954--23966 This journal is© the Owner Societies 2018

hydroxyl groups carry reduced charges, while at the non-
hydroxylated surface at least one of the bare terminal Ti atoms
interacting with an ion is occupied by molecular SPC/E water, a
model which is the same in all simulations.

4. Conclusions

For many ions, mainly divalent, it has already been proven that
the ECCR approach in aqueous environment, scaling charges to
75% of their nominal values, brings significant improvement in
the structure of ion–water interactions, free energy profiles,
ion–ion pairing, and ion dynamics.45–60 The structural improve-
ment was observed particularly when combining the neutron
diffraction data vs. simulation data using full or ECCR charges.
The standard potentials with full charges are typically designed
to predict correctly the peak positions of X-ray diffraction
data, but less attention has often been paid to the agreement
in the heights of these peaks and the valleys which separate
them – either due to the lack of more detailed information from
experiments or simply because the fitted potentials failed to
produce them accurately at the same time. Nowadays, the
advance of X-ray and neutron diffraction experiments as well
as comparison with ab initioMD shows often overstructuring of
the peaks when full charges are applied.

The main aim of this manuscript is to pave the way for the
application of the ECCR approach to charged surfaces. Without
that, the studies of interactions of charged surfaces with ions
and molecules described by scaled charges would be impossible
or inconsistent. The ECCR modeling of surfaces enables the
study of the adsorption and interactions with surfaces of those
molecules, which were found to be more accurately represented

in bulk systems using ECCR models – including multivalent
ions and highly charged molecules.

We developed a new force field for the rutile (110) surfaces
in accord with the ECCR approach and compared its perfor-
mance to the existing ones with full charges. Similarly to the
treatment of large molecules by ECCR, where charges of only
part of the molecule (charged residuum) are affected by scaling,
only the surface atoms of surfaces are affected. In this aspect,
the surface is treated as a supermolecule. The problem
of distribution of the ‘missing charge’ upon protonating or
deprotonating the surface is significantly reduced with ECCR,
since the proton carries a partial charge of about 0.5e and only
the remaining charge of about 0.25e has to be distributed on
other surface atoms in the case of ECCR, as opposed to about
0.5e in the case of full charges. Except for this difference, the
scenario for assignment of partial surface charges to atoms on
charged surfaces remains the same as with full charges.

The results of adsorption of Rb+ on (110) neutral to negatively
charged nonhydroxylated and hydroxylated surfaces did not
change significantly when the charges of ions both in the aqueous
phase and surface groups were reduced to 75%; however, there
are several improvements. The agreement of the peaks’ positions
between MD and X-ray is better with ECCR compared to ‘full’
charges. The total amount of adsorbed Rb+ is lower with ECCR in
contrast to full charges and also in comparison with our ECCR
Na+ simulations. This behavior is now in better accord with
experimental adsorption data. The adsorption of Sr2+ is more
homogeneously distributed among the adsorption sites with
ECCR, but the positions of peaks did not change significantly.
For Na+, where unfortunately the X-ray data are lacking due to
similar scattering of Na+ and water molecules, the effect of
ECCR is larger, increasing the population of the second peak at
the cost of the first peak compared to ‘full’ charges.

Overall the effect of charge scaling is more pronounced on
hydroxylated surfaces dominated by terminal and bridging
hydroxyls (except for deprotonated bridging sites), while at
nonhydroxylated surfaces the terminal sites are occupied by
nondissociated water molecules (except for selected hydroxy-
lated terminal sites), which carry the same charge in all cases.
Particularly, scaling the charges of hydroxylated surfaces
decreases the population of the tetradentate sites interacting
with several scaled down surface hydroxyls or bridging oxygens
and increases the population of the bidentate sites interacting
with more water molecules.

As a by-product, we found that the diffusivities of ECCR ions
are overestimated compared to experimental values – often
more significantly than these values are underestimated with
full charge models. This deficiency deserves further attention,
since it is likely to negatively affect the simulated dynamic
properties including residence times and mobilities of ions
in electric fields influencing e.g. electrokinetic effects (zeta
potentials). The superior structural performance of ECCR
models, together with weakening of the electrostatic interactions
(compared to full charge models, where they are exaggerated), is
however essential in studies of adsorption and interactions of
ions with surfaces.

Fig. 5 The pH dependence of the inner-sphere adsorption of cations
from simulations (this work) and experiment (ref. 5 and 20).
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The scaling factor 0.75 (theoretically justified for water by
Leontyev and Stuchebrukhov45,46) leads to very high ionic
diffusivities and better agreement might be reached when this
factor is increased. The idea to release (increase) the scaling
factor from the value of 0.75 and tune it using the dielectric
properties of a water model was found to improve the concen-
tration dependence of ionic diffusivities of alkali halides.78

However, using our recently developed oxalate model with a
scaling factor of 0.75 (we note here that an unpublished version
of this model with a scaling factor of 0.8 was also rather good)
and adopting some of the ionic parameters also applying the
same scaling factor, we had to be consistent and fix the scaling
factor to 0.75. Future works devoted to ECC will enlighten
whether a constant charge scaling factor (be it 0.75, 0.8, or
other value) and consistent model sets of ions, molecules, and
surfaces with such a fixed scaling factor will prove to be the best
(not only in terms of accuracy, but also transferability), or
whether a consistent methodology to modify the charges of
charged groups will be developed (as also represented in this
manuscript), allowing the scaling factor to vary based on the
solvent model, temperature, solvent density (all influencing the
dielectric properties), or other factors. The second approach
definitely offers better transferability with respect to different,
even non-aqueous solvents.

The approach detailed here for (110) rutile surfaces can be
straightforwardly applied to other surfaces by recalculating the
charges of variable-charge surface atoms. Our ongoing work
on modeling of Ca2+ interacting with (101) quartz surfaces6

shows improved agreement of MD and ab initio results when
the ECCR approach is applied to both ions and surface atoms.
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41 S. Parez, M. Předota and M. L. Machesky, Dielectric Properties
of Water at Rutile and Graphite Surfaces: Effect of Molecular
Structure, J. Phys. Chem. C, 2014, 118(9), 4818–4834.
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ABSTRACT: Detailed analysis of the adsorption of oxalic
acid ions, that is, oxalate and hydrogenoxalate, on the rutile
(110) surface was carried out using molecular dynamics
augmented by free energy calculations and supported by ab
initio calculations. The predicted adsorption on perfect
nonhydroxylated and hydroxylated surfaces with surface
charge density from neutral to +0.208 C/m2 corresponding
to pH values of about 6 and 3.7, respectively, agrees with
experimental adsorption data and charge-distribution multisite
ion complexation model predictions obtained using the most
favorable surface complexes identified in our simulations. We
found that outer-sphere complexes are the most favorable,
owing to strong hydrogen binding of oxalic acid ions with surface hydroxyls and physisorbed water. The monodentate complex,
the most stable among inner-sphere complexes, was about 15 kJ/mol higher in energy, but separated by a large energy barrier.
Other inner-sphere complexes, including some previously suggested in the literature as likely adsorption structures such as
bidentate and chelate complexes, were found to be unstable both by classical and by ab initio modeling. Both the surfaces and
(hydrogen)oxalate ions were modeled using charges scaled to 75% of the nominal values in accord with the electronic
continuum theory and our earlier parameterization of (hydrogen)oxalate ions, which showed that nominal charges exaggerate
ion−water interactions.

■ INTRODUCTION

Titanium dioxide is a well-known naturally occurring mineral,
which is of particular interest for many scientific and
technological applications.1 TiO2 nanoparticles are extensively
used in a wide range of biomedical fields including photo-
dynamic therapy, drug delivery systems, and genetic engineer-
ing due to their relative inertness, facile synthesis, and low
cost.2−4 Moreover, the biocompatibility, chemical stability, and
nontoxicity of TiO2 materials have led to applications in
biosensors and tissue reconstruction.5,6 Besides these advan-
tages, TiO2 is considered a promising semiconductor in
photocatalysis due to its strong photooxidative properties.
Since Fujishima et al.7 discovered the photocatalytic splitting
of water on a TiO2 electrode under ultraviolet light,
tremendous attention has been paid to investigating the
utilization of TiO2 particles in a number of related promising
areas. Examples include the decomposition of harmful
pollutants,8 solar photovoltaic systems,9 artificial photosyn-
thesis,10 and atmospheric photochemistry.11 These examples
highlight the importance of obtaining a comprehensive

molecular-level description of processes happening at the
interface between TiO2 and either gas or liquid phases.
Consequently, the rutile−vapor and rutile−water interfaces,
and especially the predominant (110) crystal face,12,13 have
been the subject of many theoretical and experimental
studies,14−20 which have resulted in substantial understanding
of interfacial phenomena.
In recent years, our research group has intensively studied

the rutile (110) surface interacting with aqueous solutions by
classical molecular dynamics (CMD) simulations.21−27 As an
outcome, we successfully described the structure of water and
ions (primarily cations) on neutral and charged surfaces,21−23

characterized the local viscosity and diffusivity of water
molecules between surface slabs,24 described the effect of
temperature and pH on the adsorption and dynamics of ions,25

and investigated in detail the molecular origin of the ζ
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potential via nonequilibrium MD simulations.26 When
analyzing the adsorption of ions, we studied occupancy of
several inner-sphere complexes of ions directly interacting with
surface metal-oxide atoms, as well as outer-sphere adsorption
of ions fully hydrated by water molecules. Finally, our most
recent work27 focused on modeling the solid−liquid interface
by applying scaled charges in accord with the electronic
continuum correction (ECC) theory.28,29 A good agreement of
our results with experimental data allowed us to extend the
range of investigated systems and perform simulations with
larger molecules like organic acids. It is well known that the
adsorption and decomposition of carboxylic and dicarboxylic
acids have a significant impact on many environmental and
geochemical processes, for example, mineral dissolution and
the transport of colloids. Moreover, the adsorption of complex
compounds containing carboxyl groups, including amino acids
and complex components of natural organic matter like humic
and fulvic acids, can significantly influence the competitive
adsorption of other pollutants.30

Here, we detail the adsorption of oxalic acid anions (shown
in Figure 1) on charged and neutral rutile (110) surfaces and

compare our results with ab initio calculations and
experimental data. Oxalic acid (COOH)2, the simplest and
smallest dicarboxylic acid, is normally present in dissociated
forms under ambient pH conditions due to its low pKa values.
The unique structure with a direct bond between two carboxyl
carbons makes this ligand of significant scientific interest. In an
early work, Apelblat et al.31 presented results on the solubility
of hydroxycarboxylic and dicarboxylic acids, and in particular
oxalic acid, in water for a range of different temperatures.

Kettler et al.32 characterized the thermodynamic properties of
oxalic acid to 175 °C using potentiometric titrations.
Specifically, they measured the dissociation constants of oxalic
acid in different ionic media over a range of ionic strengths.
The microsolvation of oxalic acid in pure water was examined
by ab initio calculations.33,34 The important role of (NH4)2SO4

in oxalic acid solvation processes resulted in the solubility of
oxalic acid salts being measured.35 The dissociated forms of
oxalic acid (Figure 1), namely, oxalate dianion (COO−)2,
abbreviated henceforth as ox-2 to indicate its charge, and
hydrogenoxalate (also known as bioxalate) H(COO−)2,
abbreviated as ox-1, have also been studied. For example,
Dean36 described the stability of different conformers of ox-2,
whereas Mohajeri et al.37 were interested in intramolecular
hydrogen bonding of ox-1 and neutral oxalic acid in the gas
phase. Kroutil et al.34,38 studied the structures of both ox-1 and
ox-2 using classical and ab initio MD simulations. They
showed that ab initio optimized geometries depend on the
number of water molecules considered to form the solvation
shell. In the presence of an explicit solvent, both ox-2 and ox-1
prefer a staggered structure,38 whereas a planar structure is
typical for a vacuum phase or an implicit solvent. For
hydrogenoxalate, because of a possible hydrogen bond
between the COOH hydrogen and either COO− oxygen or
water oxygen, the planar geometry is more prevalent compared
with that of oxalate, although the staggered structure remains
the most preferred.
Strong binding ability to metal oxides and the photocatalytic

properties of oxalic acid have motivated investigations of its
behavior in combination with TiO2 particles for pollutant
removal applications.39 The photocatalytic reduction of nitrate
to ammonia in aqueous suspensions of TiO2 in the presence of
oxalic acid as a hole scavenger was demonstrated by Li and
Wasgestian.40 Similarly, adding oxalic acid as a hole scavenger
significantly accelerated the decomposition of perfluoroocta-
noic acid to CO2 and fluoride ions by TiO2 under UV light and
a nitrogen atmosphere.41

Special attention has been given to surface complexation,
and especially to the most reactive oxalate species. In the
pioneering study in this area,42 Fahmi et al. presented results of
periodic quantum chemical calculations on the adsorption of
oxalic acid and its deprotonated species on rutile and anatase

Figure 1. Molecules of oxalate, ox-2 (left), and hydrogenoxalate, ox-1
(right).

Figure 2. Proposed surface structures of inner-sphere adsorbed oxalate: front (top) and side (bottom) views. Interacting oxygen atoms of oxalate
are shown in blue; interacting metal sites are shown in green.
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surfaces in the gas phase. Using TiO2 modeled as one-
dimensional polymers, they indicated that the dissociative
adsorption of oxalic acid (an electron pair is transferred from
an oxygen atom of oxalic acid to a metal site) is more favorable
than molecular adsorption (a proton is transferred to an
oxygen of the oxide, and the carboxylate adsorbs on a Ti
atom). The oxalate chemisorbed to two metal sites by two
oxygen atoms of different COO− groups was found to be the
most stable surface complex, whereas adsorption through two
oxygen atoms of the same carboxyl group was predicted as
unstable. Subsequent experimental studies43 proposed several
possible inner-sphere structures at the TiO2−water interface.
The most predominant of those inner-sphere complexes,
labeled IS1−IS5 in Figure 2, comprise a monodentate structure
(one oxygen bound to one Ti atom, IS1), a bidentate chelating
structure (both oxygen atoms of the same COO− group bound
to a metal site, IS2), a bidentate bridging structure (each
oxygen of the same COO− bound to different Ti atoms, IS3), a
ring bidentate chelating structure (two oxygen atoms from
different COO− groups bound to a metal site, IS4), and a ring
bidentate bridging structure (one oxygen from each COO−

group bound to different Ti atoms, IS5). Note that in terms of
anion adsorption by metal-oxide surfaces, and particularly
oxalate by rutile, inner-sphere adsorption specifically involves a
direct bond(s) between the adsorbed anion and a surface metal
atom(s), that is, fivefold coordinated Ti, whereas interactions
with only surface hydroxyls are not treated as inner-sphere.
Hug et al.43,44 have made significant contributions to

understanding TiO2−oxalic acid interactions by attenuated
total reflectance Fourier transform infrared spectroscopy
(ATR-FTIR). In their studies, the spectral differences between
the bulk and adsorbed species were interpreted as strong
evidence of inner-sphere adsorption. They concluded that ring
bidentate chelating and ring bidentate bridging surface
complexes, with one oxygen of each carboxyl group
coordinated to titanium atoms, are the most favorable surface
structures (IS4 and IS5). Similar conclusions were made by
Weisz et al.45 in their analogous spectroscopic study. In
addition, Weisz et al. found surface complexes involving one or
two oxygen atoms of the same COO− group as less stable
compared with those with two oxygen atoms of different
groups (ring structures). Similar behavior was suggested for
more complex dicarboxylic acids like malonate and succinate.43

In the case of monocarboxylic acids (formate and acetate), the
bridging bidentate structure was identified as predominant.46

Another series of articles reporting on the adsorption of
oxalate on both rutile and anatase surfaces have been carried
out by Mendive et al.47−51 They employed a combination of
ATR-FTIR experiments and quantum chemical calculations,
comparing the spectra derived from the infrared measurements
with calculated spectra for several different configurations of
the adsorbed ligand. For rutile, the suggested structures were
similar to those identified previously. According to their
results, the presence of an aqueous phase greatly changes the
stability of surface complexes. With water present in the
system, monodentate structures were found to be thermody-
namically more stable than bidentate species, whereas in
vacuum the trend was opposite. In the case of anatase,
monodentate structures followed by both types of bidentate
complexes (C−C bond either parallel or perpendicular to the
surface) were recognized as the main contributors. Other
studies are varied in terms of the stability of surface complexes.
An FTIR study by Singh et al.52 revealed that oxalic acid binds

to TiO2 particles through bidentate bridging coordination with
both COO− groups involved. Young et al.53 concluded that the
ring bidentate chelating complex was the most strongly bound
to anatase. Inner-sphere binding was also suggested as the
predominant complexation for oxalate at (α-Al2O3) corundum
(ring bidentate chelating)54 and (γ-FeO(OH)) lepidocrocite
(monodentate and ring bidentate chelating) surfaces.55

Returning to TiO2, a few inner-sphere complexes are
hypothesized for glutamate (“lying down”, with both carboxyl
groups involved, and “standing up”, with only one carboxyl
group bound to the surface)56 and formaldehyde (bidentate
and monodentate adsorption, with possible spontaneous
switching between these states).57

It should be noted that in all of the works summarized
above, purely hydrogen-bonded outer-sphere adsorption
(hereinafter referred to as outer-sphere), that is, hydrogen
binding of acids or their ions to surface hydroxyl groups or
inner-sphere adsorbed water, was not fully described or even
considered at all. Few studies attempted to correlate IR
spectroscopic data with outer-sphere adsorption of oxalate at
lepidocrocite, and glutamate and aspartate at rutile,55,56 and it
was possible to correlate outer-sphere complexes to the
observed spectra. In addition, oxalate has been proposed to
form outer-sphere complexes at the TiO2−water interface,
which diminish with time as the coordinated oxalate decreases
the positive surface charge.58 Recent work59 suggests that
surface defects can play a major role in the adsorption of
organic molecules, and inner-sphere adsorption may be based
upon the presence of surface steps, at which most inner-sphere
coordination occurs. At present, the role and impact of outer-
sphere adsorption are still unclear, particularly at perfect crystal
surfaces. Our research was aimed at addressing this short-
coming through both experimental and theoretical methods.

■ EXPERIMENTAL METHODS

The adsorption of oxalic acid anions onto rutile was investigated using
potentiometric titrations, which have been described in detail
previously.60−64 Titration solutions were prepared with 0.001 m
(COO−)2 (where m is moles of (COO−)2 per kg water) and sufficient
NaCl to give ionic strengths of 0.03 or 0.3 m. The rutile powder used
in all titrations came from Tioxide Corporation. This rutile has a
distinct and dominant (110) crystal face and a N2-Brunauer−
Emmett−Teller surface area of about 17 m2/g. Prior to use, the rutile
was hydrothermally pretreated following Machesky et al.65 At each
experimental condition (i.e., varying ionic strengths), two independ-
ent sets of titrations were completed. In the first, at each titration
point the proton excess or deficit in solution was calculated as a
function of m2 of the rutile area. The excess/deficit of protons per m2

may then be expressed in terms of net proton surface charge (σH, C/
m2), where the relationship is negative Faraday constant per
equivalent moles of proton excess/deficit. In the second set of
titrations, samples were periodically withdrawn from the test solution.
The withdrawn samples were filtered; then, the total dissolved oxalate
concentration was analyzed by ion chromatography. The concen-
trations of oxalic acid anions adsorbed to the rutile surface were
determined by difference.

■ COMPUTATIONAL DETAILS

Molecular Dynamics Force Field. The force field of the
system consists of models of the rutile surface, oxalic acid,
background ions, and explicit water.
Models of oxalate (ox-2) and hydrogenoxalate (ox-1)

(Figure 1) were adopted from the recent study of Kroutil et
al.38 The force field, implementing scaled charges according to
the ECC theory, describes interactions with water in very good

Langmuir Article

DOI: 10.1021/acs.langmuir.8b03984
Langmuir 2019, 35, 7617−7630

7619



agreement with ab initio MD simulations, whereas the
standard model with the full restrained electrostatic potential
(RESP) charges results in overstructuring of the water
envelope and too strong electrostatic interactions. For oxalate,
all RESP charges were scaled down by a factor of 0.75. For
hydrogenoxalate, a hybrid approach (called ECCR-P38,66) was
applied; the charges of the COOH group were adopted from
the neutral oxalic acid model without scaling, whereas the
charges of the COO− group are the same as for oxalate with
scaled charges. For large molecules, reduction of only the
charges of the charged functional groups, while keeping the
RESP charges of the remainder of the molecule, has already
been applied with success for proteins,66−68 where either
deprotonation or charging has a rather local effect on partial
charges. It was therefore somewhat surprising that this
combination works well even for an ion as small as
hydrogenoxalate. The nonbonded parameters of this force
field are given in Table 1, and the corresponding atom labels
can be found in Figure 1. The full force field with bonded and
angle terms can be found in the Supporting Information of ref
38.

Within the ECC concept, consistent parameters for the
other system components were required. The aqueous solvent
was represented by the rigid, nondissociative extended simple
point charge (SPC/E) model,69 which assigns partial charges
to the oxygen and two hydrogens and applies a Lennard-Jones

(LJ) potential to the oxygen site. This model was successfully
used in our previous studies21−27 since it can adequately
reproduce thermodynamic and dielectric properties for a wide
range of temperature and pH conditions. Note that the SPC/E
model without any modifications is fully compatible with the
ECC theory, since effective partial charges are used, and the
ECC scaling applies only to charged molecules (or their
functional groups as mentioned above). The charges of
background ions, sodium and chloride, were scaled to 0.75e
and −0.75e, respectively. The LJ potentials for Na+ and Cl−

were adopted from Kohagen et al.,70 where an adjustment of
the van der Waals coefficients was performed after charge
rescaling. The parameters for water and ions are also
summarized in Table 1.
The force field for rutile surfaces was prepared in the same

way as in our earlier works21−26 except for two changes that
have been discussed in more detail recently.27 The first change
was technical to unify the functional form of all nonbonded
interactions to the LJ form, allowing easier implementation of
the force field in simulation software, GROMACS.71 For this
reason, the Buckingham (exp-6) terms for Ti−O interactions72

were replaced by their refitted LJ parameters.73 The second
change, implementing the ECC theory to model rutile surfaces,
follows the same mechanism for distribution of excess surface
charge as in our previous studies. However, reducing excess
charge to 75% of its nominal value is a fundamentally new
approach, representing the first application of the ECC theory
to surfaces. We scaled the partial charges of only the top layer
of the surface (terminal Tit and bridging Tib hydroxyls),
whereas bulk titanium and oxygen atoms retained their normal
charges (Table 2). The only difference in the present work is
that we used positively charged surfaces prepared from neutral
surfaces by partial protonation of selected bridging oxygen
atoms (starting from the neutral nonhydroxylated surface) or
by partial protonation of selected terminal hydroxyls, that is,
their replacement by physisorbed water molecules (starting
from the neutral hydroxylated surface). Note that the nominal
+0.104 or +0.208 C/m2 surface charge densities represent the
surface charge densities linked to the surface occupancy of
protonating protons and experimental data, although the actual
surface charge density in the ECC simulations is only 75% of
that value due to the charge of only +0.75e for each protonated
group. This is fully consistent with the fact that in the ECC
approach, all ions (including charged surfaces, which can be
treated as charged supermolecules) are modeled with 75%
total charge compared to their nominal values (e.g., Na+ is
represented by a model with a charge of +0.75e). Note that for
neutral surfaces no modifications to partial charges were
applied.

Table 1. Nonbonded Parameters for Water, Ions, and Oxalic
Acid Anions

atom σ (Å) ε (kJ/mol) q (e)

Watera

Ow 3.16557 0.650629 −0.8476

Hw 0.00000 0.000000 0.4238

Ionsb

Na+ 2.11500 0.544284 0.75

Cl− 4.10000 0.492800 −0.75

Oxalate, ox-2c

Cx 3.39967 0.359824 0.53516

Ox 3.04600 0.878640 −0.64258

Hydrogenoxalate, ox-1c

C1 3.39967 0.359824 0.70168

O1 3.04600 0.878640 −0.52824

OH 3.06647 0.880314 −0.64505

HO 0.00000 0.000000 0.47160

C2 3.39967 0.359824 0.53516

O2 3.04600 0.878640 −0.64258
aBerendsen.69 bKohagen et al.70 cKroutil et al.38

Table 2. ECC Charges of Rutile Surface Atoms

surface

atom nh + 0.0 nh + 0.1 nh + 0.2 h + 0.0 h + 0.1 h + 0.2

bulk Ti 2.196 2.196 2.196 2.196 2.196 2.196

bulk O −1.098 −1.098 −1.098 −1.098 −1.098 −1.098

Tit, Tib 2.196 2.165 2.175 2.196 2.162 2.167

Ot −1.008 −0.936 −0.927

Ht 0.459 0.434 0.441

unprotonated Ob −1.098 −1.007 −1.001

protonated Ob −0.954 −0.945 −1.035 −0.958 −0.954

Hb 0.465 0.474 0.486 0.461 0.466
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We stress that no adjustment of the force field for the sake of
(or during) the current study was performed. The models of
oxalic acid ions were adopted from our recent publication,38

where only bulk oxalic acid−water interactions were
investigated. The parameters of background ions (Na+, Cl−)
were adopted from the literature.70 The ECC model of the
rutile surface follows the development described above and
was used for the first time for the study of monoatomic cation
adsorption on neutral and negatively charged surfaces.27 The
ECC model of the positively charged +0.104 C/m2 surface is
used here for the first time since this surface charge density was
studied by us only using full charges.25,26 The +0.208 C/m2

surface has not been explored by us before because only for
our oxalic acid adsorption studies was this charge state
attained.
Molecular Dynamics Setup. A four-layer TiO2 slab on

the liquid-facing side was either hydroxylated, mimicking
chemisorption of dissociatively adsorbed water molecules, or
nonhydroxylated, representing physisorption of associatively
adsorbed water molecules at bare terminal Ti atoms. The first
adsorption layer, L1, thus consists of surface terminal hydroxyls
and SPC/E water molecules strongly bound to bare terminal
Ti atoms. Oxygens of L1 are close to positions where rutile
oxygen atoms would be if the mineral structure was not
terminated. The second layer, L2, is formed by water
molecules found close to bridging groups and interacting
with them as well as with terminal water/hydroxyls and other
water molecules; see, for example, Figure 1 in ref 74.
Charged surfaces were obtained from neutral surfaces either

by a partial removal of terminal hydroxyl hydrogen atoms
(hydroxylated surfaces) or by addition of bridging hydrogen
atoms (nonhydroxylated surfaces), as detailed in the previous
section. Six different systems were studied: hydroxylated or
nonhydroxylated rutile surfaces, each of which was either
neutral or positively charged (+0.104 or +0.208 C/m2 surface
charge density). Hereafter, the six systems are abbreviated as
nh + 0.0, nh + 0.1, nh + 0.2, h + 0.0, h + 0.1, and h + 0.2 to
indicate the type of surface and its charge density. These
surface charge densities correspond to experimentally
determined pH values of about 6, 4.6, and 3.7, respectively,
from our oxalate adsorption studies.75 This approach,
successfully applied in all of our previous studies not only
for rutile21−27 but also for quartz76 and cassiterite,77 is dictated
by the use of nonreactive MD force fields, where acid−base
reactions and water dissociation are prohibited and must be
taken into account by the preset partial coverage of surfaces by
protonated/deprotonated bridging and terminal groups.
The simulation box consists of two equally charged rutile

slabs with lateral dimensions of 38.9814 Å × 35.508 Å
separated by the aqueous solution comprising water molecules
and a selected number of oxalic acid anions and background
salt (Table 3). In the z direction, replicas were separated by a
sufficiently large vacuum gap to exclude surface−surface
interactions. As a result, at each surface, we observed two
identical inhomogeneous interfaces with widths of approx-

imately 15 Å, followed by the 20 Å-thick bulk region formed in
the center of the simulation cell. Previously, we proved that
such width is sufficient to establish bulk aqueous solution
properties.26 Since both surfaces are equivalent, the presented
results are averages over both interfaces. The ratio of oxalate
and hydrogenoxalate in the system was selected in accord with
pKa values of the oxalic acid (pKa1 = 1.25 and pKa2 = 4.27).78

Therefore, at neutral and +0.104 C/m2 charged surfaces, no
hydrogenoxalate ions were present, as they are negligible
species at these pH conditions, whereas at +0.208 C/m2

surfaces, the number of oxalate and hydrogenoxalate ions
was set to produce a ratio of bulk concentrations of those
species near that based on pKa values (with the oxalate bulk
concentration of 0.02−0.06 M for all systems, except for the
least attractive nh + 0.0 surface, where it was around 0.2 M).
The amount of oxalic acid was sufficiently large to fully
compensate the positive surface charge. At neutral surfaces, the
negative net charge of oxalate was compensated by a surplus of
Na+ ions. Sodium and chloride ions were added in an amount
resulting in around 0.3 M bulk concentration as in the
experiments. Bulk water density in the center of the simulation
box was about 1 g/cm3.
Classical MD simulations were performed using the

Gromacs 5.1.4 software package71 employing periodic
boundary conditions in all three dimensions. A 2 fs step was
used, and the cutoff distance was set to 12 Å for both short-
range and long-range interactions. A three-dimensional particle
mesh Ewald summation79 with the correction for slab
geometry (EW3DC)80 was applied. The total charge of the
system was zero to converge long-range interactions. The
temperature was maintained at 298.15 K by the Nose−́Hoover
thermostat81 with a coupling time of 0.5 ps. The Lincs
algorithm82 was used to constrain hydrogen bonds. All surface
atoms except for bridging and terminal groups were kept
immobile during all MD simulations to prevent displacement
of the surfaces.
The systems for unbiased simulations were minimized with

the steepest descent algorithm. Subsequently, a 5 ns
equilibration stage was followed by a 50 ns production run
in the canonical NVT ensemble. Biased simulations are
detailed in the next section.

Energy Calculations. Free energy calculations are an
efficacious tool for detailed description of molecular
interactions at an interface. A straightforward way to
characterize the adsorption of a molecule on the surface is to
calculate the free energy difference between the energy of a
molecule bound at the surface and the energy corresponding to
the molecule present in the bulk. Theoretically, it is possible to
obtain the energy profile from the probability histogram
obtained by counting the times when the particular states of
the system are occupied from standard, unbiased molecular
dynamics simulations. In practice, this approach can be
inefficient because of the time needed for the system to visit
all possible states, particularly when significant energy barriers
are present. To circumvent these limitations, the system must

Table 3. Numbers of Ions in the Systems

oxalic acid anions background ions

surface surface charge to compensate [e], nominal (scaled) ox-2 (−1.5e) ox-1 (−0.75e) Na+ (+0.75e) Cl− (−0.75e)

neutral 0 10 32 12

+0.104 C/m2 18 (13.5) 10 14 12

+0.208 C/m2 36 (27) 15 10 16 12
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be forced to visit all states along the reaction coordinate. There
are two popular approaches with artificially biased sampling to
overcome the potential barriers present in the system. One of
those is the umbrella sampling method, which restricts a
system to a set of windows along the reaction coordinate, and
then an independent simulation is carried out within each
window with a harmonic biasing potential. The free energy
profile (potential of mean force, PMF) along this reaction
coordinate can be extracted from a series of umbrella sampling
simulations using the WHAM algorithm.83 The other popular
method used to sample the free energy surface is
metadynamics.84 The principle of this method is to use
collective variables (such as geometric (position, distance), or
a number of water molecules in the surrounding shell) in
conjunction with a time-dependent biasing potential. This
potential prevents the system from exploring regions visited
previously, which helps the system to escape from the traps of
free energy minima and/or penetrate through the high-energy
barriers. Such an approach is efficient for simulating interfaces
since the adsorbate is biased to move along the surface and
sample all adsorption sites. Both PMF and metadynamics
approaches have already been successfully used to study
rutile,85−88 quartz,89,90 and calcite91 surfaces.
In this study, we focused on the PMF method to compare

inner-sphere and outer-sphere adsorption of oxalic acid anions
on the rutile (110) surface. Since the number of studied
systems is large, and this method requires a lot of
computational time, we restricted ourselves to studying only
oxalate adsorption at the most positively charged (+0.208 C/
m2) nonhydroxylated (with bare terminal Ti sites) surface, that
is, we chose the most reactive anion interacting with the most
attractive surface for anion binding.
A common approach of using a distance between the surface

and the center of a molecule as a reaction coordinate did not
produce a reasonable energy profile because of the symmetric
and hard-to-sample structure of the oxalate molecule and
energy barriers present in the system. Similar problems of
convergence were observed in metadynamics simulations.
Therefore, we performed several series of umbrella sampling
calculations, varying the choice of ligand reference, and
reflecting the most promising inner-sphere configurations.
We selected three types of reaction coordinates: (a) distance
between the surface and one oxygen of oxalate, to model the
monodentate structure; (b) distance between the surface and
the center of mass (COM) of the oxygen atoms of the same
COO− group, to model bridging and chelating bidentate
structures; and (c) distance between the surface and the COM
of two oxygen atoms of the opposite COO− groups, to model
ring bidentate structures. A selected oxalate molecule with a
chosen reference point was pulled toward the surface along the
z-coordinate (reaction coordinate) to obtain initial config-
urations for umbrella sampling simulations. To finish in a
desired inner-sphere state, an oxalate molecule was pulled to
either one surface terminal Ti atom or to the COM of two
terminal Ti atoms. For example, if the COM of the oxygen
atoms of the same COO− group is dragged to one terminal Ti
site, the bidentate chelating structure (IS2) will be achieved.
That means we had to run five pulling simulations to generate
the five inner-sphere structures shown in Figure 2. A reaction
coordinate, in all cases a distance between a ligand reference
and the zero height of the surface (defined as the position of
the last layer of Ti atoms, if they were unrelaxed), was divided
into at least 33 windows up to 10 Å above the surface. In inner-

sphere (hereinafter L1, or first layer) and outer-sphere (L2, or
second layer) regions, the width of each window was around
0.1−0.2 Å; at larger distances, it was about 0.5 Å. These widths
(together with carefully selected positions of reference
distances) secured a sufficient overlap of the histograms of
distribution of reference points of the oxalate ion, which is
essential for correct determination of the whole free energy
profile. An independent NVT run for each window was 10 ns
long. Final energy profiles were obtained using the WHAM
algorithm83 implemented in the Gromacs simulation pack-
age.71 Other simulation settings were the same as for the
classical MD simulations described above.

Ab Initio Calculations. The quantum chemistry calcu-
lations were carried out using the Gaussian 16 program92 using
the B3PW91 density functional, similarly as in Kevorkyants et
al.93 Our model system contained a Ti15O30 cluster with one of
the bridging oxygens protonated and an oxalate anion solvated
by eight water molecules. The number of water molecules was
limited to the first solvation shell because of high computa-
tional cost to reproduce full solvation as in our MD
simulations. The structures representing different binding
motifs of hydrated oxalate to the rutile surface were extracted
from representative MD snapshots obtained using umbrella
sampling simulations. During the optimization procedure, the
geometry of the rutile surface was kept fixed, except for the
bridging hydrogen, whereas no restrictions were applied for the
optimization of the rest of the system. The LANL2DZ basis set
was applied for titanium atoms, the 6-31G(d,p) basis set was
applied for oxygen atoms of rutile and water atoms, and the 6-
31++G(d,p) basis set was employed for oxalate atoms to
properly describe the behavior of the anion. The missing
dispersion energy in the density functional theory (DFT) was
compensated by an empirically treated Grimme’s GD3
dispersion term.94 Water was treated implicitly by the
polarizable continuum model.95 The superposition error for
calculations of interaction energies was eliminated by the
counterpoise method of Boys and Bernardi.96

■ RESULTS AND DISCUSSION

A first step in our characterization of oxalic acid adsorption at
rutile (110) surfaces was to run classical (unbiased) molecular
dynamics (CMD) simulations using the aforementioned force
field. Figure 3 shows axial density profiles of oxygen atoms of
oxalate, hydrogenoxalate, and water, obtained from classical
MD simulations for all studied systems with the number of
species given in Table 3. One can clearly see that only water
adsorbs inner-spherically, with its oxygen atoms in the L1 layer
(about 2.14 and 2.27 Å above fivefold coordinated terminal
(TiV) atoms for nh and h surfaces, respectively), except in the
case of a neutral hydroxylated surface, where all terminal sites
are hydroxylated. Oxalate and hydrogenoxalate, in turn, adsorb
only as outer-sphere complexes, but in amounts close to the
experimental results (Figure 4) for all three simulated charge
densities. The independence of simulation results on the
discrimination of adsorbed molecules is shown in the
Supporting Information (SI). The positions of the peaks for
water and (hydrogen)oxalate oxygen atoms in L2 are nearly
the same. While the L1 layer located above the terminal sites is
the only one offering a direct inner-sphere interaction of
oxygens with Ti atoms (namely, terminal TiV atoms), the L2
layer located in the vicinity of bridging sites offers hydrogen
binding opportunities for water and oxalic acid ions with
surface sites. These bonds can be either between bridging
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oxygen and hydrogen of hydrogenoxalate or water or between
oxygen atoms of (hydrogen)oxalate or water and hydrogens of
terminal or bridging (if protonated) groups. Due to the full
coordination of carbon atoms in oxalic acid, as well as steric
hindrance of these atoms by carboxylic oxygen atoms, carbon
atoms cannot directly interact with surface oxygen atoms. The
only possibility (not allowed in the standard CMD model)
would be if the surface bridging oxygen replaced the carboxyl
oxygen; however, considering the strength of Ti−O and C−O
bonds, this is a very unlikely scenario.
Obviously, with increasing surface charge, more oxalate

adsorbs because of the strong electrostatic attraction of
negatively charged oxalate and the positively charged surface.
Note that much more oxalate adsorbs on the h + 0.0 surface
compared with that on the nh + 0.0 surface since the
hydroxylated surface offers both bridging (Hb) and terminal
(Ht) hydrogen atoms for hydrogen binding with oxalate
oxygen atoms. The nonhydroxylated surface offers in fact an
equal number of hydrogens as emphasized in SI, but in the
form of L1 water molecules, which are less attractive. This
variance is no longer significant for charged surfaces due to

partial protonation of bridging oxygen atoms on non-
hydroxylated surfaces generating positive surface charge.
Hydrogenoxalate, present only in simulations at +0.208 C/
m2 surfaces, is a weaker adsorbate than oxalate due to its lower
negative charge. Our additional test simulations with the same
number of oxalate and hydrogenoxalate species in the system
confirmed this tendency; therefore, a major part of the
following results, particularly energy calculations, is devoted to
oxalate.
Detailed analysis of MD trajectories was carried out in a

similar way as in our study of cation adsorption at neutral and
negatively charged rutile surfaces.27 This analysis was
performed in the VMD program package97 to identify the
most preferable outer-sphere complexes. A criterion to define
these complexes was the number of hydrogen bonds between a
ligand and the surface. All L1 water molecules, which are
strongly physisorbed at the surface (their exchange by another
water molecule or a chloride ion was a rare event in the whole
course of our MD simulations), were also treated as surface
(terminal) species for this purpose. This inclusion not only
acknowledges the strong interaction between L1 water
molecules and the surface but also helps to fairly compare
the results for nonhydroxylated and hydroxylated surfaces.
With the inclusion of L1 water molecules as surface species,
nonhydroxylated and hydroxylated surfaces contain the same
number of oxygen and hydrogen atoms for each charge
density.
Since oxalate has no hydrogen, and hydrogenoxalate rarely

forms a bond with an oxalate molecule through its hydrogen,
the outer-sphere complexes were distinguished by the number
of hydrogen bonds between oxygen atoms of (hydrogen)-
oxalate (Ox) and either bridging or terminal hydrogens
including molecular L1 water. We adopt the simplest
geometric criterion of a hydrogen bond, namely, each pair
within the first minimum of the bulk radial distribution
function between an oxygen of oxalate (Ox) and hydrogen of
water (Hw) is considered as hydrogen bonded, that is, Ox−Hw

distance smaller than 2.45 Å is the only criterion for hydrogen
bonding. For simplicity and consistency, we chose this uniform
distance, since the actual minima for Ox−Hb and Ox−Ht pairs
were in a very close range for different systems (2.25−2.45 Å);
moreover, small variations of this value have a negligible effect
on the results. For hydrogenoxalate, we also monitored binding
of the hydrogenoxalate hydrogen with surface oxygens (within
the same cutoff of 2.45 Å), which can stabilize some complexes
by an additional very strong bond (1.5−1.55 Å) with a
bridging oxygen. Outer-sphere complexes identified by this
analysis are summarized in Figure 5, where we indicate the six
most prominent structures (OS1−OS6) differing in the
amount and type of hydrogen bonds. Their relative
populations (within acid anions forming at least one bond
with surface groups) are given in Table 4, together with
additional information about less-favorable structures (OS1−,
OS2+, etc.). For example, OS2+ represents the population of
complexes with the same number of bonds with bridging
groups as the OS2 complex, that is, only one, but with three or
more bonds with terminal groups. OS1−, in turn, refers to a
complex with the same number of bonds with bridging groups,
that is, one, but without binding to terminal groups.
At charged nonhydroxylated surfaces, OS1 and OS2

complexes are dominant, whereas less hydrogen-bonded OS3
and OS4 complexes have a smaller, but still considerable
coverage. The dominant OS1 and OS2 structures, together

Figure 3. Axial number density profiles of water oxygen atoms of
water (top), oxalate (middle), and hydrogenoxalate (bottom) at
nonhydroxylated (left) and hydroxylated (right) rutile surfaces from
unbiased MD simulations. Note the different vertical scales.

Figure 4. Adsorption pH edges for 0.001 m oxalic acid in NaCl
electrolyte (0.3 m and 0.03 m) from experiment, charge-distribution
multisite ion complexation (CD-MUSIC) surface complexation
modeling (using OS1 and OS2 outer-sphere complexes; see ref 75
for details), and CMD simulations (nh and h surfaces, and average
data from those).
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Figure 5. Examples of outer-sphere adsorbed complexes of oxalate distinguished by the number of hydrogen bonds of oxalate oxygens with
terminal (Ht) and bridging (Hb) hydrogens as given in square brackets. Interacting oxygens of oxalate are shown in blue; interacting surface
hydrogens are shown in green. Black dashed lines are hydrogen bonds between oxygen atoms of oxalate and surface hydrogens. For
nonhydroxylated surfaces (OS1−OS4 structures), red dashed lines indicate strong noncovalent interactions between L1 water molecules and
terminal Ti atoms (the case of nonhydroxylated surfaces shown for OS1−OS4 structures; hydroxylated surfaces are shown for OS5 and OS6).
Hydrogens of water molecules at terminal sites are treated as terminal hydrogens. Note that complexes with several hydrogen bonds can be realized
by many structural alternatives differing in the positions of interacting oxygens and surface hydrogen atoms. A table to the right of each complex
shows a distribution of the formed bonds among oxygen atoms of an interacting oxalate molecule, that is, a number of circles around an oxygen
atom corresponds to a number of formed bonds by this oxygen.

Table 4. Relative Population (in %) of the Outer-Sphere Adsorption Complexes of Oxalic Acid at Rutile Surfacesa

oxalate hydrogenoxalateb

surface complex nh + 0.0 nh + 0.1 nh + 0.2 h + 0.0 h + 0.1 h + 0.2 nh + 0.2 h + 0.2

OS1− c 13.5 4.2 16.0 6.8 4.1 3.2 (8.7) 10.1 (42.9)

OS1 c 20.2 25.7 18.3 14.6 16.1 11.9 (15.3) 28.6 (47.0)

OS2 c 18.4 22.7 11.6 13.0 17.2 11.0 (44.1) 17.9 (22.8)

OS2+ c 8.8 14.2 3.5 4.9 7.6 6.8 (70.1) 4.6 (4.8)

OS3 43.2 15.0 11.0 d d d 17.1 (33.1) 8.4 (39.8)

OS4 46.8 15.8 11.5 d d d 18.9 (58.8) 4.5 (25.8)

OS4+ 10.0 3.2 d d d d 28.0 (95.7) d

OS5− c d d 10.0 7.5 3.4 d 3.7 (29.2)

OS5 c d d 17.0 18.3 12.3 d 8.8 (23.1)

OS6 c d 4.5 11.9 17.5 17.2 d 7.6 (3.7)

OS6+ c d d 4.2 8.2 11.2 d d

aOnly cases when a molecule has at least one hydrogen bond are considered. Dominant complexes are shown in bold. bValues in parentheses show
the relative subpopulation of the complexes forming an additional hydrogen bond between the hydrogenoxalate hydrogen and a deprotonated
bridging oxygen. cComplex is not observed. dComplex is populated less than 3%.
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with the average length of hydrogen bonds within these
structures (which can be found in the SI of this paper), were
successfully used for CD-MUSIC modeling of oxalate
adsorption and provided good agreement with experimental
adsorption data.74 At the hydroxylated surface, structures with
two bridging hydroxyls bound to a ligand are somewhat more
prevalent (OS5 and OS6), although the OS1 and OS2
complexes have comparable populations. Importantly, for the
surface charge densities explored, there are no adjacent
bridging hydroxyls at nonhydroxylated surfaces, so OS5 and
OS6 complexes are unfavorable at these surfaces. Since real
surfaces are in between the extreme scenarios of surface
hydroxylation studied here, that is, nonhydroxylated and
hydroxylated surfaces,98,99 OS1 and OS2 are considered to
be predominant outer-sphere complexes for a wide range of
pH and temperature.75 This is also true for hydrogenoxalate,
which favors the OS1 and OS2 structures at both non-
hydroxylated and hydroxylated surfaces. In contrast to oxalate,
the OS5 and OS6 complexes are less preferable for
hydrogenoxalate even at hydroxylated surfaces because the
hydrogenoxalate hydrogen weakens the binding capacity of its
connected oxygen to surface hydrogens. In addition to the
complexes given in Figure 5, adsorbed hydrogenoxalate can
form another very stable complex at the nonhydroxylated
surface (similar to OS4) forming three bonds between its
oxygens and terminal (and/or L1 water) hydrogens and no
bonds with bridging groups [Hb × 0; Ht × 3]. Hydro-
genoxalate hydrogen plays a key role in this complexation
because (i) it forms an additional hydrogen bond in the
majority of structures of this type and (ii) because the
abundance of this complex is high for hydrogenoxalate
(∼23%) but small for oxalate.
The hydrogenoxalate hydrogen (or its absence) influences

the orientation of a molecule at the interface. Figure 6 shows

the angular distribution between the C−C vector of the
adsorbed oxalic acid anion and the surface normal. This
distribution was compared with the same distribution from an
independent bulk simulation without rutile surfaces in the
simulation box (the xy plane was used as an imaginary surface).
For oxalate, the C−C bond orientation, in relation to the
surface plane, changes only slightly compared to the isotropic
(sine) distribution observed in the bulk. Only at the

hydroxylated surface, there is a small shift to a more
pronounced parallel orientation, which allows involvement of
both COO− groups in forming more hydrogen-bonded outer-
sphere complexes like OS5 and OS6. Hydrogenoxalate, in turn,
behaves significantly differently. At nonhydroxylated surfaces,
where a hydrogenoxalate hydrogen can easily form a bond with
a bare bridging oxygen, a parallel orientation with respect to
the surface greatly dominates. This conclusion is also
supported by the density profiles of hydrogenoxalate atoms
(Figure S1 in the SI), which shows that while the COO− group
of hydrogenoxalate interacts with the surface more often than
the COOH group, the hydrogen of the latter can form a clearly
distinguishable hydrogen bond with a bare bridging oxygen.
For hydroxylated surfaces, nearly perpendicular orientations
with the COOH group facing the bulk solution are much more
favorable compared with nonhydroxylated surfaces because all
bridging oxygens are protonated and repel the hydrogenoxalate
hydrogen.
Since unbiased CMD simulations did not produce any

configurations with inner-sphere adsorption, advanced MD
simulations were utilized to force the system to explore these
configurations. PMF energy profiles extracted from umbrella
sampling simulations are shown in Figure 7. First, these

calculations point to large energy barriers between L1 and L2
regions along the z-coordinate. These barriers were also
confirmed by our metadynamics calculations (not presented
here) and previous ab initio MD calculations100 describing
CO2 adsorption on (110) rutile. Second, all inner-sphere
structures were found to be less energetically favorable than
outer-sphere complexes. In fact, only the monodentate (IS1)
and bidentate bridging (IS3 and IS5) structures have a well-
defined energy minimum, though the energy difference
between them and outer-sphere complexes is quite large
(about 15, 40, and 50 kJ/mol, respectively). Chelating

Figure 6. Histograms of the angular distribution between the C−C
bond of oxalic acid anions and the surface normal vector at the most
positively charged (+0.208 C/m2) surfaces.

Figure 7. Potential of mean force (PMF) profiles of oxalate at the nh
+ 0.2 surface as a function of the height of a reference point (oxygen
atom or the center of mass of two oxygens). Red lines represent
chelate binding (with one Ti atom); blue lines represent bridging
binding (with two Ti atoms). Zero energy corresponds to the position
of a reference point in the bulk.
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structures are highly unlikely when compared with other inner-
sphere and outer-sphere complexes. Note that energy minima
(or even an energy plateau) in the region between L1 and L2
(middle and bottom panels of Figure 7) correspond to a
transition state between outer-sphere and bidentate inner-
sphere structures when one oxygen penetrates through the
energy barrier between the L1 and L2 regions, whereas the
other oxygen is still outer-sphere. Some of these configurations
greatly resemble (in terms of geometry and the energy
difference) the stable monodentate structure (IS1) identified
from the independent series of simulations for the exclusive
modeling of monodentate complexation.
Our quantum chemical calculations also reveal that outer-

sphere adsorption is more favorable compared with the inner-
sphere one. Several initial structures with inner-sphere and
outer-sphere adsorbed oxalate were prepared and then
optimized in the manner described in the Ab Initio
Calculations section. The structures with bidentate inner-
sphere complexes (IS2−IS4) were unstable and converged into
either the monodentate inner-sphere structure (IS1), the
outer-sphere (OS1) complex, or led to unrealistic binding at
the edges of our rutile clusters. The IS5 structure was the only
inner-sphere bidentate structure more stable than IS1 in our
quantum calculations, though still less stable than OS1 by
about 5 kJ/mol. The relative instability of inner-sphere
complexes supports our PMF calculations, where bidentate
complexes were also strongly unfavorable, particularly the
chelating complexes IS2 and IS4. In agreement with our PMF
calculations, IS1 and IS5 complexes were stable in our ab initio
calculations, whereas the ab initio calculations initiated from
the IS3 complex ended in the outer-sphere. For further
comparison, the energies of the ab initio optimized structures,
which finished in the IS1 structure, were extracted and
averaged to single adsorption energy (Eads) for the IS1
complex. In a similar way, the adsorption energy of the
outer-sphere (OS1) complex was calculated. Given that most
initial configurations converged to stable IS1 or OS1
structures, the average adsorption energy of only these
structures was compared (Figure 8). As a result, the energy
difference between inner-sphere and outer-sphere adsorption
in our ab initio calculations is in near-perfect agreement with
that from MD simulations (13 kJ/mol from ab initio vs 15 kJ/
mol from PMF). Such a comparison of relative DFT electronic

energies and MD Helmholtz free energies is adequate since the
configurational freedom of inner- and outer-sphere complexes
would be more or less similar. Thus, in relative Helmholtz free
energies, the energy contribution would be dominant, whereas
the entropy effect is minor.

■ CONCLUSIONS

Oxalic acid and its ions are unique in that a direct bond exists
between two carboxyl carbons. Consequently, the single and
double deprotonated oxalic acid ions form strongly interacting
organic ions with high charge densities. These properties,
together with the natural occurrence and importance of this
acid, make the molecule an interesting and surprisingly
challenging system to explore computationally, considering
that it consists of only six to eight atoms. The high symmetry
of the molecules, particularly oxalate, sometimes simplifies the
analysis. At the same time, the small size of the compound and
the capacity of both “ends” of the molecules to strongly
participate in interactions with surfaces (even at the same
time) lead to strong interactions and large energy barriers
between different adsorption configurations.
Our results, including data from molecular dynamics

simulations and ab initio calculations, indicate that oxalic
acid is mainly an outer-sphere adsorbate at the rutile (110)
perfect surface at ambient conditions. We show that outer-
sphere adsorption of the molecule offers several donating
oxygen atoms strongly interacting with hydrogen atoms of
surface hydroxyls and strongly physisorbed L1 water.
Consequently, the outer-sphere complexes are energetically
more favorable than inner-sphere complexes featuring
favorable Ti−O interaction(s) but limited hydrogen bonding.
We suggest that this finding may apply more generally to other
molecules with significant hydrogen-bonding capability.
The adsorption of oxalic acid ions, although outer-sphere, is

extremely strongin terms of the number of hydrogen bonds
formed, their length (often shorter than in bulk water, as
summarized in Table S2), the negative adsorption energy, and
because most of the oxalate ions present in our systems were
adsorbed, with only a few ions remaining in the solution.
Another manifestation that (hydrogen)oxalate ions are very
strong adsorbates is that while we had a significant
concentration of background NaCl electrolyte in our
simulations, Cl− rarely adsorbed on the positively charged
surfaces; see Figure S2 in the Supporting Information (SI).
The surface charge was readily compensated by oxalic acid
ions. Finally, oxalic acid ions adsorb in a non-negligible amount
even at neutral surfaces (and in the experiments, adsorption
even commences above the point of zero charge, which is at
pH 5.4 in oxalate’s absence65); this further demonstrates the
role of strong hydrogen bonding even in cases when
electrostatic interactions are weak or even repulsive. To a
much smaller extent, we have observed similar behavior in our
previous studies of cation adsorption on negatively to
positively charged rutile surfaces, where strongly interacting
Na+ and Sr2+ ions adsorb on neutral surfaces.25,27 For cations,
it was the ability of the overall neutral surface groups, but with
bare partial negative charges, to orient and offer convenient
atomic interactions to the adsorbing ions. A similar
phenomenon likely plays a role in the adsorption of oxalic
acid ions, though it is of minor importance compared with
strong hydrogen bonding.
The amount of adsorbed oxalic acid from our molecular

dynamics simulations is close to that measured in macroscopic

Figure 8. Optimized structures of adsorbed oxalate from ab initio
calculations with a rutile cluster. Average adsorption energies (Eads) of
surface complexes are given below the structures.
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adsorption experiments and predicted using CD-MUSIC
modeling. The CD-MUSIC modeling was based on a
somewhat simplified version of our simulation results.75

Although an alternative CD-MUSIC model assuming mono-
dentate inner-sphere adsorption led to equally accurate
predictions of the adsorption data, CD-MUSIC models
assuming inner-sphere bidentate/chelating structures were
not able to fit the adsorption data successfully.
Addressing the role of computer simulations to molecularly

interpret the experimental data, we refrain from the ad hoc
assumption that the strong adsorption observed experimentally
is an indication of inner-sphere coordination. For example,
Figure 4 shows that our computer simulation data, based
exclusively on outer-sphere adsorption detailed in Table 4 and
Figure 5, nicely mimic experimental adsorption data.
Furthermore, our results should encourage further study of
the adsorption of organic molecules, particularly those
containing carboxyl groups.
To address the discrepancy between our results and those

concluding that oxalic acid adsorbs primarily as an inner-
sphere complex, we highlight two of our findings. First, we
have very carefully analyzed numerous inner-sphere and outer-
sphere complexes and compared their energies by classical
molecular dynamics augmented by potential of mean force
calculations and ab initio calculations. The energy differences
of about 13−15 kJ/mol between the energetically most
favorable monodentate inner-sphere complex and the most
favorable outer-sphere complexes were consistently deter-
mined by both computational techniques. Second, some of the
previously suggested most likely adsorption complexes,
namely, inner-sphere bidentate complexes (particularly chelat-
ing), were found to be extremely energetically unfavorable by
our PMF calculations and unstable by our ab initio calculations
(quickly transforming to the monodentate inner-sphere
complex or outer-sphere complexes). This is in accord with
the trends in adsorption energies50 of oxalate from vacuum to a
monolayer water coverage of (110) rutile, which (when
corrected by 23 kJ/mol energy required to form an associated
water molecule from its dissociated form upon inner-sphere
adsorption of oxalate) make the adsorption energies of the
monodentate inner-sphere complex −69 kJ/mol and those of
the two bidentate complexes −51 and +29 kJ/mol. While
already values with a monolayer water coverage of the surface
make the monodentate inner-sphere complex preferable to
bidentate complexes, incorporation of further water layers
further enhances the preference of more exposed outer-sphere
complexes compared with monodentate and even more buried
bidentate inner-sphere complexes. Our estimate of the oxalate
hydration energy, about 240 kJ/mol lower compared with a
water molecule, is comparable to inner-sphere oxalate
adsorption energies,50 making outer-sphere adsorption ener-
getically competitive with inner-sphere adsorption.
Moreover, some conclusions about the preference of inner-

sphere complexes were made by detailed comparison of
experimental IR spectra of adsorbed oxalic acid with
computationally predicted IR spectra of selected inner-sphere
complexes.50 While the similarity of the spectra of some
structures is indeed encouraging, no comparison with spectra
of hydrogen-bonded outer-sphere complexes was carried out.
Hydrogen-bonded outer-sphere complexes were not consid-
ered in this study because only a monolayer of water was
included, not allowing full hydration of even inner-sphere
adsorbed oxalate. It would be very interesting as a follow-up

study to computationally determine the IR spectra of the
outer-sphere complexes identified by us and compare them
with experimental spectra. Finally, when comparing the
simulation data to experimental results, special attention
should also be devoted to the impact of surface defects,
which are invariably present in reality, on adsorption. That was
not investigated in this study but is among our future goals.
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(24) Prědota, M.; Cummings, P. T.; Wesolowski, D. J. Electric
Double Layer at the Rutile (110) Surface. 3. Inhomogeneous
Viscosity and Diffusivity Measurement by Computer Simulations. J.
Phys. Chem. C 2007, 111, 3071−3079.
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ABSTRACT: Here, we characterize oxalate adsorption by rutile in
NaCl media (0.03 and 0.30 m) and between pH 3 and 10 over a
wide temperature range which includes the near hydrothermal
regime (10−150 °C). Oxalate adsorption increases with decreasing
pH (as is typical for anion binding by metal oxides), but systematic
trends with respect to ionic strength or temperature are absent.
Surface complexation modeling (SCM) following the CD-MUSIC
formalism, and as constrained by molecular modeling simulations
and IR spectroscopic results from the literature, is used to interpret
the adsorption data. The molecular modeling simulations, which
include molecular dynamics simulations supported by free-energy
and ab initio calculations, reveal that oxalate binding is outer-
sphere, albeit via strong hydrogen bonds. Conversely, previous IR spectroscopic results conclude that various types of inner-
sphere complexes often predominate. SCMs constrained by both the molecular modeling results and the IR spectroscopic data
were developed, and both fit the adsorption data equally well. We conjecture that the discrepancy between the molecular
simulation and IR spectroscopic results is due to the nature of the rutile surfaces investigated, that is, the perfect (110) crystal
faces for the molecular simulations and various rutile powders for the IR spectroscopy studies. Although the (110) surface plane
is most often dominant for rutile powders, a variety of steps, kinks, and other types of surface defects are also invariably present.
Hence, we speculate that surface defect sites may be primarily responsible for inner-sphere oxalate adsorption, although further
study is necessary to prove or disprove this hypothesis.

■ INTRODUCTION

Oxalate is abundant in natural environments and is also
industrially important. It is secreted by fungi and roots to help
sequester essential nutrients from soils and to detoxify, via
complexation, metals such as aluminum.1 Oxalates’ metal
complexing ability is also utilized in various industrial
applications such as removing iron and other impurities from
silica sand.2 Moreover, its metal complexing ability also means
that it can strongly adsorb to metal oxide surfaces, especially at
pH values where such surfaces are positively charged [pH <
pHzpc (point of zero charge pH)] and oxalate is predominately
unprotonated (pKa2 = 4.275 at 25 °C3).
Parfitt et al.4,5 were among the first to systematically study

oxalate adsorption by metal oxides. They utilized both batch
adsorption studies and IR spectroscopy to probe oxalate
adsorption by goethite4 and gibbsite.5 Adsorption increased
between pH 8 and 3.4, and bidentate inner-sphere adsorption
via ligand exchange with surface OH groups dominated
adsorption on both surfaces, with a monodentate inner-sphere
complex also observed on goethite at higher surface coverages.

Subsequent studies have confirmed and refined these results
for a wider variety of metal oxide surfaces. In particular,
attenuated total reflection−Fourier transform infrared (ATR−
FTIR) spectroscopic results have revealed various inner-sphere
bidentate, chelate, and monodentate structures formed via
ligand exchange of surface OH groups singly coordinated to
underlying metal cations is a dominant oxalate adsorption
mechanism.6−8 However, various outer-sphere complexes also
exist under certain pH and surface coverage conditions.8,9

Given this multitude of inferred pH and surface coverage-
dependent surface species, assigning IR adsorption peaks to a
particular surface species can be somewhat uncertain.10

However, increasingly sophisticated and realistic molecular
modeling techniques are helping to reduce this uncertainty
through comparison of calculated and measured spectra.9
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ATR−FTIR spectroscopy and molecular modeling have also
been used to investigate oxalate adsorption by TiO2, with most
studies involving anatase or mixed anatase and rutile phases.
Hug and Sulzberger11 utilized ATR−FTIR to study oxalate
adsorption on Degussa-P25, a mixed TiO2 phase consisting of
about 2/3 anatase and 1/3 rutile. Several inner-sphere
bidentate complexes were formed depending on pH (2.9−
8.6) and oxalate concentration (1−1000 μM). Young and
McQuillan12 investigated the adsorption/desorption kinetics of
oxalate (100 μM) by anatase at pH 4 with ATR−IR
spectroscopy. Three distinct desorption half-lives were
observed (300, 14, and 2 min), suggesting the presence of 3
distinct surface species, with the slowest desorbing species
likely being a bidentate inner-sphere complex and the fastest
desorbing an outer-sphere complex. Hug and Bahnemann10

compared oxalate (200 μM) adsorption by rutile, anatase, and
lepidocrocite with ATR−FTIR spectroscopy between pH 3
and 9. Adsorption was predominately inner-sphere bidentate
on all three surfaces, but observed spectral changes with pH
were acknowledged to be incompletely understood. Mendive
et al.13 combined ATR−FTIR spectroscopy (pH 3.7, 2000 μM
oxalate), electron microscopy [high-resolution transmission
electron microscopy (HRTEM)], and semiempirical molecular
modeling (MSINDO) to study oxalate adsorption by rutile.
The MSINDO calculations utilized the (110) surface of rutile,
which was the dominant crystal face (∼85%) of the rutile
powder used for the IR experiments. Surface hydration was
mimicked by including one monolayer of water. The combined
results indicated three main surface species, two of which were
inner-sphere bidentate (one protonated and one not) and the
third being inner-sphere monodentate and protonated.
Temperature can greatly influence ion adsorption, and our

group has documented that cation adsorption by rutile is
greatly enhanced as the temperature increases from ambient
into the hydrothermal regime, especially for multivalent
cations.14−16 However, the influence of temperature on
anion adsorption has been far less studied under any
conditions, and trends remain less certain. Machesky17

hypothesized that anion adsorption should generally decrease
with increasing temperature. This was based on calorimetri-
cally determined adsorption enthalpies for several anions
(fluoride, phosphate, salicylate, and iodate) at low to moderate
surface coverages on goethite at pH 4 being exothermic at 25
°C,18 and a few published batch adsorption studies. However,
even their own batch adsorption results did not always
decrease as the temperature increased from 10 and 40 °C. Of
the relatively few batch anion adsorption results between about
10 and 70 °C available for anions, most have observed
adsorption decreases with increasing temperature.19−22 How-
ever, Fein and Brady23 found that oxalate adsorption by
alumina was unchanged between 25 and 60 °C. However, for
both oxalic acid adsorbed on kaolinite24 and mellitic acid on
goethite25 and kaolinite,26 adsorption decreased with increas-
ing temperature at lower pH, but increased with temperature at
high pH.
Here, we investigate oxalate adsorption by rutile to 150 °C

via a combined batch adsorption and molecular modeling
approach and interpret these combined results with con-
strained surface complexation models (SCMs), following our
approach for interpreting cation adsorption data.27,28 We are
aware of no other systematic study of anion adsorption that
extends into the hydrothermal realm. Moreover, our molecular
modeling results indicate that oxalate adsorbs on the perfect

(110) surface of rutile as hydrogen-bonded outer-sphere
complexes, which is at odds with IR spectroscopic data
(summarized above), indicating that inner-sphere adsorption
predominates. Finally, we offer a plausible explanation for this
difference with the hope that additional spectroscopic and
molecular modeling experiments will resolve the discrepancy.

■ EXPERIMENTAL SECTION

Oxalate Adsorption Experiments. The present study used two
potentiometric experimental titration approaches. At low temper-
atures, 10−50 °C (±0.1 °C), potentiometric titrations utilized a Ross
Semimicro combination glass electrode and Mettler DL70 autoti-
trator, whereas titrations from 50 to 150 °C used a hydrogen-
electrode concentration cell (HECC). At 50 °C, titrations were
performed using both experimental approaches. The general titration
procedures used in this study have been described in detail
previously.16,29−32 For completeness, an overview of key aspects of
the titration procedures is presented here.

All experimental solutions were prepared from reagent-grade
chemicals and deionized water. Solutions were prepared in NaCl
media, with sufficient electrolyte to give ionic strengths of 0.03 or 0.3
m. The adsorption of oxalate onto the rutile surface was determined
with test solutions comprising 0.001 m C2O4

2−. The rutile powder
used in all titrations came from Tioxide Corporation; this rutile has a
distinct and dominant (110) crystal face. Prior to use, the rutile was
hydrothermally pretreated following Machesky et al.33

The standard experimental procedure for titrations performed
using a Ross glass electrode and autotitrator was to first calibrate the
electrode. The electrode was calibrated using an initial acid solution
comprising 5 × 10−3 m H+, to which a base calibration solution was
added giving a second calibration point close to 1 × 10−3 m OH−. The
oxalate adsorption titrations were performed by suspending 1 g of
rutile in 44 g of test solution. The rutile used for all electrode−
autotitrator experiments had a specific N2-BET surface are of 15.65 ±
0.1 m2/g. The titration cell was immersed in a water bath at the
desired temperature, the headspace was purged with purified argon to
prevent CO2 contamination, and the solution was stirred mechanically
throughout the experiment. During each titration, 30−40 aliquots of
acid titrant were added, over a pHm range of 6−7 units (where pHm is
the molar H+ concentration).

In each HECC potentiometric titration, approximately 1.5 g of
rutile was suspended in 45 g of base test solution. Titrations
performed at 0.03 m ionic strength used the same batch of rutile as for
the electrode−autotitrator experiments (i.e., surface area = 15.65 ±

0.1 m2/g). The rutile used for titration at 0.3 m ionic strength had a
slightly higher surface area of 16.75 ± 0.1 m2/g. The titration cell was
equilibrated overnight at temperature and was stirred magnetically
throughout. Approximately 15 aliquots of acid titrant were added to
the titration cell, with titrations performed over 5−6 pHm units.

Two independent sets of titrations were completed for both HECC
and glass electrode−autotitrator procedures. In the first, the excess or
deficit of protons in solution were calculated at each point in the
titration and expressed as a function of m2 of rutile surface area. In the
second set of titrations, samples were periodically withdrawn from the
test solution; these titrations are referred to as adsorption “pH-edge”
experiments.34 The withdrawn samples were filtered through 0.2 μm
filters; later, the total dissolved oxalate concentration was analyzed by
ion chromatography and the amount adsorbed determined by
difference. All data reduction followed standard procedures detailed
in Ridley et al.16,30 and Palmer and Wesolowski.35

Molecular Modeling Methods. Our custom simulation code
used in previous work28,36 was modified to include electronic
continuum theory37 and was transferred to the Gromacs software
package38 as detailed in our recent study of ion adsorption on rutile
(110) surfaces.39 Briefly, we constructed two rutile (110) non-
hydroxylated surfaces with a lateral size of 38.981 × 35.508 Å
separated by an ∼50 Å wide aqueous solution containing oxalic acid
anions at a bulk concentration of about 0.05 M in an NaCl
background of about 0.3−0.4 M. A combination of optimized
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Lennard-Jones potentials for TiO2−water interactions40 and a
recently developed force field for oxalate and hydrogenoxalate
anions41 was used to model rutile−electrolyte interactions in explicit
SPC/E water. The neutral hydrated (110) surface was generated by
populating the fivefold coordinated surface Ti atoms, which define
zero height of the (110) rutile face, with water molecules. We term
this our nonhydroxylated surface, which best mimics that terminal Ti
groups are more basic than bridging oxygen atoms.28 To generate
positive surface charge densities of +0.104 and +0.208 C/m2, 18 and
36 bridging oxygens, respectively, were protonated to form bridging
hydroxyls. These surface charge densities correspond to pH values
near 4.6 and 3.7 in 0.30 m NaCl oxalate containing solutions (Figure
2, below).
The numbers of oxalate and hydrogenoxalate anions in the bulk

region of the simulation system were set to reproduce ratios in accord
with pKa values of oxalic acid. Simulations were conducted at 25 and
100 °C with the correct bulk water densities (996 and 958 kg/m3,
respectively). The analysis of these classical unbiased simulations
revealed no inner-sphere adsorption but strong outer-sphere
adsorption with the dominant structures summarized in Table 1.
These adsorption structures were also prevalent for hydrogenoxalate,
although hydrogenoxalate was less strongly adsorbed than oxalate.
Free-energy profiles comparing inner- and outer-sphere adsorption

were obtained using potential of mean force (PMF) methods. These
profiles indicated that monodentate inner-sphere adsorption was
considerably more energetically favorable than bidentate inner-sphere
adsorption.42 Consequently, the PMF calculations presented here
only compare monodentate inner-sphere adsorption with outer-
sphere adsorption and were performed as follows. The reaction
coordinate, the z-separation between a surface terminal Ti atom and
one oxygen of an oxalate molecule, was divided into 37 windows of
0.1−0.3 Å width in the inner-sphere and outer-sphere adsorption
regions and 0.5 Å width in the bulk region, thereby generating in all
cases a sufficient sampling with overlapping distributions. An

independent simulation for each window was carried out with a
harmonic z-constraint to keep the reference oxygen atom of the oxalic
ion at a defined distance. The total free-energy profile up to 10 Å
above the rutile surface was calculated using the WHAM algorithm.43

These energy calculations were performed only at +0.208 C/m2

surface charge given that inner-sphere adsorption should be more
favorable at higher positive surface charge (i.e., lower pH values).

Further computational details of the studied systems and applied
methods can be found in a paper focused on the detailed
computational results of oxalate adsorption by rutile.42

■ RESULTS AND DISCUSSION

Oxalate adsorption pH edge results in 0.03 m NaCl and proton
charge data in 0.30 m NaCl are presented in Figures 1 and 2,
respectively, and the complete set of data collected are
provided in the Supporting Information. The data are plotted
against the pH corrected for the pH of zero net proton charge
(pHznpc) change with temperature (pHznpc − pH). The pHznpc

decreases from 5.7 at 10 °C to 4.4 at 150 °C.29 Adsorption pH
edge data are a direct measure of oxalate adsorption. Proton
charge, however, indicates the excess or deficit of protons
during a titration expressed in terms of surface area and charge
(mol/m2 surface excess or deficit H+ × Faradays constant).
Consequently, any reaction that generates or consumes
protons contributes to the proton charge. These reactions
include surface protonation/deprotonation with and without
Na+ and Cl− binding, and protonation/deprotonation of
oxalate in solution, in addition to proton consuming/
generating reactions resulting from oxalate adsorption. A
primary advantage of proton charge experiments is that they
are inherently more accurate because withdrawing, filtering,
and analyzing for the adsorbate of interest are not necessary.

Table 1. Predominant H-Bonded Oxalate Surface Complexes (% Relative Distribution within Adsorbed Complexes) at +0.104
and +0.208 C/m2 Surface Charge Density, and 25 and 100 °Ca

aH-bonds between oxalate oxygens (blue spheres) and surface hydrogens (green spheres) are shown as black dashed lines, with the type and
number of H atoms involved (Hb, to bridging oxygen atoms, and/or Ht, to terminal oxygen atoms) given in the first column.
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Moreover, fitting both adsorption pH edge and proton charge
data increases confidence in SCM results.
Experiments were conducted to 150 °C in 0.03 m NaCl, but

only to 100 °C in 0.30 m NaCl because above these ionic
strength−temperature combinations, oxalate is thermally
decomposed.3 Also, the 50 °C data were collected in both a
HECC and glass electrode autotitrator (Auto), and those
results are quite different for the adsorption pH edge data,
which we attribute to unknown experimental factors. Proton
charge data for 0.30 m NaCl alone at 25 and 100 °C are also
presented in Figure 2.
Oxalate adsorption commences 1−2 pH units above the

pHznpc (Figure 1) where the net proton charge is negative
(pHznpc − pH < 0, Figure 2). However, the adsorption pH
edge data show no systematic temperature dependence. This
contrasts with our cation adsorption pH edge data, which
steadily shift to more positive pHznpc − pH values over the
same increasing temperature range and ionic strength
conditions.15 However, as summarized above, temperature
trends for anion adsorption available in the literature are also
not consistent, albeit over a narrower temperature range than
investigated in this study.
The proton charge curves attain significantly more positive

values in the presence of 10−3 m oxalate than in NaCl media
alone (Figure 2). In addition, the 100 °C proton charge data

are distinctly more positive below the pHznpc than at lower
temperatures, and this increase is even greater at 150 °C for
the 0.03 m NaCl data tabulated in the Supporting Information.
Our SCM results (discussed below) suggest that this increase
is related to oxalate adsorption but only indirectly, which helps
explain why the adsorption pH edge data do not also increase
at higher temperatures.

Molecular Modeling. Our classical molecular dynamics
(CMD) simulations revealed only outer-sphere oxalate
adsorption on the rutile (110) surface. A variety of H-bonded
complexes are formed, the most predominant of which at 2
charge states and temperatures are given in Table 1. The
adsorbed complexes are anchored by 1 (OS3), 2 (OS1, OS4),
or 3 H-bonds (OS2) between oxalate oxygen atoms and
protons bound to terminal water or bridging oxygen groups,
and the lengths of the H-bonds are generally less than or
similar to H-bonds in bulk water (Tables S1 and S2 in the
Supporting Information). Also, surface charge and temperature
only slightly affect adsorbed complex distribution.
Representative PMF free-energy profiles at 25 and 100 °C,

as obtained by bringing an oxalate molecule aligned for
monodentate inner-sphere coordination toward the +0.208 C/
m2 rutile surface, are shown in Figure 3. There is a well-defined

energy minimum for monodentate inner-sphere coordination
at about 2.1 Å above the (110) surface face at both 25 and 100
°C. At 25 °C that minimum is separated by a 35 kJ/mol energy
barrier from the more stable (by about 15 kJ/mol) outer-
sphere H-bonded complexes at about 3.8 Å (and higher) above
the surface, whereas at 100 °C, the energy barrier is slightly
lower (∼30 kJ/mol) but outer-sphere complexes are only
about 4 kJ/mol more stable than the inner-sphere mono-
dentate complex. Additional PMF calculations42 demonstrated
that monodentate inner-sphere coordination was more stable
than bidentate or chelate inner-sphere configurations, support-
ing our CMD results that oxalate binding is predominately
outer-sphere, at least at temperatures below 100 °C where
oxalate is thermally stable.

Constrained Surface Complexation Modeling. Our
oxalate SCM utilizes some of our previous experimental and
modeling results and in particular proton charge titration data
and a molecularly constrained Basic Stern SCM describing

Figure 1. Adsorption pH edge data for oxalate on rutile corrected for
the pHznpc change with temperature. Within the legend, Auto and
HECC refer to experiments performed in an autotitrator and HECC,
respectively. The lines are included to guide the eye.

Figure 2. Surface charge data for oxalate on rutile corrected for the
pHznpc change with temperature. The lines depict surface charge data
at 25 °C (red) and 100 °C (green) for 0.30 m NaCl without added
oxalate.

Figure 3. PMF free-energy profiles for the adsorption of an oxalate
oxygen approaching monodentate inner-sphere coordination at the
+0.208 C/m2 surface obtained from the umbrella sampling at 25 and
100 °C. Zero energy (black horizontal line) corresponds to the energy
in the bulk. The horizontal coordinate is the height of sampled oxygen
of oxalate above the projected face of unrelaxed surface Ti atoms.
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surface protonation and Na+ and Cl− binding in 0.03 and 0.30
m NaCl media to 250 °C.28 Relevant model parameters for the
NaCl only data to 150 °C are given in the Supporting
Information, and those parameters were held constant when
fitting our oxalate adsorption data.
Our CMD results indicate that there are 4 predominant H-

bonded oxalate complexes at the rutile (110) surface (Table 1,
above). Although it would have been possible to incorporate
these 4 complexes into our SCM separately, we chose to
develop a simpler H-bond SCM with only 2 H-bonded
complexes. To do so, complexes OS1 and OS2, which are
bound by 2 and 3 H-bonds, respectively, to both terminal
water hydrogens (Ht) and protonated bridging oxygen
hydrogens (Hb) were combined, as were OS3 and OS4
which are bound by 1 and 2 H-bonds, respectively, to Ht

atoms. The OS1 and OS2 hybrids are taken to have 2.5 H-
bonds, of which 1.5 are formed between Ht atoms and an
oxalate O atom and 1 is formed between a Hb atom and
oxalate O atom. The OS3 and OS4 hybrids are taken to form
1.5 H-bonds between Ht atoms and oxalate oxygens. At 25 °C,
H-bond lengths to Hb atoms are about 1.7 Å, whereas those to
Ht atoms are about 1.90 Å for OS1 and OS2 complexes and
1.95 Å for the OS3 and OS4 complexes, and these lengths
increase by about 0.03 Å at 100 °C (Supporting Information,
Tables 1 and 2).
The H-bond lengths were converted to bond valence (BV)

units with the following equation from Machesky et al.,44

which was fit to the H-bond length versus H-bond BV data
tabulated by Brown45

‐

= − ‐ ×

+ ‐ ×

H bond (BV units)

1.55 (H bond length (Å) 1.06)

((H bond length(Å)) 0.186)2
(1)

The calculated BV values were then multiplied by the
number of H-bonds involved for each hybrid complex, which
resulted in total H-bond CD values of 0.60 BV units for the
combined OS1 and OS2 complexes, and 0.28 BV units for the
combined OS3 and OS4 complexes at all temperatures.
Recently, Hiemstra et al.46 developed a similar approach to
help describe silicate binding by ferrihydrite. Because their
approach also relied primarily on the H-bond length versus H-
bond BV data tabulated by Brown, the translation of H-bond
length to BV units results in BV values nearly identical to ours.
For example, a H-bond length of 1.83 Å yields 0.23 BV units
via eq 1, and 0.22 BV units with the Hiemstra et al. approach.
For comparative purposes, we also developed an inner-

sphere SCM. Of the bidentate, chelate, and monodentate
complexes considered, both unprotonated and monoproto-
nated, the unprotonated−monodentate complex provided the
most satisfactory fit to the pH edge and proton charge data
(Figure S1 in the Supporting Information demonstrates this for
our 25 °C data). The CD value for the monodentate complex
was fixed at −0.5 BV units, which assumes that the carboxyl
oxygens are resonance stabilized, and that the entire charge of
one of the 4 oxygens is assigned to the rutile surface. This
follows previous CD-MUSIC model descriptions of inner-
sphere carboxylic acid binding by oxide surfaces.47 It was
somewhat surprising that none of the bidentate and/or chelate
complexes identified in previous IR spectroscopic studies
(summarized in the Introduction section) fit our data well.
Perhaps our experimental data do not span a wide enough
range of surface coverages, or possibly our modeling approach
is deficient. It is also possible that some of the IR spectroscopic
results have been misinterpreted. Nonetheless, our PMF free-
energy calculations also indicated that monodentate binding
was the preferred inner-sphere adsorption configuration.
Both SCMs followed the combined charge distribution

(CD48) and multisite complexation (MUSIC49) approaches of
Hiemstra et al. (CD-MUSIC) and were optimized with the aid
of custom Mathematica notebooks, with only the oxalate
binding constants as variable parameters. The final set of SCM
equations and equilibrium constant designations is given in
Table 2. Included are protonation and Na+ and Cl− binding
reactions that are fully described elsewhere (values provided in
the Supporting Information),28 as well as the H-bonded (HB)
and inner-sphere (IS) oxalate binding reactions. Table 3
contains the optimized oxalate binding parameters and
associated CD values, as well as ancillary values including
error bounds (±1 SD) for oxalate binding parameters, model
selection criterion (MSC) values as a goodness of fit measure
(larger is better), and aqueous oxalate protonation constants.
Representative SCM fits to the 25 and 150 °C oxalate pH

adsorption edge and proton charge data are presented in
Figures 4 and 5, respectively. The entire set of adsorption data
and model fits for both the H-bonded and inner-sphere SCMs
are provided in the Supporting Information. MSC values are
somewhat greater at 25 and 35 °C for the inner-sphere SCM
signifying a better overall fit, but H-bond and inner-sphere
SCM MSC values are virtually identical at the other
temperatures studied (Table 3). The MSC values also indicate
that the fits to the 100 and 150 °C data are less precise than

Table 2. Protonation, Oxalate, Na+, and Cl− Surface
Complexation Reactions, Stoichiometry, and Equilibrium
Constant Designationsa

equil. const.

Surface Protonation

TiOH−0.434 + H+
→ TiOH2

+0.566 KH1

Ti2O
−0.555 + H+

→ Ti2OH
+0.445 KH2

OS1 + OS2 H-Bonded Oxalate2−

1.5TiOH−0.434 + 1Ti2O
−0.555 + Ox2− + 2.5H+

→

[(1.5TiOH2
+0.566)(1Ti2OH

+0.445)]···Ox2−
KOx1
(OS1 + OS2)

OS3 + OS4 H-Bonded Oxalate2−

1.5TiOH−0.434 + Ox2− + 1.5H+
→ [(1.5

TiOH2
+0.566)]···Ox2−

KOx2
(OS3 + OS4)

Inner-Sphere Oxalate2−

1TiOH−0.434 + Ox2− + 1H+
→ [(1Ti−Ox)] + H2O KOxIS (IS)

Inner-Sphere Na+

2TiOH−0.434 + 2Ti2O
−0.555 + Na+ + xH+

→ [((2 −
x)TiOH−0.434)(xTiOH2

+0.566)(Ti2O
−0.555)2]−Na

+
KNa (TD)

TiOH−0.434 + Ti2O
−0.555 + Na+ + yH+

→ [((1 − y)
TiOH−0.434)(yTiOH2

+0.566)(Ti2O
−0.555)]−Na+

KNa (BOTO)

2TiOH−0.434 + Na++ zH+
→ [((2 − z)TiOH−0.434)

(zTiOH2
+0.566)]−Na+

KNa (TOTO)

Outer-Sphere Na+

TiOH−0.434 + Na+ → (TiOH−0.434)−Na+ KNa (OS)

Ti2O
−0.555 + Na+ → (Ti2O

−0.555)−Na+ KNa (OS)

Inner-Sphere BOH Cl−

Ti2O
−0.555 + H+ + Cl− → (Ti2OH

+0.445)−Cl− KCl (BOH)

aThe corresponding equilibrium constant values (log units) are given
in Table 3 and the Supporting Information. The variables x, y, and z
represent the number of TiOH2

+0.566 groups participating in the
various inner-sphere Na+ complexes modeled as given in the
Supporting Information.
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that at lower temperatures, as can also be seen in comparing
the left and right plots in Figures 4 and 5.
The concentrations of the two H-bonded species at 25 and

150 °C for the pH adsorption edge data in 0.03 m NaCl for

our H-bond SCM are presented in Figure 6. The OS1 + OS2
H-bonded species increasingly dominates as pH decreases.
This agrees with the CMD results where the OS1 and OS2
complexes are more dominant at +0.208 than that at +0.104

Table 3. Oxalate Associated SCM Parameters for the H-Bond Model (Left) and Inner-Sphere Model (Rightmost 4 Columns)a

H-bond model (HB) inner-sphere model (IS)

temp (°C) log K2 (sol) log K1 (sol) log Kox1 SD CD log Kox2 SD CD MSC log KoxIS SD CD MSC

10 4.265 1.260 3.40 0.24 −0.60 3.70 0.25 −0.28 4.75 9.70 0.10 −0.50 4.69

25 4.275 1.277 3.30 0.22 −0.60 3.50 0.24 −0.28 4.88 9.30 0.07 −0.50 5.17

35 4.335 1.310 3.40 0.22 −0.60 3.50 0.24 −0.28 5.08 9.20 0.06 −0.50 5.49

50 4.408 1.358 3.60 0.28 −0.60 3.70 0.29 −0.28 4.16 9.30 0.09 −0.50 4.20

100 4.792 1.581 4.30 0.55 −0.60 4.20 0.64 −0.28 3.63 9.40 0.15 −0.50 3.64

150 5.264 1.830 4.40 0.97 −0.60 4.30 1.01 −0.28 3.13 9.30 0.22 −0.50 3.17
aNote that the CD values refer to the charge of the adsorbed oxalate oxygens (total oxalate charge = −2) that is assigned to the surface plane.

Figure 4. H-bond (HB, red lines) and inner-sphere (IS, blue lines) SCM fits to the 25 °C (left) and 150 °C (right) adsorption pH edge data
(closed black symbols).

Figure 5. H-bond (HB, red lines) and inner-sphere (IS, blue lines) SCM fits to the 25 °C (left) and 150 °C (right) proton charge data (closed
black symbols).

Figure 6. H-bonded species distribution vs pH for the 0.03 m NaCl adsorption pH edge data at 25 °C (left) and 150 °C (right).
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C/m2 charge (Table 1). Maximum adsorption densities for the
OS3 + OS4 H-bonded species are only 0.25−0.4 μmol/m2 and
occur at pH 4−5. In fact, from the perspective of SCM fitting
only, fits are nearly as good when the OS3 + OS4 H-bonded
species is omitted. However, its inclusion results in a more
robust SCM, given that the relative proportions of the 2 H-
bonded species including their pH dependence closely mirrors
the CMD results. The CMD (OS1 + OS2/OS3 + OS4) ratio
at +0.208 C/m2 is about 2:1 at 25 °C (Table 1), which is very
similar to the corresponding SCM fit ratio of 1.8:1 at the
equivalent pH of about 3.6 (Figure 6).
The distribution of proton charge for our H-bond SCM at

25 and 100 °C in 0.03 m NaCl is presented in Figure 7. Three
processes contribute to the total proton charge, and these are
conveniently discussed from the viewpoint of a high to low pH
titration where a net consumption of protons occurs. The
individual surface reactions contributing to proton consump-
tion are given in Table 2. Charging in NaCl media (green
curves) is due to protonation of the terminal and bridging
oxygens on the rutile (110) surface, including protons
accompanying Na+ and Cl− binding. That contribution, in
the presence of 10−3 m oxalate, dominates the total proton
charge only at the highest pH values studied, especially at 100
°C. A second contribution results from the protonation of
dissolved oxalate in solution (blue curves). This contribution
becomes important near the second pKa of oxalic acid when
oxalate is protonated to hydrogenoxalate and contributes about
25% of the total proton charge at the lowest pH values. The
third contribution is the protons that adsorb during oxalate
binding (red curves). This contribution dominates at all pH
values where oxalate adsorbs and contributes about 70% of the
total proton charge at the lowest pH values. A closer inspection
of the 100 °C proton charge contributions reveals that the
adsorbed oxalate contribution is primarily responsible for the
increased positive charge relative to the lower temperature
results (Figure 2, above).
Our CMD and PMF free-energy results indicate that inner-

sphere binding of oxalate on the (110) surface of rutile is very
energetically unfavorable at 25 °C and slightly unfavorable at
100 °C, but that adsorption is still strong albeit in the form of
outer-sphere H-bond interactions. Conversely, a large body of
spectroscopic evidence indicates that oxalate binds in various
kinds of inner-sphere configurations. We have developed
SCMs that accommodate both scenarios but that does not
address the discrepancy directly.
Our CMD simulations involve the perfect (110) surface of

rutile. However, all of the available IR spectroscopic studies
utilized powdered rutile samples, as did our oxalate adsorption

experiments. As is the case for our Tioxide rutile powder, the
(110) surface often dominates the external surface area of
rutile powders. However, that surface can be far from perfect,
with steps, kinks, and other imperfections also being present.
Livi et al.50 examined the same Tioxide rutile sample utilized in
our oxalate adsorption studies via atomic-resolution scanning
transmission spectroscopy and found that the dominant (110)
face is heavily stepped, at up to 33% of the face area. Mendive
et al.13 also noted the presence of steps on the dominant (110)
face of their powdered rutile sample (with HRTEM) used to
investigate oxalate adsorption via FTIR spectroscopy. Zheng et
al.51 have also shown that the adsorption energy of a water
molecule on a fivefold coordinated Ti site on the perfect (110)
rutile face is greater (−1.23 eV or equivalently −119 kJ/mol)
than that on fivefold coordinated Ti sites on (110) face steps
(−0.77 to −0.96 eV or equivalently −74 to −93 kJ/mol).
Because inner-sphere adsorption would require removal of
these water molecules, energy barriers to do so would be about
20−40 kJ/mol lower at such defect sites. This should facilitate
inner-sphere adsorption and could result in PMF profiles (e.g.,
Figure 3) where inner-sphere complexes are favored.
The (110) face step densities reported by Livi et al.50 would

also contain sufficient sites to completely bind up to the
maximum oxalate adsorption densities observed in this study
(∼0.9 μmol/m2). More probably, however, if both our CMD
results (for the perfect (110) face) and the IR spectroscopic
results (for rutile powders) are correct, then a combination of
outer-sphere H-bonded and inner-sphere adsorbed oxalate
species exists together. Moreover, the types of surface groups
which bind oxalate would be different on steps or other surface
imperfections than those on the ideal (110) surface, as has
already been suggested by Jonsson et al.52 in their study of L-
glutamate binding by rutile.
Resolving this dilemma will require additional IR spectro-

scopic and molecular modeling studies. Spectroscopic studies
should be conducted on single-crystal rutile samples with the
(110) face exposed, which might reveal that outer-sphere
adsorption is predominant. These samples are commercially
available, and our group has used them extensively in both X-
ray synchrotron15 and SHG53 investigations. Hug and
Bahnemann10 have also called for the use of oxides with
well-defined crystal terminations to reduce IR spectra
ambiguity. IR spectra must also be more carefully analyzed
to better discern between inner- and outer-sphere binding, and
molecular calculations can aid this endeavor. Mendive et al.13

used semiempirical quantum chemical modeling to help
interpret their ATR−FTIR spectra of oxalate binding by rutile,
which appears to be the only other study involving molecular

Figure 7. Species contributing to the total proton charge (PC) over the titration pH range according to the H-bond SCM.
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modeling besides our own. Those simulations suggested that
oxalate could adsorb inner-spherically, which supported their
spectroscopic interpretations. However, the simulations were
extremely sensitive to the arrangement of water molecules
above the surface, and because only a monolayer of water was
included, the simulation results are not definitive. Therefore,
additional simulation studies are needed, including those
incorporating various types of surface defects. A few such
studies already exist,54 and they should be coupled with careful
microscopic characterization to focus the computations on the
kinds of surface imperfections that actually exist.

■ SUMMARY AND CONCLUSIONS

The adsorption of oxalate by rutile into the near hydrothermal
regime was experimentally determined for the first time. Over
the broad temperature range investigated (10−150 °C),
systematic temperature trends were absent, in contrast to our
previous studies of cation adsorption by rutile where
adsorption is enhanced with increasing temperature. Addi-
tional anion adsorption studies into the hydrothermal region
would be necessary to determine whether the absence of a
systematic trend in adsorption with temperature is a specific or
general characteristic.
Surface complexation modeling was utilized to rationalize

the macroscopic adsorption data. Molecular level information,
from molecular modeling calculations as well as previously
conducted IR spectroscopic studies, was used to constrain the
SCM efforts. The molecular modeling simulations, which
included molecular dynamic simulations supported by free-
energy and ab initio calculations, revealed that oxalate binding
was predominately outer-sphere albeit through strong H-bonds
between oxalate oxygens and surface hydroxyl group protons.
Conversely, IR spectroscopic studies have concluded that
oxalate binding on rutile involves a variety of inner-sphere
complexes in addition to outer-sphere associations. Both the
SCM constrained by the molecular simulation results, and the
SCM containing inner-sphere binding, were able to fit the
macroscopic adsorption data well, although the inner-sphere
SCM fits were considerably better for monodentate binding
than for bidentate or chelate binding. Our PMF and ab initio
calculations42 also indicated that monodentate inner-sphere
binding was much more energetically favorable than bidentate
or chelate binding.
Finally, we proposed that the discrepancy between the

molecular simulation and IR spectroscopic results may stem
from the nature of the rutile surfaces investigated. That is, for
the molecular simulations, the perfect (110) surface face, and
for all previous IR spectroscopic studies (and our adsorption
experiments), various powdered rutile samples. Although the
(110) surface face dominates many powdered rutile samples,
including the Tioxide rutile used in our adsorption studies, that
face is invariably punctuated by steps, kinks, and various other
surface defects. Thus, we hypothesized that inner-sphere
oxalate adsorption occurs predominately at defect sites, as
has previously been suggested to govern amino acid adsorption
to the same Tioxide rutile used in our studies. Further study,
including IR spectroscopy on well-defined rutile specimens and
molecular simulations on defective rutile surfaces, is required
to prove or disprove this conjecture.
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ABSTRACT: The microscopic description of the interface of
colloidal particles in solution is essential to understand and
predict the stability of these systems, as well as their chemical
and electrochemical reactivity. However, this description often
relies on the use of simplified electrostatic mean field models
for the structure of the interface, which give only theoretical
estimates of surface potential values and do not provide
properties related to the local microscopic structure, such as
the orientation of interfacial water molecules. Here we apply
polarimetric angle-resolved second harmonic scattering (AR-
SHS) to 300 nm diameter SiO2 colloidal suspensions to
experimentally determine both surface potential and inter-
facial water orientation as a function of pH and NaCl
concentration. The surface potential values and interfacial water orientation change significantly over the studied pH and salt
concentration range, whereas zeta-potential (ζ) values remain constant. By comparing the surface and ζ-potentials, we find a
layer of hydrated condensed ions present in the high pH case, and for NaCl concentrations ≥1 mM. For milder pH ranges (pH
< 11), as well as for salt concentrations <1 mM, no charge condensation layer is observed. These findings are used to compute
the surface charge densities using the Gouy−Chapman and Gouy−Chapman−Stern models. Furthermore, by using the AR-
SHS data, we are able to determine the preferred water orientation in the layer directly in contact with the silica interface.
Molecular dynamics simulations confirm the experimental trends and allow deciphering of the contributions of water layers to
the total response.

■ INTRODUCTION

The surface chemistry of silica is key to a large number of
applications, both in research and in industrial processes. In
the past few decades, colloidal suspensions of SiO2 particles
have been extensively used for separation, heterogeneous
catalysis, and as major components of ceramics and coatings.
Colloidal silica is also widely used in the food, health care and
pharmaceutical industries, as well as in the production of
microelectronics components.1 The microscopic character-
ization of colloidal particle interfaces with liquids is of
fundamental interest to understand the stability of these
systems and their chemical and electrochemical reactivity. In
contact with water or another fluid, a solid surface usually
develops a charged layer at its surface that is compensated by a
distribution of counterions in the surrounding solution. This
so-called “electrical double layer” (EDL) has been first put
forth by Helmholtz in the 1850s and since then, many different

mean field models have been proposed to describe the
structure of a solid/electrolyte interface. In such models, the
often complex chemical nature of the interface with its
different structures and nonuniformity is reduced to a
uniformly charged interface, the aqueous phase is represented
by a uniform dielectric, and the ions are represented as point
charges. The most frequently used model was originally
proposed by Gouy and Chapman. In their model a charged
interface is in contact with an aqueous solution in which the
counterion distribution decays exponentially along the surface
normal. This layer is usually referred to as the diffuse double
layer (DDL). Stern suggested a modification for high charge
densities, comprised of the formation of a condensed layer, or
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Stern layer, of potentially hydrated counterions close to the
surface.2−4 However, in reality, the structure and chemistry of
this electrical double layer is more complex and the
electrostatic environment will depend on the local chemical
nature of the surface, of the type of ions, their solvation shells
and the solvent in the first few atomic dimensions adjacent to
the interface.4−9 As many of the mentioned ingredients are
challenging to determine experimentally, the microscopic
description of a relatively simple interface such as SiO2/
aqueous solution remains elusive.
When considering a colloidal suspension, two parameters are

most often reported, as they give an information on the
stability of the suspension. These quantities, namely surface
charge density and ζ-potential, can be measured with relatively
simple experimental techniques. The first quantity is usually
determined by potentiometric titrations,10 assuming that all
the charges in the system are confined to an outer smooth
surface of the particle, which means such a measurement gives,
at best, an upper limit for the surface charge. The second one is
obtained by measuring the electrophoretic mobility. The ζ-
potential is then calculated from the mobility, assuming a
sufficiently thin double layer, and it is defined as the potential
at the plane of shear, where the liquid velocity is zero. This
plane is likely at some distance outside the particle and
includes both the particle plus a 0.3−1 nm thick layer of
stationary solvent and ions that can move with the particle in
an electric field.11−14 However, the ζ-potential only provides
an empirical indication of the stability of colloidal suspensions.
Direct information on the surface electrostatics is obtained via
the surface potential, which in contrast to the ζ-potential, is
not a trivial quantity to access experimentally.15 The surface
potential can be computed from applying the constant
capacitor model (CC), the Gouy−Chapman (GC) or the
Gouy−Chapman−Stern (GCS) models to titration and ζ-
potential data16 or to nonlinear optics data. Indeed, for planar
SiO2/water interfaces, surface-sensitive techniques such as
SHG and sum frequency generation (SFG) have shown to
provide insight into the structure of the SiO2 double layer and
water orientation at the interface,9,17−24 as well as values for
surface potential as developed by Eisenthal and co-work-
ers.25−30 For colloidal solutions, the so-called “Eisenthal-chi3
method” can be used to estimate values for surface
potential;18,31 however, this method is bound to the use of a
model such as the CC, GC, or the GCS one, and does not
provide a unique solution for the surface potential, as the
number of unknowns in the expression exceeds the number of
independently available observables. Information about the
potential drop in the EDL can be obtained by X-ray
photoelectron spectroscopy (XPS).32 Brown et al. have
shown that surface potential values of colloidal SiO2 particles
can be obtained through XPS of a liquid microjet,33−35 using
the charge divided energy difference between the binding
energy of the Si 2p photoelectrons in the presence of salt and
the extrapolated binding energy of the Si 2p photoelectrons at
the point of zero charge. However, this measurement requires
the use of synchrotron facilities and has some intrinsic
limitations due to the relatively low signal-to-noise level. The
colloid size needs to be small (ca. 10 nm diameter), and the
salt concentration high, ∼>50 mM.
Our laboratory has recently reported an alternative way to

determine the average surface potential of colloidal particles in
solution using polarimetric angle-resolved nonresonant second
harmonic scattering (AR-SHS) measurements.36−39 AR-SHS

does not require any information on the specific structure of
the interface, and only assumes exponential decay of the
electrostatic potential several nanometers away from the
interface. In this all-optical approach taking advantage of
nonlinear light scattering theory, the nonresonantly scattered
second harmonic (SH) light that is emitted from the particle
interface and the EDL contains enough information to
determine the surface potential quantitatively. Additionally,
because of the symmetry properties of second harmonic
experiments, AR-SHS also provides another essential param-
eter of interfaces: molecular orientation of water molecules at
the interface. These two elements together greatly contribute
to the microscopic description of colloid/solvent interfaces.
Here, we apply polarimetric AR-SHS to 300 nm diameter

SiO2 colloids suspended in aqueous solution and extract both
surface potential and interfacial molecular orientation.
Polarimetric AR-SHS experiments are performed as a function
of pH and NaCl concentration. The surface potential values, as
well as the interfacial water orientation, vary drastically over
the studied pH and salt concentration range, in contrast to the
ζ-potential values, which do not change much in magnitude.
Comparing the surface and ζ-potentials, we find that for high
pH cases, as well as for salt concentrations ≥1 mM, there is a
(Stern) layer of condensed charges, forming a capacitor with
respect to the surface and causing preferential orientation of
interfacial water molecules with their hydrogens facing the
particle surface. On the other hand, for pH values below 11, as
well as below 1 mM salt concentration, there is no such layer,
and the interfacial water is preferentially oriented with the
oxygen atom facing the particle surface. These findings are
compared to results from molecular dynamics (MD)
simulations that consider the orientation of water on a single
crystalline quartz surface and agree with the experimental
results.

■ MATERIALS AND METHODS

A. Chemicals. Sodium hydroxide (NaOH, > 99.99% trace
metals basis, Sigma-Aldrich) and sodium chloride (NaCl, >
99.999%, Sigma-Aldrich) were used as received. SiO2 colloids
(300 nm diameter) were purchased in powder form from
Bangs Laboratories, Inc. Colloidal particles were washed as
described in the sample preparation section.

B. Sample Preparation. All procedures described here-
after used ultrapure water (Milli Q, Millipore, Inc., electrical
resistance of 18.2 MΩ × cm). First, 50 mg of SiO2 colloidal
particles were dispersed in 1 mL of ultrapure water, sonicated
for 10 min, and then diluted to 10 mL with ultrapure water and
sonicated again for 3 min. The solution was then centrifuged
for 10 min at 7800 rpm (5430R, Eppendorf) in order to
precipitate the colloidal particles. Then 9 mL of the
supernatant were removed, and the pellet was resuspended
in the same volume of Milli Q water by vortexing, followed by
ultrasonication (35 kHz, 400 W, Bandelin) for 3−5 min. This
procedure was repeated twice to ensure proper washing of the
SiO2 particles and removal of any additional ions in solution
coming from the synthetic procedure. The conductivity of the
washed particles was measured as described in section C to
ensure that the initial ionic strength of the particle solution was
as low as possible (below 2 μS/cm for a sample in ultrapure
water and in equilibrium with atmospheric CO2). Particles
were further diluted to 0.1% wt. solutions (corresponding to
ca. 3.5 × 1010 particles/mL). The pH and/or ionic strength of
the solution were adjusted using 0.1 or 0.01 M stock solutions
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of NaOH and NaCl. The solutions were used without further
filtering and measured on the same day. Corresponding water
references at the same pH/ionic strength where prepared for
each SiO2 sample. All preparation steps and measurements
were performed at room temperature, 23 °C.
C. Sample Characterization. The particle size distribu-

tion was determined by dynamic light scattering (DLS) and
the ζ-potential was measured by electrophoretic measurements
(Zetasizer Nano ZS, Malvern). The SiO2 colloids had a mean
hydrodynamic diameter of ∼300 nm with a narrow
distribution (for most samples, polydispersity index (PDI) <
0.1). Average radii and ζ-potentials are tabulated in parts D of
Figures 1 and 2. Values for size and ζ-potential are averages of
3 measurements. pH was measured using a pH-meter (HI
5522 pH/ISE/EC bench meter and HI 1330 pH electrode,
Hanna Instruments) calibrated with the appropriate buffer
solutions. Conductivity values were measured to ensure that
the proper amount of salt had been added to the sample.
Conductivity values were obtained by two different means:
using a conductivity meter (HI 5522 pH/ISE/EC bench meter
and HI 76312 conductivity electrode, Hanna Instruments)
calibrated with the appropriate buffer solutions, as well as from
the ζ- potential measurements (Zetasizer Nano ZS, Malvern).
Average ionic strengths in solution were calculated by the
following formula:

c
m i i i

κ κ

υλ
=

Λ
=

∑

where c is the concentration of ions in solution, κ is the specific
conductance, Λm is the equivalent (molar) ionic conductivity,
λi is the equivalent ionic conductivities of the cations and
anions, and υi refers to the number of moles of cations and
anions.
Below theoretical concentrations of 0.1 mM, the ionic molar

conductivity at infinite dilution was used, whereas for higher
theoretical concentrations the ionic molar conductivity,
obtained through the Debye−Hückel−Onsager equation, was
used. For samples diluted in ultrapure water (no added ionic
strength), average conductivity was assumed to be due solely
to protons and bicarbonate ions coming from the dissociation
of carbonic acid in water, as the volumes of solution were small
enough to always be in equilibrium with atmospheric CO2

(confirmed by pH measurements, pH 5.7). The measured
conductivity values were in agreement with the pH of a water
solution fully saturated with carbonic acid. This measurement
was used in order to determine the value of the ionic strength
to be used in the fitting procedure for the sample in ultrapure
water.
D. AR-SHS Measurements. Second harmonic scattering

measurements were performed on the same SHS setup as
described in ref 38. Briefly, 190 fs laser pulses at a center
wavelength of 1028 nm with a repetition rate of 200 kHz and
average power of 60 mW were focused into a cylindrical glass
sample cell (4.2 mm inner diameter, high precision cylindrical
glass cuvettes, LS instruments). The input- (output-) polar-
ization was controlled by a Glan Taylor polarizer (GT10-B,
Thorlabs) and a zero-order half wave plate (WPH05M-1030),
and another Glan Taylor polarizer (GT10-A, Thorlabs),
respectively. The beam waist was about 2w0 ∼ 36 μm; the
corresponding Rayleigh length was ∼0.94 mm. The scattered
SH light was collected, collimated with a plano-convex lens ( f
= 5 cm), polarization analyzed, and filtered (ET525/50,
Chroma) before being focused into a gated photomultiplier

tube (H7421−40, Hamamatsu). The acceptance angle was set
to 2.4° for scattering patterns. Patterns were obtained in steps
of 5° from θ = −90° to θ = 90° with 0° being the forward
direction of the fundamental. Data points were acquired using
30 × 1 s acquisition time with a gate width of 10 ns. To correct
for incoherent hyper-Rayleigh scattering (HRS) from the
solvent phase, both the SHS response from the sample solution
and the HRS response from a solution of identical ionic
strength but without nanoparticles are collected. The measured
data, which is a relative quantity, needs to be related to
absolute quantities for the parameters required in these
expressions: the second order hyperpolarizability β(2), the
third order hyperpolarizability β(3), number of contributing
molecules, ionic strength, radius of the particle, temperature,
and refractive indices. Indeed, the detector counts in a certain
polarization combination cannot be linked directly to an
absolute magnitude of the β(2) component. We thus employ a
normalization scheme that uses water as a reference, which has
the advantage that the β(2) and β(3) values for uncorrelated
water are known, so that the calibrated SSS response of water
can be used to correct for differences in the beam profile on a
day-to-day basis. The HRS is subtracted from the SHS and the
obtained difference is then normalized to the isotropic SSS
intensity of pure water:
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This normalization does not affect the value of χS,2
(2), or Φ0. The

fitting procedure is described in details elsewhere.37,38 We note
here that the errors we report for surface potential and surface
susceptibility are the numerical errors on the fitting procedure.
The total error may include other sources, such as the
variations in the experimentally determined parameters (the
radius, the number density, in some cases the ionic strength)
and an estimation for such error on the values of surface
potential and surface susceptibility for samples of oil droplets
in water is given in ref 38.

E. Molecular Dynamics. To support findings obtained by
AR-SHS measurements, we also carried out realistic all-atom
molecular dynamics simulations. Investigating the water
orientation at SiO2/water interface, we prepared a simulation
setup consisting of two SiO2 slabs (55 Å × 39.82 Å) modeled
as quartz surfaces with (101) crystal face that were separated
by a ∼55 Å thick aqueous NaCl solution. The obtained results
are averaged over both identical solid/liquid interfaces present
in the system.
The recently developed force field for quartz (101)

surfaces40 allowing simulations over the wide range of pH
values (at pH equal to the point of zero charge (∼2.5−4) and
higher) has been applied and improved to adopt the electronic
continuum correction, ECC (also known as model with scaled
charges to 75% of their nominal values).41 The latter accounts
for usually missed solvent polarization effects in nonpolarizable
force fields, which can significantly influence interactions of
charged species including charged surfaces. A general approach
how to apply ECC to the modeling of solid/liquid interfaces
has been described previously for TiO2 systems,42 while a
study dedicated to “ECC-quartz” force field is currently under
preparation. Note that the only modifications to the original
force field40 are modified partial charges of surface atoms,
while all other parameters remain the same. Compatible ECC
models were also used for Na+ and Cl− ions,43 while the rigid
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SPC/E model of water was employed as the solvent.44 The
charge scaling introduced by ECC significantly improves the
interactions of multivalent ions (divalent, trivalent, ...) while its
effect on monovalent ions is minor. We confirmed that the
results presented here with ECC for NaCl are very similar to
those we obtained with the original force field for quartz
(101).40 Number of surface atoms (apart from removed silanol
hydrogens to design a surface charge) and water molecules was
the same in all simulations, and only number of Na+ and Cl−

ions was varied to compensate a negative surface charge and
yield a specific bulk ionic concentration. All the simulations
were 50 ns long after 5 ns equilibration of prepared structures.
Other simulations settings were similar to those used in our
previous studies.40,42

To probe the pH and ionic concentration effects on the
water orientation at the interface, we performed two sets of
simulations. In the first set, we varied a surface charge of quartz
(101) surfaces via the deprotonation of selected surface
silanols as described previously.40 The bulk ionic concentration
in these simulations was approximately constant (0.1−0.15
M). In the second set, we compared four different ionic
concentrations ranging from 0.05 to 0.31 M at the one selected
surface charge density (−0.06 C/m2). While experiments
could be performed only up to 1 mM NaCl concentration,
computer simulations of a limited sample of 3745 water
molecules and dozens of ions face the opposite limitations−
already just one ion pair in the bulk region of our box generates
a concentration ∼0.02 M, and we are therefore restricted to
higher bulk concentrations. We were however able to approach
the ultimate limit of low bulk concentration of the salt by
modeling a system with just the number of Na+ counterions
needed to compensate the negative surface charge and no Cl−

in the system. Such a system mimics the effect of added NaOH
to pure water, with all the OH− groups attached to the surface.
We admit that this setup is a bit unrealistic, as any Na+ outside
of the interfacial region makes the interfacial charge
unbalanced, but it represents successfully the salt solution
close to infinite dilution.

■ EXPERIMENTAL RESULTS

Before describing the results, we briefly summarize some of the
important aspects of the AR-SHS model; more details can be
found elsewhere.36,37 In a nonresonant AR-SHS experiment,
the fundamental frequency of a laser beam interacts with a
liquid dispersion containing particles. In regions where the
centrosymmetry of the material is brokentypically at the
interface between the particles and the liquidSH photons at
half the wavelength of the fundamental beam will be generated.
These photons are then collected as a function of the scattering
angle (θ), defined as the angle between the sum of the
incoming k-vectors of the fundamental beam and the k-vector
of the scattered SH light. Under nonresonant conditions, the
second-order polarization depends on the electron density in
the medium,45 which implies that the SH response is of the
same order of magnitude for every noncentrosymmetric
molecule in the sample. However, since the SH intensity
scales quadratically with the number density, in most cases the
majority of the SH signal intensity is due to water molecules at
the interface, as the number of noncentrosymmetrically
distributed surface groups is much smaller than the number
of noncentrosymmetrically distributed water molecules.26 In an
aqueous solution, the nonresonant SHS signal then arises from
the net orientational order of water molecules along the surface

normal. Two types of interactions will contribute to this
orientational order of water: The orientational order induced
by electrostatic field interactions, either at the surface or in the
bulk (present in the effective third order particle susceptibility,
denoted as Γ(3)’), and the orientational order induced by all
other (chemical) interactions confined to the particle surface
plane (represented by the second-order particle surface
susceptibility Γ

(2) that contains the surface susceptibility
χS
(2)). A third type of effect could be in principle considered,
such as a reactant/product gradient along the surface normal;
however, such an effect would be mostly noticeable outside of
equilibrium conditions and/or during a chemical reaction,
which is outside the scope of the present paper. The scattered
intensity of the second harmonic can thus be given as

I R R( , , ) ( , , )
S2

(2) (2) (3) (3)
0

2
χ θ χ θ∝ Γ + Γ ′ ′ Φω (1)

where is R the particle radius, θ is the scattering angle, and Φ0

is the surface potential. χ(3)′ is the effective third order surface
susceptibility, which includes the contributions of the water
molecules oriented by the electric field as well as the water
bulk susceptibility. The scattered intensity for the two
independent polarization combinations PPP and PSS (the
first letter refers to the polarization state of the SH beam and
the second and third letter refer to that of the fundamental
beam; P is parallel to the detector plane38) can be expressed as
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μ β ω̅ = ̅ , NP is the density of particles, and Nb is

the density of bulk water (3.34 × 1028 molecules/m3). By
definition, Γ(3)’is directly related to the surface potential Φ0,
and χS

(2) contains information about interfacial oriented water,
limited to the water molecules that experience an orientational
change due to chemical interactions with the silica surface.37

χS
(2) is a tensor element with 81 components, but in the case of
a particle interface that can be considered isotropic in the
lateral dimensions of the interface, this number reduces to four
components, χS,1

(2), χS,2
(2), χS,3

(2), and χS,4
(2). Assuming nonresonant

interactions and an orientationally broad water distribution46

χS,1
(2) vanishes and χS,2

(2) = χS,3
(2) = χS,4

(2) (a definition for those terms
is provided in Table S1).37,47 By fitting polarimetric AR-SHS
patterns in two different polarization combinations as
described by eqs 2 and 3, and knowing the radius of the
particle as well as the ionic strength of the solution, unique
values for both Φ0 and χS,2

(2) can be extracted (see ref 38 for
more details). Note that all patterns are normalized with
respect to the water SSS pattern, which does not influence the
value of χS,2

(2) or Φ0, as detailed in the Materials and Methods.
This ensures a comparison to other samples and experiments,
and it corrects for any change in the experimental geometry
(such as small variations in beam alignment or sample
position). We also note that the model assumes an exponential
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decay in the diffuse double layer,37 which is a common term
for all models.48 For the convention on the sign of χS,2

(2), we use
the following: Negative for water molecules with O atoms
pointing toward the surface (dipole moment pointing away
from the surface) and positive for water molecules with H
atoms toward the surface (dipole moment pointing toward the
surface). This sign convention arises from a comparison to
imaginary values obtained from SFG studies.49

Parts A and B of Figure 1 show AR-SHS scattering patterns
obtained for solutions of 300 nm diameter SiO2 particles at
different pH values. The pH was adjusted through addition of
NaOH and no additional salt was added to the solutions.
Increasing pH promotes deprotonation of the silanol groups at
the surface, leading to a larger negative surface charge density
of the SiO2 particles. The solid lines are fits to eqs 2 and 3, and
the values for all experimental parameters used for the fits are
summarized in the Supporting Information. The normalized
SHS intensity directly relates to the number of oriented water
molecules at the interface. Parts A and B of Figure 1 show an
increasing normalized SHS intensity with increasing pH. The
obtained values of both Φ0 and χS,2

(2) from the fits of PPP and
PSS patterns are plotted in Figure 1C as a function of pH.
Figure 1C also shows ζ-potential values measured by

electrophoretic light scattering from the same samples. All
values are summarized in Figure 1D for easier comparison. The
negative valued ζ-potentials are almost unchanged from pH 5.7
to 11 (∼-38 mV). For these particles, the isoelectric point (ζ =
0 mV) is reached at pH = 3, as given by electrokinetic
measurements. The surface potential has the same sign as the
ζ-potential. However, contrarily to the ζ-potential, the
obtained surface potential values vary as a function of pH
showing two distinct behaviors: one where the ζ and Φ0-
potentials are very close in magnitude (pH 5.7 and 10) and
one where they deviate significantly. This behavior is also
shown in the obtained χS,2

(2) values: pH 11 shows positive values
of χS,2

(2), corresponding to water hydrogen atoms oriented
toward the surface, while milder pHs (5.7 and 10) show
negative values of χS,2

(2), corresponding to water hydrogen atoms
oriented away from the surface, and oxygen atoms facing the
surface.
We also performed similar measurements at constant pH

while varying the ionic strength. Parts A and B of Figure 2
show SHS scattering patterns for solutions of 300 nm diameter
SiO2 particles at pH 10, where different amounts of NaCl were
added. In this case, the surface charge density is mainly
expected to be set by the presence of NaOH and to a minor

Figure 1. AR-SHS patterns for silica particles in aqueous solution. SH scattering patterns of 300 nm diameter SiO2 particles as a function of pH in
(A) PPP polarization combination and (B) PSS polarization combination. Black plain dots: pH 11. Red plain triangles: pH 10. Green open circles:
pH 5.7. pH was adjusted through NaOH addition. The particle density was kept constant for each sample and equal to 3.5 × 1010 particles/mL. All
measurements were performed at T = 23 °C. All the parameters used for the fits, including ionic concentrations, are summarized in Table S2. Error
bars represent the standard deviation from 30 measurements. Solid lines represent the fit to the data points using the AR-SHS model. (C, top)
Surface potential Φ0 and zeta-potential ζ. (C, bottom) Surface susceptibility χS,2

(2) as a function of pH. The values are extracted from the fit of data of
parts A and B, where error bars represent error on the values as estimated from fitting the data ± standard deviation. (D) Table summarizing the
radius R, ζ-potential ζ, surface potential Φ0 and the surface susceptibility χS,2

(2) for different pH conditions. Numbers in brackets pertain to
measurement errors as detailed in the Materials and Methods.
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extent by the additional Na+ ions, which can facilitate the
deprotonation of surface silanol groups through electrostatic
screening and stabilization of the SiO− group.50 On the basis of
values of surface charge densities measured for a fixed pH and
different NaCl concentrations,50 this latter effect can be
estimated to ∼10% of the total deprotonation and will depend
on the range of salt concentration and the size of the particles,
as well as the nature of the cation.30,51 It can be seen that the
normalized SHS intensity decreases with increasing salt
concentration, indicative of a decrease in the amount of
ordered water molecules around the surface of the SiO2

particles. Figure 2C shows the obtained fit values for the
surface potential and the second-order susceptibility element
representative of the molecular orientation of interfacial water.
The measured ζ-potential values are also plotted. All values are
summarized in Figure 2D. For the two lowest salt
concentrations both potentials are similar in magnitude. For
1 and 10 mM NaCl, however, the magnitude of the surface
potential becomes much higher than the ζ-potential. Another
interesting observation is that the sign of χS,2

(2) changes when salt
is added. In the case where no salt is added at a fixed pH of 10,
a negative sign of χS,2

(2) indicates a situation where water
molecules are mostly oriented with their hydrogen atoms away

from the surface. With the addition of NaCl, and even for the
smallest quantity (0.1 mM), the sign of this parameter is
inverted and points to a shift in the water orientation, where
the hydrogen atoms are oriented toward the surface.

Simulation Results. Computer simulations provide
molecular details of the interface and help the experiment in
deciphering the contribution of oriented water molecules at a
given distance from the surface to the nonlinear optics signal
(i.e., χS, 2

(2) or Φ0). Because a model of ∼300 nm diameter
colloidal SiO2 is not available, we utilized our model of the flat
(101) quartz surface (see Materials and Methods). The flat
geometry is well justified by the large size of the colloidal
particles, and the terminations by silanol groups are similar in
both cases,52 though more defects must be expected for
amorphous and spherical particles. The density of silanol
groups for perfect (101) quartz (5.8 OH/nm2 for neutral
surface, 5.1 OH/nm2 for −0.12 C/m2 negative surface40) is
close to the value 4.9 OH/nm2 reported for amorphous
silica.53

The signal of each layer is proportional to the “dipole
concentration” given by a product of the number density of
water molecules, water dipole orientation (the cosine of the
angle between the water dipole vector and z-axis with positive

Figure 2. Scattering patterns of 300 nm diameter SiO2 particles in a pH 10 solution as a function of NaCl concentration in (A) PPP polarization
combination and (B) PSS polarization combination. Black plain dots: 0 mM NaCl. Red plain triangles: 0.1 mM NaCl. Green open circles: 1 mM
NaCl. Blue open triangles: 10 mM NaCl. pH was adjusted through NaOH addition. The particle density was kept constant for each sample and
equal to 3.5 × 1010 particles/ml. All measurements were performed at T = 23 °C. All the parameters used for the fits are summarized in Table S3.
Error bars represent the standard deviation from 30 measurements. Solid lines represent the fit to the data points using the AR-SHS model. (C,
top) Semilog plot of surface potential Φ0 and ζ-potential ζ. (C, bottom) Surface susceptibility χS,2

(2) as a function of NaCl concentration for fixed pH
= 10. The values are extracted from the fit of data in parts A and B. Error bars represent error on the values as estimated from fitting the data ±
standard deviation. (D) Table summarizing the radius R, ζ-potential ζ, surface potential Φ0, and the surface susceptibility χS,2

(2) for different salt
conditions. Numbers in brackets pertain to measurement errors as detailed in the Materials and Methods.
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values indicating hydrogens facing the solid surface, i.e. as in
the experiment), and the dipole moment of SPC/E water
model, which equals 2.35 D (1 D = 3.336 × 10−30 Cm). The
running integral of the dipole concentration provides an
indicator for the buildup of the total SHS intensity. Indeed, the
SHS intensity is by definition given as the square of the
absolute value (magnitude) of the summed nonlinear second
order and third order polarization (emitted at the second
harmonic frequency). We then assume that the sum of the
dipoles in a certain volume is proportional to the second order
and third order polarization (emitted at the second harmonic
frequency), and as such the SHS intensity is proportional to
the square of the running integral of the dipole concen-
tration.54 The interfacial plane at z = 0 corresponds to the
average position of surface silicon atoms. MD simulations were
carried out for surface charge densities 0, −0.03, −0.06, and
−0.12 C/m2. Using surface titration experiments we can link
these simulations to pH ∼ 4, 8.5, 9.4, and 10.1, respectively,
which allows us to compare simulation and experimental data,
though the simulation and experimental conditions cannot be
matched exactly due to differences in surface geometry. A
simulation of the quartz surface in pure water is also added for
comparison.
The results obtained from the molecular dynamics

simulations are summarized in Figure 3. The left-hand panels
(A, B, C) display effects of changing surface charge density,
while the right-hand panels (E, F) display effects of changing
the ionic strength at fixed surface charge density. Figure 3A
shows the axial density profile of water oxygens, i.e., the
laterally averaged density of water as a function of distance
from the quartz (101) surface. The axial density of water is
nearly independent of the surface charge (shown in Figure 3A)
and salt concentration (not shown). The positions of the first
two clearly evident water layers are z ∼ 3.5 Å and z ∼ 6 Å, and
are invariable. Figure 3B shows the dipole concentration as a
function of distance for different surface charge densities. A
positive value indicates water molecule with hydrogens facing
the surface, while a negative value indicate a reversed
molecular orientation with oxygens facing the surface. These
features can thus be used to connect to the sign of χS,2

(2). It can
be seen that the curves for low charge density are more
negative, while increasing the charge density brings them up to
positive values. Figure 3C shows the running integral of the
dipole concentration, which reaches a plateau away from the
interface, where the average orientation of water molecules is
zero (isotropic). This plateau value is an indicator of the total
SH intensity and increases with surface charge density. Figure
3E shows the ionic strength dependence of the interfacial
dipole orientation for a fixed surface charge density of −0.06
C/m2, and for the salt concentration range used in the
simulations (0.05 to 0.31 M NaCl). The water orientation with
hydrogens facing the surface is less pronounced at higher
concentrations, leading also to decreasing plateau values of the
running integral of the dipole concentration (Figure 3F) with
salt concentration.

■ DISCUSSION

Surface Potential and Water Orientation under Low
Ionic Strength Conditions. In mild pH cases (5.7 and 10)
and low ionic strength (<1 mM), the values of the surface
potential are very close to the ζ-potential values. Negative
values of the ζ-potential are found for colloidal SiO2

surfaces50,55,56 as expected from the negative surface charge

densities.10,57,58 As mentioned in the introduction, the slip
plane where the ζ-potential is measured is considered to be
located in the first few water layers away from the surface plane
where the surface potential is measured. Therefore, with both
values being very similar, it is highly unlikely that there is any
buildup of counterions close to or at the surface. This means
there is no charge condensation or Stern layer formed. By
charge condensation layer, we refer to a packed layer of ions
that is at some distance away from the interface, also known as
an outer-sphere complex. We note here the specific case of
direct counterion adsorption, also referred to as an inner-
sphere complex, which would lead to (partial) surface charge
neutralization. This surface charge neutralization effectively
decreases the electric field extending in the solution and
therefore results in a reduction of the surface potential.
However, this effect is expected to be small for small
concentrations of counterions in solution.
The negative values of χS, 2

(2) are indicative of a net dipole
moment pointing away from the surface, with water molecules
mainly oriented with their oxygen atom toward the surface.
This water orientation in low ionic strength conditions can be
rationalized by considering the hydrogen bonding between the
silanol groups and the oxygen atom of water. This is illustrated
in Figure 4A.
Having established that there is no significant accumulation

of counterions at the interface, for this particular case, the
simplest model that describes the relation between surface
charge and surface potential is given by the spherical Gouy−
Chapman model. Ohshima derived an approximate analytical
solution for the potential distribution around a sphere with
arbitrary potential,48 where the surface charge density is related
to the surface potential by

Figure 3. (A) Number density of water, (B) dipole concentration,
and (C) integrated dipole as a function of distance z from the quartz
(101) surface for different surface charge densities at similar bulk
ionic concentration. (D) Snapshot of the quartz (101) surface at 0.34
M and −0.12 C/m2. (E) Dipole concentration and (F) integrated
dipole as a function of distance from the quartz (101) surface for
different bulk ionic concentrations at the same surface charge density
of −0.06 C/m2.
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where σ0
GC is the surface charge density in the spherical Gouy−

Chapman model, R the particle radius, εr the relative
permittivity of the solvent (water), ε0 the permittivity of
vacuum, κ the Debye parameter, e the elementary electric
charge, z the valence of ions, kB the Boltzmann constant, and T
the temperature. Knowing Φ0, we can compute σ0

GC, and the
expected degree of deprotonation. Table 1 shows the values for
σ0
GC as a function of pH and NaCl concentration, as well as the
corresponding percentage of surface deprotonation.

Table 1 shows that the surface charge densities for the low
ionic strength regime range from −0.35 to +1.63 mC/m2,
which correspond approximately to 0.04−0.2% deprotonation,
assuming a silanol density of 4.9 OH/nm2 as reported by
Zhuravlev,53 who showed that this value is a constant for a fully
hydroxylated amorphous surface and does not depend on the
type of silica. These surface charge densities values are in the
range of reported values in the literature for salt free and low
salt dispersions59,60 and agree with the notion that the majority
of the silanol groups remain protonated.61,62 Thus, in mild pH
conditions and low ionic strength, only a very small fraction of
the silanol groups are deprotonated, and the dominant
orientation of water dipoles in the first layer away from the
surface is due to hydrogen bonding between the protonated
silanol groups and the oxygen atoms of water.

Surface Potential and Water Orientation in Higher
Ionic Strength Conditions. In higher pH conditions (pH
11) and with increasing amounts of NaCl (≥1 mM), we
observe a much higher magnitude for the surface potential than
the ζ-potential. The distance between the slip plane and the
surface plane is 1−3 water molecules.12 The differences ∥Φ0 −

ζ∥ of 119 mV (pH 11), 122 mV (1 mM NaCl), and 375 mV
(10 mM NaCl) means that the electrostatic field in this thin
layer must be on the order of 108−109 V/m. This large
electrostatic field indicates the presence of a condensed layer of
charges.12

This hypothesis is further supported by the fact that higher
values of surface potential are found for both pH 11 and for
pH 10 + 1 mM NaCl and above, which correspond to a similar
concentration of sodium ions (respectively 1 mM and 1.1 mM
Na+). Such a charge condensation layer of positive counterions
close to the negative surface influences water orientation.
Positive values of χS,2

(2) here indicate a net dipole moment with
the hydrogens pointing toward the surface, thus effectively
interpreted as a net flip in the surface water orientation with
respect to the low ionic strength situation (Figures 1C and
2C). This flip in water orientation is illustrated in Figure 4B
and arises from the formation of a charge condensation layer
composed of hydrated sodium ions. As the hydration shells of
the Na+ ions overlap with the surface hydration layer, the Na+

ions disrupt the hydrogen bonding between the silanol groups
and the water molecules and a water layer with a net dipole
moment facing the surface results.
Having determined experimentally that here we are dealing

with a Stern layer, we can compute the charge density on the
slip plane, σd, assuming that the slip plane and the outer Stern
layer coincide, using eq 4 and replacing Φ0 by ζ and σ0

GC by σd.
Values for σd are shown in Table 2. Approximating the surface
of the particle and the Stern layer as two plates of a spherical
capacitor, it is also possible to use the equation describing a
spherical capacitor to relate the potential drop in the Stern
layer (Φdrop

GCS = Φ0−ζ) to the surface charge density at the
surface, σ0

GCS:

R

R R d

1 1
drop
GCS

GCS

SW Stern

0
2

0

ikjjjjj y{zzzzzσ

ε ε
Φ = −

+ (5)

Figure 4. Schematic view of a SiO2/water interface for (A) Low
surface charge density and low Na+ concentration and (B) High
surface charge density and high concentration of Na+ ions. In both
cases the surface keeps a majority of silanol groups protonated and is
overall negatively charged. (A) Water molecules are preferably
oriented with their oxygen toward the surface. The net water dipole
summed over all water molecules is then oriented away from the
surface (red arrow). (B) Water molecules are preferably oriented with
their hydrogens toward the surface. The net water dipole is oriented
toward the surface (red arrow). The potential decay profile in the
Gouy−Chapman (C) or Gouy−Chapman−Stern models (D). In the
first case, the ionic strength in solution is low and the surface potential
decays exponentially with distance. At higher ionic strengths, the GCS
approximation is considered, where the potential decay profile
integrates two components: a steep decay associated with the strong
electric field in the charge condensation layer, known in the model as
the Stern layer, and a more gradual one at larger distances from the
interface. We approximate here the potential at the Stern plane to be
equal to the ζ-potential.

Table 1. σ0
GC and Percentage of Deprotonation as a Function of pH and Salt Concentration

NaOH σ0
GC (mC/m2) % deprotonation [NaCl], pH = 10 (mM) σ0

GC (mC/m2) % deprotonation

pH 5.7 −0.35 0.04 0 −0.77 0.10

pH 10 −0.45 0.06 0.1 −1.63 0.21

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b05482
J. Phys. Chem. C 2019, 123, 20393−20404

20400



where σ0
GCS is the surface charge density in the presence of a

charge condensation layer, R is the radius of the particle, ε0 is
the vacuum permittivity, and dStern is the thickness of the
capacitor. Contrary to the GC case, which assumes the
permittivity of bulk water because of the small electric fields
generated at the interface, in the GCS case the higher electric
fields will orient the water dipoles and therefore change the
dielectric constant of the first few layers adjacent to the
interface. Therefore, we use here εSW as the dielectric constant
at the silica/water interface (εSW = 43).63 Assuming a Stern
layer thickness range of 0.3 < dStern < 0.9 nm (between one and
three water molecules) one obtains a range of values for σ0

GCS,
summarized in Table 2.
Table 2 shows that the computed surface charge densities

range from −50 to −476 mC/m2 depending on the choice of
the Stern layer thickness. These values correspond to
deprotonation degrees between 6 and 61%. While the
deprotonation value for [NaCl] = 10 mM seems high for
dStern = 0.3 nm (maximum 25% deprotonation is expected at
pH 10 and 0.1 M NaCl),50 all the other results are comparable
to surface charge densities that have been measured by
potentiometric titrations for SiO2 particles in similar
conditions,10,35,57,64 keeping in mind that these values are
strongly size-dependent below 30 nm diameter.65,66 Interest-
ingly, one can see that surface charge densities in both pH 11
case and the 1 mM NaCl case at pH 10 are very similar, which
is a direct result of the similar surface potential values obtained
by AR-SHS (Figures 1C,D and 2C,D). Considering nearly the
same concentrations of ions at these two conditions (1 mM
Na+,OH− at pH 11 vs 0.1 mM of Na+,OH− + 1 mM Na+,Cl− at
pH 10), this indicates that the ionic strength and the interfacial
presence of Na+ ions, is here the main element in setting the
magnitude of the surface potential.
While both base and salt treatment show a similar increase

in the surface potential value, similar surface charge densities
for a given value of dStern and similar orientation of the surface
water molecules indicating the presence of a charge
condensation layer, the SH intensity change as a function of
the ionic strength does show some differences, which has
implications on the thickness of this charge condensation layer.
In the case of the basic treatment, the surface charge becomes
increasingly more negative with increasing NaOH addition.
This higher surface charge density is then compensated by
screening by the Na+ cations, which additionally participate in
orienting the water molecules with their hydrogens facing the
surface (Figure 4B). For a higher surface charge density, we
can thus expect a larger number of water molecules to be
oriented with their hydrogen facing the surface to counter-
balance for the presence of deprotonated silanols. The increase
in SH signal intensity as a function of pH (Figure 1A,B) thus
reflects the electric-field induced polarization of the water

molecules at the interface as previously described for flat
surfaces.25,67 In the case of salt addition at fixed pH, we
observe a decrease in SH intensity (Figure 2A,B) that
physically corresponds to a decrease in the number of the
oriented water molecules. Such a decrease in ordered water is
then indicative of more efficient screening of the surface charge
by more concentrated salt solution and shrinking of the diffuse
layer. This decrease in the amount of ordered water is already
visible between 0 mM NaCl at pH 10 and 0.1 mM NaCl at pH
10, while it is not noticeable between pH 10 and 11 when no
salt is added. This indicates that the thickness of the charge
condensation layer will be dependent on the nature of the
added compound (NaOH/NaCl), most likely because of
modifications of the surface charge density. Additional
information that can be extracted from the AR-SHS plots is
the relative variation of the thickness of the charge
condensation layer and of the surface charge density. From
eq 5, a decrease in the thickness would directly result in a
decrease of the magnitude of the surface potential. However,
since we observe an effective increase in magnitude of surface
potential with increasing salt concentration, this implies that, in
this range of salt concentrations, the increase in magnitude of
surface charge density must be larger than the decrease in the
charge condensation thickness. Note that at higher salt
concentration (>10 mM), the opposite behavior has been
observed:50 While the surface charge density still increases
with increasing salt concentration, the decrease in the thickness
of the charge condensation layer overall dominates, thus
resulting in a decrease of the surface potential with increasing
salt concentration. In our case, due to the limited range of
stability of our colloidal suspensions, we could not explore salt
concentration ranges above 10 mM. It is also important to note
that Brown et al.50 use particles below 10 nm diameter, and as
the surface charge density is strongly size-dependent for
particles below 30 nm diameter,65,66 we can expect a different
relative variation of the surface charge density and the charge
condensation layer thickness for different sizes of particles,
which could imply a different dependence of the surface
potential on the salt concentration. Further measurements are
thus needed to test the size dependence of the surface potential
at various ionic strengths. Similarly, the surface charge density
as well as the pKa of different silanol groups is expected to
change depending on the preparation of the surface prior to
the experiment,25,61,68 which could be additional factors
playing a role in the observed trends for the surface potential.
One last observation that can be made on the basis of the

AR-SHS results is that the transition between the low ionic
strength regime, where ∥Φ0∥ ≈ ∥ζ∥ and the high ionic
strength regime, where ∥Φ0∥ ≫ ∥ζ∥, occurs for electrolyte
concentrations between 10−4 and 10−3 M, while it is generally
considered for flat surfaces (as for example metal electrodes)
that the GC model can be used up to electrolyte
concentrations of 10−3−10−2 M.12,69,70

Comparison of AR-SHS Experiment and MD Simu-
lation. We turn now to the discussion of the results obtained
through simulations. Despite the fact that simulation results for
one selected crystal face of quartz surface are used when
comparing to experimental data of spherical silica nano-
particles, the trends observed in simulations are in line with
experimental findings. The lowest charge densities and salt
concentrations studied experimentally are not reachable with
the MD simulations (see Materials and Methods for details),
but we still can discuss the experimental trends in the presence

Table 2. Table Showing σd, σ0
GCS and % Deprotonation as a

Function of pH and Salt Concentration

NaOH σd (mC/m2) σ0
GCS (mC/m2) % deprot.

pH 11 −3.2 dStern= 0.3 nm −151 19.2

dStern= 0.9 nm −50.3 6.4

[NaCl], pH = 10 σd (mC/m2) σ0
GCS (mC/m2) % deprot.

1 mM −5.0 dStern = 0.3 nm −155 19.7

dStern = 0.9 nm −51.6 6.6

10 mM −11.5 dStern = 0.3 nm −476 60.6

dStern = 0.9 nm −159 20.2
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of only NaOH or for very small salt concentrations with the
help of the molecular picture of this model interface. Figure 3A
shows that there is interface induced water layering as
witnessed by the two peaks at ∼3.5 and 6 Å. The orientational
first peak in Figure 3B can be easily connected to χS,2

(2), as by
definition χS,2

(2) contains the orientational order induced by all
chemical interactions confined to the particle surface plane.
The first peak in Figure 3B for surface charge densities σ = 0
and −0.03 C/m2 is negative, in agreement with negative χS,2

(2)

observed experimentally at pH 5.7. The negative signal at low
pH is further supported by simulations of neutral quartz
surface (σ = 0 C/m2), where even the integrated dipole is very
slightly negative, both for 0.06 M NaCl solution (represented
by only 4 ion pairs in the simulated system) and even more for
pure water (which is the limiting case of low salt concentration
for neutral surfaces). The first peak for σ = −0.06 C/m2 is
close to zero and does not predict the negative χS,2

(2) seen
experimentally at pH 10 in absence of salt, but the
concentration dependence of the second peak easily explains
the positive χS,2

(2) at larger concentrations. Finally, based on the
positive first peak at σ = −0.12 C/m2, we predict that at very
high pH values, even in the absence of salt, χS,2

(2) should be
positive, in agreement with Figure 1C for pH 11. Figure 3C
also agrees with the measured SH intensity shown in Figure
1A,B, where increasing pH (and thus more negative surface
charge density) leads to an increase in the total SH intensity,
indicative of a larger number of overall oriented molecules.
Parts E and F of Figure 3 capture, as much as possible using

our MD setup, the experimental drop in overall SHS intensity
with salt concentration (Figure 2A,B), indicative of more
efficient charge screening and less overall oriented water.
Figure 3E shows that for higher charge densities (pH) the
magnitude and sign of the first peak for a given pH is
insensitive to the salt concentration. The second peak (∼6 Å)
and the water orientation further out displays however a
decreasing magnitude with increasing salt concentration. This
behavior is also shown in the curves in Figure 3F, which
overlap in the first peak but start to deviate at the second peak
and gain less signal at distances of ∼6−20 Å for higher salt
concentrations. In this high concentration range (>10 mM),
the weakening of the orientation with hydrogens facing the
solid with increase in concentration also agrees with the drop
in susceptibility measured experimentally from 1 to 10 mM
(see Figure 2C,D). These effects were observed for all
simulated ionic concentrations and surface charge densities.
Simulations evidence Na+ (a strong sorbent) adsorbing as an

inner-sphere complex at height ∼3.5 Å, i.e., in the location of
the first water layer, and also as outer-sphere complex at
distances around 5.5 Å, i.e., close to the position of the second
water layer (not shown). With increasing pH and salt
concentration, the surface attains more negative charge.
While less negative surface charge can be easily compensated
by a few Na+ ions, at more negative surfaces the compensation
of the surface charge is partly hindered by repulsion among
numerous adsorbed Na+ ions, leading to formation of the
condensed layer further from the surface and more negative
surface potential, as deduced from the SHS data.

■ CONCLUSIONS

Nonlinear light scattering theory can be used to derive
expressions for surface potential of colloidal suspensions Φ0

and interfacial water ordering in terms of the second-order
susceptibility χS,2

(2). This system of two variables can be solved

by nonresonant polarimetric AR-SHS measurements in two
different polarization combinations. Φ0 and χS,2

(2) are obtained
from analytical expressions and therefore do not assume any
model for the distribution of ions at the interface. In this work,
we report AR-SHS patterns for 300 nm diameter SiO2 colloidal
suspensions as a function of pH and NaCl concentration, and
we support these data by MD simulations of the crystal quartz
(101) surface interacting with aqueous solutions. By
combining the knowledge of the parameters χS,2

(2) and Φ0 with
ζ, which is obtained through electrokinetic measurements, we
are able to establish a description of the interface that does not
rely on a specific model for the charge distribution at the
interface. Between pH values close to neutral and 10, as well as
at low salt concentration (<1 mM), our data indicate the
presence of a diffuse double layer where the surface potential is
very close to the ζ-potential, and where the most favorable
orientation for the interfacial water molecules is the one with
the oxygen atom facing the silanol terminated surface. At
higher pH or ionic strength (pH 11 or ≥1 mM salt), we
observe an increase in surface potential, while the ζ-potential
changes very little, indicative of the formation of a charge
condensation layer. Furthermore, values of χS,2

(2) indicate that
interfacial water adjusts its orientation following counterion
adsorption, in this case favoring hydrogen atoms facing the
surface. Surface charge densities estimated through the GC or
GCS model using the measured surface potential values agree
with reported values in the literature. This validates our
experimental approach where the surface potential values can
be extracted without assuming any model for the structure of
the electrical double layer. The experimental trends are nicely
supported by molecular simulations, which observe that the
orientation of interfacial water increases with pH and decreases
with NaCl concentration, in accord with the intensity of the
AR-SHS signal. The flipping of the dipolar orientation of water
molecules closest the surface from orientations away from the
surface (prevailing orientation due to termination of the
surface by protonated silanols) at low pH to orientation
toward the surface at high pH (induced by negative surface
charge and the presence of Na+ counterions), can be directly
linked to the trends observed for the pH dependence of the
surface susceptibility.
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ABSTRACT: ζ-Potential (ZP) is among key physical properties
characterizing the behavior of nanoparticles in colloidal solutions.
Despite many attempts to calculate and neatly interpret the ZP, a
full understanding of various factors influencing its values has not
been achieved yet, even for standard metal oxides, particularly when
considering high ionic concentrations and the effect of temperature.
This contribution extends our recent work [Prědota, M. et al.
Langmuir 2016, 32, 10189−10198], where we suggested a direct
approach to calculate the ZP from nonequilibrium molecular
dynamics (NEMD) simulations. Here, we investigate NaCl, RbCl,
CaCl2, SrCl2, and Na2C2O4 aqueous solutions interacting with TiO2

and SiO2 surfaces and show contrasting ZP behaviors of these metal
oxides, elucidated by theoretical insights gained by molecular
simulations. We show that both surface-specific and ion-specific properties play a key role in the observed electrokinetics.
Additionally, we explore the concentration and temperature influence on the ZP of selected systems and discuss the measurement of
the ZP of systems with surfaces and ions modeled using scaled partial charges. Our results agree well with available experimental data
and capture all key ZP features predicted by theory or revealed by experiments and advance the microscopic description of solid/
liquid interfaces, promoting further applications of the suggested NEMD approach.

1. INTRODUCTION

ζ-Potential (ZP) is an important macroscopic measure of
tremendous practical and scientific interest in the field of
nanoparticles (NPs). In classical interpretation, the ZP is
associated with the electrostatic potential that develops at an
ill-defined boundary between a NP (including an immobile
layer containing strongly adsorbed species, which moves
together with the NP) and the surrounding fluid (usually
aqueous solution). A surface charge, formed when the solid
surface is exposed to an aqueous solution or another liquid, is
compensated by counterions present in the solution. These
oppositely charged layers form the so-called electric double
layer (EDL),1 giving rise (among other interfacial phenomena)
to the ZP. By electrostatics, the ZP dictates the physical
stability of NPs in colloidal solutions, particularly their
aggregation, sedimentation, and complexation with other
species. With the increasing use of NPs in nanomedicine, the
ability to measure, predict, and control the ZP can significantly
help in grasping the interactions of NPs with cells and
biomolecules.2,3 Since the ZP also reflects a response of NPs to
an applied electric field, a detailed understanding of the ZP
origin could provide stimulating ideas of advancing, e.g., water
purification technologies.4,5 Moreover, ZP measurements can
be applied to track the coating of NPs, which is of vital
importance in materials science, industries, and medicine.6

Experimental measurements of the ZP are commonly
available in the literature of the last few decades. These

studies employ various methods for measuring the ZP, e.g.,
tunable resistive pulse sensing, electroacoustics, ζ-particle
tracking analysis, and electrophoretic light scattering.7−11

The latter is usually coupled with dynamic light scattering,
which determines the size of NPs.12 The most common way of
determining the ZP is via conversion of the electrophoretic
mobility into the ZP using the Helmholtz−Smoluchowski (H−

S) equation.13,14 Although this simple formula ignores the
surface conductivity, and it was shown that this approximation
usually leads to a slightly smaller amplitude of ZP values,
particularly for TiO2 and SiO2,

15,16 this equation is widely used
in both experimental and theoretical ZP conversions due to its
clarity and reasonable accuracy.
Other theoretical methods include the prediction of the ZP

through simplified models of EDL like the Poisson−Boltzmann
equation, Debye−Hückel theory, and the Karhunen−Loev̀e
Galerkin procedure.17−20 Another recent work suggests that
the ZP can be estimated from the size of a NP and the energy
of the highest occupied molecular orbital per metal atom of the
NP.21 While the energy calculations require accurate and
computationally expensive ab initio simulations, the size
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should be measured experimentally. In principle, combining
(pseudo)experimental and theoretical methods is common in
interpretation of the ZP,22 particularly involving molecular
dynamics (MD) simulations.23,24

Despite huge attention to the ZP and its underlying
molecular origin, the full microscopic description of the ZP
is not complete yet. Eventually, even to some extent, a basic
knowledge of where exactly the position of the ZP plane is
defined at the interface has been intensively discussed until
recently,25,26 and the interpretation of the inner surface
potential, another important interfacial measure, remains
elusive.27 Most experimental studies report the pH dependence
of the ZP of a selected NP, often together with the effect of a
salt (its composition and concentration) and particle size and
occasionally including the effect of temperature.28−32 Since all
of these conditions can significantly influence the ZP,33,34 it is
sometimes tricky to clarify the contribution of each factor
separately.35

Even for a widely studied metal oxide like TiO2, measured
ZP values range remarkably when using different experimental
techniques.36 This highlights the complexity of NP/aqueous
interfaces and the importance of developing efficient, yet
simple methods that would not only enable the measurement
of the ZP but also reveal underlying interfacial phenomena.
Molecular simulations have proved to be a powerful tool in
providing details of atomistic resolution,37 and obviously, they
have been actively used to investigate electrokinetic phenom-
ena at solid/liquid interfaces.38 Following this strategy, one can
link experimentally measured ZP with molecular details
obtained from MD simulations if the latter gives similar trends
or even similar values of the ZP over a wide range of
conditions, e.g., pH, salt concentration, and temperature.
Recently, we proposed a simple method to calculate the ZP

using nonequilibrium molecular dynamics (NEMD) simula-
tions mimicking electro-osmosis.25 The idea of the method is
based on applying an electric field along the surface to obtain

the streaming mobility of the fluid interacting with the surface.
This mobility can be converted into the ZP, e.g., through the
Helmholtz−Smoluchowski equation

ζ
μη

ε ε
= −

r 0 (1)

where ζ is the ζ-potential; μ is the measured mobility of the
bulk fluid relative to the surface; ε0 is the vacuum permittivity;
and εr and η are the relative permittivity and dynamic viscosity
of the fluid, respectively.
In our in silico experiments of electro-osmosis, the planar

solid surfaces are immobile and the electric field acts on the
solution, generating its streaming motion along the surface.
The negative sign in eq 1 reflects this difference from the H−S
formula for electrophoresis. This pseudoexperiment enables
the direct extraction of all molecular details of the modeled
interface. For example, modeling the electro-osmosis, Siboulet
et al. successfully characterized the silica/water interface in the
presence of a CsCl solution.39 English and Long40 modeled
electrophoresis by applying an electric field to TiO2 particles of
different radii and charges and estimated the ZP of these NPs
in aqueous solution.
The NEMD method by Prědota et al.25 determines the ZP

from the electro-osmotic flow of any solution in contact with
any macroscopically planar (but atomistically structured)
surface only within the limits of the accuracy of molecular
models. The choice of planar surfaces is convenient in terms of
statistics and periodic boundary conditions, but the results are
relevant for any (nearly) planar surfaces of solid particles,
including electrophoresis of spherical particles larger than few
micrometers. The measurement of the ZP from simulations of
electro-osmosis (averaging the streaming motion of thousands
of liquid molecules relative to immobile surfaces) is much
more accurate than the measurement of the streaming motion
of few solid particles in corresponding simulations of
electrophoresis. Another huge advantage of using molecular

Figure 1. Schematic of the method.
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simulations is that one can carefully control system conditions,
like the ionic concentration or pH (the latter, in our case, via
the preset surface charge), or model extreme cases, e.g., high
temperatures, which is sometimes technically difficult or
impossible in experiments due to sedimentation.
The previously published data25 were obtained using our

self-written simulation code, which included both the
molecular dynamics engine and on-the-fly analysis of the
streaming velocities. Its main limitation was uneasy mod-
ifications for modeling other surfaces and solutions. Partic-
ularly, the code allowed only rigid solvents and monoatomic
solute (ions) molecules. In this work, we utilize popular and
freely available molecular software packages, namely, Gro-
macs41 and large-scale atomic/molecular massively parallel
simulator (LAMMPS).42 This allows us to significantly extend
the number of studied systems and generalize our method25

and make it easily applicable by the large scientific community
if input specifications and postprocessing codes are provided.
The latter will be a subject of a more technically oriented
paper, while, here, we focus on applications to new systems.
The two main goals of this study are (1) to describe in detail

how to run NEMD simulations providing the ZP, following the
scheme shown in Figure 1, and (2) present the new data that
demonstrate high potential of the method. Regarding the
second part, we tested modeling of (i) two metal oxide
surfaces, namely, (110) rutile (TiO2) and (101) quartz (SiO2);
(ii) monoatomic ions (Na+, Rb+, Ca2+, Sr2+, and Cl−), similar
to the original work,25 where NaCl, RbCl, and SrCl2 solutions
interacting with rutile (110) surfaces were studied; (iii)
adsorption of molecular anions, namely, oxalic acid ions, by
rutile (110) surfaces; and (iv) pH, concentration, and
temperature effects. Along with this, we carefully described
the effect of a chosen MD thermostat and the strength of an
applied electric field on our results.
TiO2 and SiO2 are treated as standard metal oxides, and they

are ubiquitously present in nature, science, and technology.
Therefore, both have been heavily studied and their ZPs have
been frequently measured under various conditions. For
example, Kosmulski has been very active in the development
of theoretical models for calculating not only the ZP but also
surface charge densities (SCD) using activity coefficients of
surface hydroxyls of various NPs, including TiO2 and SiO2.

43

Particularly, he has been interested in the effect of high ionic
concentration on electrokinetic properties,44−47 which is
important in the light of our simulation work. The general
conclusions were that with the increasing ionic concentration
(i) there is a shift of the point of zero charge (pHzpc) and
isoelectric point (pHiep) to a larger pH; (ii) absolute values of
the ZP decrease; and (iii) consequently, the ZP curves become
flatter, which sometimes leads to the disappearance of pHiep.
These phenomena were observed already in our seminal
simulation study.25

This work is not focused on the idea of completely
reproducing the experimental data by tuning available force
fields. First of all, experimental data are sensitive to many
factors including those that cannot be captured in simulations
of flat surfaces, e.g., the size and concentration of nano-
particles.48−50 Therefore, even available experimental data vary
in absolute ZP values, though consistent in e.g., pH and
concentration trends. The force fields used in this study have
been fairly verified against experimental data previously, and
they perform well in predicting interfacial properties.51−57 The
only force field consideration in this work is about using scaled

charges, i.e., the electronic continuum correction (ECC)
theory.58 The theory states that partial charges of charged
species in aqueous solutions should be scaled down to reflect
the electronic screening effects absent in nonpolarizable MD
simulations. This approach has been proven successful in a
more accurate description of solvated structures, primarily
using 75 or 85% charge scaling (see, e.g., refs 59, 60 and
references therein). We have shown that full charge models of
oxalic acid anions, which were also studied in this work, fail to
reproduce even basic structural properties of these ions in bulk
water, and the reasonable models could have been developed
only with scaled charges.61 Having established the strategy for
dealing with ECC when modeling solid/liquid interfaces,54 we
described in detail the adsorption of oxalic acid anions on
rutile (110), applying the ECC approach for both the surfaces
and ions.56,57 Even in the case of atomic cations, we observed
an improvement in the prediction of adsorption properties
when using ECC, though with some shortcomings, e.g., ionic
diffusivities can be higher compared to the experimental values
if the scaling factor is too low.54 Relying on summarized
findings and the performance of the developed models, all of
the data presented here were obtained using the force fields
with 75% scaling (hereafter, denoted ECC), mostly due to the
availability of compatible ECC models, motivated by
justification of the 75% scaling factor as ε1/ el , where εel is

the electronic (also denoted high-frequency, ε
∞
, or optical)

part of the permittivity,62 equal to the square of the refraction
index of the medium, εel = n2.63 The only two sets of
simulations with full charges are included for systems with a
NaCl solution at rutile (110) surfaces [with ionic Lennard-
Jones (LJ) parameters from the original ZP work25] and quartz
(101) surfaces (with LJ parameters used in our previous
simulation study of this metal oxide53) to check the effect of
ECC on ZP calculations, which has not been examined before.

2. METHODS AND COMPUTATIONAL DETAILS

2.1. Molecular Dynamics Simulations. We modeled
surface/water interactions in the same way as in our previous
works.53,54,56 Briefly, each simulation box was constructed from
two identically charged surfaces, rutile (110) or quartz (101),
with an aqueous solution in between. All of the results were
averaged over the two equivalent solid/liquid interfaces. Since
we were mostly interested in the pH dependence of measured
properties, we prepared several surfaces of different surface
charge densities (SCDs) by a preset ratio of (de)protonated
surface hydroxyls. The SCD corresponds to a single pH value
and is constant within one particular simulation due to the
nondissociative nature of our force fields. The link between pH
and SCD is often available from titration experiments.52,57,64

Table 1 provides the list of modeled SCDs and corresponding
pH values under simulated conditions.
To model rutile (110) surfaces, we used the recently

developed ECC force field or its full charge analogue.54 To
reduce the number of modeled systems, we adopted only the
nonhydroxylated type of the surface,51 bearing in mind that
hydroxylated rutile surfaces were investigated in the original
study.25 ECC models of quartz (101) surfaces were developed
in the same way as for rutile (110). Water was modeled as rigid
SPC/E,65 whereas ionic LJ parameters were taken from the
available literature or developed by us previously;54,61,66−70 see
Table S1 in the Supporting Information (SI).
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MD simulations were carried out in two molecular software
packages, namely, Gromacs and LAMMPS. The original reason
to start using more than one molecular package was that
Gromacs does not offer a possibility to run simulations with
thermostatting only selected components of atomic velocities
(important when the average streaming velocity is nonzero).
LAMMPS is more flexible and offers that option, but the speed
of running simulations is significantly lower compared to that
of Gromacs. However, employing Gromacs and LAMMPS
simultaneously and taking the advantages of both packages
helped in finding an adequate balance between functionality
and speed performance. Each prepared system was initially
equilibrated without applying an electric field for at least 60 ns
(usually around 50 ns in Gromacs and 10 ns in LAMMPS).
Then, the equilibrated structure was adopted for a NEMD
simulation (in LAMMPS), with at least a 1 ns equilibration
stage followed by not less than a 15 ns production run (when
streaming velocities were stored or averaged on the fly and
positions were stored in a trajectory). Favorable comparison of
the results from equilibrium MD simulations in Gromacs with
those from LAMMPS for selected systems is given in SI
(Figures S1−S4).
In most of the figures, we present the ZP curve as a function

of pH, combined from a collection of several simulations with
different SCDs and similar bulk ionic concentrations. Only the
average of these concentrations is given in the legend or
caption of a figure. The full information about bulk ionic
concentrations and the number of ions in studied systems can
be found in SI, Table S3. Bulk pure water density in the center
of the simulation box was always around the experimental
value (±3 kg/m3) of that at simulated temperature and normal
pressure (997 and 958 kg/m3 at 298.15 and 373.15 K,
respectively). In all density and mobility profiles, the zero
height corresponds to the zero planes of the surfaces; for rutile
(110), it is the last row of Ti atoms if they were unrelaxed,
whereas for quartz (101), it is the average position of surface
top-layer silicon atoms. Additional technical details can be

found in SI, below, or elsewhere.53,54,56 Also, in SI, we provide
example Gromacs and LAMMPS input files for MD
simulations of investigated systems.

2.2. Applied Electric Field. In our study, the x and y axes
are oriented along the surface, while the z axis is perpendicular
to the surface. The directly observed properties in NEMD
simulations are the streaming velocities vx(z) of water and ions
along the surface, in the direction of the applied electric field
(Ex) acting on water molecules, ions, and all mobile surface
atoms. For the ZP to be predicted, only the average mobility of
water away from the interface (bulklike water) is needed
[though it is possible to calculate the center-of-mass (COM)
mobility knowing the concentration of ions in each layer],
since we explained earlier25 that the COM mobility of a bulk
layer is almost the same as that of water. Even though most of
the noise cancels out by averaging vx over all bulk water
molecules (which is a significant advantage of our method)
and time, we must use huge fields compared to real
experiments (related to the fact that we use a tiny number
of molecules compared to real experiments).
The chosen electric field should be relatively weak to

preserve the equilibrium interfacial structure but strong
enough to provide an acceptable signal-to-noise ratio.
According to our tests with few systems, including the one
shown in Figure 2, we have chosen 0.7 × 108 V/m as the

default value, which provides satisfactory results for all studied
systems. For testing purposes, we have obtained selected
results with stronger fields of up to 2.1 × 108 V/m. Although
all of these electric fields are many orders of magnitude larger
than in real experiments, the relation between the streaming
velocity and streaming mobility is still very close to linear, as
has been proven in other simulation studies24,25 and also
verified in this work (Figure S5). The interfacial structure of

Table 1. Estimated Relation between the Surface Charge
Density (SCD) and pH for Different Combinations of
Surfaces and Ionic Solutions

pH

rutile (110)

SCD (C/m2) NaCl, 25 °C52 oxalic acid salts, 25 °C57

+0.208 a 3.7

+0.104 3 4.6

0 5.4 6

−0.104 7.4 7.7

−0.208 8.9 a

−0.416 11.8 a

quartz (101)

SCD NaCl, RbCl, CaCl2, SrCl2 NaCl

(C/m2) 25 °Cb 25 °C64 100 °Cb,c

0 4 4 4

−0.03 6.6 6 6.4

−0.06 7.7 7.2 7.1

−0.12 8.8 8.5 7.6
aNot modeled in this work. bPersonal communication with Moira K.
Ridley. cpH was roughly estimated from the extrapolation of
temperature-dependent surface charge data that are available only
up to 50 °C due to quartz dissolution at higher temperatures.

Figure 2. Effect of an applied electric field on the axial number
density of (A) sodium and (B) water oxygen, and (C) mobility of
water for the system with a 0.33 M NaCl solution at the most
negatively charged (−0.12 C/m2) quartz (101) surface. Note different
horizontal and vertical scales. Density profiles from simulations
without an applied electric field are given as a benchmark.
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ions and water should not be disturbed from simulations
without an applied electric field to be in the linear response
regime when modeling electro-osmosis (Figure 2A,B). While
Figure 2B demonstrates that the interfacial water structure is
unaffected even under the strongest electric field tested, one
can see that increasing the electric field beyond 0.7 × 108 V/m
gradually starts to modify the ionic interfacial structure (Figure
2A), washing away ions from the equilibrium adsorption sites,
which impacts accordingly the streaming mobility of the whole
liquid, including bulk water. Therefore, the field 0.7 × 108 V/m
can be treated as a value approaching an upper limit of the
linear regime applicable for calculations of streaming mobilities
in simulated systems.
2.3. Applied Thermostat. When running NEMD

simulations and having the streaming velocity as a target
property to measure, one should also assess the influence of an
applied thermostat. A standard MD thermostat (in this work,
we have used a Nose−́Hoover thermostat71) is based on
adjusting velocities to a desired kinetic energy (Ek) and
consequently temperature. Since we are immensely interested
in atomic velocities along the direction of the applied electric
field (in our case, it is the x axis), we should exclude that
velocity component from the calculation of temperature. In
both this and original works,25 most of the data were obtained
using the so-called “YZ thermostat”, which excludes the x
direction from both Ek calculation and thermostatting, i.e., only
y and z components of atomic velocities are subject to
thermostatting. Additionally, we tested other thermostats
offered in LAMMPS, Figure S6, including the default “XYZ
thermostat”, which acts on all components of velocity. All of
the tested thermostats perform satisfactorily in terms of
keeping the temperature at the selected value of 298.15 K.
Surprisingly, even the calculated mobility of water, Figure 3, is

very similar, regardless of the applied thermostat. The
deviations in the obtained data are relatively small and within
statistical uncertainties, so, in principle, to obtain quick and
estimative data, one can use any of the proposed thermostats,
including “XYZ thermostat”, which is conceptually wrong
because of the inclusion of the average streaming velocity.
However, we argue that for accurate measurements of
streaming velocities, the velocity component in the direction
of the field should be excluded from both energy and
temperature calculations.
2.4. ζ-Potential Predictions. Finally, after choosing the

type of thermostat and the strength of the applied electric field,
we can collect the streaming velocities. The first approach is to

extract and average these velocities on the fly, directly during
simulations; this is possible only if simulations are run in
LAMMPS, but not Gromacs, unless the source code is
modified. The second approach is to postprocess a trajectory
(usually a binary file containing positions and optionally
velocities of atoms). In this study, we tried both approaches (a
representative comparison of data obtained by LAMMPS with
on-the-fly analysis and source-code-modified Gromacs with
postprocessing is given in SI, Figure S7), and as a byproduct of
this work, we developed a rather general postprocessing code,
which we call g_mu. g_mu (the name was chosen to follow the
old-style naming of Gromacs tools) is a self-written
FORTRAN code that allows a user to calculate the streaming
velocity, mobility (if the electric field and charge scaling factor
are provided), and temperature in the system from the text
version (.gro format) of the trajectory file (generalization for
reading .xtc files is in development). In fact, temperature
calculations in Figure S6 were obtained using g_mu, while all
of the ZP data presented here were collected using the on-the-
fly analysis in LAMMPS.
We obtained distance-dependent velocities in the same way

as in the original work,25 i.e., the box was divided into 0.125 Å
narrow bins parallel to the surfaces and streaming atomic
velocities were averaged in each bin over the production
simulation time. For the determination of ZP, we are interested
only in the average mobility of liquid layers that are sufficiently
far from the surface, where bulk properties are established.
When nominal charges of ions are used, the streaming

mobility of water is calculated as a ratio of the streaming
velocity of water and the applied electric field

μ =

v

Ex
x

x (2)

However, this formula must be reconsidered if using ECC
force fields. The force acting on a charged ion (Fx) equals to
the product of an applied electric field and atomic/molecular
charge (q)

=F E qx x (3)

The charge of any ion in ECC simulations is only 75% of its
nominal value [+0.75 for Na+, +1.5 for Ca2+, −0.75 for Cl− and
hydrogenoxalate H+(COO−)2, −1.5 for oxalate (COO

−)2, etc.]
to effectively incorporate the electronic polarizability and
weaken electrostatic interactions among species by the charge
scaling. When using the same input value Ex of the electric
field, the external force acting on an ECC ion is only 75% of
the force exerted on a full, nominal charge. However, the force
due to the external electric field should be proportional to the
nominal charge in both cases, since the external forces are not
reduced by either the electronic or nuclear part of the
permittivity. Since the effect of the electric field Ex on a scaled
charge is equivalent to the effect of a reduced field Ex,eff on a
full charge, we must correct eq 2 by adding the charge scaling
factor k (which is 0.75 in our case)

μ = =

v

E

v

E kx
x

x

x

x,eff (4)

Note that throughout this work we report the electric fields Ex

that were applied in our simulations and appear as input values
in simulation packages.
Having the mobility profile as a function of distance from

the surface (see, e.g., Figure 2C), we need to determine the
average mobility of bulk water. For most of the systems, the

Figure 3. Mobility profiles of water of a 0.33 M NaCl solution at the
most negatively charged (−0.12 C/m2) quartz (101) surface,
calculated from simulations with different types of thermostats.
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constant bulklike mobility is reached already at 15−20 Å from
the solid. To provide a reliable and uniform analysis, in all
cases, we were averaging mobilities of water that is at least 20 Å
away from the surface. Using the obtained values, we were able
to calculate the ZP using the Helmholtz−Smoluchowski eq
1.14 For the SPC/E water model employed in our work, the
relative permittivity and dynamic viscosity are 68 and 7.29 ×

10−4 Pa s at 298.15 K and 51 and 2.69 × 10−4 Pa s at 373.15 K,
respectively,72,73 but we used the experimental values (79 and
8.9 × 10−4 Pa s at 298.15 K and 56 and 2.84 × 10−4 Pa s at
373.15 K, respectively),72,73 since bulk experimental values are
commonly used to convert directly observed electrophoretic
mobilities into the ZP. Note that any of these constants do not
account for changes related to concentration effects in the
solution, not to mention the fact that the interfacial values of εr
and η can differ from their bulk values significantly.74,75

3. RESULTS AND DISCUSSION

Our results obtained following the NEMD approach are
divided into several parts: (i) the effect of ECC on the ZP
when compared to a full charges approach; (ii) the difference
in the ZP of TiO2 and SiO2 particles; (iii) concentration and
temperature effects on the ZP of quartz (101) surfaces; and
(iv) the effect of cooperative adsorption of sodium and oxalate
by rutile (110) surfaces on the resulting ZP.
3.1. Scaled vs Full Charges. Figure 4 shows the resulting

ZP for a NaCl solution at rutile (110) and quartz (101)

surfaces, using two types of force fields: “full” that carries
nominal charges for ions and the corresponding full charge
force field for the surfaces, and ECC that employs 75% charges
for both ions and charged surfaces. As one can see, the type of
a charge model does not change the shape of the ZP curves,
though ZP values from simulations with scaled charges are in
some cases larger, particularly when surfaces are more
negatively or positively charged, i.e., when there is a large
number of strongly adsorbed counterions. In general, with
charge scaling, the ionic sorption is less firm54 and ions are
more mobile and can induce a larger mobility of water
molecules. Previously, we have also shown54 that the ECC
model of sodium69 significantly overestimates the diffusivity of
that cation, i.e., the mobility is also supposed to be higher, and
eventually, that should result in larger ZP values. The same
behavior is expected for most monovalent cations, e.g., Rb+, at
least for this generation of ECC ionic models.54 Although we
were aware of this drawback, which we reported previously,54

the fact that the ZP is still very similar, regardless of an
employed force field, should definitely be treated as a positive
sign. Our results actually recommend to utilize ECC force
fields in simulating ions that require a charge scaling to a much
greater extent (for example, oxalate)61 than sodium does, but
still Na+ should be present in the system as, e.g., a counterion
or part of a background salt and consequently must be
modeled using the same charge scaling factor. Any simulation
setup must be consistent within the force field, i.e., all species
including surfaces must have the same charge scaling factor
(0.75, 1, or another). However, the performance of ECC force
fields should be carefully verified in the context of ZP
determination for both structural and dynamic properties. The
charge scaling may lead to many significant improvements in
the atomic description of aqueous solutions, especially ion
pairing. There is an ongoing debate on which scaling factor
should be applied;54,59,60 particularly, 85% scaling for NaCl76

and other solutions containing, e.g., sulfate anions60 has been
recently suggested. In this work, we did not aim to explore all
possible scaling factors and limited our comparison to standard
“full” models and originally proposed 75% scaling in ECC.

3.2. TiO2 vs SiO2. We have extensively studied rutile
(110)51,52,54,56,57 and quartz (101)/water53,55 interfaces by
MD simulations. Briefly summarizing, TiO2 surfaces are much
stronger sorbents than SiO2 surfaces over the whole range of
pH. For example, Kroutil et al.53 compared the adsorption on
both surfaces using the adsorption data as a function of SCD
and concluded that the rutile (110) surface could adsorb 1.5−3
times more ions than quartz (101) when both have similar
SCD and interact with aqueous solutions of comparable bulk
ionic concentrations. This difference is even more pronounced
when comparing adsorption at similar pH, so it obviously
should result in the contrasting behavior of those NPs in
aqueous solutions, and particularly, it should affect electro-
kinetic properties including the ZP.
In Figure 5A, we compare the ZP obtained from NEMD

simulations of rutile (110) and quartz (101) surfaces

Figure 4. ζ-Potential as a function of pH for rutile (101) and quartz
(101) surfaces in NaCl solutions using full and ECC force fields.

Figure 5. (A) ζ-Potential as a function of pH for quartz (101) and
rutile (110) surfaces in NaCl solution. (B) Running integral of
interfacial charge per unit area without the contribution of water
molecules for quartz (101) and rutile (110) surfaces of similar surface
charge densities in NaCl solution.
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interacting with NaCl aqueous solutions of similar concen-
trations. The data differ completely in the overall shapes of the
ZP curves. The ZP of TiO2 is consistently positive over the
studied range of pH. From previous studies,25,52,54 we know
that sodium is a strong adsorbent on rutile (110) surfaces,
which readily overcompensates a negative surface charge if the
ionic concentration is high enough. Such overcharging causes
charge reversal of the interface77 and leads in this case to
anomalous positive ZP at negative surfaces. While one might
expect the ZP to be zero at neutral surfaces, the ZP is positive
due to the negative water mobility dominated by a more
mobile weak adsorbent, i.e., Cl−, in contrast to strongly
adsorbed Na+. At positively charged surfaces, the behavior is
already trivial, i.e., chloride is unable to overcompensate a
positive surface charge and sodium poorly adsorbs due to
repulsive electrostatics, so the ZP is again positive due to
mobile Cl−, now in the role of counterions. We hypothesized25

that this ZP behavior should be common for strongly
adsorbing cations at high ionic concentrations, while under
low ionic strength, the ZP curve should follow the textbooklike
behavior, i.e., decreasing ZP and changing the sign at pHiep,
close to pHzpc. For example, rubidium, a weakly adsorbing
monovalent cation, does not overcompensate a surface charge
even at high salt concentrations.25 These phenomena were not
only observed in simulations but were also confirmed by
experimental measurements.45,47,78−80 In general, our data are
nicely in line with experiments, even though they differ in
absolute values of ZP and ionic concentrations, at which we
observe the vanishing of pHiep. However, this discrepancy
could be easily explained by the different morphological
structures of TiO2 (rutile in simulations and usually anatase in
referenced experimental studies) or due to existing limits of
utilized force fields.
The ZP of quartz (101) behaves completely differently with

increasing pH; it follows the buildup of SCD and gets more
negative with increasing pH. This means that Na+ does not
overcompensate a surface charge even at ∼0.4 M concen-
tration. This behavior was previously shown by experimental
studies with silica, and even the positive ZP at the pH of
neutral surfaces was measured,17,81−84 in agreement with our
simulation data. The positive ZP at neutral surfaces can be
explained, as for rutile (110), by stronger adsorption of Na+

compared to that of Cl−; see Figure S8. On the contrary, the
neutral fully hydroxylated quartz (101) surface is not so
attractive for positively charged divalent cations with a strong
solvation shell, e.g., Sr2+ or Ca2+, which results in negative or
nearly zero ZP at pHzpc (Figure 6).
The contrasting behaviors of TiO2 and SiO2 could be

predicted from distance-dependent profiles of the electrostatic
field, which is proportional to the integrated interfacial charge.
Figure 5B shows the overcompensation of surface charges for
rutile (110) surfaces but a gradual compensation of surface
charges for quartz (101) surfaces. None of the studied cations
revealed strong adsorption on quartz (101) surfaces, so a
surface charge is never overcompensated, and the ZP is always
negative at pH > pHzpc, regardless of the salt; see again Figure
6. The magnitudes of ZPs are larger for monovalent cations
(Na+ and Rb+) than for divalent (Ca2+ and Sr2+), and this
difference gets larger with increasing pH. This agrees with the
recent microelectrophoretic measurements of the ZP of silica
in saltwater by Romero et al.,85 who showed that in the
presence of CaCl2 and MgCl2 solutions the ZP of silica is lower
than when the salt metal is monovalent. For instance, they

reported the ZP for 0.05 M CaCl2 to be around −3 mV at pH
7 and 9, while for 0.05 M NaCl, the values were −40 and −45
mV at pH 7 and 9, respectively. Our simulation data estimate
the ZP at pH 6.6 to be around −49, −21, and −17 mV for
0.05, 0.16, and 0.28 M NaCl solutions, respectively, which is in
good agreement with the experiment. At pH 8.8, we obtained
larger values, namely, −91, −75, and −52 mV for 0.07, 0.14,
and 0.33 M NaCl, respectively. For CaCl2 solution, we report
−13 and −30 mV at pH 7.2 and 8.5, at 0.14 and 0.15 M
concentrations, respectively. In general, we qualitatively
reproduce the tendency that stronger adsorption of divalent
cations gives rise to lower ZP, with the effect of SrCl2 being
similar to that of CaCl2.

3.3. Concentration and Temperature Dependences.
Increasing the salt concentration leads to two main ZP-related
features. First, the magnitudes of the ZP decrease, and second,
in some cases, the isoelectric point disappears, with ZP having
the same sign throughout the investigated pH range. Both
phenomena have been found and discussed in detail in our
original study25 for TiO2, so in this work, we focus on SiO2

surfaces. Figure 7A shows that the ZP of negatively charged
quartz (101) surfaces decreases in magnitude with increasing
bulk concentration of NaCl solution. This finding agrees not
only with theoretical arguments (if there is enough salt, it is
easier to compensate a surface charge, i.e., decrease the ZP)
but also with many experimental studies.16,17,32,81−85 Note that
to reach the lowest possible bulk ionic concentration for
systems of our size, the lowest presented concentration ∼0.06
M was gained by having in the system only Na+ ions that are
needed to compensate a surface charge and only four ion pairs
for the neutral surface; see SI. The same approach has been
used previously when modeling NaCl at rutile (110).25

Interestingly, at neutral surfaces with increasing ionic
strength, the ZP changes from near-zero to positive values.
This means that at pHzpc the surface prefers sodium to
chloride, which is in line with different adsorption properties of
these ions, although overall SiO2 is a weak adsorbent, especially
compared to many other metal oxides including TiO2.
Depending on the type of NP, the surrounding solution and

its concentration, and also accompanying dissolution pro-
cesses,86−89 it has been observed experimentally that a higher
temperature can increase as well as decrease (or not affect) the
ZP. From the molecular point of view, we expect at least few
primary factors causing these changes or their absence. First of

Figure 6. ζ-Potential as a function of pH for quartz (110) surfaces in
various ionic solutions.
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all, the relative motion of NPs in aqueous solutions is more
rapid at higher temperatures, and generally, it is inversely
proportional to the viscosity of the fluid (see SI of ref 25),
which decreases with increasing temperature. When the ZP is
being calculated, the resulting rise in the mobility should
cancel out in the H−S equation by the viscosity itself if the
temperature effect on the interfacial viscosity74 influencing the
ZP is the same as the temperature effect on the bulk viscosity
entering the H−S equation. However, a lower dielectric
constant of water should eventually lead to higher ZP values at
higher temperatures. Another important concern is that
temperature can cause structural changes at the solid/liquid
interface and particularly alter the distribution of ions among
various adsorption sites.52 Moreover, the water structure can
also experience changes. It is therefore difficult or almost
impossible to predict the temperature effect on ZP without a
detailed molecular picture of the interface.
For silica and quartz particles, there is not a solid inference

yet on how the ZP changes with temperature. Ramachandran
and Somasundaran90 revealed a gradual increase in the ZP of
quartz NPs when temperature was increased up to 75 °C.
Recently, Duffy et al. concluded the same for both crystalline
and amorphous silica up to 150 °C.91 Other studies on
amorphous silica also reported larger ZP values for higher
temperatures.92,93 On the contrary, Vinogradov et al., who
were working with natural sand packs, claimed that when
increasing the temperature, the ZP should decrease at low
ionic concentrations and remain the same at fairly high ionic
concentrations.94,95 Our simulation data, Figure 7B, that
compare the ZP of quartz (101) surfaces at two temperatures,
298.15 and 373.15 K, indicate that the ZP is larger at the
higher temperature over the studied pH range. If density
profiles from simulations at selected temperatures, Figure S9,
are compared, one can see that sodium ions are less adsorbed
at the interface when the temperature is higher, i.e., the surface
charges are less effectively screened, which accordingly leads to
larger ZP. The water structure, in turn, exhibits rather minor
changes.

3.4. Effect of Cooperative Adsorption of Sodium and
Oxalate. Another set of simulations was performed with the
adsorption of oxalic acid anions on rutile (110) surfaces.
Charged forms of oxalic acid are oxalate, (COO−)2, which is
present over a whole range of studied pH, and hydro-
genoxalate, H+(COO−)2, which is significant only at the lowest
modeled pH, i.e., at +0.208 C/m2 rutile (110) surface. These
ions, particularly their intramolecular and intermolecular
structures in bulk water and adsorption on TiO2, were
intensively studied by us.56,57,61 Oxalate has been found to
be a very strong adsorbent on the positively charged rutile
(110) surface,56,57 so we expected the overcompensation of a
positive surface charge by these anions. Available experimental
data support this hypothesis: Janusz and Matysek showed that
the adsorption of oxalate should result in negative ZP of
anatase NPs over a whole range of pH if the salt concentration
is not extremely low,96 while the experimental study by
Erdemoğlu and Sarikaya indicated the same for magnetite
(Fe3O4), which is another strongly adsorbing metal oxide.97

Besides, Nguyen et al. measured negative ZP for kaolinite with
adsorbed oxalate at pH between 2 and 11,98 and the same was
shown for oxalate adsorbed on some variable-charged soils.99

Figure 8 compares the ZP of oxalate at rutile (110) surfaces
from our NEMD simulations with the experimental data.96,97

Simulation data are represented by three ZP lines as a function
of pH: (i) for low concentration of Na2C2O4 in NaCl medium,
(ii) for a Na2C2O4 solution of relatively low concentration
without a background salt, and (iii) for a concentrated
Na2C2O4 solution without a background salt. Simulated ionic
concentrations are still much higher than in experiments, but
we are already at the limit of our capabilities due to system size
and statistics. However, even under these conditions, we
capture several trends as in the experiments. First, in our

Figure 7. ζ-Potential as a function of pH for quartz (101) surfaces by
(A) varying the bulk concentration of a NaCl solution at constant
temperature or (B) varying the temperature at similar NaCl
concentrations.

Figure 8. Experimentally measured ζ-potential as a function of pH for
TiO2 (top)96 and Fe3O4 (middle)97 in presence of oxalic acid
compared to the data from simulations with rutile (110) surfaces
(bottom). Note different vertical scales of the bottom graph.
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simulations, with the increasing concentration of oxalate, the
ZP changes its sign at a lower pH, and the same happens in the
experiment, although at much lower concentrations. Second,
the ZP is indeed constantly negative at the highest modeled
concentration but still smaller in amplitude over the studied
pH range. A lower amplitude could be explained purely by a
concentration difference like that shown in experimental
studies of oxalate adsorbed by anatase100 and corundum.101

However, the explanation misses so far a part of the puzzle,
mainly what happens at medium concentrations and why we
observe identical trends in very different concentration ranges
but cannot interpolate behavior in between them. Particularly,
looking at the experimental data, one might guess that the ZP
should always be negative with further increasing oxalate
concentration, but we do not observe this in our simulations at
around 0.1 M. To address this issue, we recall few things
discussed previously. As we already know, with increasing
NaCl concentration without oxalate in the system, the ZP of
TiO2 becomes at some concentration constantly positive due
to the overcompensation of surface charges. At the same time,
experimental measurements are usually performed under low
ionic strength of both oxalate and background salts, and the
latter usually contains a heavily adsorbing cation like Na+ or K+

(see legends of the experimental data in Figure 8). The
overcompensation by these cations does not occur at their low
concentrations, but we argue that there is already enough
oxalate to overcompensate a positive surface charge, which
leads to negative ZP. Having in our simulations high
concentrations of all ionic species, we observe the strong
adsorption of both Na+ and oxalate. At lower modeled
concentrations, this results in dual overcompensation of a
surface charge, and only then, with further increasing ionic
concentration, oxalate becomes dominant at the interface.
Primarily, all of this explains the near-zero ZP at the neutral
surface, positive values at a lower pH and lower ionic
concentrations, and less negative ZP than in experiments at a
higher pH. The role of Cl− (or another rather inert anion in
terms of adsorption) in defining the ZP seems small, since
other species dictate the adsorption. The role of hydro-
genoxalate, which at a lower pH should be present in the bulk
in a similar amount as that of oxalate, is less clear. On the one
hand, its role could also be minor like that of Cl−. On the other
hand, hydrogenoxalate, which also adsorbs quite well on rutile
(110) surfaces,56 although weaker than oxalate, electrostatically
weakens the adsorption of Na+ because it carries a proton on
one of the COO− groups, and this eventually could lead to
more negative ZP and the Λ-shape of the curve at a lower pH
as we see in the experimental data for magnetite at the highest
concentration. However, due to the complexity of oxalate-
containing systems (in some cases, we model four different
simultaneously adsorbing ionic species), this part should be
further investigated in the future, best together with modeling
the adsorption of other oxyanions for additional comparison.

4. CONCLUSIONS

ζ-Potential is a widely used theoretical concept that character-
izes the stability and electrokinetic motion of colloidal particles
in organic solutions. The role of the whole inhomogeneous
interface in the resulting ZP, as well as the emphasis on the
dynamic component of electrokinetic phenomena (quantified
by the distance-dependent mobility of ions and water) as
opposed to purely electrostatic interpretation of the ZP (as the
word “potential” might infer), has been already formulated in

our seminal work on predicting the ZP from NEMD
simulations.25 Here, we extensively applied the method to a
range of systems, including (for the first time) molecular ions,
namely, oxalate and hydrogenoxalate. These ions also represent
strongly adsorbing anions, which allows discussing differences
with respect to weakly adsorbing Cl− anions studied so far.
Comparison between (110) rutile (TiO2) and (101) quartz
(SiO2) surfaces allows exploring the behavior of stronger and
weaker adsorbents, respectively, with the latter exhibiting more
textbooklike behavior and the former exhibiting anomalous
behavior (ultimately leading to the ZP being only positive or
only negative throughout the pH range) at high concentrations
of ions in the solution. Additionally, our NEMD simulations
supply valuable insights into how and why the ZP of quartz
surfaces changes with the increasing temperature or how the
simultaneous adsorption of strongly adsorbing but oppositely
charged ions (in our case, sodium and oxalate) can in turn alter
the ZP at rutile surfaces. The discussion of these differences
and the observed trends provide a deeper understanding of
interfacial phenomena, essential for designing nanodevices and
controlling their functions.
Even though the computer models are always imperfect, it is

worth stressing that we obtained a satisfactory agreement with
experimental data in all cases, where available. This strongly
highlights the universality of the proposed approach. More-
over, with the growing popularity of nonpolarizable force fields
that utilize scaled ionic charges, it is important to understand
how the charge scaling should be treated if one runs
simulations with an applied electric field. We showed that
the effective electric field in simulations with reduced charges
is lower than the one applied in standard simulations with full
charges, and this inequality must be taken into account when
calculating streaming mobilities. This effort significantly
contributes to the integration of ECC theory into molecular
simulations of not only solid/liquid interfaces54 but also other
systems where electrokinetic phenomena are of interest.
Finally, we have implemented the method for the ZP

determination from NEMD simulations25 to two common
simulation packages, Gromacs and LAMMPS, which makes
this method accessible to a much wider range of scientists as
well as explored systems. A more technical paper devoted to
technical issues of this method and discussing the recom-
mended parameters for processing/postprocessing the trajec-
tories and making the method public is currently under
preparation.
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Abstract 

 Colloidal nanoparticles exhibit unique size-dependent properties differing from 

their bulk counterpart, which can be particularly relevant for catalytic applications. To 

optimize surface-mediated chemical reactions, the understanding of the microscopic 

structure of the nanoparticle-liquid interface is of paramount importance. Here we use 

polarimetric angle-resolved second harmonic scattering to determine surface potential 

values as well as interfacial water orientation of ~100 nm diameter amorphous TiO2 

nanoparticles dispersed in aqueous solutions, without any initial assumption on the 

distribution of interfacial charges. We find three regions of different behavior with 

increasing NaCl concentration. At very low ionic strengths (0-10 M), the Na+ ions are 

preferentially adsorbed at the TiO2 surface as inner sphere complexes. At low ionic 

strengths (10-100 M), a distribution of counterions equivalent to a diffuse layer is 

observed, while at higher ionic strengths (>100 M), an additional layer of hydrated 

condensed ions is formed. We find a similar behavior for TiO2 nanoparticles in solutions of 

different basic pH. Compared to identically-sized SiO2 nanoparticles, the TiO2 interface has 

a higher affinity for Na+ ions, which we further confirm with molecular dynamics 

simulations. With its ability to monitor ion adsorption at the surface with micromolar 

sensitivity and changes in the surface potential, AR-SHS is a powerful tool to investigate 

interfacial properties in a variety of (photo)catalytic applications. 



 

Introduction 

Titanium dioxide (TiO2) is a semiconductor material with a high physical and 

chemical stability1,2 which makes it particularly interesting for use in aqueous 

environments. Titania has a broad range of applications: It is widely used as white pigment 

in paints, in food coloring, as well as in cosmetics and personal care products, such as 

sunscreen and toothpaste.3–6 Furthermore, TiO2 is a well-known photocatalyst, used 

amongst others in environmental remediation through photocatalytic waste water 

treatment,6–9 as building material for self-cleaning glass7,10,11 and for energy applications, 

such as photocatalytic water splitting.12–14 The understanding of the surface chemical 

reactivity of TiO2 is key to develop highly efficient, low-cost and environmentally-friendly 

photocatalytic devices. Thus, it is of fundamental interest to understand the microscopic 

structure of this semiconductor-liquid interface and how it is affected by the composition 

of the surrounding aqueous environment. 

As colloidal nanoparticles possess a high surface to volume ratio, which is 

beneficial in order to enhance surface-mediated chemical reactions, they are an attractive 

and relevant system to study in this context. Colloids in water or another fluid are only 

stable in solution if they develop a charged layer at their surface, so that the repulsive forces 

between the particles are strong enough to prevent aggregation or flocculation. The surface 

charge of the particles depends on the pH and ionic strength of the aqueous environment 

and is compensated by counterions in the surrounding solution.15,16 This charged surface 

together with its counterions is called “electrical double layer” (EDL). The EDL plays a 

fundamental role in driving physical and chemical processes at the interface. However, a 

complete picture of the EDL is still missing. Multiple models describing the EDL have been 

put forward, which usually simplify the complex structure of the interface by assuming a 

uniformly charged interface, by reducing the aqueous environment to a uniform dielectric 

and by representing the ions as point charges. A model frequently referred to is the Gouy-

Chapman model in which the counterions are distributed in the fluid surrounding a charged 

surface in such a way that the potential inside the electrolyte decays exponentially.2,16 This 

charge distribution inside the EDL is called the diffuse layer (DL). As this model fails for 

high charge densities of counterions near the interface, a modification was proposed by 

Stern, which involves the formation of a layer of hydrated counterions at the surface, the so 

called “Stern Layer”. This layer of countercharges close to the charged surface is expected 

to act like a parallel plate capacitor, causing a steep linear potential drop within the Stern 

layer.2,16–19 Nevertheless, a complete realistic description of the EDL remains challenging, 

as the electrostatic environment of the interface depends on many factors, such as 

individual material properties comprising the local chemical nature of the surface, the 



 

amount and the type of ions as well as their solvation shells and the behavior of the solvent, 

as for example the orientation of water molecules at the interface.2,16,19–24 Most of those 

parameters are difficult to access experimentally, especially without using the assumptions 

implied by the presented models.20  

The simplest approach to investigate the EDL is to use techniques measuring 

electrokinetic mobilities. The velocity of a suspension of particles in an applied electric field 

is measured and can be converted into zeta potential via the Hückel or Smoluchowski 

equation.16,17,19,25 In a simplified picture26 the zeta potential is the potential at the boundary 

between the solvent shell of ions and water molecules moving with the particle when an 

electric field is applied, and the rest of the static solution. This boundary is commonly 

termed the shear plane. However, as the shear plane is presumed to be situated 0.3 to 1 nm 

away from the charged particle surface,16,17,19 the knowledge of the zeta potential alone does 

not provide a full picture of the electrostatic environment of the investigated sample. In 

order to have a more complete picture of the EDL, one can also measure the surface charge 

density of the particle, which can be obtained by potentiometric titrations.27–31 Yet this 

technique requires larger quantities of sample (in the order of hundreds of milligrams) and 

assumes that ions only adsorb on the surface (i.e. the sample is non-porous) 27 therefore 

providing, at best, an upper limit for the surface charge density.  

A more direct indicator of the electrostatic environment around a charged particle 

in solution is the surface potential. With current experimental methods, this is a rather 

complicated parameter to access. Kelvin Probe Force Microscopy (KPFM) can probe surface 

potentials of semiconductor/air or semiconductor/vacuum interfaces on flat surfaces. In 

this case, the surface potential is defined as the work function difference of the 

semiconductor surface and the metal tip probing the surface.32 However, applying this 

technique to solid/liquid interfaces brings up practical challenges33,34 and is not to date 

applicable to particles in solution. So far, a method that has been proved to be suitable for 

the measurement of surface potential of particles in aqueous environments is X-ray 

photoelectron spectroscopy (XPS). XPS measurements were done on colloidal SiO2 particles 

in a liquid microjet by Brown et al.,35–38 assigning the charge divided binding energy 

difference between the Si 2p photoelectrons in an environment containing salt and the Si 

2p photoelectrons at the point of zero charge to the value of the surface potential. 

Nevertheless, this method requires small-sized colloidal nanoparticles (3-20 nm) and high 

salt concentrations of >50 mM, in addition to synchrotron facilities. First ambient pressure 

XPS studies on anatase TiO2 particles in a liquid jet were performed by Makowski et al.,39 

examining the role of surface charge in the electronic surface band banding of the 

semiconductor particles in contact with an electrolyte. Soft-X-ray photoelectron 



 

spectroscopy measurements with a liquid microjet were also applied to anatase TiO2 

particles in another study by Ali et al. to investigate the interaction between specific surface 

sites and water molecules in the aqueous environment in different pH conditions.40 

However, to the best of our knowledge no direct surface potential measurements have been 

performed on TiO2 particle dispersions until now.  

Second-order nonlinear optical techniques are suitable to study processes at 

surfaces and interfaces of centrosymmetric systems as second harmonic generation (SHG) 

is forbidden in centrosymmetric and isotropic media and therefore the signal arises only 

from the non-centrosymmetric regions at the interface.41–44 Nonlinear second-order 

scattering was used to obtain information about the interfacial properties of particles in 

liquids by the Eisenthal group,45 including TiO2 particles.46 A first attempt to measure the 

surface potential of particles in solution was done in the same group by Yan et al.47 They 

collected SHG of polystyrene sulfate spheres with a wide collection angle in the forward 

scattering direction and extracted the surface potential by fitting their data to the Gouy-

Chapman model. Yang et al.48 were the first to measure resonant angular-resolved second 

harmonic scattering (AR-SHS) patterns from polystyrene colloids with surface-adsorbed 

malachite green in water. The angular-dependent scattering pattern is strongly 

polarization-dependent and holds information about the size and shape of the particles.48–

50  

We recently showed the universal applicability of polarimetric angle-resolved 

second harmonic scattering (AR-SHS) in non-resonant conditions to extract values for the 

surface potential 0 of a particle with respect to bulk liquid,51–55 with no a priori theoretical 

treatment to model the distribution of charges in the electrical double layer. Furthermore, 

AR-SHS enables to obtain absolute values for the surface susceptibility cS , 2

(2 )

, which contains 

information about the orientation of interfacial water molecules. This non-resonant SHS 

technique has the advantage of being non-invasive, and performed at ambient pressure on 

particles of a broad size range that are directly dispersed in solution. In this work we apply 

AR-SHS to semiconductor particles, showing how the surface potential and surface 

susceptibility of ~100 nm diameter amorphous TiO2 particles evolve as a function of NaCl 

and pH. Three different regions can be identified with increasing ionic strength. We 

compare the results to SiO2 particles of the same size investigated in different ionic strength 

conditions. Our findings are further supported with molecular information gathered by 

molecular dynamics (MD) simulations. The knowledge of surface potential and surface 

susceptibilty, together with the zeta potential and MD simulations, allow to get a deeper 



 

understanding of the microscopic structure of the EDL around colloidal TiO2 and SiO2 in 

different salt and pH conditions.  

 

Materials and Methods 

 

A. Chemicals  

 Sodium hydroxide, (NaOH, > 99.99% trace metals basis, Sigma-Aldrich) and 

sodium chloride (NaCl, >99.999%, abcr GmbH) were used as received. TiO2 colloids 

(~100 nm diameter) were purchased already dispersed in solution from Corpuscular 

Microspheres Nanospheres (2.5% w/v). SiO2 microspheres of 100 nm diameter were 

purchased from Polysciences, Inc. (5.9% w/w). The particles were washed as described in 

the sample preparation section.  

 

 B. Sample preparation 

 All procedures described hereafter used ultrapure water (MilliQ, Millipore, Inc., 

electrical resistance of 18.2 MΩ · cm). The 2.5 w/v% stock solution of colloidal TiO2 

particles was sonicated for 30 min (35 kHz, 400 W, Bandelin) and vortexed 2 min prior to 

usage. The stock was then diluted in water to a 0.5 w/v% solution, where the particles were 

stabilized by addition of NaOH up to a final concentration of 80 M. The 0.5 w/v% dilution 

was then further sonicated for 10 min and vortexed 2 min. In order to remove residual ions 

from the synthetic procedure, nanoparticles were then collected via centrifugation and 

resuspended in MilliQ water at the same concentration of 0.5 w/v%. The pellet was 

resuspended by vortexing 5 min and ultrasonicating for 10 minutes. The conductivity of the 

washed particles was measured as described in section C to ensure that the initial ionic 

strength of the particle solution was as low as possible. The TiO2 particles were further 

diluted to 0.05 w/v% solutions (corresponding to approximately 4.3 · 1011 particles/ml) 

containing the desired amount of NaOH or NaCl. The pH or ionic strength of the solutions 

was adjusted using 0.1 mM or 1 mM solutions of NaOH and NaCl. The 0.05 w/v% solutions 

were vortexed 2 min and sonicated 10 min, then filtered using four 0.2 m PES syringe 

filters (Filtropur Sarstedt) per 10 ml tube to remove particle aggregates. After filtering, each 

sample was sonicated another 10 min and vortexed 2 minutes. The TiO2 solutions were 

prepared and measured on the same day. Corresponding water references at the same 



 

pH/ionic strength were prepared for each TiO2 sample. For SiO2 particle solutions and 

references a similar preparation procedure was employed. The particles were washed 

twice but no additional NaOH was added. The SiO2 stock solution was diluted to a 

0.06% (w/v) solution (corresponding to approximately 2.9 · 1011 particles/ml) containing 

the desired amount of NaOH or NaCl. No filtering of the particles was necessary. All 

preparation steps and measurements were performed at room temperature.  

 

C. Sample characterization 

 The particle size distribution was determined by dynamic light scattering (DLS) 

and the zeta potential was measured by electrophoretic measurements (Zetasizer Nano ZS, 

Malvern). After the filtering process, the TiO2 colloids had a mean hydrodynamic diameter 

of ∼ 120 nm with a uniform size distribution (for most samples, polydispersity index 

(PDI) ∼ 0.1). The SiO2 particles had a mean hydrodynamic diameter of ∼ 125 nm with a 

uniform size distribution (polydispersity index (PDI) < 0.05). Average radii and zeta 

potentials are given as the average of 3 measurements. The pH of the samples was 

determined using a pH-meter (HI 5522 pH/ISE/EC bench meter and HI 1330 pH electrode, 

Hanna Instruments) calibrated with the appropriate buffer solutions. In order to control 

the amount of salt added to the samples and the initial ionic strength of the washed TiO2 

particles in water, the conductivity was measured by two different means. Firstly, using a 

conductivity-meter (HI 5522 pH/ISE/EC bench meter and HI 76312 conductivity electrode, 

Hanna Instruments) calibrated with the appropriate buffer solutions and secondly, using 

the conductivity obtained from the zeta potential measurements (Zetasizer Nano ZS, 

Malvern). Knowing the conductivity σ, the average ionic strength, represented by the 

concentration of ions in solution c was calculated using the equivalent (molar) ionic 

conductivity m 56:  

 

Here i are the equivalent ionic conductivities of the cations and anions present in 

the electrolyte that were taken from reference 57 and i refers to the number of moles of 

each ion. In cases where the theoretical salt concentration of the sample is below 0.5 mM, 

the ionic molar conductivity at infinite dilution  can be used, whereas for a theoretical 

concentration of above 0.5 mM the ionic molar conductivity Lm
should be calculated 



 

according to the Debye-Hückel-Onsager equation. For all the samples considered here with 

a salt concentration below 0.5 mM, the ionic molar conductivity at infinite dilution  was 

used.  

For TiO2 samples diluted in ultrapure water where no salt was added, the average 

conductivity was assumed to be due to residual Na+ and OH- ions from the preparation 

process. The measured conductivity values of washed and filtered samples at pH 7 without 

additional salt of the same particle batch varied from 9.7 to 11.3 S/cm (corresponding to 

an ionic strength of 3.9 · 10-5 and 4.6 · 10-5 mol/l). This conductivity, attributed to residual 

Na+ and OH- ions in solution, was subtracted from the conductivity measured for TiO2 

samples where salt was added, in order to calculate the pure contribution of Na+ and Cl- ions 

to the ionic strength of the solution. The total ionic strength value of the samples used in 

the fitting procedure includes the ionic strength originating from the Na+ and Cl- ions, as 

well as the residual Na+ and OH- ions.  

 

D. AR-SHS model and theory 

 In the following we want to briefly summarize some of the important aspects of the 

AR-SHS model and the nonlinear optics theory that are relevant for the fitting procedure. A 

more detailed description can be found elsewhere.51–53,58,59 In a non-resonant AR-SHS 

experiment, the fundamental frequency of a high energy femtosecond laser pulse interacts 

with an aqueous solution that contains particles. The intense femtosecond laser pulses 

distort the electron clouds of all non-centrosymmetric molecules which causes a 

displacement of charge with a frequency component of 2w . These induced charge 

oscillations are to leading order the origin of molecular dipole moments. The sum of the 

molecular SH dipoles results in a macroscopic polarization . This polarization  is 

defined as: 

   (1) 

where  is the permittivity of free space,  is the second order susceptibility, which 

describes the local second harmonic response of the medium, and is the incoming 

electromagnetic field for SHS. The generated electromagnetic wave has double the 

frequency (2w)  of the incoming light. In the electric dipole approximation, the emission of 

SH light is forbidden in the bulk of centrosymmetric media as they possess inversion 



 

symmetry. Considering a spherical particle with an isotropic amorphous interior, and water 

as an isotropic liquid, the SH signal originates specifically from the non-centrosymmetric 

regions at the interface. Under non-resonant conditions, the second-order polarization 

 depends on the molecular electron density in the interfacial region. Therefore, every 

non-centrosymmetric molecule in the non-centrosymmetric region around the particle 

contributes equally to the SH polarization. However, since the SH intensity scales 

quadratically with the number density of molecules, the majority of the SH signal intensity 

originates from water molecules at the interface, as the number of non-

centrosymmetrically distributed surface groups of the particle is much smaller than the 

number of oriented water molecules at the interface. The SHS signal then arises from the 

net orientational order of water molecules along the surface normal. Besides the  

contribution to the SHS signal that describes the orientational order induced by all 

(chemical) interactions confined to the particle surface plane, the electrostatic field EDC 

generated between the counterions and the charged surface affects the SHS signal. The 

effective third-order susceptibility tensor  represents all processes that lead to the 

emission of SH light and require an interaction with EDC. This includes the reorientation of 

water molecules in the interfacial region and in the bulk solution (main  contributions) 

as well as a pure third-order interaction that arises from the isotropic third-order 

susceptibility of bulk water. The resulting effective third-order polarization is defined 

as: 

   (2) 

with  being the surface potential. We then obtain for the total SHS 

intensity . Thus, within the Rayleigh-Gans-Debye-(RGB) 

approximation, which assumes no reflection nor absorption by the scatterer, the SHS 

intensity can be given as:  

 I2w µ G(2)(R,cS
(2),q )+ G(3)'(R,c (3)',q,k -1) ×F0

2

  (3) 

 



 

where R is the particle radius,  the scattering angle, k -1
 the Debye length (directly 

correlated to the ionic strength of the solution). The Debye length is defined as 

k -1 = (e
0
e
r
k
B
T ) / (2000e2z2N

Av
c)  and takes into account the vacuum and relative 

permittivity ε0 and εr respectively, the Bolzmann constant kB, the temperature T, the 

elementary charge e, the valency z, Avogadro’s number NAv and the ionic concentration c. 

G(2)
and G(3)'

 are respectively the effective second- and third-order susceptibilities that 

are connected to the two SHS contributions  and  through multiplication of 

geometrical form factors that are specific to the geometry of the scatterer and the geometry 

of the incoming and outgoing electromagnetic fields. The geometrical form factors for 

spheres are shown in the Supplementary Information. In the experimental geometry that 

we use, we obtain nonzero normalized SHS signal in two independent polarization 

combinations of light: PPP and PSS=SSP=SPS. Here the first letter refers to the polarization 

state of the SH beam and the second and third letter refer to that of the fundamental 

incoming beam. P polarized light is parallel and S polarized light is perpendicular to the 

scattering plane. Within the aforementioned RGD approximation, the scattered intensity 

from a sphere or shell in the two independent polarization combinations normalized by the 

bulk water signal can analytically be expressed as:  
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where m = b (2)

H
2
O
E(w )2

 is the averaged induced second-order dipole moment with b (2)

H
2
O

 

being the averaged hyperpolarizability of water. N p  is the number of particles and Nb  is 

the density of bulk water (3.34 · 1028 molecules/m3), so that Nb / N p  is the number of bulk 

water molecules per particle. A summary of all the relevant constants and analytical 

expressions used can be found in Tables S1 and S2 in the Supplementary Information for 

completeness. Note that the effective third-order susceptibility G
(3)'

is directly related to 



 

the surface potential 0 and the effective second-order susceptibility G(2)
is related to the 

orientation of water molecules at the interface given by as described in equation 3. By 

fitting the measured and normalized AR-SHS patterns in two different polarization 

combinations according to equations 4 and 5 absolute values for the surface potential and 

the orientation of water molecules at the surface can be extracted. More information about 

the measurements and the normalization procedure can be found in the next section.  

 

E. AR-SHS measurements  

 The second harmonic scattering measurements were performed on the same SHS 

setup previously described in detail in Refs.53,55,60 To measure AR-SHS, a pulsed 190 fs 

Yb:KGW laser (Pharos-SP system) with a center wavelength of 1028 nm, a repetition rate 

of 200 kHz and an average power of 80 mW was focused into a cylindrical glass sample cell 

(4.2 mm inner diameter, high precision cylindrical glass cuvettes, LS instruments). The 

input- (output-) polarization was controlled by a Glan-Taylor polarizer (GT10-B, Thorlabs) 

and a zero-order half wave plate (WPH05M-1030), and another Glan Taylor polarizer 

(GT10-A, Thorlabs), respectively. The beam waist was about 2w0 ~ 36 μm; the 

corresponding Rayleigh length was ~ 0.94 mm. The scattered SH light was collected, 

collimated with a plano-convex lens (f = 5 cm), polarization analyzed and filtered 

(ET525/10, Chroma) before being focused into a gated photomultiplier tube (H7421-40, 

Hamamatsu). The acceptance angle was set to 3.4° for scattering patterns. Patterns were 

obtained in steps of 5° from 𝜃=-90° to 𝜃=90° with 0° being the forward direction of the 

fundamental beam. Data points were acquired using 20 x 1.5 s acquisition time with a gate 

width of 10 ns. To correct for incoherent hyper Rayleigh scattering (HRS) from the solvent 

phase, both the SHS response from the sample solution I(q)SHS, sample  and the HRS response 

from a solution of identical ionic strength/pH but without nanoparticles I(q)HRS, solution  are 

collected. The HRS is subtracted from the SHS signal of the sample and the obtained 

difference is then normalized to the isotropic SSS signal of pure water I(q)HRS,water, SSS  to 

correct for differences in the beam profile on a day-to-day basis: 

 I
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 Here, the normalized signal of the sample INorm() is given for SHS in PPP 

polarization combination. The normalization procedure was applied in the same way for 

SHS measured in PSS polarization combination. In order to obtain absolute values for the 

surface potential 0 and the surface susceptibility cS , 2

(2 )

 as a measure of surface molecular 

orientation of water molecules, the relative measured SHS signal needs to be related to 

absolute quantities. Here we use the fact that the second order hyperpolarizability (2) and 

the third order hyperpolarizability (3) of uncorrelated water are known, so that through 

normalization by I(q)HRS,water, SSS , the measured SHS response can directly be linked to an 

absolute value of the (2) component of the particle solution. The second order 

hyperpolarizability (2) is connected to the second order susceptibility , which than can 

be used to determine the orientation of water molecules at the interface. The particle 

interface of a spherical scatterer can be considered as isotropic in the interfacial plane 

(tangential coordinates are degenerate). This reduces the 27 possible  tensor elements 

to only 4 non-zero  elements ( c
S , 1

(2) , c
S , 2

(2) , cS , 3

(2)
, cS , 4

(2)
). Considering a lossless medium 

(appropriate for non-resonant SHG) and Kleinman symmetry, 3 of the 4 remaining elements 

are degenerate ( cS, 2

(2) = cS, 3

(2) = cS, 4

(2)
). Assuming that the orientational distribution of water 

molecules at the interface is broad, c
S , 1

(2)  can be neglected. Knowing c
S , 2

(2)  is therefore 

sufficient to describe the molecular ordering at the surface. As a sign convention for c
S , 2

(2)  

we use the following: negative values for water molecules with O atoms pointing towards 

the surface (dipole moment pointing away from the surface) and positive values for water 

molecules with H atoms pointing towards the surface (dipole moment pointing in direction 

of the surface). This sign convention arises from a comparison to values obtained from SFG 

studies.61  

The fitting procedure using the AR-SHS model that allows to determine 0 and 

c
S , 2

(2)  is described in detail elsewhere.53–55 It uses the analytical equations 4 and 5 and takes 

into consideration the particle radius R, as it was measured by dynamic light scattering 

(DLS), the ionic strength, as determined from conductivity measurements, the refractive 

indices of water (1.33)62 and TiO2 (2.61)63 or SiO2 (1.46)64, the SH wavelength  = 514 nm, 

the temperature T and the number of particles/ml.  



 

We note that the errors that we report for the surface potential 0 and the c
S , 2

(2)  

are based on the statistical errors of the measured AR-SHS patterns prior to normalization. 

The errors on 0 and c
S , 2

(2)  are numerical errors on the fitting procedure.  

 Other sources of error may contribute to the total error, such as the variations in 

the experimentally determined parameters (i.e. the particle radius, the number of particles 

or the ionic strength). An estimation of the influence of those uncertainties on the surface 

potential 0 and the surface susceptibility c
S , 2

(2)  was done for oil droplets in water and can 

be found in ref.53 

 

F. Molecular dynamics simulations 

 TiO2 was modeled as a negatively charged (-0.104 C/m2) hydroxylated rutile (110) 

surface,65 while as SiO2 model we used a negatively charged (-0.12 C/m2) quartz (101) 

surface.66 Water was modeled as rigid SPC/E,67 whereas parameters for Na+ ions were taken 

from the literature.68 All employed models utilize the electronic continuum correction 

(ECC) theory,69 which in a mean-field way incorporates electronic polarization effects into 

classical, nonpolarizable MD simulations. Other technical details of the simulations are the 

same or similar to those in our previous works.55,65,66  

 

Results and Discussion 

 

Surface potential and water order under different ionic strength conditions 

 Part A of Figure 1 shows AR-SHS patterns of colloidal ~100 nm diameter 

amorphous TiO2 particles in two different polarization combinations (PPP and PSS). The 

scattering patterns were measured for different concentrations of NaCl ranging from 0 to 

300 M. 

 Both PPP and PSS AR-SHS patterns show a decrease of the normalized SHS 

intensity with increasing salt concentration. At a higher ionic strength, more counterions 

will be situated in proximity of the charged interface of the particle, leading to a reduced 

penetration of the electrostatic field EDC in the electrolyte solution. As a consequence, the 



 

volume of the overall probed water shell around the particles is reduced, resulting in a 

lower SHS intensity with increasing ionic strength. The solid lines represent the fit of the 

corresponding data points using the AR-SHS model described in Materials and Methods 

Section D. The results of the fits for the surface potential 0 and the surface susceptibility 

c
S , 2

(2)  as a function of added NaCl are shown graphically in Figure 1B and are given in Table 

1. Tables S3 and S5 (Supplementary Information) summarize all the parameters used for 

the fitting. Note that the radius obtained through DLS measurements indicated in Table 1 is 

slightly larger than the nominal radius of the particles.  

 The zeta potential  of the TiO2 samples in different ionic strength conditions is 

presented in Figure 1B for comparison to the surface potential. The zeta potential is a 

common measure for the stability of a particle suspension, and values around +/- 30 mV 

are generally indicative of stable suspensions.70 The isoelectric point ( = 0) was 

determined through electrophoretic mobility measurements and is close to pH 4 for the 

here used colloidal ~100 nm diameter amorphous TiO2 particles. It can be seen that the zeta 

potential does not change in magnitude and remains between -24 mV to -30 mV, whereas 

the surface potential varies from -12 mV to -326 mV in the investigated ionic strength 

range. For the behavior of the surface potential three different regions can be identified: i) 

0-10 M NaCl, where |0|  ||, ii) 10-100 M NaCl, where |0|  || and iii) above 100 M 

NaCl where |0|  ||. At the same time, the surface susceptibility shown in the bottom 

part of Figure 1B changes in sign between 10 and 50 M NaCl. Negative values of c
S , 2

(2)  

indicate that the net dipole moment of water molecules points away from the surface 

(oxygens towards the surface), while positive values of c
S , 2

(2)  indicate that the average 

orientation of water molecules is with their dipole moment facing the surface (hydrogens 

towards the surface).  

As all the ionic strength measurements were carried out at pH 7, above the 

isoelectric point of the TiO2 particles, the particle surface is expected to be mainly composed 

of hydroxyl groups, with only a few deprotonated hydroxyl groups. We estimate the 

deprotonation to be between 1% and 8% at pH 7 using surface charge densities values from 

the literature (See Supplementary Material). This estimation is only meant as a guidance as 

very different surface charge density values have been reported by different groups28–31 

These values can greatly differ depending on the size and the crystal phase of the particles, 

as well as the synthetic procedure. For the less known amorphous phase, no record of 

surface charge density values could be found so far. Our results show negative values of zeta 

potentials, as anticipated for a negatively charged surface. In the very low ionic strength 



 

range (0-10 M NaCl), where |0|  ||, we observe that the magnitude of the surface 

potential decreases until a value of the same magnitude of the zeta potential is reached (see 

Figure 2A,B). We assign this behavior to arise from positively charged Na+ ions that directly 

adsorb at the O- surface groups of the colloids (inner sphere complex), as it is illustrated in 

Figure 2B. Because of the reduction of the effective negative surface charge by the adsorbed 

counterions, the magnitude of the surface potential will decrease accordingly. Additionally, 

in this ionic strength region the surface susceptibility is negative, which indicates that the 

interfacial water molecules are oriented with their net dipole moment away from the 

surface (oxygens towards the surface). This behavior can be explained by hydrogen 

bonding between the hydroxyl surface groups of the TiO2 particles and the oxygen atoms of 

the water molecules. 

In the low ionic strength region (10-100 M NaCl), the surface potential reaches a 

minimum in magnitude and is close to zero. This suggests that once all the favorable sites 

have been occupied by direct adsorption of the counterions, further addition of salt does 

not affect the surface potential, and thus neither the surface charge density in this 

concentration range. Our experiment cannot provide insights on the nature of these 

favorable sites. However, it evidences that only a fraction of the deprotonated hydroxyls is 

occupied by direct adsorption of Na+, as a complete coverage would result in a neutral 

particle (0 = 0), which could not be stable in solution and would precipitate. Furthermore, 

the surface potential remains very close to the zeta potential up to 100 M NaCl. As the zeta 

potential is considered to be located a few water layers away from the surface,16,17,19 a value 

of surface potential close to the zeta potential suggests that there are no mobile counterions 

accumulated in between the shear plane and the surface, but that they are rather 

distributed in solution. In the Gouy-Chapman model, this would be equivalent to a diffuse 

layer forming around the TiO2 particles, which is illustrated in Figure 2C. At the same time, 

we observe a change in sign of the surface susceptibility between 10 M and 50 M of added 

NaCl. This reflects a change in orientation of the water molecules situated directly at the 

interface, as the surface susceptibility describes the orientational order induced by all 

(chemical) interactions confined to the particle surface plane (see Materials and Methods). 

The average surface molecular directionality changes from the net dipole moment pointing 

away from the surface (oxygens toward the surface) to the net dipole moment pointing 

towards the surface (hydrogens toward the surface). Therefore, it can be argued that, above 

a certain threshold, the presence of Na+ near the interface is responsible for the change in 

directionality of interfacial water. This phenomenon can be rationalized by the 

rearrangement of the H-bonding network between the Ti-OH groups and the surface water 

molecules caused by the Na+ ions. 



 

In the higher ionic strength region above 100 M NaCl, where |0|  ||, we 

observe a strong increase in magnitude of the surface potential with salt concentration. This 

large deviation from the zeta potential suggests the formation of a condensed layer of ions 

at the interface, which is further supported by the observation of the drastic reduction in 

the SHS intensity. This charge condensation layer is also predicted by the Gouy-Chapman-

Stern model, where the steep potential drop in the very first interfacial layers is 

approximated to the linear potential drop in a parallel plate capacitor. Taking the distance 

between the surface and the zeta potential plane to be between 0.3 and 0.9 nm (1 to 3 water 

molecules),16,17,19 the electric field can be estimated here to be ca. 3 ·108 to 1·109 V/m for an 

ionic strength of 300 M NaCl. This large value of the electric field in the interfacial region 

provides additional evidence of the presence of a condensed layer of ions. The latter is 

schematically illustrated in Fig. 2D. Note that in this case the ions cannot be directly 

adsorbed at the TiO2 surface. The absence of water molecules between the negatively 

charged surface and the counterions would lead to charge neutralization and a consequent 

decrease in surface potential, as already observed for the very low ionic strength case. As 

such, the ions are present as outer sphere complexes and likely have one or more layers of 

water in between them and the surface.  

The surface susceptibility has a positive sign in this higher ionic strength region. As 

a consequence, the net dipole moment of the interfacial water is oriented towards the 

surface with the hydrogen atoms facing the surface. This behavior further confirms the 

presence of a strong electric field forming in between the condensed layer of positively 

charged ions at the interface and the negatively charged TiO2 particle surface groups. 

Analogously to the previous case, we expect the net dipole moment to be influenced by the 

rearrangement of the H-bonding network between the surface hydroxyl groups and the 

interfacial water molecules, as well as by the presence of additional oriented water 

molecules belonging to the Na+ hydration shell. Both the diffuse region and the condensed 

layer region have been previously experimentally determined for 300 nm diameter SiO2 

particles in a previous report by our group.55 However interestingly, the direct counterion 

adsorption was not observed in that case, most likely because the initial ionic strength of 

the nanoparticles was much higher (0.1 mM, vs. tens of M here).  

 

Surface potential and water order in different pH conditions 

 In order to investigate the influence of different surface charge densities on the 

molecular water order and the surface potential, similar AR-SHS measurements were 

performed as a function of pH. The pH was adjusted by adding NaOH to the particle 



 

suspension, resulting in a more negatively charged surface. No additional salt was added. 

The initial TiO2 dispersion in water prior to NaOH addition had a pH = 7. The results for the 

AR-SHS patterns of colloidal ~100 nm diameter amorphous TiO2 in different basic pHs are 

shown in part A of Figure 3. It can be seen that the normalized SHS signal decreases with 

increasing pH for both polarization combinations, as also observed for increasing salt 

concentrations in Figure 1A, which reflects a smaller number of oriented water molecules. 

Figure 3B shows the surface potential 0 and the surface susceptibility c
S , 2

(2)  as a function 

of the pH of the aqueous environment. A list of the exact values can be found in Table 2. A 

summary of all the parameters used for the fitting is given in Tables S3 and S6 

(Supplementary Information). In this experiment, the range of pH tested was limited by the 

signal-to-noise ratio for pH > 10.7 and pH < 3. For the 3 < pH < 7, no SHS patterns could be 

obtained due to particle aggregation that occurs close to the isoelectric point (pH = 4), when 

the particles become unstable. Despite these limitations, the three behaviors found in Fig.1 

are also seen here: Close to pH 7 the magnitude of the surface potential 0 is larger than the 

zeta potential. For more basic pH (9.5), the surface potential decreases in magnitude and 

becomes comparable to the zeta potential. For the highest pH investigated here the surface 

potential increases again in magnitude. A change of sign in the surface susceptibility is 

observed between pH 9.5 and pH 10.7, indicative of the reorientation of the net dipole 

moment of interfacial water molecules from oxygens facing the surface to hydrogens facing 

the surface.  

 Between pH 7 and pH 11, the surface charge of the colloids is expected to be 

increasingly negative due to deprotonation of hydroxyl groups at the surface, while the 

same counterion (Na+) is expected to interact with the negatively charged groups. As for the 

neutral pH case, we can estimate the approximate percentage of deprotonation at pH = 9.5 

using surface charge density values from the literature (see Supplementary Information) 

and find it to be between 10% and 35%. This indicates that while the surface is 

approximately three to ten times more charged than at pH = 7, the majority of the surface 

groups remain protonated. Given the similarities with the results as a function of ionic 

strength, we assign these findings to the same mechanisms of counterion adsorption (for 

pH 7 to pH 9.5), the creation of a diffuse layer (around pH 9.5) and the creation of a layer of 

condensed ions (for pH > 9.5) as it was discussed in detail above. The change in orientation 

of the interfacial water molecules from the net dipole moment pointing away from the 

surface to the net dipole moment pointing towards the surface occurs here between pH 9.5 

and pH 10.7. Converting these pH values to the corresponding ionic strength values, we find 

that the change in sign occurs above 30 M added NaOH, which is in good agreement with 

the change in sign observed for the NaCl case (between 10 and 50 M added NaCl). The fact 



 

that the surface potential values are very similar and that the change in water orientation 

occurs for similar ionic strengths shows that in the here investigated range of pH and salt, 

the surface charge density for a given ionic strength is similar, and does not depend on the 

use of a salt (NaCl) or a base (NaOH). This behavior was already observed for SiO2 

particles.55 It also suggests that the surface charge density at pH 7, pH at which the AR-SHS 

patterns as a function of salt are recorded, is already negative enough to permit the 

formation of a layer of condensed counterions.  

 

Comparison of SiO2 and TiO2 interfacial properties 

 In order to determine if the evolution of the surface potential and the water 

orientation with increasing ionic strength and pH is specific to the nature of the investigated 

surface, we performed AR-SHS on SiO2 particles of the same size (~100 nm diameter). SiO2 

was chosen in order to have a comparison with another metal oxide surface bearing the 

same potential determining ions (H+ and OH-). The SiO2 colloids were found to have a 

stronger SHS signal than the amorphous TiO2 particles (both relative to neat water, ~10 

times higher, see Supplementary Material) even though the particle density of the two 

particle suspensions was in the same order of magnitude (2.9  1011 particles/ml in the case 

of SiO2 and 4.3  1011 particles/ml for TiO2). Figure 4A shows the surface potential 0 of 

100 nm diameter SiO2 particles in different NaCl concentrations compared to 100 nm 

diameter amorphous TiO2 particles. Three regions of surface potential behavior can also be 

distinguished for SiO2 particles. (i) It can be seen that the surface potential of the SiO2 

particles decreases in magnitude with increasing salt concentration for low ionic strength 

(< 300 M). (ii) At 300 M NaCl concentration, the surface potential value is similar to the 

zeta potential, which is not shown here for clarity but lies in the order of -32 to -48 mV (See 

Table 3). (iii) For ionic strength > 300 M the magnitude of the surface potential rises again 

to values of |0| > ||. Compared to TiO2, the increase in magnitude of the surface potential 

in region (iii) occurs at a higher ionic strength for SiO2. Likewise, the decay in magnitude of 

the surface potential in region (i) until the surface potential |0|  || in region (ii) spans 

over a wider ionic strength range for SiO2 compared to TiO2.  

In Figure 4B the surface susceptibility c
S , 2

(2)  of SiO2 and TiO2 can be seen. A change 

in sign of c
S , 2

(2)  from negative values to positive values happens in between a NaCl 

concentration of 100 M to 300 M. This indicates that the reorientation of the net dipole 

moment of the water molecules from oxygens facing the surface to hydrogens facing the 



 

surface happens at higher ionic strength for SiO2 than for TiO2. The surface susceptibility of 

SiO2 is one order of magnitude higher than the surface susceptibility of TiO2, which implies 

a larger net dipole moment of the interfacial water molecules near the SiO2 surface 

compared to the water molecules close to the TiO2 surface. This larger net dipole moment 

translates into a stronger ordering of the interfacial water molecules which contributes to 

the higher SHS intensity observed in the SiO2 case. Such an effect could be caused by the 

different molecular surface groups (e.g. bridging or terminal hydroxyls for TiO2 vs. different 

siloxane and silanol groups for SiO2) and their different occurrences, with consequential 

influence on the interfacial H-bonding network. 

The same mechanisms of ion adsorption, formation of a diffuse layer and creation 

of a layer of condensed charges, which were discussed in detail for the ionic strength 

dependency of TiO2 particles and further confirmed in the case of pH variation, can explain 

the three regions of surface potential and surface susceptibility behavior for the SiO2 

particles. Even though the general behavior is similar for both surfaces, the onset of the 

three regions as a function of ionic strength is clearly different in the case of SiO2 particles. 

Counterion adsorption is more gradual and requires up to 300 M to reach a minimum in 

the surface potential magnitude, indicative of a saturation of all the favorable deprotonated 

hydroxyls. Analogously to the TiO2, we note here that all the deprotonated hydroxyls cannot 

be occupied, as this would result in a neutral, unstable particle. It is interesting to see that 

for both materials, the change in sign of c
S , 2

(2) occurs just before the minimum in the surface 

potential magnitude is reached. This result suggests that the hypothesized rearrangement 

of the H-bonding network at the surface by the counterions is already significant enough 

before the favorable deprotonated hydroxyls are saturated with Na+ ions. Furthermore, the 

increase of surface potential magnitudes, which implies the formation of a layer of 

condensed charges, occurs at ionic strengths above 300 M in the case of the SiO2 particles, 

compared to above 100 M in the case of TiO2 particles. Knowing that the density of OH 

groups per surface area is similar for both surfaces (4.8 OH/nm2 for TiO2 71 and 4.9 OH/nm2 

for SiO272), this implies that the TiO2 surface has a higher affinity to adsorb Na+ ions than 

SiO2, which has been already observed by our simulations comparing the amount of 

adsorbed cations at negatively charged (and even neutral) rutile and quartz surfaces.66  

In order to decipher the molecular origin of our experimental results, we 

performed molecular dynamics (MD) calculations following the same strategy as in our 

previous study.55 We adopted our molecular dynamics models of TiO2 and SiO2 to 

investigate and compare the effect of ionic concentration on the orientation of water 

molecules at these interfaces. TiO2 was modeled as a negatively charged (-0.104 C/m2) 



 

hydroxylated rutile (110) surface, while as SiO2 model we used a negatively charged (-0.12 

C/m2) quartz (101) surface, as described in the Materials and Methods section. A similar 

negative surface charge density, which is constant in a single simulation, was chosen to 

fairly compare properties above the point of zero charge for both TiO2 and SiO2, when a 

portion of surface hydroxyls is deprotonated, corresponding to neutral or slightly basic pH.  

Despite the fact that the behavior of crystal and amorphous solids used in 

experiments may differ, the comparison of two crystal forms by simulations still can 

provide valuable information on sorption properties of both materials. To probe 

concentration effects, we prepared a set of three systems for each modeled surface. To 

mimic extremely low concentrations studied in the experiments (M concentrations) that 

are not directly accessible in simulations, the number of Na+ ions in the system was set to 

be equal to the amount of negative surface charges (and there were no anions). However, 

the number of ions allowed in the vicinity of the negative surface up to 10 Å varied between 

0% compensation (i.e. all the counterions were forced to be further away from the surface), 

50% compensation (only half of the ions were allowed in the region up to 10 Å), and 100% 

compensation (no restriction on the position of ions, i.e. a surface charge could be fully 

compensated). In the latter case the surface charge could be fully (100%) compensated up 

to 10 Å. However, due to the equilibrium between the distribution of ions at regions closest 

to the surface and further away (including the bulk region), in conjunction with the low 

total number of ions allowed in the simulation, even in this 100% case part of the surface 

charge remains uncompensated up to 10 Å. This situation resembles our experimental low 

ionic concentration conditions when, even in the presence of a sufficient number of cations 

to compensate the surface charge, the particles remain negatively charged and stable. 

The measure that can be compared to the experimental data is the integral of the 

“dipole concentration”, which is a product of the average number density of water 

molecules and the perpendicular component of the water dipole moment with respect to 

the surface (with positive values indicating hydrogens facing the surface, i.e. as in the 

experiment). The running integral of the dipole concentration provides an indicator for the 

buildup of the SHS intensity as a function of distance. The SHS intensity is proportional to 

the square of this running integral along the z-axis perpendicular to the surface.55 The plane 

at z=0 corresponds to the average position of the last TiO layer. Figure 5 shows the running 

integrals of dipoles as a function of distance for TiO2 and SiO2 surfaces. Both surfaces exhibit 

a similar behavior as a function of sodium concentration as observed in region (i) of SHS 

experiments: addition of ions to the interface, resulting in inner-sphere complexes (or 

outer-sphere complexes adsorbed at the surface), shifts the signal towards negative values, 

i.e. less water molecules are oriented, which is consistent with the effect of adsorbed Na+ 



 

compensating a negative surface charge. Moreover, the rate of change in the interfacial 

region (up to 10 Å from the surface) is more drastic for TiO2. At 50% compensation, the 

integrated dipole value at 10 Å is 0.094 D/Å2 for TiO2 and 0.130 D/Å2 for SiO2. At 100% 

compensation, the integrated dipole value at 10 Å decreases down to 0.026 D/Å2 for TiO2 

and to 0.096 D/Å2 for SiO2. This steeper decrease of the integrated dipole moment with the 

amount of counterions indicates that the surface charge of TiO2 is more efficiently screened 

by Na+ counterions. In other words, less ions are required at the TiO2 surface to result in 

similar changes as in the case of SiO2. This observation is also in line with the SHS 

experiments, where a minimum in the surface potential magnitude is reached at lower ionic 

strengths for TiO2 than for SiO2. Note also the flat profile of the curve allowing 100% 

compensation of the TiO2 surface, compared to the same curve for SiO2, which is still 

growing, i.e. gaining further contributions to the SHS signal, with increasing distance from 

the surface. That clearly documents that while in both cases the ions can fully compensate 

the surface charge (and eventually do so at large distances), for TiO2 nearly all the 

compensation occurs in the nearest vicinity of the surface, while for SiO2 we observe a wide 

diffuse layer. 

 

Conclusions 

 In summary, non-resonant polarimetric AR-SHS was applied for the first time to 

semiconductor nanoparticles in aqueous environments. By collecting two different 

polarization combinations of light from a colloidal suspension, the two analytical 

expressions from nonlinear optical theory containing 0 and c
S , 2

(2)  can be solved without 

assuming any model for the distribution of the ions at the interface. The surface potential 

and molecular orientation of interfacial water molecules of ~100 nm diameter spherical 

TiO2 particles in different NaCl and pH conditions are reported and compared to the results 

for insulating SiO2 particles as a function of NaCl concentration. By comparison of the 

surface potential to the zeta potential, three different regions can be identified: at very low 

ionic strengths (0-10 M), Na+ ions preferentially adsorb as inner sphere complexes. At low 

ionic strengths (10-100 M), we observe the presence of a distribution of counterions 

equivalent to a diffuse layer in the GC model, while at higher ionic strengths (>100 M), the 

presence of an additional layer of condensed charges, similar to a Stern layer in the GCS 

model, is detected. Changes in interfacial water orientation as a consequence of counterions 

accumulating in proximity of the charged surface further support this picture and indicate 

a rearrangement of the water H-bond network caused by the Na+ ions. This rearrangement 



 

occurs already for small amounts of counterions present in solution (below 50 M added 

Na+). Regions of equivalent behavior are observed for TiO2 particles in varying basic pH 

conditions. Comparing TiO2 and the SiO2 particles as a function of NaCl concentration show 

that the TiO2 surface has a higher affinity to adsorb Na+ ions than SiO2. These findings are in 

line with data obtained by MD simulations of the rutile and quartz surfaces interacting with 

aqueous solutions, where the rate of change of the integrated dipole with increasing Na+ 

adsorption at the surface is faster for TiO2 than for SiO2.  

 Overall, these results pave the way to a better understanding of processes taking 

place at the surface of semiconductor nanoparticles in solution. In particular, they highlight 

the potential of AR-SHS to monitor ion adsorption at the surface, changes in the surface 

effective charge, and general interfacial properties in a variety of (photo)catalytic 

applications.  
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Table 1: Surface potential 0 and surface susceptibility c
S , 2

(2)  values that were obtained by 

fitting the AR-SHS patterns of ~100 nm diameter amorphous TiO2 nanoparticles in aqueous 

solutions for different NaCl concentrations. The radius R was measured by DLS and the zeta 

potential  was obtained from electrophoretic mobility measurements.  

 

 

Table 2: Surface potential 0 and surface susceptibility c
S , 2

(2) values obtained from fitting 

the AR-SHS patterns of 100 nm diameter amorphous TiO2 nanoparticles in aqueous 

solutions of different pH. The pH was adjusted through NaOH addition. The radius R was 

measured by DLS and the zeta potential  was obtained from electrophoretic mobility 

measurements.  

 

 

Table 3: Surface potential 0 and surface susceptibility c
S , 2

(2) values obtained from fitting 

the AR-SHS patterns of ~100 nm diameter SiO2 nanoparticles in aqueous solutions of 

different NaCl concentrations. The radius R was measured by DLS and the zeta potential  

was obtained from electrophoretic mobility measurements.  

 



 

 

Figure 1: (A) AR-SHS patterns of amorphous ~100 nm diameter TiO2 particles as a function 

of ionic strength in PPP polarization combination (top) and PSS polarization combination 

(bottom). Plain data points of different colors represent different salt concentrations of the 

aqueous environment. The ionic strength was adjusted through NaCl addition. The particle 

density was kept constant for each sample and equal to 4.3  1011 particles/ml. All 

measurements were performed at T = 296.15 K. Solid lines represent the fits to the 

corresponding data points using the AR-SHS model. A summary of all the parameters used 

for the fits can be found in Tables S3 and S5. (B) Surface potential 0 (dark red diamonds) 

and surface susceptibility c
S , 2

(2)  (grey triangles) as a function of ionic strength. 0 and c
S , 2

(2)  

were obtained by fitting the corresponding AR-SHS patterns of ~100 nm diameter 

amorphous TiO2 particles in solution in PPP and PSS polarization combination (see (a)). The 

light red squares represent the zeta potential  values measured for the different ionic 

strength conditions using electrophoretic mobility measurements. 

  



 

 

Figure 2: The EDL around a TiO2 particle surface and the corresponding surface potential 

0 and zeta potential  over the distance to the surface with (A) No added salt, and (B) 

Under very low ionic strength, (C) Low ionic strength and (D) High ionic strength 

conditions. The particle surface is approximated to a flat surface for clarity and no anions 

are displayed. The mean orientation of water molecules in direct proximity of the slightly 

deprotonated surface is given by the net dipole moment pointing away or towards the 

surface, reflecting average water orientation with the hydrogens away ((A) and (B)) or 

towards ((C) and (D)) the surface. Scheme (B) displays the direction of the net dipole 

moment before the sign of the surface susceptibility cS , 2

(2 )

 flips to positive values, while 

scheme (C) shows the net dipole moment after the cS , 2

(2 )

flip. The surface potential 0 is the 

potential difference between the potential at the surface of the particle ΦS and the potential 

of the bulk solution Φb. Note that this schematic illustration shows the magnitudes of the 

before mentioned potentials.  is the potential at the shear plane. In this simplistic scheme, 

the Stern plane is approximated to be equal to the shear plane in the high ionic strength 

situation where a condensed layer of counterions is formed in (D). 
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Figure 3: (A) AR-SHS patterns of amorphous 100 nm diameter TiO2 particles in solutions 

of different pH in PPP polarization combination (top) and PSS polarization combination 

(bottom). Plain data points of different colors represent different pH conditions of the 

aqueous environment. For pHs above 7, the pH was adjusted through NaOH addition. The 

particle density was kept constant for each sample and equal to 4.3  1011 particles/ml. All 

measurements were performed at T = 296.15 K. Solid lines represent the fits to the 

corresponding data points using the AR-SHS model. A summary of all the parameters used 

for the fits can be found in Tables S3 and S6. (B) Surface potential 0 (dark red diamonds) 

and surface susceptibility c
S , 2

(2)  (grey triangles) as a function of pH as they were obtained 

by fitting the corresponding AR-SHS patterns of 100 nm diameter amorphous TiO2 particles 

in solution in PPP and PSS polarization combination (see Figures 2). The light red squares 

represent the zeta potential-values  that were measured for the different pH conditions of 

the aqueous environment using electrophoretic mobility measurements.  

  



 

 

Figure 4: (A) Surface potential Φ0 and (B) surface susceptibility c
S , 2

(2)  of ~100 nm diameter 

SiO2 particles and ~100 nm diameter amorphous TiO2 particles as a function of ionic 

strength. The ionic strength was adjusted through NaCl addition. The particle density was 

kept constant and equal to 2.9  1011 particles/ml for the SiO2 and equal to 4.3  1011 

particles/ml for the TiO2 samples. All measurements were performed at T = 296.15 K and 

pH=7. Dark blue open diamonds and triangles represent the SiO2 samples and dark green 

diamonds and triangles represent the TiO2 particles in aqueous environment. A summary 

of all the parameters used for the fits through which Φ0 and c
S , 2

(2)  were extracted can be 

found in Tables S3, S4, S5 and S7.  

  



 

 

Figure 5: Integrated dipole as a function of distance from negatively charged (A) (110) 

rutile (-0.104 C/m2) and (B) (101) quartz (-0.12 C/m2) surfaces. The brown line represents 

simulations allowing 0% compensation of the surface charge (i.e. all the counterions were 

forced to be at least 10 Å away from the surface), the turquois line represents 50% 

compensation (only half of the ions were allowed in the region up to 10 Å from the surface), 

and the purple line is from simulations allowing 100% compensation (no restriction on the 

positions of ions).  
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AR-SHS model and theory – relevant constants, analytical expressions and 

assumptions 

 The geometrical form factor functions for spheres, as they are shown in Table S1 

can also be found in Refs.1,2 They depend on the radius of the particles R and the scattering 

vector |q| = q. The third form factor also depends on the inverse Debye length κ  and 

therefore the ionic strength of the solvent. The Debye length is defined as 

k -1 = (e
0
e
r
k
B
T ) / (2000e2z2N

Av
c)  and takes into account the vacuum and relative 

permittivity ε0 and εr respectively, the Bolzmann constant kB, the temperature T, the 

elementary charge e, the valency z, Avogadro’s number NAv and the ionic concentration c. 

The constants used to calculate the scattered intensity from spherical particles in equations 

4 and 5 are the dipole moment of water μDC, and the hyperpolarizability tensor elements of 

water  b
(2)

 and b
(3)

. The values of the hyperpolarizability tensor elements were 

computed from an ab-initio model (using 1064 incoming light, Table 4, Model IIIa, of Ref. 3). 

Although there are 3 β(2) or 6 β(3) nonzero hyperpolarizability tensor elements for a single 

water molecule, a single mean value can be obtained by averaging over many water 

molecules in an isotropic liquid, here indicated as b
(2)

 and b
(3)

.  

 Table S2 summarizes some important equalities as well as the surface and effective 

particle susceptibility elements needed to compute the second harmonic scattering 

intensity from spherical particles in solution. The non-zero second- and third-order 

susceptibility elements c
s,1

(2)
, c

s,2

(2)
 and c

2

(3)'
are corrected for changes in the refractive 

index occurring at the particle/liquid interface following Refs.4,5 so that dispersion can be 

neglected. It was found in previous studies that a linear correction term as proposed by 

Dadap et al.5 is sufficient to correct for the changes in the orthogonal coordinate of the 

electromagnetic field when it crosses the particle/liquid interface.6 The corrected 

susceptibility elements c
s,1

(2)''
, c

s,2

(2)''
 and c

2

(3)''
 are than inserted into the analytical 

expressions for the non-zero effective particle susceptibility elements G
1

(2)
, G

2

(2)
and 

G
2

(3)'
 needed to calculate the scattering intensity in equations 4 and 5. The effective 

particle susceptibilities represent the combined symmetry of the incoming electromagnetic 

fields, the geometry of the scatterers (here: spherical), the interfacial structure and the 

electrostatic field in the aqueous phase. Note that the scattering intensity equations 4 and 



 

5 are only valid under the assumption that dispersion from the difference in the refractive 

indices of the particles (np ) and the liquid (nH2O) can be neglected and that no multiple 

scattering events occur. Dynamic light scattering experiments and second harmonic 

scattering experiments as a function of particle concentration (not shown here) proved that 

the intensity scales linearly with the particle concentration ensuring that those 

assumptions hold. The expressions for the surface and effective particle susceptibilities, 

presented in Table S2, are derived using five commonly used assumptions 7 that are related 

to the optical properties of isotropic materials and their behavior in nonresonant second 

harmonic scattering experiments:  

1. The liquids can be considered as spatially isotropic reducing the number of 

possible 81 elements (considering a loss-less medium and that the electric fields 

are real) of the c (3)'
 and G(3)'tensors to only 4 remaining non-zero elements (Ref. 

7 page 53).  

2. Applying that the material is loss-less and that the electric fields are real, reduces 

the amount of possible elements for c (2)
and G(2) to 27. As the particle interface 

can be considered as isotropic in the interfacial plane, meaning that tangential 

coordinates are interchangeable, the number of non-zero elements reduces to 4 

elements for c
s

(2)
and G(2) .  

3. Assuming the absence of dispersion due to the probing being off-resonant, three of 

the four tensor elements of c
s

(2)
 ( G(2) ) and c (3)'

 ( G(3)') are equal to one another 

( c
s,2

(2) = c
s,3

(2) = c
s,4

(2)
 and c

2

(3)' = c
3

(3)' = c
4

(3)'
) so that only two 

independent tensor elements remain. Those are c
s,1

(2)  and c
s,2

(2) , and c
1

(3)'
and 

c
2

(3)'
respectively. This assumption was verified by confirming that the 

polarization combinations PSS and SPS (or SSP) generate the same SHS response 

within experimental uncertainty. Mind that SPS and SSP are the same in SHS as we 

are using a single incoming frequency w
1
= w

2
= w  which makes the last two 

indices interchangeable.  

4. Additionally, the element c
1

(3)'
 is equal to zero due to symmetry properties of the 

third-order susceptibility tensor of an isotropic medium (namely 



 

).8,9 Thus also G
1

(3)' = 0  

(Ref. 2).  

5. We finally assume that c
s,1

(2)
 = 0, which is the case for a broad orientational 

distribution of water molecules at the interface. See Ref. 9 for details. 

 

Table S1: Constants, geometrical form factor functions and scattering vector used for 

calculating the scattered intensity from spherical particles (equations 4 and 5).  

 

  



 

Table S2: Effective particle susceptibilities and surface susceptibility elements and their 

equalities used for computing the scattering intensity from spherical particles (equations 4 

and 5). ⊥ refers to the direction perpendicular to the particle surface and ∥ to the direction 

parallel to the particle surface. The second- and third-order susceptibility elements are 

corrected for changes in the refractive index occurring at the particle/liquid interface 

following Ref. 4,5 so that dispersion can be neglected.  

 

  



 

Experimental parameters used for fitting the AR-SHS patterns 

 

Table S3: Parameters used for fitting the normalized second harmonic scattering patterns 

applying the AR-SHS model. These parameters are common to all the TiO2 sets of data 

presented and fitted.  

 

 

Table S4: Parameters used for fitting the normalized second harmonic scattering patterns 

applying the AR-SHS model. These parameters are common to all sets of SiO2 data presented 

and fitted.  

 

 

Table S5: Parameters used for fitting the normalized second harmonic scattering patterns 

of 100 nm amorphous TiO2 particles applying the AR-SHS model. The values presented are 

specifically used for fitting the NaCl concentration series.  

 

  



 

Table S6: Parameters used for fitting the normalized second harmonic scattering patterns 

of 100 nm amorphous TiO2 particles applying the AR-SHS model. The values presented are 

specifically used for fitting the pH series. 

 

 

Table S7: Parameters used for fitting the normalized second harmonic scattering patterns 

of 100 nm SiO2 particles applying the AR-SHS model. The values presented are specifically 

used for fitting the NaCl concentration series.  

 

  



 

Surface charge densities and deprotonation  

 From surface charge density values found in the literature10–13 that were measured 

by potentiometric titration, we calculated the percentage of deprotonation at pH 7 using an 

initial density of 4.8 OH/nm2 as determined for the hydroxylated surface of P25 TiO2 

particles (Degussa) taken from Ref. 14 The radius of the particles was taken as 60 nm, which 

is close to what was measured in our dynamic light scattering experiments for amorphous 

TiO2 particles. We obtain a deprotonation of 1% using the reported surface charge densities 

of - 0.00763 C/m2 for 21 nm diameter P25 TiO2 particles (Degussa) at pH 7.10 by Holmberg 

et al.,10 and - 0.00833 C/m2 for  72 nm diameter rutile TiO2 particles (CL/D 528 Tioxide 

International Limited) at pH 7.13 by Yates.11 Values up to - 0.06417 C/m2 have been 

reported by Machesky et al.12 for  83 nm diameter rutile TiO2 particles (Tioxide Specialities 

Ltd.) at pH 7.02, which correspond to deprotonation values of 8%. Similar values were 

reported by Akratopulu et al.13 for 30 nm diameter P25 TiO2 particles (Degussa) at pH 6.93 

who obtained a surface charge density of - 0.05074 C/m2 which corresponds to a 

deprotonation of 7%. 

 Calculating the percentage of deprotonation in the same way for pH 9.5 by using the 

reported surface charge densities of - 0.06250 C/m2 for 21 nm diameter P25 TiO2 particles 

(Degussa) at pH 9.3 (Holmberg et al.)10 and - 0.07431 C/m2 for  72 nm rutile TiO2 particles 

synthesized at pH 9.6 (Yates)11 we obtain a deprotonation of 8-10%. Higher deprotonation 

values, up to 35% are calculated using a surface charge density of - 0.27644 C/m2 reported 

at pH 9.4 by Akratopulu et al.13 for 30 nm diameter P25 TiO2 particles. Machesky et al.12 

found similar values for the surface charge density of  83 nm diameter rutile TiO2 particles 

at pH 9.63 (- 0.22686 C/m2) translating into 30% deprotonation. Given the fact that the 

measurements in Holmberg et al.,10 Yates,11 Machesky et al.12 and Akratopulo et al.13 were 

performed at higher ionic strength of 0.1 M NaNO3, 1 mM KNO3, 0.03M NaCl and 0.1M KNO3, 

respectively, the calculated deprotonation values can be regarded as an upper limit for the 

real deprotonation that we expect for our amorphous TiO2 particles in the lower ionic 

strength region. 

  



 

AR-SHS patterns of 100 nm diameter SiO2 particles as a function of NaCl 

concentration 

 

 

Figure S8: AR-SHS patterns of 100 nm diameter SiO2 particles as a function of ionic strength 

in PPP (A) and PSS (B) polarization combination. Plain data points of different colors 

represent different salt concentrations of the aqueous environment. The ionic strength was 

adjusted through NaCl addition. The particle density was kept constant for each sample and 

equal to 2.9  1011 particles/ml. All measurements were performed at T = 296.15 K. Solid 

lines represent the fits to the corresponding data points using the AR-SHS model. A 

summary of all the parameters used for the fits can be found in Tables S4 and S7.  
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