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ABSTRACT 

Numerical inverse Laplace transform (NILT) methods have become a fundamental part of 
the numerical toolset of practitioners and researchers in a large number of science and 
engineering fields, especially in the electrical engineering applied domain. Mainly, NILT 
techniques assist in getting the time-domain simulations in related applications, e.g. solving 
ordinary differential equations as those appearing when solving lumped-parameter circuits, 
solving partial differential equations as in linear distributed-parameter systems or those 
emerging while investigating signal integrity issues. 

Generally, most available ID NILT methods are very specific, i.e. they perform well on a 
few type of functions and hence on a limited number of applications; thus the aim of this 
research is to provide a broad treatment of such numerical methods, the development of 
universal NILT method and its expansion to multidimensional NILT which can cover a wide 
field of applications and could provide a practical mechanism for a better diagnosis and 
analysis of time domain simulations. The reach of the ideas is presented by discussing a wide 
range of case studies and applications; for example, the NILT methods are applied in solving 
transmission lines, including multiconductor ones, and even for the solution of weakly 
nonlinear circuits while utilizing multivariable NILTs. With the assistance of the NILT 
method an advantage of including frequency dependent parameters and using fractional-
order elements in their respective models can be done in a very accurate and simple manner. 
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I N T R O D U C T I O N 
Numerical Inverse Laplace Transforms (NILT) methods are classified by researchers 
to be methods that are profoundly utilized in time-domain simulations, and they are 
broadly used in various scientific areas, for instance, applications that require the 
solution of ordinary differential equations or those dealing with partial differential 
equations [1-8]. Realizing and solving signal integrity issues, especially in high 
speed digital systems with sufficiently high-clock frequencies, is often related to 
the analytic solutions of mathematical governing equations. In such situations the 
Laplace transform 'L{-}' is often used, due to its simplicity and effectiveness, to 
deal with different transient excitation functions (e.g. Dirac, Heaviside, periodic 
functions), and hence transforming the solution into a linear simplified mathematical 
description [2]. Primarily these transforms are very attractive in solving differential 
equations, which arise in fields such as automatics, control theory, and transient 
process in linear time invariant systems [3]. Nevertheless, the inevitable steps 
are to obtain the original result in the time domain which is considered to be 
the most difficult part and, in some situations, can be even impossible to obtain 
analytically [4], among which we can mention transcendental and/or irrational 
Laplace transforms. The NILT methods can therefore be a potential tool to overcome 
these complications by determining the original in a fast and accurate manner. 
Numerical inverse Laplace transform methods can be generally sorted according to 
the number of variables or dimensions that the method is derived upon, which can 
be categorized as follows [5-10]: 

• One-dimensional NILT methods (ID NILT): 
Most of the NILT methods available in literature are considered to be one-
dimensional methods; these methods are fundamental, especially for the 
solution of ordinary differential equations. 

• Two-dimensional NILT methods (2D NILT): 
The two-dimensional methods are effective, and the need to use the 2D 
variables arise mainly for solving problems such as partial differential 
equations; for instance, solution of transmission line and related analysis. 

• Multi-dimensional NILT methods (MNILT): 
Multi-dimensional methods are important for solving more complex systems, 
such as that for nonlinear circuit analysis. 

Performing a research on one-dimensional NILT methods shows us that there 
exist multiple methods, mainly those that are usually related to a specific field 
of application and hence could be considered as limited methods. The different 
1D-NILT methods differ from one another by their range of applicability, stability, 
accuracy and, last but not least, the speed of computation. The range of applications 
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of a certain NILT method are usually difficult to anticipate without running some 
tests on the method and computing their absolute errors. Then, after having 
performed such tests, then it is possible to classify the method and decide on which 
field of application or 'type of functions' the specific NILT method performs best 
on. The second characteristic, the stability of the method, which is an important 
phenomenon of the numerical method, i.e. if a specific method is not stable on some 
type of function, then the method could lead to very absurd results; mathematically 
speaking, a reason for instability could be for example when the NILT algorithm is 
of a fractional form with a difference in the denominator, that could be, in some 
cases, equal to zero and then infinity is a result at that specific point. Generally, a 
stable method also means a wider range of application for the numerical method. 
The third characteristic to list is the accuracy of the method, or in other words, 
to have relatively small absolute error when performing error analysis for a NILT 
method. Finally, the computational speed of a NILT method; with the constant 
development in science and technology, time becomes a more important factor, and 
hence, the methods with a fast-computational time are preferred. The backbone of 
the NILT methods is the inverse Laplace transform (ILT) technique, as shown in 
equation (1) and (2), representing the Laplace transform and its inversion; where s 
is the Laplace complex variable, 

The Laplace transform is an effective tool used in science and engineering specially 
for solving differential equations or generally assisting in time-domain simulations for 
different applications; even though, the main difficulty is then inverting the Laplace 
domain solution back into real time domain, in simple cases it could be done by using 
the Laplace inverting tables; however, for more sophisticated applications, such as 
that for systems with distributed parameters, where transcendental or irrational 
types of functions are involved, then the inversion is very difficult or even impossible 
[1,11]. In all of these mentioned cases, the NILT methods can play an efficient role in 
solving these quantities of interest. In research, there exist several one-dimensional 
NILT methods, as will be described with more details in following sections, which are 
used for inverting functions of one variable; much less attention was paid to higher 
dimensional-NILTs, mainly due to the non-existent closed form inversions [9,12-14]. 
Multi-dimensional NILT methods are of our high interest due to the necessity to 
solve scientific quantities of concern in deterministic and stochastic models, those 
especially arising in the fields of electrical engineering, radio communications, and 
computer sciences [12]. 

(2) 
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1 S T A T E O F T H E A R T 
In this chapter, an overall view on different numerical inverse Laplace transform 
models and their characteristics will be described and categorized, with the 
highlighting of their fields of applications. The advantages and disadvantages 
of some of the highly cited NILT methods in research will be summarized in 
different sections, which are categorized depending on the number of variables 
that the method deals with, and then on the techniques used for the derivation 
of approximation of the inversion algorithm. 

1.1 One-dimensional NILT methods 
There has been a lot of work ongoing in the past years on devising and improving 
one-dimensional Laplace transform methods, most of which were replicas from other 
inversion methods; indeed a large review of one-dimensional (ID) methods was done 
by Davis and Martin [15]. The vast majority of the ID methods that have a very 
narrow field of applications did not receive much interest, whereas the most famous 
ID methods that had a higher effect in science, and had a role in being considered 
as origins for 2D inversions can be categorized under the following techniques [3,16], 

• Fourier series expansion, 
• Deforming the Bromwich contour, 
• Laguerre function expansion, and 
• Combination of Gaver functional. 

Each of these categories will be discussed in more detail in the following subsections. 

1.1.1 Fourier series expansion methods 

The application of trapezoidal quadrature rule of integration to the real and 
imaginary parts of the Laplace transform function makes it possible to apply the 
Fourier series approximation. The first ones to use the Fourier series technique for 
NILT methods were Dubner and Abate [17]. Methods that are devised based on 
the Fourier series mainly start by approximating the Laplace inverse by Fourier 
integrals [16], i.e. 

fcit) = / Re{/(a + jy)}cos(yt)dy , (1.1) 

fa(t) = / lm{f(a+jy)}sm(yt)dy , (1.2) 

TT JO 
where 'Re' and Tm' denote the real and imaginary parts of a function, respectively. 
Many methods are based on the Fourier series approximation technique, most of 
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which are very similar, but have a specific way of identifying the optimum values of 
the method parameters. Examples of these methods are: 

I. Accelerated F F T based NILTs 
This method, denoted as 'FFT-Qd N I L T ' , uses the Fourier series 
approximation, though modified to enable the usage of the FFT algorithm 
which speeds up the method computational time [18, 19]; furthermore, for 
convergence acceleration of the infinite series that appears in the method 
derivation functions, the epsilon or quotient-difference algorithms are adapted 
to the method. This numerical method was initialized by S. Crump [20], 
and further modified by using the FFT algorithm and then enabling the 
application of acceleration algorithms [18,19]. These accelerated FFT-based 
algorithms were developed and implemented using the Matlab language. 
The inversion formulae could be summarized as follows, [19] 

ckT ( N-l 
f(t)^f(kT) = e—l2ReY: 

n=0 I 
F [ c _ j n | l ) e - * * $ F(c) , (1.3) 

by choosing TV = 2 m , m a natural number, s = c + jf2 and then applying the 
FFT algorithm, which also has the ability to speed up the calculation of the 
method. 
The error analysis derivation for this method leads us to proper choices of 
parameters, and thus, theoretically, the error can be adjusted at a desired 
value, for the derivation details see [21]. 

Meat . , 
e<eM = — , — x — ~ , 0<t<r. (1.4) 

The parameter c for a desired relative error could be given as: 

c = a + J ^ — ) * a - h ^ , (1.5) 

the parameter a is a free parameter that could be optimized for better results; 
mainly a should be positioned to the right of all poles of F(s) in the Gaussian 
complex plane. 
Two different acceleration algorithms have been in conjunction applied to this 
method: 
• Epsilon algorithm of Wynn, as presented in [18,22]; 
• Quotient difference algorithm of Rutishauser, described in [19]. 
The utilization of the acceleration algorithms to FFT-based NILT has 
improved its accuracy and speedup the estimated time of the inversion, due 
to the ability to truncate the infinite series while still obtaining relatively high 
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accuracy. With different experiments done on both acceleration algorithms, 
the inversion method gives a similar accuracy in the result though the quotient 
difference algorithms is generally more stable [23]. 

II. Honig-Hirdes method 
The Honig-Hirdes inversion method [6], is based on Fourier series expansion, by 
a sophisticated application of the trapezoidal rule to the Bromwich integral. 
By considering the Laplace transform initial conditions, then the numerical 
inversion formula is namely: 

fN(t) 
ect 

-^Re{F(c) } + E { R e J F ( C + j ^ 

- I m | F ^ + j ^ ] ^ s i n [ ^ t ] ^ , (1.6) 

where s = c + jui, Re(s) > a e R and \f(t)\ < keat for t > t0. 
The convergence of the series is accelerated by the use of the so called e-
algorithm. The method has been described by researchers as a method that 
is relatively generally applicable, and of relative ease of implementation, but 
a main drawback of the method is the slow convergence because of series 
truncation and discretization of the algorithm [24]. 
There are some more algorithms that are also proposed and based on 
the Fourier series methods for e.g. the Simon method [25], which is an 
improvement on the Dubner and Abate method by introducing the Euler 
summation to speed up the convergence and the De Hoog method [26], which 
is an improved Fourier series procedure using an epsilon algorithm Pade 
approximation for accelerating the convergence of infinite series. 

1.1.2 Combination of Gaver functional 

In this section NILT methods that stem from the Gaver functional, which are 
indorced by researchers, are described. Briefly, the Gaver functional considers a 
specific approximation of the expectation of the function in hand with the respect 
to the probability density [27,28]. The Gaver functionals are given by the following 
equation [29] 

fk{t) = {-Ifrk ^ ^ j Akf(kr) = kr ^ 2 * j £ ( - 1 / ^ * j /((* + r)r) , (1.7) 

where r = ln(2)/t and A represents a forward difference operator, namely 

A / V ) = f((n + l )r ) - Knr) . (1.8) 
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Nevertheless, Gaver demonstrated that if f(t) is expressed by the Taylor series for all 
t > 0, then fk(t) has the following convergence behavior fk(t) ~ f(t) + ̂ j^ + ^^--\ 
as k —> oo with a fixed t. 

Two of the most known methods in the category are the Zakian and the Stehfest 
methods, both are briefly disclosed below: 

I. Zakian's method 
Zakian's method is based on his derivation of an explicit formula for the 
numerical inverse Laplace transform [30], in which he approximates the 
function in time domain using an infinite series of weighted evaluations of 
domain function [31], 

/(*) = ^ E R « { ^ ( y ) } - (1-9) 

From the inversion formula, it can be clearly noticed that the method is 
easy to implement, kj and aj are constant coefficients that could be both 
real or complex conjugate pairs. Depending on the field of application the 
parameter TV could be optimized to get a better result. In Table 1, the values 
of parameters kj and aj are presented for the case when N = 5 terms [17]. 

Tab. 1.1: List of parameters for Zakian's method 

j aj kj 
1 12.83767675 + jl.666063445 -36902.0821 + J196990.4257 

2 12.22613209 + J5.012718792 61277.02524"j95408.62551 

3 10.93430308 + J8.409673116 -28916.56288 + J18169.18531 

4 8.776434715 + jll.92185389 4655.361138^1.901528642 

5 5.225453361 + J15.72952905 -118.7414011^141.3036911 

The authors in [32], applied the Zakian method among other methods on an 
application regarding the solution of the solute transport problems and have 
concluded that the Zakian method was considered to be relatively efficient and 
considered among fast computation methods, at least for some specific type 
of functions used in the solute transport application [33]. 

II. Stehfest's method 
Stehfest's numerical inversion method directly approximates the time domain 
solution by using the following approximations: [27], 

l n 2 * An2 \ 
F^—^P^—iy (1.10) 
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where Fa is an approximate value of the inverse F(t) at T, and Vi is given as 
follows 

mm I «,4f I , N „. 

( ' , 4 % , ( f - * ) * ! ( ' - * ) ! ( 2 * - l ) ! ' 

the parameter TV is the number of terms used in the summation; it should be 
given as an even integer and could be optimized for best results. 
The Stehfest method is quite popular for solving solute transport problems, 
such as that in the petroleum engineering field. A related study was done 
in [33], regarding a case to solving the bottom pressure response curve for well 
test interpretation Furthermore, by performing several tests on the Stehfest 
method, we conceive that this method is more accurate for exponential types 
of functions in contrast to other types, as will be presented in Chap. 3. 

1.1.3 Deforming the Bromwich contour 

Another type of methods to derive NILTs are those based on following a specially 
modified Bromwich contour to derive an approximate algorithm, such a method is 
the Talbot's method. 

I. Talbot's method 
Talbot's method is categorized in methods that deform the Bromwich contour 
to derive an approximation inversion formula. It uses the idea of applying 
the composite trapezoidal rule to approximate the inverse Laplace transform 
equation, with consideration to the change of the Bromwich contour by the 
Talbot contour [15,32,34]. Nevertheless, Talbot's method has been recognized 
as one of the best performing inversion schemes, the algorithm is listed as 
follows 

f{t)*f{t) = \—TK{t), (1.12) 

TN(t) = ^extF(S + \) + SK(t), (1.13) 

K-l K-l 
Sic(t) = V'jcos^j) - SisH<f>j), (1.14) 

i=l j=l 

ipj = V-(n — - Sj = ef>*(f3^ - aj5j), (1.15) 

Pj = Atj-^cos UjA, (1-16) 
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4>j = Xtvj—, F[5 + \Sv(<f)j)] = OLJ + i(3j, (1.17) 

9, = j - , Sv(Oj) = 9, cot(^) + ivBj, (1.18) 

$v(Oj)=i(lj+i&j). (1-19) 

The Talbot method is not widely used although it is considered to be among 
the relatively accurate methods. As mentioned earlier the Talbot method 
replaces the Bromwich contour of integration with a deformed contour that 
opens towards the negative axis; on the one hand, this transform allows for 
a more rapid convergence of a quadrature estimate of the complex inversion 
integral, but on the other hand the physical system implicitly damps high 
oscillator terms and thus it is not suitable for conservative problems [15]. 
The choice of the parameters of the Talbot contour could be considered as 
a difficulty since there is no straightforward method of determining these 
parameters, Talbot selection of the parameters was done through experimental 
results, Patrick O. Kano et al. in [35], present a method to select an optimal 
rule for the parameters of Talbot's method. 

1.1.4 Laguerre function expansion 

This category of devised methods imply that the expansion of the original function 
is approximated by a series of generalized Laguerre functions, with the advantage 
of having the Laplace transforms directly connected with a bi-linear transformation 
[15]. One of these methods is the Weeks method described below. 

I. Weeks method 
William Weeks describes a method in which he utilizes an expansion of 
orthonormal Laguerre functions [36]. 
The main inversion formula was suggested originally by Tricomi and is 
described as [15], 

where the L£ are the Laguerre polynomials and a, c and T are parameters. 
Weeks considers a = 0 , c = co + ^ , and is the Taylor coefficient; i.e [32] 

Y M 

« o = t t - t E W ) , (1.21) 
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fc=0 

where r is an integer, and 8r is 

2 M 

ak = Y T — E cos(fc0r), M / 0 , (1.22) 

where h(9r) is 

777 R 4 F r + ^ c o t ( i ) J r c o t ( ^ ) I ' T r 
;i.24) 

1.2 Overview of the one-dimensional NILTs 
applications 

Some of the applications of one-dimensional NILTs in the field of engineering that 
have been used in research, including, but not limited to, follows: 

• Generally used for the solution of ordinary differential equations [37]. 
• Solving systems with distributed parameters including transcendental and/or 

irrational functions, e.g. lossy transmission lines [1,38]. 
• Solving the optical wave equation for propagating light in materials with 

nontrivial dispersion relations [39]. 
• Estimating the exponential of a complex matrix through the inversion of the 

corresponding resolvent matrix [35]. 
There exist many more applications in the engineering field for one-dimensional 
NILTs and furthermore, it is highly used for solving applications in the physics, 
chemistry and mathematics fields. 

1.3 Two-dimensional NILTs 
Minor attention has been paid to finding two-dimensional NILT methods, especially 
when compared to ID NILT methods, and most of these methods are devised upon 
an expansion of a one-dimensional method; based upon this research, several of 
these methods are observed and some of them are highlight [8,10,14,16,40-44]. In 
this section, some of these best known two-dimensional inversions of importance are 
emphasized; with the focus on their main concept of derivation, the mathematical 
analysis and the free parameters for optimization. The first method described will be 
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the accelerated method based on FFT and IFFT algorithms by partial inversions 
[42]. 

1.3.1 Accelerated FFT and IFFT-b&sed two-dimensional 
NILTs by partial inversion 

In this section, an effective two-dimensional NILT method will be described, the 
method has an approach of evaluating the double Bromwich integral by the repeated 
application of partial inverse Laplace transforms while using FFT and IFFT 
algorithms that help speed up the calculations [42]; this method has the leverage 
of being able to deal with complex images of two variables that result in complex 
originals. Following is the description of the inversion algorithm. 
Considering the Bromwich integral properties (2), and introducing the partial inverse 
Laplace transforms as follows, 

L^{F(Sl, s2)} = F2{Sl,t2) = — / F(Sl, s2)eS2t2ds2, (1.25) 
Z7TJ v/ C 2- joo 

and, 
1 /-ci+joo 

L^{F(Sl, s2)} = s2) = — F(Sl, s2)eSltldSl, (1.26) 
27TJ i c i - j o o 

and thus the following expressions are obtained: 

f(tut2) = L^{F2(Sl,t2)} = r + J ° ° F2(Sl,t2)es^dSl, (1.27) 
Z7TJ Jc\—ioo 

ci+joo 

joo 

1 / " C 2 + J O O 

f{tut2) = L^{F1{t1,s2)} = — / F1{t1,s2)e^ds2, (1.28 
Z7T1 Jco-ioo c 2 - joo 27TJ 

by applying the double partial Laplace transform the two-dimensional inversion 
algorithm becomes, [42] 

fk(s)=f(kT,s) = Cl 

N-l oo N-l 
£ Fn(s)zn

k + £ Gn{s)zn
k + £ F^{8)zj? 

n=0 n=0 n=0 
DO 

+ J2G_n(s)zk-n-F0(s) 
n=0 

;i.29) 

where k — 0,1, • • • , TV —1, TV = 2 m , and the following parameters are considered [42], 

rn 
~ 1 N-2 

; i . 3o) 

Q ckT 
C k = Jhr> ( L 3 1 ) 
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*k = e" j f c ™, (1.32) 

Fn(s) = F(c-iSln,s), (1.33) 

NT v ; 

Gn(s) = FN+n(s), (1.35) 

considering the equality zf? = e~2^nh = 1 , where tm is the maximum time interval 
and s is the Laplace variable. 

By performing error analysis for the method and choosing a limiting relative 
error, then the value of the parameter c for best results is chosen as Q = ai — ^ln^y 1 , 
i = 1,2, where the Tj represent the sampling periods in the original time domain 
and EMT is the desired limiting relative error. 

The process considered to evaluate the inversion equation (1.29) is done by using 
the FFT and the IFFT to evaluate the finite sums, i.e. first and third summation 
in the equation and then using the quotient-difference algorithm by Rutishauser 
(Qd algorithm) to accelerate the infinite summation terms, i.e. the second and 
forth summation in (1.29). The principle of the Qd algorithm is considered to 
be a continued fraction form of the rational Pade approximation, which helps in 
improving the inversion algorithm by means of accuracy and computational speed 
as will be implemented in the following sections. 

By using the Qd algorithm for accelerating the infinite series only 2P + 1 terms 
are used with P being a free choice parameter that could be optimized for higher 
accuracy. A n error analysis study conducted in [23] shows that the optimal choice 
of P is 3. Consequently, an infinite series is then described as 

IP 

y(zk,P) = J2Gnzn
kyk, (1.36) 

n=0 

which has the continued fraction form 

<^P) = TT-A^—y V* , (1-37) 
^ (i+...+d2Pzk)) 

where the coefficients dn,n = 0,1, • • • , 2P, are evaluated according to the Qd 
algorithm lozenge diagram [42]. 
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1.3.2 Two-dimensional NILT by fast Hartley transform 
computations 

The numerical inversion of 2D Laplace transforms by fast Hartley transform 
computations is proposed by Hwang et al. [43]. 
This method was extended from the ID inversion method based on the evaluation 
of the Bromwich integral by using the computational algorithm of fast Fourier 
transform FFT. The expansion was performed by first applying the trapezoidal 
approximation considering a specific step size, and then efficiently applying 2D fast 
Hartley transform (FHT), which is an analogue of the discrete Fourier transform for 
real data [43]. 
The method is constructed by efficiently applying multiple sets of F H T computations 
to evaluate the 2D inverted function on the rectangular grids of the plane. The final 
transform algorithm is given as follows 

/ . ( i . A T i . f c A T , ) = ( - i r ^ ^ ™ m t T ^ f a , i , ) , (1.38) 
4 m i m 2 i i i 2 

where 

f(i1,i2) = hQfi{il,i2) + 2 ^ Yl [hr1,r2(h,i2)(CriCr2 - SriSr2) 
ri=l T2=—U2 

+h_rit_r2(CriSr2 — Cr2Sri) + 2 ^ ] yhojr2(ii,i2)Cr2 + hoj_r2(ii,i2)Sr2 , (1.39) 
r2=l 

where the coefficients are 

a ' = C 0 S U ^ v r J ' C n = c o s { ^ m ) ' s " = s m U ^ r J ' 

Detailed derivation of the algorithms are found in [43]. The authors also show 
that this method requires much less computational requirements than with a similar 
method using FFT techniques instead. 

1.3.3 Two-dimensional NILT by the Fourier series 
representation 

M . V . Moorthy developed a 2D inversion method, presented in [44]. The method 
is an expansion of the one-dimensional inversion method proposed by Dubner and 
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Abate [17]. These methods are based on using Fourier cosine series and with properly 
choosing the contour of integration of the Laplace integral. The method starts by 
considering the following preliminary conditions 

S1=C1+JUJ1, S2=C2+JU)2, (1-41) 

by properly choosing the values of c\ and c2 a better approximation of the inversion 
algorithm can be achieved. 

Furthermore, considering that 

\f{ti,t2)\<Meaitl+a2h, (1.42) 

such that M is a positive constant, a,\ and a2 are real numbers and the Laplace 
domain of the function F(si,s2) is analytic for Re{si} > OL\ and Re{s2} > a2. 

When applying the Fourier series and using basic mathematical techniques, as 
described in [44], the inversion algorithm becomes 

f{t1)t2) = ecltl+C2t2g{t1)t2), (i-43) 

where f(ti,t2) is the approximate result in time domain of F(si, s2); then by taking 
the sum of the resulting series over j and k and formally interchanging the order of 
sums, 

oo oo i l l 0 0 

ET,9jk(ti,t2) = —A-F(Cl,c2)+j: 
j=0k=0 

-Im< F\ c i , c2 + vmn ( mnt2^ 
sin ——— 

. f _ / inn \} . /nnti 
- ImjFI ci + — ,c 2 I sin I 

m=l 
oo 

J / imn\\ (mnt2 Re< b c i , c 2 + -^r- I ? cos 

n = l 
oo 

+ E E 
n = l m = l 

Re< F\ci + -=-, c2 > cos 
n=i . 

oo oo 

V T 

I nnti 
\~T~. 
imn\ 

Rej F f ci + — , c 2 + ^ 

•cosf ^ + ^ 1 + R e | F f C l + — > C 2 - — 

- I m F C l + y , C 2 + y 

COS 

,_,/ zmr \ imn 
-ImlFld + — , c 2 - — sm 

/ nirti mnt2" 

(nnti mnt2 sm —-—I =— 
V T T 

' nnt\ mnt2 ;i.44) 

where 'Re' and 'Im' represent the real and imaginary parts, respectively, and the 
right-hand side of (1.44) is denoted as g(ti, t2). As it is evident from the approximate 
formula (1.44) it is a relatively complex formulae, and it mainly requires a long 
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computational time in contrast with other similar methods with less number of 
computations. 
The error analysis shows that for higher accuracy of the inversion, the best choice 
of Ci and c 2 is to be larger than a.\ and a 2 respectively, and thus for example by 
first choosing C\ > cci, then the result is 

For the best choices of the parameter T , after considering tmax < 2T, M . V . 
Moorthy [44] recommends, based on experiments in his research work, to choose its 
values between 0.5tmax <T< 0.8tmax. 

1.3.4 Two-dimensional NILT based on Zakian's numerical 
scheme 

Singhal et al.in [14] developed a two-dimensional inversion method for inverting 
Laplace transforms with two variables based on the numerical scheme of Zakian 
[16,45]. The method was devised by using a Pade approximation and the residual 
theorem. The final inversion algorithm is stated as follows, [14]: 

where Ku and K2i are the residues of approximating the exponential kernel est of 
the Bromwich integral, and zu,Z2i are the equivalent poles, they are described by 
using a rational Pade approximation as [14]: 

where r = 1,2, and k is the number of variable in the list of terms chosen for 
the computation. Generally, this method gives the best results when tested with 
relatively smooth functions. 
A promising 2D NILT method developed is a method based on the FFT algorithm 
and improved significantly by using the e-algorithm which effectively improves the 
result's precision [10]. Moreover, another 2D NILT method described in [40] is based 
on the Fourier series of a periodic function constructed by aliasing and applying the 
Poisson summation formula and then integrated with the Euler transform. Recently, 
there was proposed by Gomez et al. (2016) a 2D NILT method based on the 

(1.45) 

(1.46) 

c' (1.47) 
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M A T L A B function 'z//£2' and the method was successfully tested for an application 
of the computation of transients along power transmission lines [46]. 

1.4 Overview of the two-dimensional NILTs 
applications 

Two-dimensional NILTs play an important role in solving electrical engineering 
applications; some of these best-known examples are: 

• General applications related to solving partial differential equations with two 
variables. 

• Simulation of voltage and current waves along transmission lines [13]. 
• Determining sensitivities of volt age/current waves propagating down multi-

conductor transmission lines [47]. 
• Applications of 2D continuous space-time (CST) systems described by linear 

2D partial equations [48]. 
• Fast computation of transient profiles along power transmission lines [46]. 
• Steady-state processes in P W M inverters with a sinusoidal output [49]. 

1.5 Multi-dimensional NILTs 

Performing a research in several scientific databases (e.g. Web of Science, Scopus, 
IEEE) or even a general search in Google web search engine, it can be easily noticed 
that feeble attempts have been tried so far for developing multi-dimensional NILT 
(MNILT) methods. This makes it important to develop a method that can be of 
high value due to its outstanding applications in the electrical engineering field, for 
instance assisting in solving nonlinear systems. 
The basic n-dimensional Laplace transform of a function with multiple variables 
f{ti,--- ,tm) is given as, [13,50], 

F ( S l , - . . ,Sm)= / •••/ f(t)e~st l[dtk, (1.48) 
Jo Jo ^ 

where T is the transpose operator, and the following assumptions are considered, 

|/(*x, ••• ,tn)\ < M e < " ^ , (1.49) 

such that M is a real positive and a is a minimal abscissa of convergence. 
The n-dimensional Laplace transform F(s\,--- ,sm) is defined on a region |(si, 

• • • , sn) G (ci, • • • , c„) : Re[(si, • • • , sn)] > ( O J I , • • • , an) [; where c„ as an abscissa 
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of convergence, and considering the inequality component-wise. Consequently, the 
original function is obtained by applying the n-fold Bromwich integral 

1 rcn— joo i t t \ m 

• • • > O = j Q o • • • , sm)e^ J] cfe„ (1.50) 

Some of the attempts to develop an MNILT done so far are the 3D NILT based 
on F F T and IFFT proposed by L. Brancik [51], another MNILT is one based on the 
development of multidimensional Laplace transforms by the Laguerre method in [12], 
and a method based on Fourier series in conjunction with the Poisson summation 
formula, as described in [52]. Following is the technique for the developed 3D NILT 
based on FFT and IFFT, [51]. 

1.5.1 Numerical inversion of 3D Laplace transform method 
based on F F T and IFFT 

This section describes a technique for numerically inverting 3D Laplace transforms 
developed from the ID and 2D methods based on the FFT and IFFT algorithms 
integrated with the quotient-difference algorithm, which were presented in the 
previous sections (1.2.1 and 1.3.1), [51]. 
In [51], two procedures to derive the method are shown: one is based on using the 
rectangular rule of integration with generalized frequency steps and substituting 
Si = Ci + J W J , % = 1,2,3. The second procedure is based on using partial 
inverse Laplace transforms, such that the following expression is used f(ti,t2,t3) 
= L3

 1{L2
 1{Li1{F(si, s2, S3)}}} , such that it follows the properties of the triple 

Bromwich integral. 
The final inversion resultant formula is [51], 

pCikTi 00 

F i ( P t i ) = — E i^-i(P*)e 2 J™ f c T* / r% (1-51) 
Ti n=—oo 

with i = 1, 2,3, F 0 ( P i ) = F(si, s2, s3) and F 3 ( P 4 ) = f(t1,t2, t3), and having pj = a, 
for j > % or otherwise Pj — tj , j — 1,2, 3. 
The 3D shifted unit step is applied on the 3D method as a test function and is shown 
in Fig. 1, [51]. In order to display the three variable functions, the results are shown 
as three 2D cuts while considering one different variable as a constant each time. 

1.5.2 Overview of multi-dimensional NILTs applications 

In the electrical engineering field the applications of MNILTs can be a powerful tool 
for the solution of nonlinear circuits and some other related applications. Below are 
some of these MNILTs applications that have been used: 
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Unit-step cut 1(^.t3), ^ = const. Unit-step cut 1^.t3), ^ = const. Unit-step cut 1^,tg), ^ = const. 

Fig. 1.1: Resulting 3D shifted unit step by utilizing the 3D-NILT method. 

• Application of MNILT for solving a weakly nonlinear circuit with the use of 
the Volterra series expansion; an application of an electrical circuit with a 
nonlinear element is described [51]. 

• Application to calculate time-dependent distributions in the transient 
BMAP/G/1 queue, to calculate the inversion of the two-dimensional 
transforms of the joint distribution of the duration of a busy period and 
the time-dependent transient queue-length and workload distributions in the 
M - G - l queue [52]. 

Traditionally, in the design of analog circuits, the Laplace operator s is raised to an 
integer order, such as s,s2,s3, • • •; nevertheless, it is mathematically valid to raise 
it to a non-integer order a, that is sa, [53]. This leads us to the following section, 
where an introduction to fractional calculus is presented. In the next chapters, 
with utilizing a proposed NILT method, fractional-order primary elements will be 
incorporated to enhance the modeling and simulation of distributed systems, for 
e.g. T L and M T L . Hence, in order to keep this work self-contained, the following 
sections briefly review the basics of fractional calculus and electronic components. 

1.6 Fractional calculus and applied analysis for 
NILT applications 

Fractional calculus, which covers irrational or complex integration and 
differentiation orders, may be considered an old and yet a novel topic which 
can be simply included in several applications in the electrical engineering field due 
to the benefit of using the NILT methods. The the basics of differentiation and 
integration to a non-integer order dates to the early stages of the 19th century [54], 
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scientists were inspired by the fractal models found in the nature. The origins 
go back to the year 1695 when LHopital wrote a letter to Leibniz inquiring 
about the meaning of Dny when n = 1/2, [55]. Considering Leibniz ideas, many 
important mathematicians developed the theoretical concepts. Henceforth, more 
systematic studies evolved; A . K. Griinwald studied the fractional operations 
in 1867. Afterwards, G. F. B. Riemann developed the concept of fractional 
integrations and presented his results on 1892. Several papers in this field were 
then written by A. V. Letnikov between 1868 and 1872. A n important next step 
was the development of operational calculus of Heaviside to solve some problems of 
electromagnetic theory. Heaviside introduced fractional differentiation in his study 
of transmission line theory. Several applications of fractional calculus are related to 
the transcendental functions of the Mittag-leffler and Wright type, or rather more 
generally by the Meijer G-functions and the Fox H-functions, [56-58]. In the last 
years, fractional calculus emerged as a 'novel' tool for the analysis of dynamical 
systems. 
As of now, higher attention is being payed to fractional calculus and its large field 
of applications with methods of fractional derivative and integral approximations. 
In many applications, among which are: using fractional-order derivatives to 
express the anomalous diffusion in space and time domain, provided by Metzler and 
Klafter [59], applications in bioengineering [60-63], fractional-order filters [64,65], 
control theory [66], signal processing [67], oscillators [68-74], transmission 
lines [75-78], and many more. Generally, the mathematical descriptions and 
properties of fractional-order derivatives can be found in the monographs of 
Podlubny [79], Herman [80], and Meerschaert and Sikorskii [81]. 

The principle of fractional derivatives and integrals is a very interesting topic, 
though hard to imagine, because, unlike commonly used differential operators, 
fractional ones are not related to some common geometrical meaning. Yet, 
many physical phenomena have an intrinsic fractional-order description, and hence 
fractional-order calculus is needed to explain them. For example, a semi-infinite lossy 
transmission line current is related to applied voltage as, I(s) = y/sV(s). In the 
case of diffusion of heat into the semi-infinite solid, the temperature exhibited at the 
boundary of the surface is related to half-integral of heat [82]. Signal propagation on 
an RC T L can be described by a partial differential equation (PDE) that is equivalent 
in form to the equations describing the classical Gaussian diffusion. Fractional order 
generalizations of this model reflect the onset of anomalous, non-Gaussian diffusion. 
Anomalous diffusion has been characterized in both space and time using a rich 
variety of fractional order derivatives when the line or skin effect is described by 
fractional differential equations [83]. In recent decades, scientists and engineers 
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have recognised that the fractional differential equations provide a better approach 
to describe the complex phenomena in nature such as the skin effect, dielectric 
relaxation, and chaos. In Ref. [84], Liu et al. considered the inherent fractional 
order characteristics of the skin effect and achieved a fractional order cable model 
using the Levy's fitting method [85], and the numerical solution for the fractional 
differential equations. 
The main advantages of fractional derivatives when compared to the classical integer-
order ones, is that they provide better results for the description of memory, 
materials, and processes. In principle, fractional-order systems are characterized 
by infinite memory, whereas they are finite for integer order systems [82]. Lately, 
electronic circuits have become one of the fields of practical applications that is 
showing significant good results, for instance in the fabrication of fractional-order 
capacitors by using silicon. Furthermore, the behavior of the three well-known 
elements: the resistor, the capacitor, and the inductor are designed today in 
the time domain based on integer-order differential equations [86]. Integer-order 
algebraic equations in the complex frequency s-domain are used to describe the 
linear dynamical systems via Laplace transform. Hence, the circuit order is directly 
proportional to the number of energy storage elements in the circuit. 

1.6.1 Basic fractional differential equation definitions 

To recall some basic F D E , a certain definition of a fractional derivative of a function 
f(t) with K as its order, and a zero lower limit [79,87], is a method proposed by M . 
Caputo in his book [88], Caputo's definition can be written as 

where n — 1 < K < n, n is an integer, and T(-) denotes the Gamma function. 
Considering natural conditions on the function f(t), for K —>• n the Caputo 
derivative becomes a conventional n-th derivative of the function f(t). This 
definition (1.52) is beneficial for physical applications, since the initial conditions of 
FDEs with Caputo's derivatives correspond to those of classical ones having integer-
order derivatives, in other words, contain the limit values of integer-order derivatives 
of unknown functions at the lower terminal t = K. 
The formula for the Laplace transform of the Caputo's definition fractional derivative 
(1.52) is given as 

n-l 

k=0 
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where /^(O) represents the initial conditions (i.e. the k-th order derivatives at 
t — 0, k integer). 

1.6.2 Basic fractional calculus of electronic components 

In principle, a system which is defined by fractional-order differential equations is 
named as a Fractional Order System; while a fractance device is an electrical element 
which exhibits fractional order impedance properties. As known, in the conventional 
circuit elements, the impedance Z can be expressed as follows 

Z <x QuY, (1.54) 

having u as the angular frequency, and r taking the values —1,0,-1-1 for the 
capacitance, the resistance, and the inductance, accordingly. However, a device 
which does not follow the conventional class is named as a fractance device, which 
has the impedance characterized by the following relation [89], 

Z ocwaexp(j#), (1.55) 

A fractance device finds its applications in hard disk drives, robotics, signal 
processing circuits, fractional-order control, filters and so forth. 
Some of the essential points about a fractance device are [89,90]: 

(a) The phase angle is constant independent of the frequency but depends only 
on the value of fractional order, a. Thus, this device is also known as constant 
phase angle device or simply fractor. 

(b) Moderate characteristics between inductor, resistor, and capacitor can be 
obtained using fractance device. 

(c) With the use of an operational amplifier, a fractional order differentiation and 
integration can be accomplished easily. 

Considering the above, the immittances (impedance and admittance) of 
fractional-order capacitor and inductor are defined according to fractional calculus 
of electrical components as 

Za = saLa, (1.56) 

Yp = s?Cp, (1.57) 

where La is the pseudo-inductance with order a G (0.1] , and Cp is the pseudo-
capacitance with order j3 G (0.1], [89]. While a and j3 are not equal to one, 
there exist frequency-dependent losses in the real part called dispersion loss of the 
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fractional-order inductance/capacitance expressions [91]. 

The Laplace transform, as is well known, is considered an efficient method for 
solving differential equations of integer order as well as those with fractional orders. 
However, for differential equations with fractional orders, the Laplace transform 
works effectively for relatively simple equations, due to the difficulty of calculating 
the inversion of Laplace transform [92]. This difficulty has been bypassed by 
using numerical inversion of Laplace transform in fractional calculus; as shown 
in [93], where three methods (invlap, gavsteh and FFT-NILT) were described and 
verified. As will be shown in further chapters, fractional calculus is introduced 
and successfully incorporated in specific modeling techniques by using the proposed 
NILT method. 
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2 DISSERTATION O B J E C T I V E S 
It has been demonstrated so far, in this doctoral thesis, the importance of the 
numerical inverse Laplace transform (NILT) methods for ID, 2D and n-dimensions 
and their relation to a large field of applications in science, physics, and chemistry 
and especially, our field of focus, the electrical and electronics engineering field 
[8,16,46]. This brings us up to the open-ended question, could we develop a relatively 
universal NILT method with one or more variables that is verified to be stable and 
accurate enough for terms of electrical engineering? A l l this and more open issues 
will be addressed shortly. The emphasis, in this dissertation, is to characterize and 
study the current developed methods and to further devise a relatively universal, 
stable and accurate method which could be easily applied and implemented 
for electrical engineering applications, such as transmission lines analysis, multi-
conductor lines or more sophisticated like non-linear circuit simulation [8,46]. 

2.1 Theoretical basis analysis and comparative 
studies 

I. Research of the theoretical basis of the numerical inversion methods, review 
and comparative study of different developed NILT methods. 

II. The development of single-variable NILT methods and their successful program 
implementation. 

III. Categorization of the different methods with regard to their applicability on 
electrical engineering topics and their relevance to the scientific field. 

IV. Incorporation of fractional-order calculus in the different applications of NILT 
methods, e.g. fractional-order T L modeling and simulation using NILT 
method. 

2.2 Multivariable integral transforms 

I. Research study of the theoretical basis of multivariable integral transforms, 
review of numerical methods of two and more variable inverse Laplace 
transformation methods, and development of their program codes. 

II. Application of MNILT in electrical engineering field, and utilizing Volterra 
series theory with the possibility of its application into non-linear systems 
analysis. 

III. Inclusion of fractional-order calculus for the applications of MNILT, e.g. 
fractional-order multiconductor transmission lines modeling and simulation. 
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2.3 Development of effective NILT techniques 
I. Development of effective numerical techniques for the inversion of Laplace 

transforms of one-variable and multi-variables. 
II. Integration of efficient acceleration techniques to the proposed NILT methods, 

which yield to result enhancements. 
III. Development and implementation of the corresponding program codes. 
IV. Error analysis and accuracy tests for each of the above mentioned cases. 
V. Verification by successful application in linear and non-linear systems analysis. 

VI . Incorporation of fractional-order elements for related NILT applications. 
VII. Innovative approaches to the solution of PDE's describing lossy coupled 

multiconductor transmission lines (MTL). 
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3 ID H Y P E R B O L I C NILT M E T H O D 
With the inspiration to develop a numerical inverse Laplace transform, which is 
characterised by having a high accuracy, computationally efficient, and relatively 
universal, hence the hyperbolic NILT method is presented. Most available 
methods of the numerical calculation of the inverse Laplace transformations f(t) = 
L _ 1 { F ( s ) } , have significant limitations regarding the class of functions that can 
be inverted, the achievable accuracy, and the computational time. This can be 
also noticed by checking the results of several comparative studies on ID NILT 
performance (see for example [29,93,94], and references therein). Most of these 
methods are based on the necessity that the inverse transform of polynomial time 
functions up to a certain high power are accurate; since most of the time this order 
is determined through a table of coefficients, it is then not practically easy to be 
changed whenever it is needed [5]. In this chapter, a potential method, which 
is relatively universal and has a desirable accuracy, is presented and described. 
A n advantage of this method is that its accuracy can be improved simply without 
changing the algorithm but only on the cost of the computational time. 
In the following sections, the hyperbolic NILT method presented in detail, including 
the mathematical derivation of the algorithms and the related error analysis is 
studied. The NILT method of interest, is endorsed by deriving the resulting 
algorithm through following a different process, while resulting in the same 
final algorithm. Afterwards, an enhancement to the proposed method is done 
by integrating several infinite series convergence accelerating algorithms, which 
improve the accuracy and computational time of the method. Moreover, the 
corresponding analysis and tests are shown by using relevant test functions of known 
originals. The method is then applied on many examples including transients in 
lumped/distributed systems. 

3.1 Original proposed ID hyperbolic-based NILT 
method 

I. Principle formula and basic assumptions 
The hyperbolic NILT method is based on approximating the Laplace transform 
definition Bromwich integral, [1,5,95,96], 

where s = c + jo;, while considering the basic assumptions, 
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• F(s) is regular for Re{s} > 0. 
• when \s\ —> oo then F(s) —> 0, and 
• F*(s) = F(s*), where the symbol * represents the complex conjugate. 

II. Recapitulation of original hyperbolic NILT 
The Laplace transform's inverse kernel est in (3.1) can be approximated by 
two hyperbolic relations, namely 

Ksh(st,a) = -—f - , (3.2) 
2 smh(a — st) 

Kch(st,a) = - — - , (3.3) 
2 cosh(a — st) 

Henceforth, the reciprocal hyperbolic functions are expressed by the infinite 
sum of rational functions in z = a — st, 

+ ^J-^—2, (3-4) sinh z z ~^ n27r2 + z 

1 - E S S . (3.5, coshz ~^ (n + 0.5)27r2 + z1 

Further, continuing the derivation with the successive application of 
the residual theorem and performing simple mathematical manipulations, 
described in more detail in [5], we obtain the following approximate formulae 

W M ) = ^ l F ( £ ) + | ( _ 1 ) . H . { F ( £ + f ) } ) , (3 , ) 

W W = ? f ( - l 4 ( ! + ^ ) | , (3.7) 
There exists an alternative way to express the hyperbolic functions, i.e. their 
definition exponential functions, (3.2) and (3.3) can be rearranged into the 
form of the sum of infinite geometric series, and hence, from that, the absolute 
errors of formulae (3.6) and (3.7) can be obtained, respectively, as listed bellow, 

oo 

esh(t,a) = J2e-2naf((2n+l)t), (3.8) 
n = l 

oo 

ech(t,a) = J2(-l)ne-2naf((2n + l)t), (3.9) 
n = l 

where the detailed study of the error is presented in the next section in more 
detail. By performing several tests it is found that the arithmetic mean of 
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both NILT approximations (3.6) and (3.7) results in an even more enhanced 
and accurate inversion algorithm, namely 

/ - ( « . « ) = | ( i F ( f ) + | ( - l ) " ( B e { F f ! + 

^•'|7 + - f ^ - | Ml- ( 3 1 0 ) 

the absolute error of (3.10) can be analytically obtained 

oo 
e e„(t,a) = ^ e - 4 " a / ( ( 4 n + l ) t ) . (3.11) 

n = l 

3.1.1 Error analysis of the ID hyperbolic NILT method 

There exist two types of errors which can be conceived when investigating the 
resulting hyperbolic NILT algorithms; the first is the 'static error', caused by the 
approximation of the exponential kernel e s', and the second is the 'dynamic error', 
which results from the practical truncation of the infinite series appearing in each 
of the hyperbolic NILT final algorithms. Below in greater detail are the errors and 
the possiblities of improvement discussed [5]. 

I. The static error: 
In order to investigate the static error for each of the cases, i.e. (3.6) and (3.7), 
lets start by approximating the exponential kernel by a different way, namely, 
equation (3.3) can be approximated as follows 

K^t, a) = = 6_S<
2a 2 s t , (3.12) 

2 cosh(a — st) 1 + e zaezst 

assuming a > "ft, then |e _ 2 ae 2 s'| << 1 and hence the fraction 1/(1 + e _ 2 a e 2 s t ) 
is possible to expand as a convergent MacLaurin series as follows, 

oo 
Kch{st,a) = est + J2(-l)ne-2nae(2n+1)st , (3.13) 

n = l 

from (3.13) it can be seen that the sum expression represents the error of the 
approximation, it is obvious that this error can be highly suppressed by a 
proper choice of the parameter a. Substituting (3.13) in (3.1) we have 

I /-c+joo 

' c—joo 

I /-c+joo 

/(*) w fchit, a) = — F{s)Kch{st, a)ds 
2,71} Jc-ioo 

1 /-c+joo 1 /-c+joo °° 
- F{s)estds + — F{s)T/{-l)ne-2nae{2n+1)stds 

2/TJ Jc-joo 27TJ v/c-ioo i c - j o o „ = 1 

f{t) + £ ( - i ) " e - 2 n a 4 ( 2 n + i ) t l = / ( t ) _ e~2af(3t) + e"4 a/(5t) - • • • 
n = l 

f(t)+ech(t,a). (3.14) 
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From (3.14) the absolute static error of (3.7) is then 

oo 

ech = fch(t, a) - f(t) = J2(-l)ne-2naf[(2n+ l)t 
n=l 

= _ e - 2 a / ( 3 t ) + e - 4 a / ( 5 t ) _ . . . (3^5) 

Similarly, the static error of (3.6) approximation can be obtained by first 
approximating the exponential kernel in (3.2) as follows 

K s h M = 2 s i n h ( a - S t ) = 1 - e - ^ ' ( J U 6 ) 

then, by expanding as a convergent MacLaurin series and substituting back to 
(3.1), we get 

fit) « fsh(t, a) = — / F{s)Esh(st, a)ds 
Z7T] Jc-ioo 

= /(*) + e"2 a/(3t) + e"4 a/(5t) + • • • = /(*) + esh(t, a) . (3.17) 

From (3.17) the absolute static error of (3.6) is then 

oo 

esh = fsh(t, a)-f(t) = J2 e~2naf [(2n + 1)« 
n=l 

= e-2af(3t)+e-4af(5t) + -- - . (3.18) 

Equivalently, the absolute static error for the arithmetic mean formula (3.10) 
can be derived, and it is given as follows 

oo 

een(t, a) = J2 e- 4™7((4n + l)t). (3.19) 
n = l 

Assigning M as a maximum absolute value of an original function f(t), and 
using the formula of the sum of infinite geometric series, the limiting absolute 
errors of (3.6), (3.7) and (3.10), respectively, are given as follows 

Me~2a 

eshM(a) = echM(a) = - _ ^_2a w Me~2a , (3.20) 

M e ~ 4 a 

^enM(a) = Z T - « M e " 4 a . (3.21) 
1 — e * a 

ensuing the results in [1], it is conceived that the absolute error is adjustable by 
optimizing the choice of the parameter a > 0; it is also evident that this error 
suppression effect is higher for the arithmetic mean absolute error formula 
(3.21), as the exponent is raised to the power of '—4a', in contrast to '—2a' 
for the other two approximations, and thus (3.10) provides higher accuracy 
results. 
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II. The dynamic error: 
The 'dynamic' error can be explained as the error caused by the truncation, in 
practice, of the NILT infinite series. Mainly, this error depends highly on the 
number of terms used to compute the method, nsum. This error can be highly 
reduced by incorporating a suitable technique of infinite series convergence 
acceleration, as will be shown in Sect. 3.3. 

3.2 Alternative approach for the derivation of the 
hyperbolic NILT method 

A n alternative approach to derive the hyperbolic NILT method is performed as 
a further confirmation of this algorithm [1,95]. It starts from the ILT Bromwich 
integral (3.1), and takes into account the same presumptions. Taking the integration 
contour to be a vertical line, i.e. s = c+jw, where c is the distance from the imaginary 
axis in a way that F(s) has no singularities on or to the right of this vertical line. 
Then the original time-domain function can be obtained as follows 

£>£t POO 
/(*) = —/ F(c+ ju)(cosut + j sinut)du . (3.22) 

Changing the integration to a summation and replacing the differential doo with the 
difference Q, then we have 

ec'f2 0 0 

/(*) = —— V F(c +jkQ)(coskttt + j sin kQt) . (3.23) 
2"7T , 

fe=—oo 

Furthermore, if the distance from the imaginary axis, c, and the integration step, 
Q, are selected as time-dependent parameters, i.e. inversely proportional to time in 
which the original is to be computed parameters, 

a (3.24) 

Q=j, (3.25) 

neglecting the initial time point, i.e. t ^ 0, then (3.23) becomes, 

e a 0 0 (a 7r\ 
/(*) = Yt £ F17 + Jfc7 ( C O S k * + J S I N FC7R) • ( 3 - 2 6 ) 

k=—co \ / 

Henceforth, two cases are considered: 
I. Integer values are used for the summation index in (3.26) 

If the summation index in (3.26) takes integer values, i.e. k = ••• , — 2,— 1, 
0,1,2, • • •, then, 

m = Z±i-Vr(W). (3-27) 
k=—oo \ / 
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Having the assumption F*(s) = F(s*), then F(s) + F*(s) = 2Re{F(s)} is 
valid, and hence 

noting that this formula corresponds to (3.6), i.e. the first hyperbolic NILT 
method approximation fsh(t,a). 

II. Fractional values are used for the summation index in (3.26) 
If the summation index in (3.26) takes fractional values, i.e. k = • • • — 
3/2, —1/2,1/2, 3/2, • • •, or for simplicity assuming k = r —1/2 and then taking 
an integer index as r = • • • , —2, —1,0,1, 2, • • •, then 

Having the assumption F*(s) = F(s*), then F(s) - F*(s) = 2jIm{F(s)}, is 
valid, and hence we get 

A«4g( -H F ( j + j H)l ) } ' (3'30) 

noting that this formula corresponds to (3.7), i.e. the second hyperbolic 
NILT method approximation fch(t,a), and thus both approximations of the 
hyperbolic NILT methods are confirmed. Furthermore, the arithmetic mean of 
the hyperbolic NILT method (3.10) can be also verified by the second approach, 
namely, assuming the integration step is half of that from (3.25), i.e 

though, keeping the Bromwich integration path as in (3.24), then (3.23) 
becomes 

/(«) = £ Ijih^^h^l)- <3'32> 
similarly, taking integer index for the summation value, i.e. k = • • • , —2, —1,0, 
1, 2, • • •, then we get 

/ M ^ f f ^ + j ^ ) . (3.33) 

Taking the assumption F*(s) = F(s*), and both the identities F(s) + F*(s) = 
2Re{F(s)}, F(s) — F*(s) = 2jIm{F(s)}, and then pairing the terms with 
neighboring indexes 

+ , 3 , 4 , 
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As can be noticed, the formulae (3.34) corresponds with (3.10), thus the 
arithmetic mean formulae of the hyperbolic NILT method, fen(t,a) is also 
verified. 

3.3 Enhancements on the ID hyperbolic NILT 
method 

In this section, the progress on generalizing the hyperbolic NILT method together 
with the integration of the quotient difference acceleration algorithm are presented. 

3.3.1 Generalization of the ID hyperbolic NILT method 

The work, presented in reference [1], describes the possibility for a generalization of 
the method for a better accuracy, which basically allows to increase the accuracy of 
the method by the reduction of the integration step with the possibility to predict 
the absolute limit error [95]. This alternative approach to improve the accuracy 
provides a broader range of application to the hyperbolic NILT method, with the 
ability of optimizing the free parameter a to attain a marginally absolute error. 
Mainly, the integration step is reduced by Q = ir/mt, where m is an integer, while 
maintaining the parameter c as it was originally defined [1]. 

3.3.2 Integration of infinite series convergence acceleration 
techniques 

With the motivation to reduce the 'static' error effect, discussed above, and further 
enhancing the proposed hyperbolic NILT original method, the idea of adapting some 
infinite series convergence acceleration techniques is proposed, and then after several 
tests, using the Matlab programming language, their performance on the hyperbolic 
NILT method and compare their results. 
Specific convergence acceleration techniques are available and suitable to be 
integrated with the proposed method. Namely, the techniques incorporated to the 
hyperbolic NILT method are: the Euler transform, the quotient-difference algorithm 
of Rutishauser and the epsilon algorithm of Wynn; this will be shown in the following 
sections. 
In practice, the computation of formula (3.10) is done as follows; first it can be 
formally rewritten as a combination of three parts, i.e. an initial, a finite sum and 
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an infinite sum, 

pa (1 In\ n s u m 00 \ 
fen(t,a) = - i-F (- + £(•••)+ E (•••), (3-35) 

the initial part and the finite part are computed normally as they are, whereas 
the infinite part, in practice, can be computed up to a relatively high number 
of terms, e.g. 500 terms or higher. Nevertheless, by adapting suitable infinite 
series convergence acceleration techniques, the number of computed terms can be 
highly reduced, and in the same time, providing an increase in the accuracy of the 
method's results, saving valuable memory storage, and reducing the computational 
time. 

I. By means of the Euler transform: 
The infinite series in (3.10) for practical computation is truncated into a finite 
number of terms nsum, as shown in (3.35), which leads to a decrease in the 
accuracy of the inversion result. To suppress this effect the Euler transform 
(ET) is incorporated. 
The E T is a well-known technique for accelerating the convergence of infinite 
series [97]. This technique performs at its best for alternating infinite series [1, 
5,7]. Practically, the E T is applied after nsum terms are computed numerically 
by the hyperbolic NILT algorithm then neui terms are added, but weighted by 
factors, namely 

2 ( - " - V ( r w _ f e + 1 ) , (3.36) 

where k — 1,2,..., neui, and Vr is given by the recursive formula 

K + i = K + ( ^ ) , V1 = l. (3.37) 

The final result obtained is then added as a replacement to the infinite series 
part of (3.35). The Euler transform gives a high improvement on the proposed 
method, for both the accuracy and computational speed, as will be verified in 
following sections from the several performed simulation test results. Mainly, 
an improvement on the accuracy of the inversion, computational speed and 
less memory usage are achieved by introducing the Euler transform to the 
proposed hyperbolic NILT method. Hereon, the hyperbolic NILT method in 
conjunction with the Euler convergence acceleration technique is denoted as 
'Hyp-Eul N I L T ' . 

II. By means of the quotient-difference algorithm: 
The quotient-difference algorithm (QdA) of Rutishauser is considered to be 
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a highly stable and efficient acceleration method [98]. The QdA gives, under 
certain conditions, the roots as the limits of similar quotient sequences [99]; for 
a power series, this algorithm corresponds to a rational Pade approximation 
expressed continued fraction. 
Practically, the infinite sum is computed up to nsum number of terms and the 
QdA requires only nqd = 2P + 1 additional terms above nsum as input data. 
Namely, considering (3.10) the 'finite' term is computed normally as it is, 
whereas, the 'infinite' term is rearranged, for simplicity, as follows 

= E ZnQn « E ZnQn + V(Z, P), (3-38) 
n=l n=l 

where z — —1, Qn is the expression in the square brackets, and the term 
y(z, P) represents the result of the QdA applied on additional nqa> terms of the 
residual original infinite series, 

V(*,P)=U \-z , (3-39) 

1+ l+-+d2P 

which considerably improves the precision of the results. 
In order to evaluate the coefficients dn — 0, • • • , 2P, a clear demonstration can 
be based on the quotient-difference algorithm diagram illustrated in Fig. 3.1, 
[42,98,100]. 
The coefficients dn = 0,1, • • • , 2P in (3.39) are based on the QdA lozenge 
diagram, see Fig. 3.1, which is computed by the following process; the first 
two columns are filled by 

e(fc) = o, k = 0, • • • , 2P, (3.40) 

q{k) = ^,k = 0,...,2P-l, (3.41) 

the consequent columns are formed by the following relations for r = 1, • • • , P. 

e(fc) = - g « + , k = 0, • • • , 2P - 2r, (3.42) 

for r = 2. 

(fc+i) (fc+i) 

qik) = q r - \ e
k r 1 , k = 0, • • • , 2P - 2r - 1, (3.43) 

— l 
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(0) 

e ( 0 ) 

„ ( 2 ) ..(': co) 
e 0 e l e 2 

(2) (1) 

fi(4) 

Fig. 3.1: The quotient-difference algorithm's lozenge diagram. 

now it is possible to obtain the coefficients dn — 0 , 1 , . . . , 2P by the following 
relations 

do = Qo, d2m-i = -q!£>, d2m = -e(£), m = l,---,P. (3.44) 

A practical computation to get the solution of y(z, P) can be done by 
processing the following recursive formulae. 

An{z) = A n _ i ( z ) + dnzAn_2(z), (3.45) 

Bn{z) = S n _i (z ) + dnzBn_2(z), (3.46) 

where n = 1, • • • , 2P, and the initial coefficients given are A _ i = 0, = 
1, A 0 = d0, and _B0 = 1- Finally, the continued fraction (3.39) can be given as 
y(z, P) = A2P(z)/B2P(z), for any z. The simulation of the quotient-difference 
algorithm adaption to the proposed NILT method is performed in the 
universal Matlab programming language. 

III. By means of the e-algorithm of Wynn: 
The next convergence acceleration technique integrated is the e-algorithm of 
Wynn [101]. The e-algorithm is categorized as a nonlinear technique used to 
accelerate the convergence of infinite series and iterations. It has also been 
used to obtain useful results from divergent series/iterations and to assist in 
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the solution of differential and integral equations [101,102]. 
The process followed to adapt the e-algorithm to the ID hyperbolic NILT 
method is theoretically similar to the QdA process, i.e. using a few number 
terms neps above nsum which are used as input data to the e-algorithm. In its 
turn, the e-algorithm samples the additional terms and extrapolates them by 
fitting them to a polynomial multiplied by a decaying exponential [103]. 
Mathematically, the e-algorithm can be described first by illustrating the 
lozenge diagram of the method, illustrated in Fig. 3.2. The diagram describes 
the case where P = 2, such that the total number of additional terms used is 
2P + 1 terms. 

„ ( 1 ) „ ( ° ) 
£ - l fcl 

-(0) 
fc0 t2 

_(2) _(0) t_ 1 t 1 t 3 

_(2) _(0) cQ t 2 c 4 

, (3) _(2) (1) 

„ ( 3 ) „ ( 2 ) 
£ 0 £ 2 

_(*) 
fc0 

Fig. 3.2: The e-algorithm's lozenge diagram. 

To obtain the values of the lozenge diagram symbols used the following 
formulas will be used [10,102]. Namely, to construct the first column = 
0, k — 1, • • • , 2P is used. The initial term in the second column eg0'1 represents 
the result of the truncated finite sum (3.35). Subsequently, the remaining 
entries of the second column represent partial sums computed recurrently by 

e? 5 = e t 1 ] + F{naum+k)z\ k = 1 , . . . , 2P. (3.47) 

where Fnsum is the result of the finite part of (3.35) computed up to nsum 

terms, and z — — 1. The following columns for r = 1 , . . . , 2P, are obtained by 
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the formula 

e W =4fc_+1) + - 4 - i ] ~ \ k = 0 , . . . , 2P - r. (3.48) 

When finishing the recurrent steps according to (3.48) the sequence of 
successive approximations e^, ... is obtained. This sequence converges 
much faster than the original sequence of partial sums. The required result 
from the E A transform is the entry e^p. Nevertheless, the algorithm can 
be under instability if P is chosen too high, based on previous experiments 
P = 2 o r P = 3 seem to be sufficient [10]. 

3.3.3 Experimental error analysis 

In this section, an experimental error analysis is performed, with the intention to 
confirm the theoretical error analysis (3.19). Moreover, it is interesting to investigate 
the effect of the different acceleration techniques presented earlier on the proposed 
hyperbolic-NILT method, namely, these techniques are the Hyp-e NILT, the Hyp-Qd 
NILT and the Hyp-Eul NILT. The test functions used, shown in Tab. 3.1, are chosen 
intentionally to be of different mathematical types, i.e. rational, irrational and 
transcendental types with pre-known originals, to test the method's performance. 

Tab. 3.1: List of test functions with their pre-known originals 

Functions in the Laplace domain Original functions in the time domain 

1 fi(t) = sin(a;t) — utcos(ut) 

2 /2(*) = e r f c ( ^ ) 

3 f3(t) = 0.5 if 1 < t < 2, and 0 elsewhere . 

The results of testing functions (F\ — F3) in conjunction with their absolute 
error plots are displayed in Fig. 3.3 to Fig. 3.5 [104]. These results illustrate the 
inversions done by proposed accelerated NILT methods discussed above. Respective 
adapted acceleration techniques have been algorithmized in the Matlab language 
and were analyzed as for their accuracy, numerical stability and optimal choice of 
their parameters. Generally, the following statements can be conceived as for the 
hyperbolic NILT method; the quotient-difference is more numerically stable, mainly 
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when compared to the epsilon algorithm, i.e. due to the mathematical structure of 
the epsilon algorithm, a probability exists that in the denominator two big numbers 
of near values are subtracted, which leads to the denominator to approach zero and 
hence cause some instability [102]. On the other hand, the Euler transform gives 
a high impact on the accuracy of the method's results, it can be clearly noticed 
by checking the absolute error in Fig. 3.3 to Fig. 3.5; this is mainly due to the 
characteristics of the Euler transform when it behaves at its best for alternating 
power series, which is the case of the hyperbolic NILT method. 

— Hyp Qd NILT 

0 1 2 3 4 
Time t 

5 6 

v "v v ~y ~y V ^ 

Time t 

0 1 2 3 4 5 6 
Time t 

o 10"5 

Time t 

Fig. 3.3: Accuracy experiment results of the accelerated hyperbolic NILTs with test 
function F1. 
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Fig. 3.4: Accuracy experiment results of the accelerated hyperbolic NILTs with test 
function F2. 

Furthermore, a precise quantitative conclusion of the accuracy of the hyperbolic 
NILT method with the adapted acceleration techniques can be observed by 
introducing the accuracy measure £, while considering a number of 200 points, 
namely 

t = f t / W , (3-49) 

where /(£;) is the pre-known original and f{ti) is the result of the hyperbolic NILT 
inversion. The results are shown in Tab. 3.2 for each of the acceleration techniques. 
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Fig. 3.5: Accuracy experiment results of the accelerated hyperbolic NILTs with test 
function F3. 

Tab. 3.2: ID hyperbolic NILT £ accuracy measures. 

Fr Hyp-e NILT Hyp-Qd NILT Hyp-Eul NILT 

1 0.8 x 10" 2 1.34 x 10" 5 2.25 x 10" 7 

2 2.3 x 10" 2 1.42 x 10" 4 1.18 x 10" 8 

3 1.2 x 10" 2 7.9 x 10" 2 4.9 x 10" 3 

19 



3.4 Comparative study for the ID hyperbolic 
NILT method 

The ID NILT methods analyzed in this section include: 
• The Zakian ID method [30], 
• the Talbot ID method [105], 
• the Stehfest method [27], 
. the ID accelerated FFT-based method (FFT-Qd NILT) [19], and 
• the NILT method based on inverse Laplace transform kernel hyperbolic 

approximations (Hyp-Eul NILT), [1,5,96,102]. 
These methods were implemented by using the Matlab mathematical language and 
were verified as for their accuracy, stability, range of application as well as their 
computational speed. The methods were verified by using test functions in the 
Laplace domain with their pre-known originals. Tab. 3.3 shows the functions and 
their known originals respectively [96]. 
The methods were implemented by using the Matlab mathematical language and 
verified as for their accuracy, stability, range of application as well as their 
computational speed. 

Tab. 3.3: List of test functions and their original-time domain values for the 
comparative study 

r Functions in the Laplace domain Fr(s) Functions in the time domain fr(t) 

1 Ms) = rffr / i ( i ) = sin(a;t) 

2 Ms) = ^ 

3 F3(s) - s exp(s)-l Staircase Function. 

The results of inverting the test functions on each of the described ID NILT 
methods are displayed in Fig. 3.6 to Fig. 3.8; each method was tested independently 
on the time interval t = (0,9) sec, [96]. The results show that for the chosen test 
functions, the Zakian method generally lacks accuracy for the exponential and for the 
staircase function; as for the sinusoidal function fi(t), the Zakian method is inverted 
correctly for about six oscillations and then is slowly damped. The Talbot method 
is more accurate on the whole-time interval, except for the staircase function, the 
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function has jump discontinuities, and the Gibbs effect is easily noticed, as is the 
case with function fsit). 

Fig. 3.6: Test results of the Zakian, Talbot, Stehfest, F F T - Q d NILT and Hyp-Eul 
NILT methods with function 

Time 

Fig. 3.7: Test results of the Zakian, Talbot, Stehfest, F F T - Q d NILT and Hyp-Eul 
NILT methods with function F2. 
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2 4 6 Time 8 1 2 3 4 5 6 7 8 9 
Time 

Fig. 3.8: Test results of the Zakian, Talbot, Stehfest, F F T - Q d NILT and Hyp-Eul 
NILT methods with function F3. 

The simulation results of the Stehfest NILT method are programmed in the 
Matlab language. The inversion is relatively good for the exponential function /2(t), 
although the results of the other two functions, fi(t) and fo(t) are not possible to 
be considered for practical uses due to the lack of accuracy [96]. Nevertheless, 
the method showed positive results in other types of functions in other fields of 
applications, such as the solute transport or the applications in the petrol engineering 
field [33]. Regarding the performed tests using the F F T - Q d NILT and the Hyp-
Eul NILT, as can be noticed, their results exhibit a high accuracy and stability 
on the whole-time interval for all the tested functions. The staircase function is 
an important case to look at as, due to its several discontinuities, it is usually 
difficult to invert such functions, but both the F F T - Q d NILT and the Hyp-Eul-NILT 
provide very accurate inversions for it. The Hyperbolic NILT accuracy measurement, 
incorporated with different accelerating techniques, has been performed by the 
experimental error analysis and the results have been published in [1, 102, 104]. 
From the error analysis performed the accuracy of the Hyp-Eul NILT is shown to be 
relatively very high. This is verified by the low absolute error measurements, such a 
case is illustrated in Fig. 3.9, where the inversion result and its corresponding error 
graph are displayed. In this figure it is shown that the absolute error for the Hyp-
Eul NILT inversion of function f(t) = cos (cut) is bellow 10~1 0; on average, along the 
time interval, this error decreases even further on some regions of the function. 

52 



0 1 2 3 4 5 6 7 8 t 

Fig. 3.9: Hyp-Eul NILT inversion and corresponding absolute error for function 
f(t) = cos(u)t). 

3.5 Summary 

In this chapter, the ID hyperbolic NILT method was presented, and its algorithms 
were devised. This method differs from other algorithms for the numerical inversion 
of the Laplace transform, as it behaves as a nearly ideal lowpass filter with time-
variable cutoff frequency. These final algorithms have been derived further by 
following a different manner, i.e. by the direct numerical integration of the ILT 
Bromwich definition integral, while achieving the same final ID hyperbolic NILT 
algorithms. The second approach leads to a possibility of a generalization of the 
method by decreasing the integration step, while enabling to predict a limiting 
absolute error. Furthermore, the numerical error analysis of the method was 
computed and studied. The proposed method was developed by the incorporation of 
several different infinite series convergence acceleration techniques; namely, the Euler 
transform, the quotient-difference algorithm, and the Epsilon algorithm. These 
techniques were adapted separately each to the ID hyperbolic NILT method and 
simulated and their absolute errors were tested with the goal to find the finest 
technique which provides the highest accuracy and stability to the method. It 
was clear, after a comparative study with different NILT methods was conducted, 
that the method provides relatively a very high accuracy and stability and covers a 
high range of types of functions that can be inverted; for instance, transcendental, 
rational and irrational Laplace transforms which occur in systems with distributed 
parameters. A l l the simulations in this chapter, including other NILT methods, were 
programmed by the author in the Matlab programming language. 
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4 A P P L I C A T I O N S O F T H E ID 
H Y P E R B O L I C NILT M E T H O D 

In this chapter, several applications using the ID hyperbolic NILT method, 
among others, are successfully implemented. These applications are focused on 
the simulation of volt age/current waveforms along lossy transmission lines (TL), 
frequency dependent TL , multiconductor T L (MTL), and including fractional-order 
elements in the modeling of these applications. Results of each of these applications 
are programmed in Matlab and illustrated in respective figures. 

4.1 Lossy transmission line simulation using the 
hyperbolic NILT method 

The NILT's field of applications are, mainly, used to process Laplace transforms 
that arise from the solution of systems with distributed parameters, in which 
their mathematical structures result in transcendental and/or irrational Laplace 
transforms. A practical application of the proposed ID hyperbolic NILT method is 
here presented; this application involves the solution of a lossy T L and a simulation 
the conditions of the voltage/current waveforms along the T L wires. 
The T L model in the Laplace domain is shown in Fig. 4.1 bellow [96]. The Laplace 

• > • 

0 x I 

Fig. 4.1: Transmission line model in the Laplace domain. 

model of the transmission line results from the application of the Laplace transform 
of one variable (the time t) on the pair of telegrapher equations 

_ ^ = W + £ o ^ | £ > , (4.1, 

_ 5 ! | £ ) = G o B ( ( , l ) + C o ^ | f ) , (4.2, 
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where RQ, L0, GQ and CQ are per-unit-length (p.u.l.) elements and represent 
resistance, inductance, conductance and capacitance, respectively. 
The Laplace transform of the solution with considering zero initial conditions, i.e. 
v(0, x) = 0 and z(0, x) = 0 , and by incorporating boundary conditions then we 
get [1], 

V(s,x) = Vi(s) - , c [ I , : • 0 ( V , (4.3) 
K , J 1 ' Zi(s) + Zc(s) l-p1(s)p2(s)e-2^1 ' 1 ' 

1 p-7(s)z _ nJ c\p-"/(s)l2l-x] 
I(s)x) = Vi(s)—— — •- f \ TTTi , (4-4) 

K , J 1 ' Zi(s) + Zc(s) 1-Pl(s)p2(s)e-2^1 ' 1 ' 
where Zc(s) and 7 ( 5 ) represent the characteristic impedance and the propagation 
constant of the line, respectively, and are given as 

Zc(s) 
Z0(s) JRQ + SLQ 

\Y0(s) \G0 + sC0 

• 

7 (s) = y/Z0(s) • Y0(s) = ^( i? 0 + sL0)(G0 + sC0) , (4.6) 

where Z0(s) = RQ + SLQ and Y0(s) = GQ + SCQ are p.u.l. series impedance and shunt 
admittance, respectively. 
The reflection coefficients at the beginning and end of the T L pi(s) and p2(s) 
accordingly, are 

Zj(s) - Zc(s) Z2(s) - Zc(s) 
P1 S = 7 I \ 1 7 l V P2 S = 7 l \ ^7 l \ • 4 7 

Zi(s) + Zc(s) Z2(s) + Zc(s) 
In this test, the simulation of a uniform transmission line with length / is performed 
and the following parameters are considered; I — 2 m, RQ — 10 mQ/m, LQ = 227 
nH/m, GQ = 2 mS/m, CQ = 90.9 pF/m, Zi = 30 Q, Z2 = 3 kQ. The transmission 
line is tested with an excitation wave Vi(t) = sin 2 ( 4 ^ = 9 ) with 0 < t < 4 • 10~9, and 
Vi(t) = 0, otherwise. The corresponding Laplace domain of the excitation voltage 
waveform is Vi(s) = 2n

s^iQ
X-9^2^l.n2S^ • The time-domain conditions of the voltage, 

and current waveforms ore obtained by using the hyperbolic ID NILT method, the 
results are depicted in Fig. 4.2 and Fig. 4.3 for the beginning, middle and end of the 
transmission line [96]. 
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Fig. 4.2: Voltage waveforms conditions along T L by via ID Hyp-Eul NILT. 

— Beginning 
— Middle 
— End 

Fig. 4.3: Current waveforms conditions along T L via ID Hyp-Eul NILT. 

The parameters used for the Hyp-Eul NILT to obtain the results are: ns 

neuier = 100 and m • a — 9. 
200. 

4.2 Incorporation of fractional-order transmission 
line primary parameters 

Research of fractional-order calculus was introduced more than 300 years ago, with 
a vast field of applications benefiting from the introduction of fractional-order 
calculus, and still many potential topics in this field that are open for further 
research and discussion. Due to the advantage of having the NILT methods in hand, 
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it is thus possible to introduce the fractional-order domain of different application 
models in the Laplace domain and thus highly simplifying the solution process. 
In the following subsections, we introduce the fractional-order primary parameters 
to the T L mode, with detailed analysis being performed. Following, the fractional-
order T L resulting model is tested via an excitation waveform, and with the 
assistance of the Hyp-Qd NILT, we can simulate the voltage/current waveforms 
along the T L in the time-domain. 

I. Fractional-order primary parameters 
Considering a T L of length / with distributed elements, as in Fig. 4.1, the T L 
has the elementary section shown in Fig. 4.4. The primary parameters L'0, C'Q 

have the fractional orders a and (3, respectively, where the dash designation 
represents only the fractional order immittances, keeping into account the 
numerical value of parameters is unchanged. 

As it will be demonstrated, imposing fractional parameters give a higher 

L'0 dx R0 dx 

^nnnp—i i — 

CQ dx Gn dx 

Fig. 4.4: Fractional-order primary parameters of the T L . 

degree of freedom for T L modeling and optimization, enabling the realization 
of the losses, especially those resulting from high frequencies [81], and 
furthermore building on the fact that the solution of the T L traveling 
waveforms continuously depends on the fractional derivative. 
Incorporating the fractional-order primary parameters into transmission line 
systems of equations results in 

!Ro + saL'0 

\ Yof(s) V G o + ŝ CÓ ' 

where Zcf(s) annotates the fractional-order characteristic impedance, which is 
replaced instead of the integer-order characteristic impedance Zc(s) in (4.5). 
Consequently, the propagation constant 7 ( 5 ) changes accordingly with 
fractional parameters as 

7/(a) = JZof(s) • Yof(s) = J(R0 + s«L>0)(G0 + s?C>G (4.9) 
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II. Fractional-order model analysis and results 
R. Ismail et al. [77], discuss the effects of the fractional parameters a and (3 
on the real part of the propagation constant (the attenuation) and the real 
part of the characteristic impedance (the resistive element). Moreover, in the 
recent work in [91], we argue that by checking the sign of the real part of 
the propagation constant 7, which should remain negative as it represents 
attenuation and in practice 0 < a,/3 < 2, then the region of the fractional 
parameters a and j3 are found to be in the range 1 < a + (3 < 3; illustrations of 
this study are shown in Fig. 4.5, [91]. Furthermore, it is interesting to notice, 
when analyzing the fractional-order characteristic impedance, that the real 
part of Zcf, which represents the resistive element, is affected by the fractional 
parameters a and j3. Mainly, with a constant load, the T L response to applied 
voltage is resistive rather than reactive, despite being composed of inductive, 
capacitive and resistive elements. The integer-model case of characteristic 
impedance can be noticed in the Fig. 4.6 (a) and that is when a — 1 and 
(3 = 1. Interestingly, the real value of the characteristic impedance (resistive 
element) is positive and increasing when the fractional values are in the range 
0 < a, (3 < 1 and hence we bound our choices in this region; above this range 
the real value of the characteristic impedance is negative and decreasing as 
shown in Fig. 4.6 (c). 
The relation of Zcf(s) and 7/(s) with the fractional parameters a and (3 are 
shown in Fig. 4.5 and Fig. 4.6, accordingly. The sub-figures (a), (b) and (c) 
illustrate the real value with the regions of interest which bound the selection 
of a, (3. The simulations are done in Matlab with s = jo;, where 00 is the 
angular frequency and is chosen as u = 1 x 109 rad • s - 1 . 

Fig. 4.5: Real value of 7/ versus a and (3. 
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(a) (b) (c) 

Fig. 4.6: Real value of Zcf versus a and (3. 

4.3 Incorporation of frequency dependent 
transmission line parameters 

Due to continuous rapid increase in operational frequencies and transmission speeds 
in power systems, an essential characteristic to be considered is the frequency 
dependence properties. Generally, skin effect (SE) is an important frequency 
dependent parameter to be considered when dealing with high frequency applications 
[106]; its impact is usually higher than the polarization effect on the surrounding 
medium [107]. Mainly, skin effect increases the resultant losses of the TL . By 
transforming the skin effect into the Laplace-domain the solution is effectively 
simplified, rather than solving in the time-domain. The fractional-order series 
impedance is supplemented by the term Ky/s, to give 

Zof(s) = Ro + saL'0 + Kyfs , (4.10) 

where the added rightmost term represents both high-frequency internal resistance 
and internal inductive reactance. Skin effect can be described as the tendency of a 
high-frequency electric current to distribute itself in a conductor so that the current 
density near the surface is greater than at its core. The transmission line parameters 
have obvious frequency-dependent phenomena due to the skin and edge effect on high 
frequencies. Taking into account the SE and other conditions, the calculation and 
analysis of frequency-dependent transmission line gives more accurate transmission 
characteristics. Therefore, (4.10) will be used in (4.8) and (4.9) in the following 
analysis. 
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4.4 Fractional-order TL model simulation 
For this study, let us consider a lossy transmission line of length / = 2 m, R0 = 0.35 
Q/m, L0 = 265 riH/m, G0 = 0.1 mS/m, C 0 = 95 pF/m, = 10 Q, Z2 = 2.5 kfi , 
and the skin effect parameter K = 4.5 • 10~4 Q\/s/m for frequency dependent line 
or K = 0 is used for the frequency independent line [108], and with the fractional 
parameters a and j3 used for the inductance and capacitance, accordingly. The 
fractional-order characteristic impedance with incorporating the skin effect is given 
as 

go + saL'Q + K^7s 

Consequently, the fractional-order propagation constant with the skin effect is 
given as 

lf(s) = V(i?o + s*L>0 + KV~s)(G0 + sPC'0) . (4.12) 

After substituting the characteristic impedance and the propagation constant, in 
their fractional-order form, into (4.3) and (4.4), then the voltage/current waveforms 
are effectively obtained in the time-domain by undergoing the proposed hyperbolic 
numerical inverse Laplace transform (Hyp-Qd NILT) method, accelerated with the 
quotient-difference algorithm. For this analysis the T L was excited with the voltage 
waveform [91] 

Vi(t) 
sin 2 ( j^pr) , for 0 < t < 2 • 10" 
0 , elsewhere. 

The excitation waveform is first converted to the Laplace domain i.e: 

2tt 2(1 - e x p ( - 2 • 109s)) 
Vi(s) 

s((2- 1 0 - 9 s ) 2 + 4 t t 2 ) 

and then the volt age/current waveforms are simulated for three cases; the integer 
T L model, the integer T L model with frequency dependence parameters and 
the fractional-order T L model with frequency dependent parameters; results are 
illustrated in Fig. 4.7 and Fig. 4.8 for voltage and current waveforms, respectively. 
By observing these and comparing the fractional-order model including skin effect 
with the integer-model, it is noticed that the results capture more realistically the 
T L properties which are neglected in the integer model. 
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Fig. 4.7: Voltage waveform in the middle of the T L (x = l m ) . 

Fig. 4.8: Current waveform in the middle of the T L (x = l m ) . 

In Fig. 4.9 and Fig. 4.10 are illustrated the voltage distributions, along the same 
T L example described above, with the choices of fractional parameters a, (3 — 0.98 
in Fig. 4.9, and a, j3 — 0.95 in Fig. 4.10; these values are selected to be in the range 
bounded by checking the sing of the real value of Zcf and 7 / . It is evident that when 
a, (3 = 0.95 the diffusion is faster than when a, j3 — 0.98, [91]. 
These results are consistent with the behavior of fractional order systems. In essence, 
as the forward wave and reflected wave travel in opposite directions, this leads 
to a change in the traveling wave shape and range. As a result, the fractional 
transmission line model captures the abnormal diffusion phenomena of the voltage 
wave in the T L much more precisely than the classical integer mode. The simulation 
results shown in Fig. 4.7 and Fig. 4.8 were computed using the ID hyperbolic NILT 
method accelerated with the QdA, on the other hand the 3D voltage and current 
distributions in Fig. 4.9 and Fig. 4.10, respectively, were obtained by the 2D F F T -
NILT method. 

61 



Fig. 4.9: Voltage distribution along the T L with fractional-order parameters (a = 
0 = 0.98). 

Fig. 4.10: Voltage distribution along the T L with fractional-order parameters (a = 
(3 = 0.95). 

4.5 Nonuniform transmission line with fractional-
order elements 

In high-speed electronics, the design of large integrated circuits includes analysis 
and verification steps, where interconnect structures between functional blocks are 
used, e.g. printed circuit boards (PCB) or inside electronic chips are often modeled 
as general nonuniform T L and, therfore, the transmission line theory is used [106, 
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107]. In this section, with the use of the hyperbolic NILT method, we will present 
a developed solution of the nonuniform T L model with including fractional-order 
elements. Consider the nonuniform T L system, illustrated in Fig. 4.11, [109]. The 

Fig. 4.11: Nonuniform transmission line with linear terminations. 

T L has a length /, with linear terminal loads Z^s) and Z2(s) and an excitation 
source Vi(s). The terminal loads can be represented by their Thevenin or Norton 
equivalent circuits. Telegraphic equations representing T L , which can be easily 
found in literature [13,76], are expressed for nonuniform T L as follows 

- ^ = M x W , x ) + M x ) ^ , (4.13) 

- ^ | £ ) = G o W „ ( t , , ) + C o W ^ | f l , (4.14) 

in which v(t,x) and i(t,x) are the voltage and current waveforms traveling along 
the TL , and R®(x), L0(x), G0(x) and C0(x) are p.u.l. primary parameters of 
the nonuniform T L . The telegrapher system of equations described earlier can be 
simplified by applying the Laplace transform with respect to time. Therefore, 
considering zero initial conditions then (4.13) and (4.14) become, respectively 

(R0(x) + sL0(x))l(s,x) = Z0(s,x)I(s,x), (4.15) 

(G0(x) + sC0(x))v(s,x) = YQ(S,X)V(S,X), (4.16) 

where Z0(s,x) and Y0(s,x) are p.u.l. series impedance and shunt admittance, 
respectively. In the following sections we incorporate the skin effect, and further 
expand the work done in [87] by considering fractional-order primary L C elements, 
with the assistance of the ID FFT/IFFT NILT method [13]. 

dV(s, x) 
dx 

dl(s, x) 
dx 
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I. Incorporation of Skin Effect 
Based on theory of fractional differential equations, it is shown in [106], where 
the p.u.l. series impedance is modified to include the skin effect as follows 

Z0(s, x) = R0(x) + sL0(x) + K(x)y/s , (4.17) 

the terms in (4.17) represent, respectively, the dc p.u.l. resistance, the external 
inductive reactance, and the later term denotes the high-frequency resistance 
and the internal inductive reactance. 

II. Incorporation of Fractional-Order Elements 
Fractional calculus is a potential branch of mathematics that is involved in the 
non-integer differentiation and integration. Recently, more attention has been 
paid to this field, as various applications are benefiting from it. The Caputo 
definition of the fractional derivative of a function f(t), with order K and zero 
lower limit is defined by the equation (1.52) and has the Laplace transform 
given by (1.53). Based on fractional calculus of electrical components, the 
immittances of fractional-order, inductance and capacitance in the s-domain, 
for a 'nonuniform' T L are given as 

Za(s,x) = saLa(x) , (4.18) 

Yp(s,x) = s^Cp(x) , (4.19) 

where La(x) is the pseudo-inductance with order a G (0,1] and Cp(x) is 
the pseudo-capacitance with order j3 G (0,1], [89]. In consideration of the 
foregoing, let us investigate a transmission line system with a nonuniform T L 
of length /, and distributed elements as in Fig. 4.11. The T L has an elementary 
section illustrated in Fig. 4.12. The primary parameters La(x), Cp(x) have 
the fractional orders a and j3, respectively, where the superscripts denote that 
immittances are of fractional-order types, rather than integer ones. 

tadx R0dx 

Fig. 4.12: Electrical circuit of an infinitesimal segment of a transmission line. 
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The two-coupled s-domain first-order ordinary differential equations, (4.15) 
and (4.16), with varying coefficients can be more effectively solved when 
composed into a compact matrix form as follows 

(4.20) 

where V(s,x) and I(s,x) are the Laplace transforms of instantaneous voltage 
and current at distance x from the left side 'the beginning' of the TL, 
respectively. By incorporating fractional-order elements into the nonuniform 
T L system of equations, we get 

d V(s,x) 0 -Z(s,x) V(s,x) 
dx I(s,x) -Y(s,x) 0 I(s,x) 

Zf(s, x) = R0{x) + saL' + K(x)^~s (4.21) 

Yf{s,x) = GQ(x) + sPCQ, (4.22) 

where Zf(s,x) and Yf(s,x) denote fractional-order p.u.l. series impedance 
an shunt admittance, respectively. The compact matrix form (4.19) can be 
expressed more formally, for simplicity, as follows 

dW(s,x) 
dx 

M(s,x) W(s,x). (4.23) 

A known solution for the ordinary differential equation (ODE) (4.22) can be 
given as [110], 

W(s,x) = &%(s)W(s,Q), (4.24) 

where 3>§(s) is the integral matrix also known as the matrizant, which can be 
defined by the Volterra product integral [110], and W(s, 0) is obtained by the 
boundary condition, which is the solution at x = 0 (the nonuniform T L input). 
If the nonuniform T L is divided into m small segments, see Fig. 4.12, it is then 
possible to consider them as nearly uniform segments. This is based on the fact 
that for a uniform T L the matrizant is then converted to a matrix exponential 
function. By considering the property of a matrizant, = *& *̂&o, x > y > 0, 
it is possible to divide the T L on m small segments, namely Axq = xq — xq_\. 
where q = 1,2, • • • ,xo = 0 and xm = I, considering each as a uniform segment. 
In the light of this, an approximated matrizant of the whole T L is represented 
by products of respective matrix exponentials, 

*S(s) 
- M ( C m , s ) A s m - M ( C m - i , s ) A s m _ i - M ( C i , s ) A s i (4.25) 

here (p G Axp, for instance Axp = h = l/m,\/p. Henceforth, to solve (4.23) 
it is required to incorporate a boundary condition W(s, 0) = [Vi(s), h(s)]T, 
which is given by the linear circuit terminations connected to the T L . These 
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linear networks can be represented by their Thevenin or Norton equivalents. 
Here the former is considered, and then we get 

V1(s) = Vl(s)-Zl(s)I1(s) (4.26) 

where Vi(s) and Z^s) are the internal voltage and impedance of the Thévenin 
model. Considering Thévenin models on both sides of the T L , the current 
h(s) entering the T L left side can be obtained 

<f>n(s) - Z2(s)<f>2l(s) )Vi(s) 
h{s) = -, ^ r '- , 4.27 

($n(s)-Z2(s)<S>21(s))Zi(s) + Z2(s)<S>22(s)-<S>12(s) 

where <3>y(s), i,j = 1,2, are elements of the chain matrix, in case the x = I 
(nonuniform T L output), and it is given as follows 

$ 2 1 0 0 *22(s) 
(4.28) 

Substituting (4.26) back to (4.25) we get 

V1{s) = VAs 
($n(s) - Z2(s)$2i(s))z i(s) + Z2(s)$22(s) - $12(s) 

(4.29) 
and hence (4.23) is successfully obtained. 
By utilizing the NILT method, we can, at this point, get the time domain 
voltage/current terminal waveforms from (4.23), i.e. by considering w(t, 0) = 
[wi(t),ii(t)]T and w(t,l) = [v2(t),-i2(t)}T, then W(s,x) undergoes the NILT 
method to get w(t,x) = [v(t,x),i(t,x)]T. 

III. Analysis and simulation results 
Let us investigate a nonuniform T L with length / = 0.6 m as in Fig. 4.11. 
The nonuniform T L has the following specifications: The terminating circuits 
are obtained by their Thevenin equivalents, with the parameters R\ = 1 O, 
R2 — 1 kQ. Moreover, the p.u.l. parameters are set to be exponentially 
nonuniform by using the formula D(x) = D0edx, where the parameter D0 e 
{L0, RQ, GO, C 0 } , and d G {d^, dn, do, dc}, while the nonuniform skin effect is 
given as K(x) = K0ekx. The p.u.l. parameters specifications axe as follows: 
L 0 = 500nF/m, R0 = O.lf i/m, C0 = 60pF/m, and G0 = 20mS/m. The 
transmission line is excited by the following pulse 

f s i n 2 f ^ - V if 0 < t < 2 • 10" 9 s, 
Vi{t) = l V 2 - 1 0 - ^ ' " " (4.30) 

[0, otherwise. 
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with its Laplace transform given as, 

2 ^ ( 1 - e x P ( - 2 . 10-3,))  
V l [ S )

 S ( ( 2 - 1 0 - 9
S ) 2 + 4TT 2) ' 1 J 

The simulation results are done for several illustrated in Fig. 4.13. 

d = 0 

ln(3) 

Uniform 
Transmission Line 

Nonuniform 
Transmission Line 

With Skin Effect: 

tf0 = 2 • 10- 3 fiVs/m 

Fig. 4.13: Flow chart with different types of T L . 

Namely, when d = 0 then the T L is uniform, otherwise the inhomogeneity 
is chosen as d = ln(3)// = 2.75; as for the skin effect the parameter KQ = 
2 • 10~3 Q\/s/m and K0 = 0, when no skin effect is considered. 

Uniform TL no skin effect (integer elements) U n i f o r m T L w i t h s k i n e f f e c t < i n t e9' 

Fig. 4.14: Voltage distribution along several T L types. 
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The results for the earlier-mentioned cases are shown in Fig. 4.14; the 
simulations are done in Matlab language by utilizing the ID FFT/IFFT 
NILT method accelerated with the quotient-difference algorithms [13]. The 
3D results are obtained, in contrast to 2D ones, by utilizing the Matlab 
capabilities, i.e. using 3D arrays. In Fig. 4.15, the nonuniform T L with 
skin effect and different fractional-order cases are shown. The range limits 
of the fractions a and j3 were investigated earlier in Sect. 4.2; and the 
study was based on the relation of the changes in the fractions, a, (3, with 
the characteristic impedance or with the propagation constant; namely, the 
fractions are bounded by the following relations 

Fig. 4.15 illustrates the simulations of the T L model for the fractions a and f3 
with several choices, i.e., 0.98, 0.95 and 0.85, respectively, for both voltage and 
current waveforms. The following can be concluded; the distributed parameter 
system of the nonuniform T L can be modeled using the fractional-calculus 
effectively, and it provides a better representation of the transmission line 
phenomena. 
Moreover, imposing fractional parameters can provide higher degrees of 
freedom for the T L representation and better control in its characteristics. In 
the comparison of sub Fig. 4.15, it is noticed that by decreasing the value of the 
fractions, a faster waveform diffusion is exhibited. This agrees with the work 
in [111, 112], where the incidence wave, with time, acts on the reflected wave, 
which corresponds with the fact that the solution continuously depends on the 
fractional derivative. Furthermore, it is clear that modeling with fractional 
orders can compensate for power losses as the envelope of the voltage/current 
waves decreases correspondingly with changing fraction orders. 

0 < a, (3 < 1 , (4.32) 

1 < a + (3 < 3 (4.33) 
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Fig. 4.15: Voltage and current distributions on nonuniform T L with different 
fractional-order elements. 

4.6 Multiconductor transmission line systems 
with linear terminations 

Multiconductor transmission lines (MTLs) are often found in communication 
systems, power distribution systems, and digital computers, [86]. Thus, the analysis 
of such systems comes out to be of high practical importance. In the previous 
sections, we examined the time-domain analysis of the T L system equations and 
incorporated frequency dependences, nonuniformity, and fractional-order elements. 
In this section, we will focus on MTLs , which consist of more than two conductors, 
with linear terminations. It will be shown that the process to expand the result 
obtained for the T L to the M T L is straightforward, mainly done by introducing 
the matrix notation. Generally, there are many methods that can be considered 
when simulating M T L , such as the derivation of the M T L equations from the 
integral form of Maxwell's equations, derivation of the M T L equations from the 
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p.u.l. equivalent circuit, utilizing the 'implicit Wendroff and state variable' method 
and others, [107,113,114]. Nevertheless, by the advantage of using NILT method, 
the analysis of M T L s can be done much more time effectively and enable us to 
introduce all different losses and effects on the modeling, including fractional-order 
elements, in a simple and fast manner. 

This section will be dedicated to an advanced solution of M T L s terminated on 
both ends with linear networks; these terminations can be modeled by generalized 
Thevenin and/or Norton equivalents. In the next section M T L s with more complex 
terminations and possible external feedbacks, describable with a modified nodal 
analysis and utilizing the NILT method, will be addressed. In this analysis, we will 

Linear 
Circuit 

(1) 

h h h h 
Linear 
Circuit 

(2) 

(n+1 )-conductor 
TL \ v2 

Linear 
Circuit 

(2) 

Linear 
Circuit 

(2) 

Fig. 4.16: General (n + l)-conductor T L system with linear terminations. 

consider a M T L system containing an (n + l)-conductor T L with length / for each 
of the lines, which has the p.u.l. n x n matrices R , L , G , and C; noting that the 
bold symbols here represent matrices, in contrast to the normal parameters used for 
a single T L in previous sections, [86]. 
Firstly, let us start with the description of a classical M T L , afterwards fractional-
order elements will be incorporated. A uniform (n + l)-conductor T L can be 
presented by a pair of telegraph equations in the time domain with assuming zero 
initial conditions, i.e. v(0,x) = 0 and i(0, x) = 0. 

_ ^ = B 1 ( t , l ) + L « | £ > , ( 4.34) 

- 5 i | £ ) = G v ( M ) + C ^ , (4.35) 

where v(t,x) and i(t,x) are n x 1 column vectors of the voltages and currents of n 
active wires at the distance x from the M T L ' s left side, accordingly. For simplicity 
purposes, we can represent the above telegraph equations (4.34) and (4.35) in a 
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d \{t,x) 0 - R v(t,x) 0 L d \{t,x) 
dx i(t,x) - G 0 i(t,x) C 0 ' dt i(t,x) 

compact matrix form 

fl —R 1 T \r(t r l 1 T 0 T, 1 r) \ \r(t t\ 

, (4.36) 

transforming (4.36) into the Laplace domain with respect to the time variable t 

(4.37) 

d V(s,x) 0 -Z(s) V(s,x) 

dx l(s, x) - Y ( s ) 0 I(s,x) 

where the n x 1 voltage and current vectors V(s,x) = L{v(t,x)} and l(s,x) = 
L{i(i,x)}, respectively. The matrix 0 stands for the n x n order zero matrix, and 
the series impedance matrix and shunt admittance matrix are given, respectively, 
as follows 

Z(s) = R + s L , (4.38) 

Y(s) = G + sC . (4.39) 

When considering the boundary condition at x — 0, Vi (s ) = V(s,0) and Ii(s) = 
l(s,0), see Fig. 4.16, a formal solution is 

( 

1(8, X) 
= exp 

1(8, X) V 
0 - Z ( s ) 

-Y(s) 0 

\ " Vx(s) " 
• X • 

/ h(s) 
(4.40) 

If the M T L is considered as a multiport then the matrix exponential function (4.40) 
can be considered chain matrix 

&(s,x) 
&2l{s,x) <$>22(S,X) 

exp 
0 

-Y(s) 

-Z(s) 
0 x (4.41) 

where &ij(s, x), %, j — 1, 2, are respective n x n square submatrices. noting that due 
to the M T L reciprocity, det(<fr(s)) = 1, though, in general «J?n(s) ^ $ 2 2 ( 5 ) due to 
some possible inhomogeneity. 
Now, for simplicity, let us designate the chain matrix of the whole M T L of the length 
I as <&(s, /) = <&(s). Then, by using e.g. a generalized Thevenin equivalents of both 
terminating linear circuits the formulae for the boundary vectors Ii(s) and Vi (s ) 
can be determined as 

Ms) ;$n(s) - Z i 2 ( S ) $ 2 1 ( S ) ) Z a ( S ) + Zi2(s)<S>22(s) - $ 1 2 (s) 

: $ n ( S ) - Z l 2 ( S ) $ 2 1 ( S ) ) V a ( s ) - Yl2(s) 

Vi(s) = V i i ( s ) - Z i l ( s ) I i ( s ) , 

X 
(4.42) 

(4.43) 

where Vji(s) , Vj 2 (s) , and Zji(s), Zi2(s) are internal voltage vectors and 
internal impedance matrices of the respective Thévenin equivalents, respectively. 
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Nevertheless, other combinations of Thevenin and/or Norton equivalents can be 
considered for both ends of the M T L , namely, 
Norton left side —> Norton right side: 

ViOO ;$ 2 2 (V) - Y i 2 ( S ) * 1 2 ( S ) ) Y a ( S ) + Ya(s)&u(s) - $ 2 1 0 0 

: * 2 2 (s ) - Y i 2 ( s ) * 1 2 ( s ) ) i a ( s ) + i i 2 ( s ) 
X 

(4.44) 

Thevenin left side —> Norton right side: 

iiOO = * 2 i ( s ) - Y 2 ( S ) $ n ( S ) ) Z a ( S ) + Y l 2 ( S ) $ 1 2 ( S ) - $ 2 2 ( S ) 
$ 2 1 0 0 - Y 2 ( S ) * n ( S ) ) V a ( S ) + Ii2(s) 

x (4.45) 

Norton left side —> Thevenin right side: 

V i ( * ) = * i 2 ( s ) - Z i 2 ( S ) * 2 2 ( S ) ) Y a ( S ) + Z l 2 ( S ) $ 2 1 ( S ) - $ n ( S ) 

* i 2 ( s ) - Za(s)&22(s))In(s)+Va(s) 

X 
(4.46) 

Incorporating fractional-order elements into the M T L model is done first by 
interchanging the p.u.l. series impedance Z(s) and shunt admittance Y(s) matrices 
with Z/(s) and Yj (s ) , respectively, as follows 

R + saLc (4.47) 

Y / ( s ) = G + s % , (4.48) 

The skin effect of the M T L can be incorporated in a similar manner as done for the 
single T L by the modification of the series impedance (4.47) with the introduction of 
the term K y ^ , though with K as a matrix coefficient, i.e. Z/(s) = R+s^La + K y ^ . 
A second simplified approach to solve the M T L system equations can be also done by 
performing another Laplace transform with respect to the geometric coordinate x, 
[115], while considering fractional-order M T L elements, which leads to the following 
matrix equation in the (s, q) Laplace domain, 

V(s,q) qE Zf(s 
Yf(s) qE 

(4.49) 

where E is the identity matrix, and the voltage and current vectors that correspond 
to the left side of the M T L are obtained by computing the generalized Thevenin 
equivalents for both terminating linear circuits, as shown in (4.42) and (4.43), 
respectively. Henceforth, the time domain results can be obtained by undergoing 
the 2D F F T - N I L T method in a fast and accurate process [116]; further details on 
utilizing the 2D NILT are available in the following Chapters 5 and 6. 
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4.6.1 Fractional-order M T L case study 
A main characteristic of the proposed fractional-order M T L model and simulation 
is its direct support of several physical phenomena which have not been supported 
yet. In this case study we demonstrate the applicability of the NILT method to a 
practically-relevant M T L application. 

Let us examine a (3+l)-conductor T L , as shown if Fig. 4.17, with the length 
I = 1.2 m. The M T L has the following terminal resistors Ru = R2i = 1 O, where 
% — 1,2,3. The M T L ' s p.u.l. matrices follows: [55], 

Fig. 4.17: A (3 + l)-conductor T L system. 

/ 41.7 0 
R = 0 41.7 

1 o 0 

f 21 -12 
-12 26 

I - 4 -12 

o \ 
0 

41.7 , 

- 4 \ 
-12 
21 ) 

m 

pF 
m 

/ 2.4 0.69 0.64 \ 
Lq, — 0.69 2.36 0.69 

V 0.64 0.69 2.4 j 

/ 0.6 0 0 \ 
G = 0 0.6 0 

1 o 0 0.6 , 

m 

mS 
m 

(4.50) 

The voltage source Vnj2 driving the second wire in Fig. 4.17 is excited by the 
waveform (4.30), and has the corresponding Laplace domain form as in (4.31). As 
this M T L is considered to have zero initial conditions, it is thus not required to 
compute matrix convolution integrals. The time-domain final results are obtained 
by using the ID NILT method based on FFT accelerated with the Qd algorithm in 
its matrix form. 
The simulation results of the volt age/current propagations along the different M T L 
wires are illustrated in Fig. 4.18 to Fig. 4.29, where three cases are shown; namely, 
the classic integer case, i.e. a = (3 = 1, fractional-order case with a = (3 = 0.97, 
and the fractional-order case a — j3 — 0.87, respectively. 
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-1-
1.2 

0.8 \ 
0.4 

x(m) 0" 0 0.5 1.5 2.5 

t(s) x 10 

Fig. 4.18: Voltage distribution on the 1 s t and the 3 r d line with integer-orders a 
(3 = 1. 

0.5. 

^ 0. 

|q=0.97, p=0.97 

-0.5^ 
1.2 

0.8 \ 

0.4 
x(m) 0 - 0.5 1.5 

t(s) 

2 2.5 
-8 

x 10 

Fig. 4.19: Voltage distribution on the 1 s t and the 3 r d line with fractional-orders 
a = (3 = 0.97. 
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Fig. 4.20: Voltage distribution on the 1 s t and the 3 r d line with fractional-orders 
a = (3 = 0.84. 
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x 10 

Fig. 4.21: Current distribution on the 1 s t and the 3 r d line with integer-orders a 
(3 = 1. 

x 10 

Fig. 4.22: Current distribution on the 1 s t and the 3 r d line with fractional-orders 
a = (3 = 0.97. 

1.5 

x(m) x 10 

Fig. 4.23: Current distribution on the 1 s t and the 3 r d line with fractional-orders 
a = (3 = 0.84. 
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-3 
x 10 

g=1, |i=1 

Fig. 4.27: Current distribution on the 2 line with integer-orders a = (3 = 1. 

-3 

2.5 

Fig. 4.28: Current distribution on the 2 line with fractional-orders a = (3 = 0.97. 

-3 
x 10 . . . 

10 • a = 0 . 8 4 , [)=0.84 

1.5 

Fig. 4.29: Current distribution on the 2 line with fractional-orders a = (3 = 0.84. 
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In general, Fig. 4.18 to Fig. 4.29 exhibit the voltage and current waveform 
distribution along the M T L wires for a, j3 — 0.84,0.97 and 1; while, Fig. 4.18, 
Fig. 4.21, Fig. 4.24, and Fig. 4.27 show the solutions of volt age/current waveforms 
for the classical (integer-order) M T L . Comparing the M T L simulation result figures 
with regard to the change in fractional-orders, we can find out that with the increase 
of the fractional-orders from 0.84 to 0.97, the waveform has a faster spread at the 
beginning; this agrees with the results of the single T L simulations obtained in Sect. 
4.4, and with the diffusion theory investigated in [78,112]. Moreover, observing the 
results when introducing fractional-orders, such as a comparison between Fig. 4.27 
and Fig. 4.28 for the current distributions, shows that the waveform exhibits more 
attenuation along the wire, and hence this compensates for power losses and gives 
a higher degree of optimization. Looking into Fig. 4.25 and Fig. 4.26, it is noticed 
that the superposition effect that happens on T L wires when the forward wave and 
reflected wave interact is obvious in these two figures; this further shows that the 
physical phenomenon of M T L is more accurately modeled using fractional-order 
techniques. The main advantage of utilizing the ID F F T - N I L T accelerated by the 
Qd algorithm [19], in its matrix form, can be seen from the obtained 3D M T L 
simulation results. The method allows us to solve the waves on all the M T L ' s wires 
in parallel. Depending on the defined resolution of the results and the number of 
terms considered for the ID F F T - N I L T computations, the average C P U time for 
the simulations is approximately 4 to 6 seconds running on a common P C . 
In principle, the ID F F T - N I L T method, presented in Sect. 1.1.1, is devised based 
on computing the inverse Laplace transform (ILT), of Bromwich definition integral, 
numerically on a whole given interval (0,tm). The original approach of this method 
was proposed in reference [21], where the FFT algorithm is applied in order to 
provide the solution in an accurate and fast way. Moreover, further improvements 
have been done on this method, such as incorporating acceleration techniques and 
a development into a matrix form. 

4.7 Nonuniform multiconductor transmission line 
systems with possible external feedback 

The subject of nonuniform M T L has been attracting renewed interest by microwave 
engineers in the last decades due to its large field of applications; for instance, 
impedance transformers [117], analog signal processing [118], filters [119], pulse 
shaping [120], VLSI interconnects [121], and many more [122]. In this section, the 
modeling and simulation of nonuniform M T L simplified by the use of NILT method 
is presented. 
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In order to develop the uniform M T L model into the nonuniform one, let us start 
by defining the time and also geometrically dependent p.u.l. matrices R(x) , L(x), 
G(x), and C(x). Similarly, as shown in (4.34) and (4.35) in Sect. 4.6, though here 
considering the nonuniformity of the MTL's , the telegraph equations in a matrix 
form are [123], 

dv(t,x) di(t,x) 
dx 

di{t, x) 

= R(x)i(t,x) + L(x) 

G(x)v(t,x) + C(x) 

dt 
dv(t,x) 

(4.51) 

(4.52) 
dx ' dt 

where v(t,x) and i(t,x), see Fig. 4.30 [123], are the n'h-order column vectors of 
voltage and currents along the M T L , respectively. The telegraph equations can be, 
for simplicity, represented in a formal compact matrix form 

d v(t,x) 0 -R(x) v(t,x) 0 L(x 
dx i(t,x) -G{x) 0 i(t,x) C(x) 0 

d_ 
"dt 

v(t,x) 
i(t,x) 

(4.53) 

To simplify the telegraph equations (4.53) we utilize the Laplace transform which 
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^ . . . . . . . . . . . . . . . . . 
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x 1 

Fig. 4.30: M T L system with possible external feedback. 

converts the equations from P D E to ODE, with the consideration of zero initial 
voltage and current distributions, i.e. v(0,x) = 0 and i(0, x) = 0, as follows 

d V(s,x) 0 -Z(s,x) V(s,x) 
dx I(s,x) -Y(s,x) 0 I(s,x) 

where Z(s,x) = R(x) + sL(x) and Y(s,x) = G(x) + sC(x) denoting the series 
impedance and shunt admittance matrices, accordingly. Henceforth, incorporating 
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the frequency-dependent skin effect losses in the M T L ' s conductors the series 
impedance is modified as follows 

Z(s,x) = R(x) + sL(x) + K(x)^/s , (4.55) 

where K(x) represents high-frequency resistance and internal inductive reactance; 
hence (4.55) is used in (4.54) in the following solution. 
For a nonuniform M T L , the chain matrix property can be used, in a similar manner 
as for the single nonuniform T L presented in Sect. 4.5. Primarily, let us represent 
the O D E (4.54) in a more formal manner, i.e. 

- dW^x"> = M(s, x)W(s, x) , (4.56) 
ax 

which has the following known solution 

W(s, x) = $g(s)W(s, 0) , (4.57) 

where 3>§(s) is a matrizant, or known as the fundamental matrix, which can be 
defined by the Volterra product integral [110], and W(s, 0) can be obtained from 
the boundary conditions. It can be noticed here that when the M T L is uniform, i.e. 
M(s, x) = M(s) which is a constant matrix, then the matrizant becomes a matrix 
exponential function. In light of this, and considering the following property of a 
matrizant i.e. = *& *̂&o, £ > 2/ > 0, it is then possible to consider the M T L to 
be divided on m small segments such that A where r = 1, 2, • • • , m, 
Xq = 0 and xm — I, and then each segment can be approximately evaluated as a 
uniform part. Based on this, in a similar way as used for deriving (4.25), we get 

<&o(s) ~ g - M ( C m , s ) A x m e - M ( C m _ i , s ) A z m _ i _ _ _ e - M ( C i , s ) A s i ^ g g ^ 

where (r G Axr, and Axr can be, for example, chosen as Axr = h = l/m, 
Vr. Furthermore, based on circuit theory terminology, (4.58) is considered a 
chain matrix and can be simply labeled as $(s). Hence, at a specific point x, 
the partial chain matrix can be labeled as <J?(s,x), and accordingly «fr(s,/) = 
<fr(s). Henceforth, to continue with the solution of (4.57), the boundary condition 
W(s, 0) = [Vj'(s), I^(s)]T, should be considered. This condition can be obtained 
by the linear multiport terminations of the M T L , as shown in Fig. 4.30. When 
linear terminations are evaluated then Thevenin and Norton combinations can be 
considered-see equations (4.42) up to (4.46). Choosing Thevenin equivalents on both 
sides of the M T L , we get the current vector Ii(s) entering the M T L and is given as 
in (4.42), and Vi (s ) similarly as in (4.43) and hence solving the boundary condition 
W(s,0). 
The M T L solution presented so far was for M T L having simple linear multiport 

80 



terminations, if a more sophisticated terminating multiport or a M T L with an 
external feedback is investigated, then the boundary conditions ought to be 
incorporated by a more general method. A suggested method is the modified 
nodal analysis (MNA) used to describe lumped-parameter circuits around the M T L . 
Therefore, using the M N A , related to principles given in [124,125], we get 

(G + sC)VN(s) + Sflls(s) + Cv^(O) , (4.59) 

given that G and C are 7V th-order square matrices with entry elements given by 
lumped resistive and reactive elements, respectively. Moreover, VAT(S) = L{VAT(£)} 

which is the Laplace transform of the 7V th-order column vector of exciting sources, 
SB = [Si, S2] is the (7Vx2n)'h-order selector matrix, with entry elements ŝ - G {0,1}, 
mapping the joint vector of boundary currents IB(S) = [If"(s),lJ(s)]T to a nodal 
space of all the systems. The former value VJV(0), in (4.59), represents the Nth-
order vector of initial conditions of the lumped-parameter part. In light of the 
foregoing, a joint vector of boundary voltages V B ( S ) = [Vj'(s), V j ( s ) ] T is related 
to M N A variables by the following expression 

Vs(s) = ST
BVN(s). (4.60) 

At this point, in order to solve (4.59) and (4.60) we need to have a relation between 
V B ( S ) and IB(S) ; such a relation can be found by the M T L multiport admittance 
matrix, 

Ifl(s) = Y ( s ) V f l ( s ) , (4.61) 

where Y(s) is the admittance matrix and it is obtained from the chain matrix «J?(s), 
as was developed in (4.41), namely 

r Y n ( s ) Y 1 2 ( s ) 
Y 2 1 ( s ) Y 2 2 ( S ) 

where the matrix elements are defined as follows: 

Y(s) (4.62) 

. Y n ( s ) = -*£{s)*n{s), 

. Y 2 1 ( s ) = Y7 2 (s ) ,and 

• Y 2 2 ( S ) = - $ 2 2 ( s ) $ r 2 1 ( « ) -
Henceforth, first we substitute (4.60) to (4.61), and then both Y B ( S ) and IB(S) are 
substituted back to (4.60), then the result is 

VN(s) = (G + sC + SBY(s)ST
By1(lN(s) + CvN(0)) . (4.63) 

As it can be noticed, based on (4.63), both V B ( S ) and IB(S) are solved, and hence 
W(s , 0) from (4.57) is determined. Finally a ID NILT method can now be utilized 
to obtain the time domain solution, i.e. w(t,x) = NILTJ W(s , x) [. 
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4.7.1 Nonuniform M T L case study 
As an example of utilizing ID NILT for simulating a nonuniform M T L with high 
frequency losses, let us consider a linear M T L , see Fig. 4.31, with two active 
conductors above a ground and terminated by resistive two-ports [123]. The length 

Vi l l ( t ) 

/(t, x) 
» 

v(t, x) 

R 121 

R •i22 

Fig. 4.31: Nonuniform M T L system with linear terminations. 

of the M T L wires is / = 0.4 m, and is defined by the following p.u.l. parameter 
matrices [124] 

Rn 
0.1 0.02 \ Q 

C 0 

0.02 0.1 / m 

62.8 -4.9 \ pF 
-4.9 62.8 / m 

494.6 63.3 
63.3 494.6 

-0.01 
0.1 

nH 
m 

m 

(4.64) 

The generalized Thevenin equivalents is applied in order to model the terminating 
circuits shown in Fig. 4.31, while considering the following internal parameters: 
R i i = diag(i?iii , i?ji 2 ), R j 2 = diag(i?j2i,-Ri22), v a ( t ) = [vill(t),0}T, and vi2(t) = 
[0, 0] T . The source resistance is equal to Rm = 1 Q, whereas the other resistors are 
each 1 kQ. The M T L is excited with the following voltage waveform 

vm(t) 
s i n 2 ( ^ 9 ) , if 0 < t < 2 • 10" 9. 

0, otherwise. 
(4.65) 

The voltage waveform has the corresponding Laplace-domain transform: Vm(s) = 
L{vin{t)} = 2TT2(1 - exp(-2 • 10"9s))/s/((2 • 10" 9s) 2 + 4TT 2). The time domain 
simulation results, after undergoing the ID NILT method, are shown in Fig. 4.32. 
Four cases are simulated; namely, the uniform M T L , nonuniform M T L , with and 
without skin effect loss for each of the M T L wires. As for the nonuniformity of the 
M T L , an exponential inhomogeneity is considered by following the relation D 0 (x ) = 
D0edx, where D 0 G {Ro, L 0 , C 0 , G 0 } , d G {d^, d^, dc, do}, and the skin effect is 
expressed as K(x) = K0ekx. For this example we choose K 0 = diag(2 • 10~3, 2 • 10~3) 
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Qy^/m and k = d = m(3)/7 ~ 2.75, in other words it gives three times higher 
values at the end of the M T L when compared to its beginning. The different M T L 
conditions simulated in Fig. 4.32, as can be noticed from the above equations, as 
follows when k = 0, the skin effect is constant along the M T L , when K 0 = 0, then 
no skin effect is simulated, and if the exponential power d = 0, the M T L is a uniform 
one. 

Uniform MTL - 1st wire Uniform MTL - 2nd wire 

Nonuniform MTL with skin effect - 1st wire Nonuniform MTL with skin effect - 2nd wire 

Fig. 4.32: M T L ' s wires voltage distributions under different conditions. 
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The time-domain solution was obtained by testing different ID NILT methods, 
namely the NILT based on FFT/IFFT, and the ID hyperbolic NILT method, both 
in conjunction with techniques for acceleration of convergence of infinite series [5, 
13,102,123]. 

4.8 Summary 

This chapter presented a wide range of applications of the developed ID hyperbolic 
NILT method, and other ones. I have mathematically devised these applications in 
detail and developed their models by introducing several new features in contrast 
to the classical approach, e.g. frequency dependent parameters, fractional-order 
elements. These applications of the NILT method in the electrical engineering field, 
mainly, are to solve systems with distributed parameters in which transcendental 
and irrational functions arise. The NILT method was used to simulate voltage 
and /or current waveforms propagating along lossy transmission lines, these lines 
were developed to include frequency dependent parameters, and the nonuniformity 
of the lines was further introduced. Moreover, an expansion to multiconductor 
transmission lines was performed, and then a possibility of including nonuniformity 
of the lines and/or an external feedback model. A l l these applications I have 
improved also by including fractional-order elements of the transmission lines 
resulting in a greater flexibility to model these applications and also simulating 
different physical phenomenon on these models. Moreover, the fractional-order's 
range of choices was studied in detail and listed. The applications were possible to 
perform and all these features were possible to include in an easy manner due to the 
possibility of utilizing the Laplace transform and obtaining the original time-domain 
results via the NILT method. 
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5 E X P A N S I O N OF H Y P E R B O L I C 
NILT M E T H O D INTO T H E T W O 
D I M E N S I O N A L F O R M 

The fundamental importance of two dimensional NILT arise from its wide 
application on the solution of partial differential equations with two variables, 
solving slightly non-linear systems described by Volterra series expansion, fractional 
derivative operators, and many more. In this section a two-dimensional expansion of 
the hyperbolic NILT is conducted, and the static error analysis is investigated and 
computed. It will be shown that developing the Hyp-Eul NILT from the ID field 
to the 2D field grants the ability of solving applications that contain two variables, 
such as continuous space-time systems simultaneously. The Hyp-Eul NILT has been 
verified and shows to give high accuracy results on the performed test functions 
and the relevant applications in the electrical engineering field, such as that for 
systems with distributed parameters and is applicable on a wide range of different 
functions [1,104]. Having these results, The goal is to further expand the NILT 
method into a two-dimensional one. The first section will present the analysis and 
simulation results for 2D NILTs, and the following section will present the two-
dimensional expansion algorithms of the proposed hyperbolic NILT method along 
with the error analysis of the algorithm. 

5.1 Simulation and analysis of some 2D NILT 
methods 

In this section some effective 2D NILT methods, which were presented in Sect. 
1.3, are verified and simulated and the results of the inversions of the methods are 
displayed as 3D plots. The corresponding absolute errors are measured and used as 
an accuracy study, and their results are displayed as 3D plots on the whole region of 
calculation. The methods tested and simulated are 2D Moorthy-NILT, 2D Singhal-
NILT, 2D FFT-e NILT and 2D F F T - Q d NILT [126,127]. The two variable test 
functions used are shown in Table 5.1, and the 3D plot simulation results are shown 
in Fig. 5.1 to Fig. 5.3 for the test functions F\, F 2 and F 3 , respectively. 

For precise quantitative solutions an error measurement is introduced by 
following the function £ 2, namely 

\ 

128 128 

E E 
i=i j=i 

f(ti,Xj) f (ti, Xj) 

128 x 128 
(5.1) 
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Tab. 5.1: List of two variable test functions with their pre-known originals 

Functions in the Laplace domain Original functions in the time domain 

1 F1(s1,s2)= [(si + l ) - ( s 2 + l ) ] - 2 fi(t,x) = t-x-e-('+ z) 

2 TP („ n \ — e x p ( - 2 s i - 2 s 2 ) 

F2(s1,s2)- (si.S2) 

f2(t,x) = e-t-2x 

3 F3(si,s2) - ( s i + 1 ) . ( s 2 + 2 ) fs(t,x) = e-t-2* . 

The simulation tests are done on a grid of 128 x 128 points. Results of the 
absolute error measures are listed in Table 5.2. The parameters of the 2D NILTs 

Tab. 5.2: Accuracy calculations of the simulated 2D NILTs 

Method / C2 Function 1 Function 2 Function 3 

2D FFT-Qd NILT 1.85 • 1 0 " 1 0 2.2 • 10" 3 1.9 • 10" 3 

2D FFT-e NILT 3.33 • 1 0 " 1 0 2.3 • 10" 3 4.7- 10" 4 

2D Singhal-NILT 2.91 • 1 0 " 1 9 0.34 1.16 • 10" 8 

2D Moorthy-NILT 4.68 • 10" 4 0.57 1.1 • 10" 2 . 

implemented are optimized by performing the error analysis and/or the trial and 
error method, with the goal to obtain a high accuracy and stable inversion while 
maintaining a suitable calculation speed. Table 5.3 bellow expresses these measured 
values [126,127]. 
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Fig. 5.2: Inversion and error analysis of 2D NILTs for F2. 
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Fig. 5.3: Inversion and error analysis of 2D NILTs for F3. 
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Tab. 5.3: Parameter optimal choices used for the simulated 2D NILTs 

2D NILT method Optimised parameter values 

2D F F T - Q d NILT p = 3, a i = 0 ,a2 = 0, Er = l e " 8 

2D FFT-e NILT p = 2, a i = 0, a2 = 0, Er = l e " 7 

2D Singhal-NILT M = 10, N = 8, 

2D Moorthy-NILT 
Function 1 and 3: c\ = 1, c2 = 0, T = 3.5. 

Function 2, a = 15, c2 = 10.21, T = 1.0. 

5.2 Numerical method of the hyperbolic NILT 
two-dimensional expansion 

In this section, the two dimensional expansion of the proposed ID hyperbolic NILT 
is conducted [104], inspired by the work done in [129], followed by a detailed error 
analysis. 

5.2.1 Theoretical concept and basic formulae 

The principal formula of a two-dimensional Laplace transform of a two variable 
function f(ti,t2) where ti,t2 > 0, is given as 

F ( 8 l , 8 2 ) = / f{tut2)e-"^-a^dhdt2. (5.2) 
Jo Jo 

Considering the assumption |/(ti,t2)| < Me" 1 ' 1 " 1 " " 2 ' 2 , where M, a ianda^ are 
positive real constants, the object function f(ti,t2) can be given by [130] 

1 r y i + j o o /-72+joo 

f(h,t2) = - — / / F(Sl,s2)es^+s^dSlds2 , (5.3) 
47T J~fi— joo joo 

where 5 = 7 + jw. A practical technique for the evaluation of the double integral 
(5.3) is done by rearranging it to the forms 
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1 rn+joo / 1 /-72+joo \ 
f(ti,h) = — — / F ( S l , S 2 ) e S 2 < 2 ^ 2 e ^ c ^ 

27TJ J 7 1 - J 0 0 \ 2 7 T J 

1 /"72+joo / x /-71+joo \ 

= 7 ^ / h r ^ / ^ i , s 2 ) e s l ' M S l e S 2 < 2 ^ 2 (5.4) 

Z7TJ J 7 2 - J 0 0 \ Z 7 T J J 7 1 - J 0 0 / 

and then we introduce the partial inverse Laplace transform as follows 

1 f 1 1 /"72+joo 

L^\F(s1,s2)\ = F2(Sl,t2) = — / F(Sl,s2)eS2t2ds2, (5.5) 
^ ' Z7T1 ./73-ioo 

27TJ 

and 

L^{F(Sl,s2)\ = F1(t1,s2) = ~~T r + i C ° F(Sl,s2)es^dSl, (5.6) 
J Z7T1 v/71-ioo 

consequently, the two equivalent formulae can be given as 

f(h,t2) = L 7 1 { F 2 ( S l , t 2 ) | = / 7 l + J O ° F2(sut2)es^dSl 

1 > All} J - Y 1 - i00 '71-JOO 

L , 1 ! ^ ^ , ^ ) } = r + J ° ° F 1 ( t 1 , S 2 ) e S 2 < 2 ^ 2 . (5.7) 
L J Z7T1 J 7 2 - J 0 0 27TJ 

A symbolic expression is given as [42,131] 

/(t 1,t 2) = L 7 1 J L 2 - 1 { F ( S l , S 2 ) } | = L 2 - 1 | L 7 1 { F ( S l , S 2 ) } | . (5. 

5.2.2 The numerical method 
In order to expand the hyperbolic NILT method into a 2D form, let us first start 
with a recapitulation of the hyperbolic relations used to approximate the exponential 
kernel of the i . L. t. Bromwich integral; namely, Esh(st, a) = 2sinh(a-st), Ech(st, a) = 
2cosh(a-s f ) • First we start with the Ech(st, a) approximation for a 2D NILT expansion, 
then after the first 2D NILT is devised we proceed with the second approximation i.e. 
the Esh(st, a). Henceforth, the reciprocal hyperbolic function appearing in Ech(st, a) 
is expressed by the infinite sum of rational functions 

1 _ 2 ; r f ( - ! ) > +0-5) 
coshz ^ (n + 0.5)%2 + z 2 ' 1 ' ) 

Replacing both exponential kernels that appear in the double integral (5.4), by their 
respective approximations Ech2 and Echi, we get 

1 /"71+joo / I /-72+joo \ 

fch(h,t2) = — — / F(sus2)Ech2ds2 )EchldSl, (5.10) 
\ 2 7 T J J 7 2 - J 0 0 J 

27TJ 71-Joo 
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where the respective exponential kernels are given by 

Ech2(s2t2,a) = Tiea V ( 1 ) " 2 ( n 2 + °- 5 ) (5.11) 
1 ' „f^o (n 2 + 0.5) 2TT 2 + (a - s 2 i 2 ) 2 ' 1 ' 

EM(8ltl,a) = ne« £ j ^ ^ T ^ , v»- ( 5- 1 2) „7̂ o ( n i + 0 .5) 2 7r 2 + (a - s i i i ) 2 

By performing the first partial i . L. t. based on (5.5) , with the intention to reach 
the symbolic expression (5.8), we get 

F M M = - / ^ n^)Z{JJry+{JS2t2)^ , (5.13, 

interchanging the sequence of summation and integration for the variable s2 we get 

e a oo 
Fch2(s1,t2,a) = - £ ( - l ) n 2 ( n 2 + 0.5)/2n , (5.14) 

4 n 2 = 0 

where I2n is 

r72+joo F ( s i , s 2 ) 
/ 7 2 - j o o n 2 + 0.5) 2TT 2 + (a - s 2 t 2 ) 2 

/•72+joo F(si,S2) /"72+joo 

= / 7 ^ ^ds2= H2n(sl,s2)ds2 , (5.15) 
./72 - joo C r 2 n ( ^ S i , S 2 J ^ 7 2 - j o o 

while, for this integral, we consider s\ a constant parameter and s2 as a variable. 
To evaluate this integral we complete the integration path by a semi-circle with an 
infinite radius, where the function F(s\, s2) equals zero along this semi-circle. Using 
the residual theorem the result of I2n is equal to the sum of the residua of H2n(si,s2) 
in the poles lying inside the integration contour multiplied by 27rj [5]. In our case 
the poles of H2n(si,s2) are formed by poles of F(si, s2) and roots of G2n(si, s2), see 
(5.15). On principle, the poles of F(si, s2) lay on the left side of the Gaussian plane, 
because F(si,s2) represents mainly stable systems, whereas the roots of G2n(si,s2) 
lay on the right side of the complex plane, namely 

a + j (n 2 + 0.5)7r a - j (n 2 + 0.5)7r 
« 2 1 = ~ , s22 = . (5.16) 

£2 h 

The process we follow when applying the residual theorem is to choose the contour 
of integration around the poles of H2n(si, s2), i.e. the roots of G2n(si,s2), while 
multiplying the result by minus 27rj. The reason of multiplying by minus sign is due 
to integrating in a mathematically opposite direction, we integrate on the right side 
of the complex plane. Solving for I2n and substituting back to (5.14) we get 

e a 0 0 

Fch2(Sl,t2,a) = - - ^ ( - l ) " 2 I m ^ F [ S i , 
«2=0 

a + ](n2 + 0.5)7r 

t2 

(5.17) 

92 



Performing the 2 n d partial i.L.t. with respect to s\ and considering £2 here to be a 
parameter we get 

fch(t\,t2, a) —e 
2a 

/•71+joo / ^ I . n . 

/ E ( - i r i m F L + j ( n 2 + 0 .5 2jt 2 \ n 2 = 0 

a 

x E 
( n i + 0.5) 

V n f ^ o ( n l + ° - 5 ) 2 7 r 2 + ( « - ^ l ) 2 . 

Interchanging the sequence of summation and integration, 

Idsi . (5.18) 

fch(t\,t2, a) 
g 2 a 0 0 0 0 

2ĵ 2 „ 1 = 0 n 2 = 0 

"2 Im< F\ si, 
71- joo 

x 

- + j ( n 2 + 0 . 5 ) -

( n i + 0.5) 
( n i + 0.5)%2 + ( a - S i t i ) 2 

fch(h,t2, 0) —e 
2a 0 0 0 0 

2jt 

where J n i is 
71+joo 

" E E ( - l ) n 2 ( - l ) n i ( n i + 0.5)/ni , 
2 n i = 0 n 2 = 0 

I m { F ( S l , [ f + j ( n 2 + 0.5)^])} 

Idsi , (5.19) 

(5.20) 

(5.21) 
/71 - joo ( n i + 0.5)%2 + ( a — S i t i ) 2 

now, similarly as done for the first partial i .L.t. , i.e. evaluating the integral by 
completing the integration path on a semi-circle with an infinite radius and using 
the residual theorem and then performing some mathematical manipulations the 
resulting approximate algorithm is, [104], 

, 2 a 0 0 0 0 

fch(ti,h, a) . E E ( - ! ) n i 

2 n i = 0 112=0 

x I m l . F l 

+"2 

[ a + j ( n i + 0.5)TT] [ a + j ( n 2 + 0.5)TT] ' 
(5.22) 

noting that the parameter a can be same or different valued for each variable, which 
can help optimize the results. Furthermore, we continue with the 2D expansion 
of the second i.L.t. Bromwich integral exponential kernel, i.e. the Esh(st,a) part. 
Henceforth, the reciprocal hyperbolic function appearing in F s^(st,a) is expressed 
by the infinite sum of rational functions 

sinh z z 2 ^ E 
n = 1 n 2 7 r 2 + z2 ' 

(5.23) 

Replacing both exponential kernels that appear in the double integral (5.4), by their 
respective approximations Esh2 and Eshl, we get 

Esh2(s2t2,a) = e 2a 

2 (a - s2t2] 
+ (a - s2t2) J2 

\ri2 

1 n\n2 + (a - s2t2) "2= 

(5.24) 
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Eshiisihja) = e 2o + (a - siti) (5.25) 
2 ( a - s i * i ) ' v " """ njn2 + (a - s^)2 

Afterwards, following similar process as done for the first derivation i.e. from (5.13) 
to (5.22), namely performing the first and second partial i . L. t. with the similar 
assumptions and considerations, then the second approximation is obtained and the 
resulting algorithm is given as, [104], 

,2« 

fsh{tl,t2, o) 
2*1*; 2 \ 

DO 
+ £ 

a a 
* l ' * 2 \ 

+ £ (-l)" 2 Re< F 
« 2 = 1 

a 

l ) n i R e < F 
«i=i 

oo oo 

a + j n i 7 r 

*9 

+ 2 £ £ ( - l ) n i + n 2 Re<^F 
n i = l n 9 = l 

a + j n i 7 r 

* i 

a + jn 2 7r 

£2" 

a + jn 2 7r 

*9 
(5.26) 

Finally, for a higher accuracy of the method, the arithmetic mean of (5.22) and 
(5.26) is considered as the 2D hyperbolic NILT algorithm, and Euler transform 
is used to accelerate the convergence of infinite series, since it has shown the best 
results for the ID hyperbolic NILT. It is worth mentioning that the original variables 
i.e. * i , *2 can be any two variables, such as time and space for instance. 

5.3 Error analysis of devised 2D hyperbolic NILT 
method 

Investigating the 2D NILT algorithm (5.22) and its derivation steps, it can be noticed 
that there exist two sources of errors, namely, the static error and the dynamic 
error [5]. The latter resulting from the practical truncation of the infinite series of the 
algorithm up to a certain number of terms when performing a practical computation, 
this error can be significantly reduced by successfully adapting suitable convergence 
acceleration techniques, such as those presented in Sect. 3.2 for the ID hyperbolic 
NILT method. In contrast, the static error is caused by the approximation of the 
exponential kernel e s i by the proposed hyperbolic relation approximations, and this 
can be decreased by an optimization of the parameter a, as will be investigated in 
more details in this section [104]. 

In order to efficiently compute the static error of (5.22), first, we start by 
expressing the approximate kernels Echi(siti,a) and £,

cfe2(s2*2, a) both by an 
alternative manner, namely 

e ^ E A ( s t , a ) ^ 2 c m ^ _ 3 ( r T T ^ , (5.27) 
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When the parameter a > "ft, it is possible to expand the fraction in (5.27) by a 
convergent MacLaurin series 

oo 
Ech(st,a) = est + J2(-l)ne-2nae(2n+1)st, (5.28) 

n=l 
Considering the alternative approximation of the exponential kernel, and performing 
the first partial i.L.t. with respect to s2 we get 

Fch2(si, t2, a) = F2(sl, t2) + ech2(si, t2, a), (5.29) 

where the expression ech2(s\,t2, a) = —e~2aF2(si,3t2) + e~ 4 a F 2 ( s i , 5£2) — 
Assuming e~2a << 1 and continuing for the second partial i.L.t. with respect to s\, 
the result is 

fch(h,t2,a) = f(h,t2) - e - 2 a / ( * i , 3 t 2 ) + g ((-l)^e-2^af([2ni + l ] * i , * 2 ) ) ••• 
m=i V / 

- e " 2 a E f ( - l ) n i e - 2 n i a / ( [ 2 n i +11*1 ,3*2)) = /(*i , *2) + ech{h, t2, a). (5.30) 
m=l V / 

At this point the static error can be theoretically computed through the resulting 
absolute error, namely 

ech{h,t2,a) = fch(h, *2, a) - / ( * i , *2) w -e " 2 a /(3* i , *2) - e" 2 a /(*i , 3*2) 

^ 2 M e " 2 a , (5.31) 

where M is a maximal absolute value of an original function /(*i ,* 2 ) . It is evident 
that the static error declines rapidly by increasing the parameter a. 

In previous work [5], it was shown that the hyperbolic NILT method can be 
considered to behave as a low-pass filter with the cutoff frequency varying with 
time, i.e. / c u t = ! 1 f f a - Taking this point into consideration can have a more 
clear understanding for the derived theoretical static error for the 2D hyperbolic 
NILT and its relation to the appointed number of terms and the cutoff frequency. 
Namely, when multiplicative constants at the variables *j, % — 1,2, increase in the 
error formula (5.31), its corresponding harmonic component disappears earlier. For 
instance, considering the approximate static error £ch(ti,t2,a) = — e~2a/(3*i,t2) — 
e" 2 a /(*i , 3*2) • • • when nsum = 120 we get * i = = 20 s, t2 = = 60 s and so 
on. In Table 5.4 the theoretical absolute static errors of the proposed 2D hyperbolic 
NILT method for some typical 2D Laplace transforms and their known originals are 
shown. 

In the next section, the developed 2D hyperbolic NILT accelerated with Euler 
transform is compared with some other available 2D NILT methods as for their 
accuracy and computational efficiency As these compared methods do not have 
any open access program codes available for use, thus, they were programmed in 
the Matlab language in order to fairly test them. 
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Tab. 5.4: Absolute static errors of the hyperbolic 2D NILT 

Function I II 

F(shs2) l 
(si+l)(s 2 +2) (( ai+l)(«+l)) a 

f(h,h) g—tl— 2*2 t i t 2 e " ( < 1 + < 2 ) 

Abs. error _ e - (3<i+2<2+2a) _ e - ( t i 4 € < 2 + 2 a ) - 3 t i t 2 e - 2 a ( e - ( 3 < r f 2 ) + e - ( ' i + 3 ' 2 ) ) 

5.4 Comparative analysis of the 2D hyperbolic 
NILT method 

The developed 2D hyperbolic NILT method under discussion is compared with two 
other methods; namely, the 2D NILT method from K. Singhal et al. [14], and the 
2D-NILT proposed by M . Moorthy [44]. To evaluate the accuracy, the ( 2 measure 
with a grid of 64 x 64 points is used, and is expressed as follows 

\ 
64 64 

E E 
i=i j=i 

f(tii,hj) — f(tii,hj) 
(64 x 64) 

(5.32) 

where / is the original function and / is the corresponding 2D-NILT result. Three 
test functions with known originals are used for the accuracy test; namely, 

• F1(s1,s2) = [(s2 + l)(s 2 + l ) ] " 1 ->• /i(t i , t 2 ) = sin(ti)sin(t 2), 

• F2{Sl,s2) = (si + s2)[{s2
1 + l ) (s 2 + l ) ] " 1 ->• f2(h,t2) = Bin(*i)cos(*2), and 

F3(si,s2) (s2
2 - l ) [ ( S l + 0.2)2 + l\-\sl + I ) " 2 f3(tut 

t 2e- 0- 2 < 1sin(ti)sin(t 2). 
Respective accuracy results for each of the 2D NILT methods, using the test 
functions F2 and F3, are shown in Table 5.5. 
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T a b . 5 . 5 : A c c u r a c y m e a s u r e s o f 2 D N I L T m e t h o d s u s i n g t h r e e t e s t f u n c t i o n s 

2 D N I L T M e t h o d * 1 F2 

P r o p o s e d 2 . 3 3 • 1 0 " 1 0 . 4 6 2 0 . 2 3 3 

2 D S i n g h a l - N I L T 1 . 5 6 • 1 0 " 3 0 . 4 9 9 0 . 2 9 1 

2 D M o o r t h y - N I L T 0 . 6 7 0 6 0 . 9 8 4 0 . 1 2 4 

5.5 Summary 
I n t h i s c h a p t e r s o m e 2 D N I L T m e t h o d s w e r e s i m u l a t e d a n d a n o p t i m i z a t i o n o f 

t h e i r f r e e p a r a m e t e r c h o i c e s w a s p r e s e n t e d . T h e m a i n f o c u s o f t h i s c h a p t e r w a s 

o n t h e m a t h e m a t i c a l e x p a n s i o n o f t h e I D h y p e r b o l i c N I L T m e t h o d i n t o a t w o -

d i m e n s i o n a l o n e . T h e t e c h n i q u e u s e d t o e x p a n d t h i s m e t h o d w a s b y f o l l o w i n g a 

r e p e a t e d a p p l i c a t i o n o f a p a r t i a l i n v e r s e L a p l a c e t r a n s f o r m a t i o n . T h e e r r o r a n a l y s i s 

o f t h e 2 D h y p e r b o l i c N I L T m e t h o d w a s p e r f o r m e d a n d s t u d i e d . F u r t h e r m o r e , 

t h e m e t h o d w a s a c c e l e r a t e d v i a t h e E u l e r t r a n s f o r m w h i c h p r o v e s t o h a v e a h i g h 

p e r f o r m a n c e . A m a i n a d v a n t a g e o f t h e 2 D N I L T m e t h o d a r i s e s f r o m i t s a b i l i t y 

t o s i m u l a t e d i s t r i b u t e d s y s t e m s w i t h t w o v a r i a b l e s , s u c h a s t r a n s m i s s i o n l i n e s o r 

m u l t i c o n d u c t o r t r a n s m i s s i o n l i n e s , e . g . t i m e a n d s p a c e . T h e l e v e r a g e o f a 2 D 

N I L T i s t h a t f r o m s y s t e m s d e s c r i b e d b y l i n e a r p a r t i a l d i f f e r e n t i a l e q u a t i o n s , w e g e t 

c o m p l e t e l y a l g e b r a i c e q u a t i o n s l e a d i n g t o a m u c h s i m p l e r s o l u t i o n i n t h e L a p l a c e 

d o m a i n . M o r e o v e r , t h e m e t h o d p r o v i d e s t h e p o s s i b i l i t y o f e a s i l y i n c o r p o r a t i n g 

f r e q u e n c y d e p e n d e n t p a r a m e t e r s o f e v e n f r a c t i o n a l - o r d e r p r i m a r y p a r a m e t e r s i n t h e 

s y s t e m o f e q u a t i o n s . T h e m e t h o d c o m p a r e d t o o t h e r o n e s a n d t h e e f f i c i e n c y o f t h e 

m e t h o d w a s v e r i f i e d . 
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6 A P P L I C A T I O N O F T H E M N I L T 
M E T H O D S IN T H E E L E C T R I C A L 
E N G I N E E R I N G FIELD 

The multidimensional NILT (MNILT) methods have some potential advantages, 
in contrast to the ID NILT method, which lay on the type of applications that 
can be solved, e.g. nonlinear circuit solution, and the ability of solving systems 
mathematically described by two variables, such as continuous space-time related 
systems. Moreover, using MNILT applications described by more than two variables 
can be solved, for example using 3D NILT to solve nearly nonlinear systems usinng 
Volterra series expanssion. The following sections are structured as follows: first 
the application of 2D hyperbolic NILT on simulating a lossy T L is presented [104], 
second a possibility of simulating weakly nonlinear circuit via MNILT methods [132]. 

6.1 Transmission line simulation using the 2D 
hyperbolic NILT method 

Here, the 2D hyperbolic NILT method will be used to simulate voltage/current 
distributions along the TLs, as shown on a Laplace-domain T L model in Fig. 6.1 
[104,127]. 

y 

/2(si) 

Vds^ V{Sl,x)\ V2{Sl)\ lz2(Sl) 

x 

Fig. 6.1: Transmission line model in Laplace-domain with respect to the time 
variable. 

As it is known, a T L can be described mathematically by a pair of partial 
differential equations (telegraphic equations) of the form 

dv(t, x) 
dx 

R0i(t,x) + L, 
di(t,x) di(t,x) 

dt dx 
G0v(t,x) + Q 

dv(t, x) 
dt 

(6.1) 

98 



the Laplace-domain T L model in Fig. 6.1 results from the application of the Laplace 
transform, with respect to time, on the set of telegraphic equations (6.1), which is 
also represented by the equations (4.3) and (4.4) given in Chapt. 4; henceforth, these 
equations can be further simplified by transforming them not only with respect to 
the time t, but also with respect to the geometric coordinate x, resulting with fully 
algebraic equations, 

v ( , , q ) = sm^M^i!Mt (6.2) 
qz — 'yz{s) 

qh{s) - Pf-Ms) 
Hs,g) = q Z±\ , (6.3) 

qz — 'yz{s) 
where zero initial conditions is considered and the boundary conditions are 
incorporated based on the terminating circuits. Zc(s\) and 7(si) are the 
characteristic impedance and the propagation constant, respectively. Vi(si) and 
i i (s i ) are given as follows 

vl \ vl \ l + fttsifc-**'21 . . . . . 
^ ( S l » = ^ ( S l » Z , ( S l ) + ^ 1 ) ' l - p 1 ( S l ) p 2 K ) e - ^ . ) < < M » 

1 1 _ p 2 ( S l ) e - 7 ( s i ) 2 Z 

J l ( S l ) = V i ( 8 l ) Z t ( 8 l ) + Zc(8l) • ( 6 ' 5 ) 

where pi(si) and fcisi) are reflection coefficients at the beginning and end of the 
T L respectively. It is evident from the devised T L equations that the solution in 
the original domain is not possible to obtain analytically, though it is feasible by 
utilizing the 2D hyperbolic NILT method, and hence obtaining the simulations of 
the volt age/current waveform distributions along the T L numerically. 

6.1.1 Transmission line via 2D hyperbolic NILT case study 

As an example let us consider a TL , as in Fig. 6.1., with length of / = 1 m [104]. The 
T L is characterized by the following p.u.l. parameters: RQ — 1 nrfi/m, L 0 = 600 
nH/m, GQ = 2 mS/m, Co = 80 pF/m. The T L is terminated by the impedances 
Zi — 10 Q, Z-i — 1 kQ. The T L is excited with the source voltage waveform: 

Vi(t) 
s i n 2 ( ^ ) , f o r 0 < t < 2 - 1 0 - 9 . 

0, otherwise. 

The voltage waveform (6.6) has the corresponding Laplace-domain transform: 
Vi(si) = 2 ^ [ ^ i o - i s 1

2 ) 2 + 4 ! R 2 ] ) 1 • After undergoing the 2D hyperbolic NILT the 
simulation results of the volt age/current propagation profiles along the T L are 
shown, respectively, in Fig. 6.2 and Fig. 6.3. 
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Fig. 6.2: Voltage distribution along the T L via 2D hyperbolic NILT. 

Fig. 6.3: Current distribution along the T L via 2D hyperbolic NILT. 

6.2 Weakly nonlinear-circuit solution via MNILT 

Predicting the response of nonlinear systems has been a challenge for scientists and 
researchers alike for many years, due to the analytical difficulties in analysing such 
systems. The significant importance of analysing nonlinear systems mainly arrises 
due to the fact that, in the physical world, several systems are to some extent 
nonlinear ones. In this section, it will be demonstrated the possibility of utilizing 
a MNILT method for the simulation of nonlinear networks based on a classical 
approach of Volterra series expansion [132]. 
There exist several approaches to solve and analyze nonlinear circuits; these 
approaches are based mainly on specific numerical techniques that can solve 
nonlinear differential equations. When considering a nearly nonlinear system, a 
method based on Volterra series expansion can mathematically describe the system 
accurately enough from a practical point of view. Nevertheless, the main limitation 
of this approach lies on the difficulty of obtaining the time domain results, and hence 
comes the advantage of using an MNILT method. 
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A weakly nonlinear circuit has the leverage that it can be described by third 
order Volterra kernels with a very reasonable accuracy. Another advantage is based 
on the fact that these Volterra kernels can be experimentally obtained by measuring 
the V-parameters through the use of a nonlinear vector network analyzer (NVNA) 
and afterwards transferring the results properly [132,133]. In theory, the process 
of the solution is as follows: By utilizing the multidimensional Laplace transform 
(MLT) of a time domain nonlinear impulse response a result is a respective Laplace 
domain transfer function, and this, in fact, helps to obtain the needed Volterra 
kernels [134], by using, for example, a harmonic input method [135]. Then, after 
solving the system in the Laplace domain, the final step is to transfer the solution 
back into the time domain. This process will be mathematically shown in more 
detail in this section. 
Assuming a response y(t) to a stimulus x(t) [136], has the form 

DO 

y(t) = Y.vn(t), (6.7) 
n = l 

the infinite sum has the following terms 

/

n o p OO ^ 

J^2^ / Kin, T2, • • • , Tn) Y[ X(t - Ti)dTi , (6.8) 
-oo J—co -_-y 

with hn(ri, r 2 , • • • , r„) representing a nonlinear impulse response, also known as the 
n-th order Volterra kernel. These equations are shown more clearly as a flow chart 
in Fig. 6.4. In order to perform the Laplace-domain approach new variables are 
introduced by t\ — t2 — • • • — tn — t, and then an n-dimensional Laplace transform 
is applied transforming the n-fold convolution integral (6.8) into a multidimensional 
Laplace-domain response [134], 

n 
V„(si, s2, • • • , sn) = Hn(si, s2, • • • , sn) Y[ X(si) , (6.9) 

i=l 

with Hn(si, s2, • • • ,sn) as a nonlinear transfer function, which can be solved for 
some nonlinear circuit using for instance the harmonic input method [137]. At this 
point the time-domain terms yn(ti,h, • • • ,tn) can be obtained by an n-D ILT, while 
considering t\ — t2 — • • • — tn — t in the final results; a graphical representation 
is shown in Fig. 6.4. As we are limiting our computations to weakly nonlinear 
networks, i.e. considering Volterra series expansion up to the 3rd order, thus the 
NILTs of ID, 2D and 3D are needed to get the required time-domain response; for 
more clarity, a block diagram of this process is depicted in Fig. 6.4. 

101 



Fig. 6.4: Diagram of a nonlinear circuit solution by using Volterra series expansion 
and multidimensional ILTs. 

6.2.1 Weakly nonlinear circuits using ID to 3D NILTs case 
study 

In order to demonstrate the approach presented in Sect. 6.2, a solution of a weakly 
nonlinear circuit by using ID, 2D and 3D NILTs is presented. Let us consider 
a nonlinear serial L R circuit, see Fig. 6.5 [132]. The network consists of a linear 
inductor L, a linear resistor R, and a nonlinear resistive element i?„, the network is 
excited by the voltage source Vi(t). Assuming square nonlinearity, i.e. the resistive 
element Rn having a quadratic characteristics: VRn(t) = Rni2(t). 

Fig. 6.5: Electrical circuit with nonlinear resistive element R,, 

In light of the foregoing , the first-order nonlinear ordinary differential equation 
(NODE) is given as follows, 

L^- + Ri(t) + Rni\t) = Vi(t) . (6.10) 
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In association with the block diagram in Fig. 6.4, it can be noticed that the 
excitation voltage Vi(t) and the current i(t) represent the stimulus x(t) and the 
response y(t), accordingly. Henceforth, with respect to (6.9), and assuming a third-
order expansion, the following Laplace-domain partial solutions ought to be resolved, 

h(s1) = H1(s1)Vl(s1), (6.11a) 

/ 2 (si , 2 ) = H2(s1,s2)Vi(s1)Vi(s2), (6.11b) 

h(si, s2, s3) = i f 3 ( s i , S2, S3)Vi(si)Vi(s 2)Vi(s3) • (6.11c) 

With the use of a suitable method, for e.g. here the harmonic input method is used, 
and hence, the transfer functions (6.11) are solved, 

~ 7j7+R ' <6'12a> 
ff2(si,s2) = - f l „ / f , ( s , ) / f 1 ( s 2 ) H 1 ( s 1 + s 2 ) , (6.12b) 

R 
H3(sl,s2,s3) = —^[H1(s1)H2{s2,s3) + Hl(s2)H2(sl,s3) • • • 

+H1(s3)H2(s1,s2)}H1(s1 + s2 + s3) . (6.12c) 

Suppose that an exponential pulse is chosen as the excitation voltage source 
Uj(£),with its Laplace transform given as follows, 

Vi(t) = V0e-atl(t) Vi(s) = , (6.13) 

where a > 0, and then substituting (6.13) back into (6.11), solving the respective 
sub-equations. The Laplace-domain responses will undergo the ID, 2D and 3D NILT 
methods to obtain the resultant time-domain current response, namely, 

i(t) = L ^ L Z i t s i ) ] ! ^ + L2
1[I2(s1,s2)]\t1=t2=t + L31[/3(si,S2,s3)]|t1=t2=t3=t 

— H{tl)\tl=t + ^2( l̂,̂ 2)|tl=t2=t + *3 (^l 5 ^2, ^3) |ii=i2=i3=i 
= ii(t) + i2(t) + i3(t) . (6.14) 

For the simulation tests, the following parameters are considered: L = 100 mH, 
R — 100 mfi , Rn — 100 n r f i A - 1 , V0 = 10 mV, and a — 1. The results are illustrated 
in Fig. 6.6 and Fig. 6.7, showing individual terms i«(t), namely: ii(t), i2(t), and 
i3(t), respectively. Two cases are simulated first is with a = 1 (an exponential 
impulse), and the second one with a = 0 (a unit step), see (6.13), where the results 
are depicted in Fig. 6.6 and Fig. 6.7, respectively. 
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Fig. 6.6: Numerical inversions leading to current response Volterra series terms by 
(a) ID NILT, (b) 2D NILT, (c) 3D NILT, for an exponential impulse. 
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Fig. 6.7: Numerical inversions leading to current response Volterra series terms by: 
(a) ID NILT, (b) 2D NILT, (c) 3D NILT, for a unit step. 

The resultant current responses, computed according to (6.14), are depicted in 
Fig. 6.8, for both cases accordingly. 

(a) (b) 

Fig. 6.8: Resulting current response for: (a) an exponential impulse, (b) a unit step. 

Furthermore, the resulting current responce is computed, and the accuracy of 
the method, considering the exponential input case a = 1, is verified by comparing 
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the resultant current response of N O D E , in (6.10), computed by a Matlab built-in 
function, particularly, the ODE45 Runge-Kutta function, which is applied directly to 
the N O D E , and then analyzing the relative errors, the results are shown in Fig. 6.9 
[132]. 

(a) (b) (c) 

Fig. 6.9: Resultant current responce for the case a = 1 by: (a) Volterra series 
solution, (b) Runge-Kutta method, and (c) the relative error. 

The simulation results were obtained using Matlab language on a common PC, 
and the C P U computation times were generally less than one min, while considering 
64 points of time division. The ID NILT up to 3D NILT programming codes used 
are available in [132]. 

6.3 Summary 
This chapter clearly demonstrates the outputs of utilizing multidimensional NILTs, 
i.e. two-dimensional or higher. The advantage is mainly due to the possibility of 
transforming linear partial differential equations with two variables into completely 
algebraic ones, leading to a much simpler solution in the Laplace domain. Moreover, 
it was shown that the MNILT method allows to simulate nonlinear electrical circuits. 
The process relies on the possibility of describing a nonlinear system via a Volterra 
series expansion, in conjunction with MNILT, in relatively very accurate manner. 
For a weakly nonlinear system, usually the Volterra kernels up to a third order yield 
very reasonable results. The Laplace-domain Volterra kernels are simply determined 
using the harmonic input method, and thus a three-dimensional NILT method is 
used to obtain the original time-domain results, more effectively as when compared 
to the associate variable method. These applications were presented in detail in 
this chapter, and the simulation results were performed using Matlab programming 
language. 
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7 R E S E A R C H C H A L L E N G E S A N D 
C O N C L U S I O N S 

In this chapter, the conclusions of the doctoral thesis are presented and summarized. 
The main goals can be listed as follows: 

• Research and development of effective numerical inverse Laplace transform 
methods. 

• Development of a promising ID NILT method, including the detailed study of 
its error analysis and its successful program implementation and verification. 

• Enhancements on the NILT method by incorporating different infinite series 
convergence acceleration techniques. 

• Expansion of the proposed hyperbolic NILT method to a higher dimension, 
including detailed error analysis, adjustment of Euler transform acceleration 
method and the program implementation of the obtained 2D NILT method. 

• Experimental implementation of the developed NILT methods by the 
successful application on different potential electrical engineering topics, 
including those that require the solution of ODE, P D E and even weakly 
nonlinear systems via MNILT method. 

• Incorporating fractional-order calculus on different NILT method field of 
applications to improve the modeling and simulation of these applications. 

The first chapter focused on different methodological techniques for Numerical 
Inverse Laplace Transforms (NILT). A high-level description is presented for 
different NILTs, with the categorization of these methods regarding their bases 
of derivation, and a general analysis of the accuracy, stability and the range of 
application of these NILTs on different types of functions. The different methods 
of interest are implemented and experimentally tested with optimization of their 
free parameters. Several ID NILT methods have been tested and analyzed, mainly, 
regarding their accuracy, computation speed and the types of functions supported. 
It is clear that most available NILT methods are based on the necessity that the 
inverse transform of polynomial time functions up to a specific and relatively 
high power is accurate. Moreover, most of the available methods suffer from some 
limitations such as the accuracy of the method itself, the range of different functions 
that can be correctly inverted and the large computational time (see practical 
accuracy results in Fig. 3.6 to Fig. 3.8). 

Based on the findings, a proposed hyperbolic NILT method that differs from 
other similar algorithms, namely, by reacting as a nearly ideal low pass filter 
with time-variable cutoff frequency, was developed and generalized. Mainly, this 
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numerical method is based on approximation of the Bromwich integral exponential 
kernel by suitable hyperbolic approximations. The hyperbolic NILT has the benefit 
of not only inverting functions along a time period but also at a specific chosen 
point. Furthermore, this method was generalized by reducing the integration step, 
while providing higher accuracy of the results. After performing several tests on 
different types of functions, this numerical method has proved to yield results 
with a higher degree of accuracy and stability, including a wide range of types of 
functions that can be inverted, e.g. rational, irrational and transcendental functions 
in the Laplace domain; this is verified in Fig. 3.6 to Fig. 3.8. The hyperbolic 
NILT method is tested and compared to other highly cited ID NILT methods. 
Furthermore, the error analysis of the approximate inversion formulae, including 
both sources of error, namely, the 'static' and the 'dynamic' were presented in 
detail, specifically in Section 3.1.1. 

Additionally, further enhancements to the hyperbolic NILT method were 
performed by adapting several infinite series convergence accelerating algorithms. 
These algorithms include the quotient difference algorithm, the epsilon algorithm 
and the Euler transform. The former proved to be a method with high stability, 
while the latter, the Euler transform, improved the method with a much higher 
precise inversion accuracy (the results were depicted in Fig. 3.3 to Fig. 3.5). The 
ID hyperbolic NILT, among other methods, was used in several applications in the 
electrical engineering and electronics field. These applications include the solution 
of transient processes in linear time invariant system. 

Once a given problem is resolved in the Laplace domain, the difficult part is 
to obtain the original results in the time-domain, as, analytically, it is usually 
impractical, hard or even impossible to obtain. Thus, it was verified that by 
using the NILT it is possible to overcome these difficulties and obtain the required 
solution and simulations of these applications in the time domain. The applications 
that have been solved include: lossy T L , fractional-order TL , frequency dependent 
T L , nonuniform T L , and furthermore, an expansion to M T L with fractional-order 
elements and possible external feedback were performed. These successfully 
preformed simulations were presented in detail in Chapter 4. 

Furthermore, in Chapter 5, an innovative approach to the numerical computation 
of the hyperbolic NILT method two-dimensional expansion was performed. The 
technique involves the repeated application of partial inverse Laplace transform 
operations. The detailed error analysis of the method was devised and studied 
in Section 5.3. The 2D hyperbolic NILT was verified by utilizing it in more 
sophisticated applications, such as multiconductor transmission lines with 
simulations that contain both time and space variables obtained by a single 
computation step (see Fig. 6.2 and Fig. 6.3). Moreover, the nD NILT is used for 
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potential applications such as weakly non-linear circuits, while using Volterra series 
method; these applications were presented and a case study was done in Chapter 6. 

A novel approach of modeling some applications using the fractional-order 
domain, in contrast to the classical integer-orders of the electronic components, 
was effectively incorporated in the conducted applications in a straightforward 
manner. It was shown that with the benefit of utilizing the Laplace domain, it is 
feasible to include these fractional-order elements in the respective models, due 
to the advantage of obtaining the original time domain results with the different 
NILT methods. It was verified that including fractional-order elements in the 
simulation tests provides a better representation of the physical phenomena in such 
applications. Moreover, imposing fractional-order elements gives a higher degree 
of freedom for the optimization of these applications and a better control of its 
characteristics; such applications were simulated and the results were depicted in 
Chapter 4. A l l the results displayed in this doctoral thesis were programmed and 
implemented in the Matlab language package. For practical requirements, a C D is 
attached which includes all the original programming codes along with the exercises 
and experiments performed in this doctoral thesis. 
The original contributions to the doctoral thesis are: 

• The development of a NILT method with an achievable high degree of accuracy, 
which is possible to increase according to need at the cost of the number of 
arithmetic operations performed. 

• The discovery that the hyperbolic NILT method can be enhanced by adapting 
suitable infinite series convergence acceleration techniques, for instance, by 
providing an absolute error of about 10~8 or even less for some tested functions. 

• The demonstration that the NILT method is a computationally effective 
method able to solve mathematical models of interconnects based on 
telegraphic equations or on R L C G lumped elements. 

• The discovery that using the NILT method followed by the simulation of 
T L / M T L high-frequency losses, nonuniformity of the wires, and inclusion of 
fractional-order T L elements, in contrast to the conventional integer ones, can 
be all done in a novel and simple manner. 

• Implementation of previous findings into the new developed 2D hyperbolic 
NILT method, followed by a detailed error analysis of the method and 
verification by solving practical applications in the electrical engineering field. 

• The possibility of solving weakly nonlinear systems using MNILT method of 
up to three variables accurately enough from a practical point of view with 
the assistance of Volterra series expansion method. 

• Optimization of the free parameter values for some ID and 2D NILT methods. 
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Future work recommendations: 

• Generalization of the hyperbolic 2D NILT method to three variables based on 
partial inversions and including the error analysis. 

• Familiarization with parallel programming techniques and the possible 
deployment to MNILT methods. 

• Programming implementations of the method and the simulation of potential 
applications requiring MNILTs with a possibility of modeling in the fractional-
order domain. 

• Possible future collaboration with the Department of Engineering Science and 
Mechanics, Pennsylvania State University for the application of the hyperbolic 
NILT method in direct and inverse heat conduction and thermoelasticity with 
prof. A . E. Segall. 

• Possible future collaboration with the Department of Radiology, University of 
Pennsylvania, USA, for using NILT methods with research on myelin water 
mapping in brain with prof. D. Kumar. 
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