BRNO UNIVERSITY OF TECHNOLOGY

VYSOKE UCENIi TECHNICKE V BRNE

FACULTY OF INFORMATION TECHNOLOGY
FAKULTA INFORMACNICH TECHNOLOGII

DEPARTMENT OF COMPUTER SYSTEMS
USTAV POCITACOVYCH SYSTEMU

EMOTION RECOGNITION FROM BRAIN EEG SIGNALS

ROZPOZNAVANI EMOCI Z EEG SIGNALU MOZKU.

MASTER’S THESIS
DIPLOMOVA PRACE

AUTHOR Bc. KAREL FRITZ
AUTOR PRACE
SUPERVISOR Doc. AAMIR SAEED MALIK, Ph.D.

VEDOUCI PRACE

BRNO 2022/2023



BRNO | FACULTY
UNIVERSITY | OF INFORMATION
OF TECHNOLOGY | TECHNOLOGY

Master's Thesis Assignment |||||||||||||||||||

141164
Institut: Department of Computer Systems (UPSY)
Student: Fritz Karel, Bc.
Programme: Information Technology and Atrtificial Intelligence
Specialization: Machine Learning
Title: Emotion Recognition from Brain Electroencephalogram (EEG) Signals

Category: Biocomputing
Academic year: 2022/23

Assignment:

1.

2.

6.

7.

Study and learn about the mood and emotion and how they affect the brain in terms of brain
signals and images.

Get acquainted with signal & image processing methods as well as machine learning techniques
and their application to the brain EEG signals and images.

Find out the challenges in recognition of mood & emotion from brain signals and images as well as
the limitations of the existing methods.

Design an algorithm for recognition of mood & emotion from brain EEG signals and images.
Implement the designed algorithm.

Create a set of benchmark tasks to evaluate the quality of recognition of mood & emotion as well
as the corresponding computational performance and memory usage.

Conduct critical analysis and discuss the achieved results and their contribution.

Literature:
® According to supervisor's advice.

Requirements for the semestral defence:
® |tems 1 to 4 of the assignment.

Detailed formal requirements can be found at https://www fit.vut.cz/study/theses/

Supervisor: Malik Aamir Saeed, doc., Ph.D.
Head of Department: ~ Sekanina Luka$, prof. Ing., Ph.D.
Beginning of work: 1.11.2022

Submission deadline:  31.7.2023

Approval date: 31.10.2022

Faculty of Information Technology, Brno University of Technology / Bozetéchova 1/2 /612 66 / Brno


https://www.fit.vut.cz/study/theses/

Abstract

This study targets classifying emotion states, from Electroencephalogram (EEG) signal.
Combining knowledge about physiology of the brain (and emotions), with frequency anal-
ysis, complexity analysis, signal processing and deep machine learning (CNN, GNN). Goal
of this work is to create the emotion classification model and provide new insights into
emotion recognition from EEG. Models created stands on the principles of CNN, GNN,
multitask and self supervised training. One of the results achieved State of the Art results
on the SEED dataset. Sharing process of understanding this task at the end of the thesis.

Abstrakt

Tato studie se zamétuje na klasifikaci emoci z elektroencefalogramu (EEG). Kombinuje
znalosti o fyziologii mozku (a emoci), s frekvenéni analyzou, analyzou slozitosti, zpracov-
anim signdlt a hlubokym strojovym ucenim (CNN, GNN). Cilem této préce je vytvorit
model pro klasifikaci emoci a poskytnout nové nahledy do rozpoznavani emoci z EEG.
Vytvotené modely stoji na principech CNN, GNN, multitask a self supervised tréninku.
Jednim z vysledki bylo dosazeni State of the Art vysledki na datasetu SEED. Proces
porozumeéni této uloze sdilim na konci této prace.
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Chapter 1

Introduction

Emotion recognition, some people do have ability to recognize how the person feels, what
emotional state the person currently experiencing. The characteristics of the recognition
here are that it is surely based on previous experiences and probably on seeing the emitted
facial expression of the subject. So we can say that sometimes emotions can be externally
recognized. This means that we can adjust our behavior, as a feedback to mentioned
emotion recognition. And so it is useful for us to be able to recognize different emotional
states. It can be also useful for others, imagine person experiencing hard times, surely it
can be helpful if others treat that person differently, for example calming the person down
in case of anger.

,.')’

Figure 1.1: Facial expression of different emotions [9]



Now, the question is, are we able to distinguish different emotions based on another
source of information. One of possible sources could be from dynamic electromagnetic field
surrounding, and also being generated in, the brain. Currently there are many solutions
targeting solely problem of measuring this electromagnetic field. In case of this work, the
measuring technique is called Electroencephalogram (EEG). An non-invasive technique able
to capture potential changes on the surface of the head. Experiment procedure here is the
crucial thing that matters. After that, we usually get the data hopefully containing the
information sufficient for proper emotion recognition. The way we get the information from
the data is the objective of this thesis. Experimentation nature of this thesis is scheduled
as follows. First, we try to get maximal possible information from well known standard
feature extraction methods. Then the complexity will slightly increase when trying to find
optimal deep learning neural network models for enhancing the information gain even more.
At the end, the final ensemble is going to be build. Which could have the best performance
on emotion recognition from EEG, and which is the goal of this thesis.



Chapter 2

Understanding the data

2.1 Brain

The brain is the most complex functioning system that we know. It’s mostly made up from
neuron cells, axons, glial cells and blood vessels. Brain is also our fattest organ consisting of
approximately 60% fat. The surface of the brain is crumbled, that allows brain to increase
the surface area, which is desired. Supreme layers of the brain consist mainly of gray matter
(neuron bodies), therefore increasing the surface area could led to higher intellect capacity.
Power generation of brain could light up a bulb and generation of thoughts per day is at
about 70000 count. But above all, the brain is the seat of intelligence, interpreter of the
senses, initiator of body movements, and controller of behaviour. Although only thanks to
brain we can feel pain, the brain as such has no pain receptors. Anatomy of this incredible
structure is one of the key knowledge domain needed for future work in this field. Because
of that it’s necessary to mention gross and micro anatomy.

2.1.1 Gross anatomy of the brain

Covering (Meninges) of the brain is made up from 4 main layers. First is skull, it’s the
hard cover, which should protect brain from outside dangers e.g. punch. Underneath the
skull there is dura mater, that has two sublayers. The periosteal layer (cranium) and
the meningeal layer (lower). Spaces between the layers allow for the passage of veins and
arteries that supply blood flow to the brain. The underlaying arachnoid is just connective
tissue and does not contain blood vessels or nerves. Below arachnoid, there is a fluidum
called cerebrospinal fluid, which cushions the brain and also contain blood vessels. Last
layer above the brain is called pia mater, it is rich in with veins and arteries.

Moving on to brain structure itself, from the most broad point of view brain can be di-
vided into 3 parts, cerebrum, cerebellum, brain stem. Cerebrum is responsible for all higher
order functions like thinking, planning movement, hearing, speaking and more. Closer to
the surface, there is grey matter and more inside is white matter. Grey matter consisting of
neuron bodies (soma), and white matter represents axons. Cerebellum is fist size part of the
brain, which is involved mainly in coordination, complex movement would not be possible
without this structure. Recent studies found out other roles which Cerebellum could have,
these are for example emotions, social behavior or addiction. Despite of the size cerebellum
contains more than 50% of all neurons in CNS (central nervous system). Brain stem is the
oldest part of our brain responsible mainly for primary function like breathing and hearth



beat control. Due to that, damage to this part could be much more severe than damage
to upper parts of the brain. If person loses a part of cerebrum, there is still possibility to
survive, even a possibility of normal life! On the other hand, damage to brain stem could
led to loss of heart beat control, which is fatal.
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Figure 2.1: Brain Gross organization [13]

Brain stem is consisting of inner part of the brain called midbrain, next there is the
medulla and pons. Midbrain, the old part of the brain serves perfectly as a connection
between forebrain and hindbrain. Pons, links brain to the spinal cord, and manage to control
breathing, sleep-wake cycles. Pons can also be considered as merging point for several
cranial nerves, or as a bridge between two parts of CNS (central nervous system), spinal
cord, medulla and upper brain. Medulla is at very bottom of brain stem, responsible for
primary functions like heart beat. Medulla is also responsible for many reflexive reactions.

The covering of the midbrain, and the newer part of the brain is called Diencephalone.
Diencephalone consists of Thalamus, Hypothalamus, Epithalamus, Subthalamus. Thalamus
is the hub like structure, in which nerve fibers project to cerebral cortex in all directions.
Hypothalamus is responsible for regulating certain metabolic processes and also controls
hunger, body temperature and more. Moving to the next layer, which is cerebral cortex,
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Figure 2.2: Brain Stem [3]

newest and most interesting part of our brain. Cerebral cortex has more than one way of
decomposition, but the most used is into lobes. There is Frontal, Parietal, Temporal and
Occipital (in the literature, there is sometimes a fifth lobe called central, this lobe is in
between frontal and parietal).

FRONTAL

The frontal lobe is the largest lobe, and is associated with many mind like functions.
This lobe contains most of the dopamine neurons. Dopamine controls reward, attention,
motivation or planning. Information that is lowing from thalamus is therefore filtered and
selected. Dopamines are the mechanism which allow our cerebral cortex to limit these
informations.

There are many functions associated with frontal lobe, for example personality, prob-
lem solving, emotional expressions, attention, self-monitoring or motor control. Frontal
lobe also involves ability to predict the future consequences of some decision or of current
action. So we can talk about behavior control and planning. Talking about recognizing and
classification of emotions, the frontal lobe could be good source of features, it is because this
lobe is more related to emotion processing than other for example parietal lobe. But this
is a question which this thesis is about, in later chapters I will do analysis of information
contained in each lobe so I can then distinguish which is better for emotion classification
than the others.

PARIETAL

The parietal lobe process information from various modalities. Modalities I am talking
about are spatial sense, somatosensory sense (touch, temperature, and pain). Thanks to
parietal lobe we can sense size, shape or color. Reading, writing and math skill have also
lot to do with the parietal lobe. For emotion classification, parietal lobe should be less
informative, but this needs further analysis.



OCCIPITAL

Occipital lobe is responsible for processing most of the visual information (reaction to
visuals, and also interpolation). For this thesis, I predict lower importance, because the
lobe is not primary related to the emotions.

TEMPORAL

This lobe is important, it process emotions and feeling in some way. It is also a language
center, learning and memory associated structure. Long term memory is produced via
communication between temporal lobe and hippocampus. Temporal lobe is also commonly
associated with processing auditory information. Damage to this region could led to ag-
gressive behaviour or understanding the spoken word.
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Figure 2.3: Brain lobes function [2]

Another thing that should be mentioned is that brain are 2 functioning objects. Those
two objects are called hemispheres. Each hemisphere controls the opposite side of the body,
that means if you want to move left hand, the signal will originate from right hemisphere.
Hemispheres are connected with structure called Corpus callosum. Corpus callosum there-
fore allow the communication between those two hemispheres, and it is a largest white
matter structure in a brain, there is approximately 200-300 millions of axonal projections
[24].



Figure 2.4: Corpus Callosum [6]

2.1.2 Microanatomy of the brain

Previous section talks about gross anatomy of the brain, this section is about anatomy at
the lower level, the cellular level. The cell that is responsible for all of this is called neuron.
Neuron is just like normal cell, despite of that it has mechanisms that allow neuron to pro-
cess information. There are more than 200 types of neurons, these are deployed throughout
the brain in very specific way. One of the most popular type, neocortex pyramidal neuron,
is also located near the surface of the brain. In electroencephalography (EEG), we measure
voltage changes primary thanks to clusters of pyramidal neurons.

A neuron is also called nerve cell. It consists of cell body (soma) and nerve fibers for
communication. Fibers are called dendrites, one fiber is elongated forming a new structure,
called axon, that serves for sending information outside of a neuron. Axon is covered in
myelin sheath, lipid-rich substance. Myelin sheath allows faster rate of electrical potential

A Dorsal B Sagittal C Coronal

Figure 2.5: Corpus Callosum 2 [7]
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being transported along axon. When the end of axon meets another neuron, the place is
called synapse and it is the place where the complex chemical-electrical reactions happen.
Axon conducts action potential to the end, and there a specific amount of things called
neurotransmitters are released into synaptic cleft.

Axon ferwinnals

Acxonn poYeviial

— SYNAPSE

Pre-synaptic

Post -synaptic

Dendvres (“receiving*) cell

Figure 2.7: Synapse [1]

Neurotransmitters are signaling molecules, which somehow affects the receiving neu-
ron. There are more than one hundred of different neurotransmitter types. For example
dopamine, our NT of reward, or serotonin NT of happiness (and many more than just hap-
piness). These transports of neurotransmitters in between end of axon of one neuron (also
called pre-synaptic) and dendrite of other neuron (post-synaptic). Transportation of N'Ts
into another neuron can cause two possible reactions, one is inhibitory and the other is ex-
citatory. Excitatory simply is trying to get the receiving neuron into action, and inhibitory
is doing the opposite. If receiving neuron receive enough excitatory NTs through his den-
drites, it does an event also called emitting action potential. Process which I described, can
now be repeated, since the action potential simply means that neuron fire another electrical

10



potential along axon, targeting next neuron. It is important to mention that brain diseases
we know, cannot be well grasped without the knowledge of these principles. For example
parkinson disease is caused by lack of dopamine production.

2.2 Emotions

Feelings, thoughts or behavioral responses, or degree of pleasure/unpleasure [36] these all
are part of term emotions. Mental states which are result of brain activity. Emotions are
also associated with terms like mood, temperament, personality, disposition or creativity
[26]. Emotions can result in various physiological, behavioral and cognitive changes. Higher
order emotions like love, hate, happiness we can experience were much more basic back in
the past. The original function of emotion was to recognize danger situations and behaviour
leading to survival and reproduction [60]. Emotions are fairly complex thing to get good
grasp on, it is still not clear if cognition is an important aspect of emotion or not. This is
surely important question in terms of doing analysis of more than one participant, since their
neural expression to the same emotions could be various based on cognition capacitance.
Another questions targeting whether or not emotions cause changes in our behaviour [53].

As another example of how complex this topic is, consider extrovert people versus
introvert people. These two groups have diametrically different way of living an emotion.
Extrovert people tend more to expresing their emotion and being more social than the
introverts, introverts tend to live the emotions inside. Does this play a role in EEG as well?
Recent studies have shown that it does, not so much in alpha frequencies when eyes closed,
but it starts to be significant when considering theta and beta waves when eyes closed. On
the other hand differences in alpha waves can be detected more easily with eyes closed.
Across all frequencies together, extroverts yield higher output, making them more active
in term of neural-voltage power. These studies didn’t went deeper into a specific patterns,
which if they are the same in an extrovert and introvert, could allow us to classify emotions
independently on the personality.

Different point of view, understand emotion as a reaction to environmental stimuli
[53]. Most important characteristic in this case is our awareness. Generaly understood as
reactions to memories, ideas, or actual happening in near environment. This point of view
also suggest that bad emotions lead not only to bad psychological state, but also to bad
physical state, people make decision based on emotions. Commonly positive emotions are
considered as healthy, on the other hand negative emotions could cause worse heath and
living standards [56].

2.2.1 Representation of emotions

There are many ways how to represent emotions, the main categorization is into two types:
Discrete [35] and Continuous or also called dimensional type [62]. Discrete one catego-
rizes emotions to multiple main or most well known emotions. The most simple discrete
categorization is into positive and negative emotion. There are many discrete models for
representing emotions. Most proposed theory based on Darwin [33] and Tomkins [68]
says that discrete categorization comprises of nine basic emotions. Those are interest-
excitement, surprise-startle, enjoyment-joy, distress-anguish, dissmell, fear-terror, anger-
rage, contempt-disgust, and shame-humiliation. And it is believed that these nine play
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represent an image of mental health of the individual. Mr Ekman has came out with an-
other well accepted theory, and that is, each essential emotion must follow 4 basic rules.
First, emotions are instinctive, that means you are not having them because you want to.
Second, various people generate the same emotion in the same situation. Third, various
people express these emotions in comparable way. And the fourth, the last one, physiolog-
ical patterns of different people are similar when experiencing basic emotions. According
to Ekman, sadness, surprise, happiness, disgust, fear and anger are examples of basic emo-
tions, these are even detectable solely from facial expression. Other theorists came out with
different discrete models, which some of the emotions considered in these models can be
seen in the picture 4.2, where each row represents different model.

Emonons

Surprise, joy, interest, rage, disgust, fear, anguish, shame

Fear, sadness, happiness, anger, disgust, surprise

Rage and terror, anxiely, joy

Pain, pleasure

Fear, love, rage

Fear, grief, love, rage

Expectancy, rage, fear, panic

Sadness, happiness

Anger, courage, aversion, dejection, despair, desire, fear, hope, hate, sadness, love
Happiness, sadness, fear, anger, disgust

Desire, interest, happiness, surprise, sorrow, wonder

Anger, disgust, contempt, distress, guilt, fear, interest, shame, joy, surprise

Anger, fear, elation, disgust

Figure 2.8: Discrete emotions used in different discrete models [43]

The problem with a discrete models is that it is believed they have several limitations in
terms of representing specific emotion. Means they are not able to describe the wide range of
emotional states. In other words, emotional states are too complex for representing them
with few discrete emotions. Dimensional models try to tackle this issue by categorizing
emotions continuously in the space, usually 2D space. Each axis in this case represents an
emotional characteristic. Emotion is therefore a point in this multidimensional space.

As some examples of multidimensional space, there is Russell’s arousal and valence 2D
model [63]. It can describe up to 150 distinct emotions. Second example could be Whissell’s
model [70], which again is two dimensional. One dimension represents evaluation scale and
other the activation. And the third example could be Schloberg’s model which is unusually
3D, adding attention-rejection dimension.
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Most used continuous model for representing emotions is the one from Russell, so the
valence-arousal one. The valence dimension shows joy, reactiveness, cheerfulness or sadness
of emotion, ranging from negative to positive ones. Arousal on the other hand represents the
intensity of the emotion, ranging from low to excitement. So there are 4 quadrants, negative
low intensity emotion, negative high intensity emotion, positive low intensity emotion, and
positive high intensity emotion. First, negative low intensity quadrant localised on the left
bottom, contains emotions like sad, bored, or sleepy. Second, the negative high intensity
emotion represents nervous, angry or annoying emotions. Third, the positive low intensity
quadrant contains emotions like calm, peaceful or relaxed. And the last fourth quadrant
contains the positive high intensity emotions such as pleasure, happiness or excitement.

Russell’s model is used often in analysis, and it is also used in datasets like DEAP.
DEAP also uses models like-dislike and dominanace-familiarity. SEED dataset uses posi-
tive/negative/neutral discrete model and SEED-IV happy/sad/neutral/fear. DREAMER
dataset is using the three dimensional model of valence, arousal and dominance. This model
can be seen in picture 2.10, where there are the six basic emotions plotted, according to
Ekman.

2.2.2 Emotional recognition

After all, why do we want to be able to classify emotions solely on EEG? So many answers
to this question, as many fields associated with human-robot interaction are booming. And
still, the most advanced systems nowadays cannot understand the emotional part well.
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They are incapable to distinguish between various emotions and then take a decision based
on that. Emotions can be recognized from various sources, for example facial expression,
or even EKG signal, to distinguish if person is nervous or not. Those advances, hopefully
will lead to better and more user friendly systems.

First step is to gather an emotional response through EEG, then to recognize it. For
eliciting and emotional response, there are several ways to do that. One way is to elicit
emotion based on simulated scenarios. If person is recalling what happened in the past,
usually it comprises of the emotion associated with this memory fragment. This approach is
easy and can be varied a lot, that is useful when doing analysis of a single person. But if we
want to average, each person can elicit different emotion based on just recalling experiences
and memories.

Second approach uses photos, videos or sounds to evoke desired emotions, as this is
less error prone in terms of gathering desired emotion, it is therefore also more frequently
used. Third option is to play a game, which carry an big advantage. Person can experience
the emotional more intensively, that is because playing is more like experiencing, then just
watching a listening to passive stimuli. Strongest elicitation was measured in participants,
who played games such as flying simulator [69], and that is logical, since the simulation
offers most of the authenticity and rawness from real life.

There are several sources for emotion elicitation. For sound, there is Affective Digitized
Sound System (IADS) [71], or its expanded version IADS-E [72]. This dataset contain
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Figure 2.11: Examples of emotional visual stimuli [10]

many sounds for each topic, there is for example 56 breaking sound or 64 electronic sounds
and so on. For pictures, there is International Affective Picture System (IAPS) [31]. Same
as previous this dataset contain images that are able to evoke similar emotions, in different
people. TAPS is made up of twenty groups, each of size 60, so there is 1200 pictures in total.
Each picture in TAPS has its valence and arousal values, in the TADS, there is valence,
arousal and dominance score. Both of those datasets are label by human, which can cause
inconsistencies and need a future study. This hopefully will ensure better generalization
over BCI (Brain computer interface) applications.

2.2.3 Brain recording modalities

When trying to get and information from data, we need the context of the data and our
knowledge. Therefore we should know what exactly is an Encephalogram measuring (EEG).
Measuring technique called EEG is an non-invasive method, which is able to measure the
brain activity with a very good temporal resolution and not so good spatial resolution.
It measures the activity of whole brain, but the most precise measuring is done on the
neocortex zone. This neocortex measuring is due to his location, it is right underneat skull
and meninges, it is a first most top layer of brain tissue as such.

Number of other possible methods is possible. Their main differences are in form of
experiments (and their cost, or portability), temporal precision and spatial precision. Most
well known methods are fMRI, MEG, fNIRS, PET, MEG, ECoG, electrode arrays and
finally EEG.

PET Positron emission tomography (PET) scan, has for example much better spatial
resolution than EEG, but much worse temporal resolution. Its principle is based on inject-
ing a radioactive substance called tracer into a human body, this substance can then be
observed. What is beautiful about this method, is that it shows us a bit about brain and its
tissue functioning. This is an advantage, other scanning methods, often gives information
only about structure of the brain. Main use of Positron emission tomography is to detect
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diseases inside the brain, via measuring brain metabolism and distribution of radioactive
substance throughout the brain. Main disadvantage of PET is bad temporal resolution and
also its portability or cost.

fNIRS Functional near-infrared spectroscopy (fNIRS), is another technique for measuring
brain activity non-invasively. Alongside EEG, it has similar characteristics, its has better
spatial resolution and slightly worse temporal resolution, and again it is fairly portable.
It is based optical brain monitoring technique. Neuroimaging is done using near-infrared
spectroscopy. Its results are often compared with fMRI, but fNIRS is only able to measure
regions near the cortical surface [23].

ECoG When doing EEG experiment (or measuring), channels are placed right on the
surface of the head. On the other hand, ECoG channel are measuring the brain activity
with channel as well, but now the channels are below the skull. Thanks to being closer to the
brain, ECoG can obtain much better spatial resolution, also not loosing any of the temporal
resolution. These are the advantages, which are indeed very good. The disadvantages about
ECoG are mainly its invasiveness and the limited point of view. Limited field of view means
that the method is limited by the measured area of the cortex.

Electrode array (implant) The most invasive, at this time, is the straightforward im-
plants. These implants directly penetrate the brain tissue, which allows this method to
get the best overall signal-to-noise ration. Brain implants are currently being used, just in
clinical application, for example to treat parkinson’s disease patients. Or another applica-
tion currently used is to determine what happen to the brain after some type of injuries.
For example how are the specific areas damaged, after undergoing a stroke. This is an
overall common purpose nowadays, because of the riskiness. An exception are animals,
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implants are commonly used to measure their brain activity for scientific reasons. Some
brain implants are even used for BCI purpose, it is possible, but the big disadvantage is the
invasiveness, risk, cost, limited field of view (accessible cortex area is limited), and the no
less important environment deterioration over a time. Environmental deterioration means
that over a time brain creates a matter around the implant causing the impossibility of
further measuring, there will be too high impedance.

According to [19], these are the specific temporal and spatial precision of these methods.
EEG: spatial resolution (7-10 mm), temporal resolution (<1 ms)
MEG: spatial resolution (2-6 mm), temporal resolution (< 1 ms)
fMRI: spatial resolution (1-2 mm), temporal resolution (1s)

2.2.4 EEG, experiment

The data of an electroencephalogram experiment are gathered through special devices which
can measure the changes of potential on the outside of a skull. Therefore measuring via
EEG is an non-invasive method, which is big advantage. The changes are usually very
small, ranging from -70 to +100. Because they are so small device for measuring must be
placed properly so the data are not meaningless (good Signal to Noise Ratio). One of the
most important thing is the design of the experiment. Designing the circumstances, for
example person is just sitting and trying to lift and object, could bring us a lot more of
information about what is happening in the brain when this specific movement is being
planned or being executed, surely more than just measuring the date without these rules.
Another big advantage is that EEG is highly portable, for example against MEG, PET and
others where you need a specialised room for experiment.

Montages

When measuring the brain signals, montages are specifying how to place the electrodes
correctly. Some well known montages are 10-20, 10-10 or 10-5 systems. For example the
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10-20 system arrange electrodes relatively into increments of 10% or 20%, ensuring that
each electrode is relatively positioned to all the others. This makes experiments consistent
for every EEG study despite many different head shapes and sizes. In frontal part the
montage is based (start) on region called nasion (point between the forehead and the skull)
and on the back of the head there is inion (bump at the back of the skull). Surface between
inion and nasion is the area where electrodes will be placed.

Cleaning, Preprocessing and Filtering

Data from electroencephalogram (EEG) are very sensitive to any noise, it can be either
line noise from radio, or noise from beating heart (we are usually not interested in this
signal information). Therefore the data needs a special care at cleaning and preprocess-
ing. The noise in the recording can be classified into two classes ,non physiological® and
»physiological“.

Non physiological noise

Line noise (50Hz or 60Hz), this type of noise originate from the radio signal. It can be
easily removed from the data with bandpass (notch) filtering of the specific frequencies.
This incorporates with an minimal information loss, since we are interested in activity of
our ,thinking“ we are interested only in frequencies in 1Hz-40Hz.
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Bad setting of the electrodes, this can also cause problems, for example if one electrode
unstick from the skin. Poor grounding of the EEG is similar problem, when the channel
(electrode) have a high impedance, it can’t measure well.

Physiological noise

Eye movement artefact, ECG artefact, EMG artefact etc. these all are noise which came
from your body. It is not always easy to remove them, but number of useful methods are
available, for example Independent Component analysis is good for removing eye moving
artefact, Canonical Correlation Analysis is especially good for muscle artefact because of
the form of the artefact. ECG can be removed same as eye and muscle noise, or can be
removed based on recording aside cerebral, as a pattern [45].

As the brain activity is between 1Hz-40Hz, we usually remove higher or lower frequen-
cies so they are not considered as effective in classification. Removing is done by just apply
a bandpass filter.

Further Preprocessing

EEG signal has its standard formats, like edf, fif and more. Standard format guarantee
easier manipulation, meta infromation about the recording, even the epochs for ERP (Event
related potentials). So it brings us many advantages, unfortunately not all recordings are
in this format.

Many datasets are in a form of collection of csv files, these can be loaded into pandas
dataframe and or into mne format.
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MNE

Open-source Python package for exploring, visualizing, and analyzing human neurophys-
iological data: MEG, EEG, sEEG, ECoG, NIRS, and more. We can load edf, fif etc. to
mne object which automatically gives us a set of collection of methods such as PSD of the
signals, plotting topomaps, build-in ICA, convert to numpy and many more.

The goal is to build a classifier, so the format must adapt these requirements. Numpy
array is suitable as input so in the final data are going to be converted to numpy array.

2.3 EEG analyses for emotion classification

To tackle the problem of classifying emotions, people came with a typical pipeline for pro-
cessing EEG data. The gathering of EEG data, was described in the previous chapter.
The next step would be the cleaning and preprocessing the data, which is important be-
cause bad data means bad results. Cleaning usually means filtering and denoising (from
artifacts). Preprocessing addresses normalization, segmentation and the very important
feature extraction. All these processes are done to have a better and suitable input for a
classifier.

2.3.1 Cleaning
Filtering

EEG data as such do not need very high and very low frequencies, therefore is a good
practice to remove them. Brain activity is approximately from 1Hz-40Hz, but different
literature says different values. Sure the filtering depends on the application, for example
emotions, tends to leave most information in alpha and theta frequencies, on the other
hand there is motor movement classification which omits more of lower frequencies. Most

used type of filtering in EEG is just band-pass to fixed frequencies. This means that the
filter is specified via two values, which first is the minimum frequency and the second is
maximum frequency. If we use this filter on the data, they will be deprived of <1Hz or
>40Hz frequencies. The effect of this filtration can be seen in the picture 2.17.

In this example frequencies below 0.5Hz and frequencies above 34Hz are removed. In-
teresting peak can be seen on unfiltered data at 50Hz, this is not a natural activity nor bad
channel placement, it refers to frequencies used by radio broadcast. Successfully removing
these frequencies so they will not influence the future classification, and we will also get
better results. There is lot of different strategies for even better filtering like adaptive filters
and more, but for this case classical band-pass filter should be enough good.

Denoising

EEG data are specific type of recording burdened by error corresponding to noise from our
own body and also the non-physiological noise. Getting rid of unwanted noise is usually
done by a few methods that deal with different types of noise.

Eyes can generate a significant potential, which we measure, and which is not wanted.
This is called artifact, more precisely eye artifacts. Eye artifacts can be eye moving and
eye blinking both have specific pattern and their source is at the front of a skull.
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Figure 2.17: EEG data PSD after filtration

Another type of artifact is muscle artifact, it is due to muscle movement. We do not
want these artifact unless we are interested in the movement, motor control or any analysis
discussing the muscle movement. Maybe we want to measure just this (usually) noisy
muscle signals, so we can further use it as a training examples of a classifier, which goal is
to learn how to detect these artifact and remove them from original signal.

Denoising eye associated artifact can be done in number of ways, most popular is to use
Independent component analysis (ICA). ICA will create n components based on the data,
those components reflect the origin of potentials, there at least some of domain knowledge
is needed. By visual checking, we determine which of components are eye artifact related
and delete them. This process also loose some of the information, therefore is important to
remove really the noisy artifact component. If the component is removed, it is substracted
form each channel in original data. The example of running ICA on the data is shown in
image 2.18. Clearly visible, some components have activated parietal lobe, some occipital
and some frontal. Those in frontal, could refer to eye artifact, especially if the activity is
sharp and in the front of the head. In the picture 2.18, the ICA component number 15
looks like containing eye artifact values, therefore it is going to be removed.
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Removing the muscle artifact will be done with method called Canonical correlation anal-
ysis (CCA). This algorithm aslso has the non trivial math behind. First it computes the
correlation matrix and then a several math operations are applied, resulting in a muscle
artifact removal method, which outperforms the ICA at these muscle artifacts removal. The
complete description of this algorithm can be found in the original paper [[34]].

The application on noisy data can be seen in picture 2.19. Clearly it can be seen that those
that looks like sequence of spikes, which are muscle artifact, are being successfully removed,
hopefully not taking much cognitive information with them. Mark of success is that even
after removal, the relatively higher frequencies, for example in channel Fp2 or F8 were kept.
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Figure 2.19: Canonical correlation analysis results [32]

2.3.2 Preprocessing

Preprocessing is a stage of analysis process, in which we are again, trying to get better
quality inputs for our classifier. In other words, improving the quality of data, trying to get
maximum from our data. This refers to terms normalization, segmentation, and the very
most popular feature extraction, which will have an individual section.

Normalization

The normalization helps classifier to distinguish classes with less effort. Also tranforming
the inputs to have common scale. This helps especially when two columns, which are the
same importance. For example, education (if we encode education done into values 1-10)
and salary (ranging from 0-100000 and more), then the salary will have more impact on
the result, which is not something that we want. Therefore we normalize, in EEG most
used type of normalization is the Z-transform, also called Z-score. The methods formula
z = (z — p)/o, tells us something about the value itself, and also where it lies in the
distribution. This step is important because, after this all channels will contribute to the
classification result equally, otherwise they might create an unwanted bias.

Segmentation

In many applications data segmentation of the signal processing task such as automatic
analysis of EEG signal, is used to keep some information about time in EEG. There are
more types of segmentation, the most general type is about segmenting signal with fixed
length of chunk. For example the values are grouped by the 10ms interval, therefore if the
sampling speed is for example 500Hz and chunk size is 10ms, in every group there will be
5 records. From these 5 records we can for example extract features which will classify the
data better, not only because we are now classifying based on five time more data, but if
we classifying only one record there is no information about transition over time which is
no less important.
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ERPs

The recording of EEG is often based on so called ERPs, which stands for Event Related
Potentials. Experiments principle is that some stimulus is shown, or done to participant,
and then the brain response is monitored. Very useful and important experiment design is
we want to know the exact patters for some task. EEG is very noisy data, so ERPs strategy
is to record many trials over many participants, and then average the recordings over all
trials and all participants. This technique gives us way how to analyze the cognitive response
to the stimulus, and also the sensory response. Sensory response appear around 100ms after
the stimulus, if the time is shorter it could mean the superior mental performance on the
other hand longer time may mean that the person has limited possibilities. Sensory response
is hard-coded, it cannot be learned how to optimise this. The cognitive response doesn’t
share this characteristics, while learning or doing random things, the brain is trying to
optimise the pathways effectiveness. This is the reason why cognitive response can vary if
the person is taking steps to improve.

2.3.3 Feature Extraction: Source Localization

When measuring the EEG data, the only thing that we get is the changes of potential on
the surface of the head. There is no information about what is happening deeper inside the
brain. This question has no unique answer, it is an ill posed problem. Information about
what is the source of the signal that is measured on the surface, is the result of methods
called ,,Source localization“. Goal here is to localise the individual signal sources.

There are few well known methods, for doing such analysis. These methods are are
complex ones and will not be used in this work. Instead it is important to mention that
this analysis exists, and could deliver promising results. Methods for doing such analysis
are for example MNE (Minimum Norm Estimation), LORETA (Low Resolution Electro-
magnetic Tomographic Analysis), MUSIC or FOCUSS (Focal Under determined System
Solution). All of them has own advantages and disadvantages, the use is depend on the
task. Additionally there are hybrid methods and modification to previously mentioned
methods.
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2.3.4 Feature Extraction: Frequency analysis
Frequency bands

Frequencies occurring in human brain can be categorized into five main categories. Some-
times there is one additional category called Mu, which corresponds to motor functioning.
The lowest frequency band is the Delta band, it ranges from 0.5Hz - 4Hz and is associated
with stages of deep dreamless sleep, or coma. These waves usually occurs in the frontal
cortex. Theta waves can be found mainly in temporal and parietal lobe and they are associ-
ated with relaxed state. Theta band should contain information about emotion processing
as recent studies shown, so it is interest of this thesis. Alpha waves are mainly associated
with occipital and parietal. Detected in resting state with eyes closed. Alpha waves have
higher oscillatory energy than beta or gamma in both positive and negative emotions. So
they are too, more interesting for this thesis than higher frequencies or delta. Beta waves
are typically observed in the frontal lobe, but they can occur in a variety of locations.
Beta happens when the mind is active and focused. Gamma waves are found in variety of
networks (sensory or non-sensory). Gamma can observed durning multi-modal tasks, that
means that the task involves high level functions like reception, processing, integration,
transmission, and feedback.
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Figure 2.21: Different frequency bands [25]

Segmenting the signal based on dominating frequency band can be useful in further
classification. The most discriminating features should come from frequency analysis of
alpha and theta waves in the frontal and temporal lobe. Although these are the main areas
of interest, the classification will be done on whole spectrum, every lobe, just filtered with
bandpass filter 0.5Hz to 42Hz. If any of the lobe would contain more information, model
should re-weight autonomously.

Peak Frequency, Peak Power, Bandwidth

Peak frequency and peak power both omits information about time, therefore is lost. One
way to deal with this is to segment data for example to intervals of 10ms. Peak frequency is
about the highest frequency in the given signal, similarly peak power is about the frequency
which has got most power in given signal. Bandwidth talks about in which frequencies
the given signal is, this can be further controlled by setting a threshold or thresholds to
distinguish which frequencies will be tagged as present. These features will surely be used
and tested for they information value in question of classifying emotions.
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Total power, Spectral Edge Density

Total power could be used as feature and is calculated as the total spectral power in the
power spectral density. It is measured in decibels. Spectral edge density is the frequency
under which 90% of signal power is. Both could be used as features, if this is only one
additional input for each, adding them could lead to better results without increasing
computation complexity significantly.
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Figure 2.22: 90%

SEF method can be changed to any percentage resulting in differently valued results.
Predicting that the SEF with higher values could be less informative, because emotions are
happening more in lower frequencies.

SEF features for 8-15 Hz
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Figure 2.23: 50% and 95% [20]

Absolute and relative power

Value that represents power of certain frequency band independently of the other bands.
This is called Absolute power and it is computed in Decibels. In the picture 2.24, we can
see two channels and corresponding absolute powers of frequency bands.
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On the other hand Relative power is using percentage instead of absolute value. The
formula for calculating relative power is just the result from absolute power divided by total
power and then multiplied by hundred, so it gives us a percentage.

Both of these techniques are valuable for classifier, amount of usefulness could be altered
by adding different time information. For example calculating Absolute/Relative power in
differently sized windows. Granularity of this solution is partly a trade of with accuracy.
Future testing of this feature will be done and the appropri