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ABSTRACT

In this thesis, an approach to automatically deifermation about land cover from the
remotely sensed data is presented. The data iatatjpn was done with classification
process and performed in software eCognition Deexlo The Object-based image
analysis, which assignes the classes - for exatapke cover types, to clusters of pixels
(=objects), was used. For the classification, potelwf two different data sources were
combined - the orthophotos generated from aeriageny and Normalized Digital surface
model derived from LIiDAR data. Five types of lanalse elements were identified and
classified.

ABSTRAKT

V této praci je popsan postup pro automatickoulaeterajinnych prvki z dat psizenych
bezkontaktnimi dalkovymi metodami. Tato interpretadat byla provedena v softwaru
eCognition Developer prasidnictvim procesu klasifikace. Pro klasifikaci byguzita
matoda obektay orientované analyzy, kter&ld data takovym zfisobem, Ze ififazuje
informaci o gisluSnosti k gjaké #ide, nagiklad krajinnému typu, skupinam pixel
objektim. Klasifikace byla provedena se gasnym vyuzitim produkt dvou iznych
mapovacich technik - ortofot fimenych z leteckého snimkovani a normalizovaného
digitalniho modelu povrchu, ktery byl aan pomoci LIDARU. Bylo identifikovano a
klasikovano pt typa krajinnych prvk.
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1. INTRODUCTION

The products of the remote sensing surveying metlaod currently widely used. In
comparison with the classical terrestrial surveymegthods, these allow to scan large area
of the Earth's surface in short time and therefoepresent source of up-to-date
information, which would be otherwise hard to obtaising classical methods. Remote
sensing methods' products are used not only foexpéoration and research of the Earth's
surface and atmosphere but also in city plannirguabanism, city modelling (creation of
3D building models), monitoring damages after devas monitoring illegal construction
activity or vegetation.

There are many methods, principles and differestriments such as camera, laser
scanner, radar and laser altimeter, used for rersetsing. Depending on the chosen
instrument, the data have specific characteristiod so their strong points and weak
points. To improve the final products, the comhboratbof different data sources, in which
the strong points of involved data sources shoelgreserved, started to be used for data
interpretation.

The data obtained by this technologies form in mcases a two-dimensional
representation of the scanned area. Before thepsow, this representation usually does
not provide the information about the scanned dbjelto get the information about what
the data represent, the data need to be interprétedhis the image classification is used.
The main idea of classification is to ascribe atefs in the digital image into some land
cover type (or class). The classification of imagas be done visually or in specialized
software, which enable the analyst to automatizespeed up this process.

In this thesis is presented an approach to clafisgyremotely sensed data using the
Object based image analysis (OBIA), which classiftee image on the level of clusters of
pixels. The combination of high-resolution imagand the laser scanner data is used for
the investigation. The classification is done ia fioftware eCognition Developer.

In the next Chapter 2 remote sensing technologgas®r scanning, photogrammetry
and their basic principles are described. The esipha put on the technologies which
products are used in the investigation part of tinesis - Digital terrain model (DTM) and
Digital surface model (DSM) from airborne laser rsoar system (light detection and
ranging - LIDAR) and orthophotos derived from akrmagery. The idea of data fusion
from different remote sensing technologies is disoussed.

Chapter 3 deals with the process of image classific using the specialized software
and with different methods, which are used forweg of land cover information.

Some information about the software eCognition.cvlwas used in this approach, are
given in Chapter 4. The used terminology and thef mrinciple of classification in this
software is explained as well.

In the next Chapter 5, the investigation and evalnaof the outcomes is presented.
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2 .REMOTE SENSING

Remote sensing technologies obtain data about gectofEarth's surface) from
distance - the instruments or sensors are carneplaiforms and are not in contact with
the target object during the measuring.

A lot of definitions of remote sensing can be foumditerature: for example in [6]

"Remote sensing is the measurement and recorditigeoelectromagnetic radiation
emanating from the Earth's environment (surface ammidosphere) by sensors mounted on
a platform at a vantage point above the earth'seue."

Or according to International society of Photogragtrmand Remote sensing (ISPRS)
[20]:

"Photogrammetry and Remote Sensing is the agnsei, and technology of obtaining
reliable information from noncontact imaging anchet sensor systems about the Earth
and its environment, and other physical objects gmwdcesses through recording,
measuring, analyzing and representation.

Three distinctive groups of techniques dealing wiitd processing of different non-
contactly obtained data are included in this chagtkese differ in the methods they use
and provided outcomes:

* Remote sensing technologies which concentrateseomterpretation of data.

« Photogrammetry - uses mathematical principles focgssing and reconstruction
objects in 3D.

e Laser scanning - also results in 3D representaifoobjects, also the information
about measured objects can be gained, using thesity data from laser scanner.

The obvious advantage of these methods of dataatimh over the classical surveying
ones is, that they are able to scan a huge arg#oi time and therefore can be efficiently
used for monitoring, mapping and 3D modelling. Tfaature makes these technologies
very popular due to the development of Geographiorination Systems (GIS) and
increasing demand for up-to-date accurate geos$petiarmation. Areas which are
difficult to reach for with traditional geodeticdeniques can be mapped as well.

Commonly used platforms in remote sensing dataisitiqun are aircraft, satellites and
unmanned aerial vehicles (UAV). Many different type instruments or sensors such as
camera, laser scanner, synthetic aperture raddtispactral and hyperspectral scanners
and laser altimeters, can be mounted on thesepiagf

There are several satellite systems in operatiahayto which collect imagery
continuously - for example LANDSAT (Land Remote-Sieig Satellite) system, SPOT
(Systeme Pour I'Observation de la Terre), IRS @ndRemote Sensing Satellite), NOAA-
AVHRR (National Oceanic and Atmospheric Adminisoat - Advanced Very High
Resolution Radiometer), RADARSAT (Radar Satelli®Y/IRIS (Advanced Visible and

11



Infrared Imaging Spectrometer) and MODIS (Moderatesolution Imaging
Spectroradiometer). [19]

In the first section 2.1 of this chapter is giveweay brief summary of the history and
development of the remote sensing data acquisitiethods. The basic outline of the
physical principles on which these technologies kaofollows in subchapter 2.2.
Afterwards a procedure of image processing is destr Several approaches with the data
fusion from different remote sensing data sourgespaesented in 2.4. Since this thesis
deals with the combination of the products of aingolaser scanning and aerial imagery,
both techniques are described in their own subehng@5 and 2.6. The last subchapter 2.7
summarizes advantages of this kind of fusion aedptlevious works dealing with similar
approaches.

2.1. History

One of the first steps towards the concept of attjom of data remotely were taken
during the 19th century - with the invention of pdgraphy (the first aerial photograph was
taken in 1858 from a balloon) and discovers in tebmgagnetic radiation. Aerial
photography was used during the First World War rfolitary and afterwards also for
civilian uses such as cartography, geology, aguoceland forestry. During the Second
World War the photogrammetry development went oth te infrasensitive instruments
and radar systems were developed. The 1950s bralgy®iopment of high-resolution
imaging radars and in the 1960s, sensors begam ptabed in space. As the opening of the
modern era of spaceborne remote sensing can beschtrk year 1972 with the program
ERTS (Earth Resources Technology Satellite) by dwali Aeronautics and Space
Administration lately renamed Landsat-1. [34]

2.2. Physical principles

The main value, the remote data technologies woitk, ws the electromagnetic
radiation (EMR) which is recorded using sensorscokding to [6] Electromagnetic
radiation is a form of energy transferred from diaeget to another through space and
media."

EMR is not used in these methods in its whole spetsince some wavelengths are
influenced by atmosphere so, that the radiatiomagpass threw it significantly. The main
regions (or windows) of electromagnetic spectruraduim remote sensing are highlighted
on Figure 1 and described in detail in Table 1. [6

12
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Ultraviolet X-ray region and visible region. It is largely deaed by
0,30-0,38um . . . . . .
(UV) atmospheric particles, thus is not readily usedeimote sensing
having very specialised applications.
Narrow, but well-used region since the short wawgles are of
- high frequency and high energy. Comprises the tladditive
Visible 0.4-0,75um primaries: blue (0,4 - 0,Am), green (0,5 - 0,am) and red (0,6
0,7 um).
Near infrared Start of the region beyond the red wavelengthse ltike visible
0,75-1,5um o . .
(NIR) region, it is frequently used in remote sensing.
Middle Comprises two main portion: shortwave infrared (8VL,5- 3,0
. um) and MIR (3,0-5,um). MIR radiation measured by sensors
infrared 1,5-5,0um . ; . L .
comprise a mixed signal of reflected solar radratamd radiation
(MIR) . :
emitted from the earth's surface.
Thermal Comprised of long wavelengths of lower frequency #rus lower
. 5,0-15um energy. Much of the thermal infrared signal is cosgd of emitted
infrared (TIR) L ,
radiation from the earth's surface.
Longest wavelengths used in remote sensing. Passn®te
sensing is difficult as wavelengths have low energyg some
Microwave 1mm-1m sensors that record microwave radiation in thisioeggenerate

radiation artificially and measure radiation backtered from the
earth.

Table 1 Main regions of electromagnetic spectrum uskin remote sensing [6]

Each of these regions has different characterjssosit is suitable and used for
different purpose. For example the infrared regian be used in geology and thermal
region for monitoring the heat - from industriatigity or fire and for animal distribution

studies. [19]

The EMR used in remote sensing comes from natachbatificial sources. According
to which of these sources is used for measurirggsyistems of remote data acquisition can
be divided into passive and active. The passivéeBys use only natural sources and the
active ones emit artificial radiation on their own.

The sources of natural EMR used in remote sensm@an and the terrestrial objects
on the Earth's surface. Every object with a tentpegaabove -273°C (absolute zero) emit
EMR. The sensors can measure the radiation entoftédrgets on their own (Figure 3 (b),
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e.g. thermal infrared and passive microwave sepsorshe backscattered sun radiation
after interacting with the targets (see Figure B €ag. airborne cameras, photoelectric
detectors). Objects on the Earth surface intewétbtthe coming electromagnetic radiation
in a unique way according to its physical, chemarad biological properties.[6].

There are three types of interaction between
electromagnetic energy and the target: reflecti
absorption and transmission (Figure 2). The amo
of reflected energy and in which part
electromagnetic spectrum it was taken depends
the properties of the material. The descriptiothef
amounts of energy reflected in particular parts
spectrum is characteristic for different materig|
This response patterns (or signatures) are useg
interpretation of remotely sensed imagery usi Figure 2 Interaction between
computer software. [19] electromagnetic energy and target [19]

Light Source

reflection

absorption transmission

In active remote sensing system the sensor prodtidés artificially. Afterwards, the
backscattered radiation is recorded - Figure 3 Ttpse are for example radar (radio
detection and ranging), which emits pulses of tamhaat microwave wavelengths, and
LIDAR (light detection and ranging). LIDAR producdise pulses of laser light. These
systems allow to record the time difference betwamiiting and receiving the radiation so
the distance of targets from the sensor can berdeted.

3
Atmosphere L.
Atmosphere o Y
i 0 Pan) &
¥ o
SRS
-l SO
o @
Q Ay

(c) An active system using artificial EMR
(a) A passive system using the sun as the (b) A passive system using EMR emitted from a sensor (source) that Is back-
source of EMR rhu! is reflected from the from the earth's surface (source) and scattered from the earth’s surface and
earth’s surface and recelved by the sensor recelved by the sensor received by the sensor

Figure 3 Common remote sensing systems [19]

Below in the Table 2 is simple taxonomy of remaessng systems.
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Pasive systems .
— Active systems
. Thermal emission
Reflected sunlight - - — - -
Infrared Microwave (radio) Visible/IR Microwave (ra dio)

= .
g Radar altimetry
g Thermal infrared Passive microwave Laser _
T radiometry radiometry profiling Microwave
S scatterometry
P
o Aerial photography Real aperture rada
g B _ Thermal infrared Passive microwave _
g V|S|b|§/ne§r infrared imaging radiometry Synthetic aperture
= imaging radar
g
S Ultraviolet backscatter| Thermal infrared Passive microwave Lidar
3 sounding sounding sounding
n

Table 2 Taxonomy of remote sensing systems [34]

Table 2 - explanation of terms:
"Animaging system measures the intensity of radiation reaching iadsinction of
position on the Earth’s surface so that a 2-D pietaf the intensity can be constructed.
A non-imaging system either does not measure the intensity of radiat@® does not do
so as a function of position on the Earth’s surface
A sounding system (“sounder”) measures the intensity of radiationgmovide
information about a particular property as a furatiof height in the atmospher¢40]

2.3. Image processing

The data from sensors form in most cases two-dimoeakrepresentation of radiation
intensity distribution (imaging system). These date normally digital and therefore can
be directly analysed in computer. Image processingpplied to raw data in order to
extract information, using the values of radiatéonl spatial context. [34]

Image processing usually involves several stepk [19

* Image restoration - correction and calibrationmeéges, registration in a coordinate
system (georeferencing).

* Image enhancement - modification of images - torowe and optimize their
appearance, it is an important step for visualyasisl

* Image classification - interpretation of images ethis usually done in specialized
software, this thesis focuses on this part of imaigeessing, is more discussed in
the following chapters.

« Image transformation - mathematical processingpiad to raw data and new
imagery is derived

15



Digital Image Processing's applications are useadnly for the processing of remote
sensing imagery, but in many other areas too example in medicine, surveillance and in
astronomy. [16]

In recent years, there have been two trends inatlighagery - the increasing amount
of produced data with broad range of different k&suns and also establishments of
programmes and systems using imagery for regularegs of Earth's surface. These
regular surveys were supported by releasing datlisuch as the Landsat, SPOT and later
IKONOS (1999), QuickBird (2001) or OrbView (2003vhich obtain a huge amount of
imagery data and allow to study Earth in globd]. [5

When dealing with remote sensed imagery, the teesolution often appears.
According to [14] in case of remotely sensed datar ftypes ofresolutionshould be
considered:

» the spectral resolution (interval of the wavelesg#corded by sensor),

» spatial (what area on the ground is representezhbypixel),

» radiometric (the number of possible data files galin each band),

« temporal (in the case of satellite imagery - hoteis particular area scanned).

2.4. Data fusion

Different techniques of remote data acquisitionvfates various characteristic data
sets with specific strengths and weaknesses froen pérspective of processing and
applicability. This fact led many researchers tperkments in combining different data
sources in order to get the best of involved tetdgies, improve the final products and
increase the amount of gained information.

The fusions of different kinds of imagery were istigated - for example high
resolution panchromatic images and highspectralgesa or IKONOS images and
multispectral images - more examples with refersrioeresearch papers can be found in
[44].

The combination of the imagery and laser scannir \@as found highly advantageous
to several applications - this issue is more disedsn Chapter 2.7.
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2.5. Airborne laser scanning (ALS)

Laser scanner is an active sensi
system, which uses the Ilaser bes @ aps

\
(Wav_elength |.n the range 0.8 - 1.'56]) for ’____m @,MLK**“
sensing. In Airborne laser scanning syster @ LadefF fagner > oy

yaw

the laser scanner is mounted on an airci
for ranging.

There are two main methods of las
scanning in range measuring - using t
pulse laser beam (the majority d
instruments) or continuous laser beg
(continuous wave lasers). g,

The laser scanners enable one Figure 4 Airborne laser scanning[18]
determine 3D positions of a great number or
points in short time (point clouds are generatétle points are measured gradually in the
regular grid (horizontal and vertical angle of pardar points is given), the density of
points depends on the flying height and on the type the setting of the instrument. The
distance between the instrument and the indivighashts in pulse system is estimated
using time of the flight (TOF) of the beam. TOF negents the time difference between the
moment of emitting the light pulse and the recajviits backscattered echo. Some
instruments record more than one echo from oneteunulse - these are called multi-
echo or multiple pulse laser or also full-wavefotlDAR system. Recording of more
echoes is very useful for mapping areas where akwebjects emerge in the path of the
beam - for example forests.

During the measuring, the optical beam is movedsscthe flight direction (using for
example oscillating mirror, Palmer scan, glassrébeotating polygon, ...) and the motion
forward is done by the airplane. Depending on whichnning mechanism is used for
sensing, different scanning patterns are produzegdg, parallel lines). [42] Since the
scanners determine positions of points relativelythe position of the scanner and the
instrument itself is in a constant motion, the Adytem includes differential GPS (Global
Positioning System) and Inertial Measurement UiM). These monitor the position of
aircraft continuously and make the transformatidérthe measured point clouds to the

known coordinate system (process know ’T\‘/IQATERIAL REFLECTIVITY
geocoding) possible. The ti & Vit oaper up to 100%
synchronisation of all the devices is neede S now 80-90%

Besides of the position of the points, t & hite masonry 85%
laser scanning system register the inten iIE‘Y}nestone, clay up to 75%
of backscattered energy from the targets t0§sciquous trees typ. 60%
The reflectivity differs depending on tHe:gniferous trees typ. 30%
materials and colour of the targets (examplegncrete, smooth 24%
see Table 3) and the used wavelength of the

Table 3 Reflectivity of materials
laser beam.

17



This information can be used for improving theefilhg and classification of data and
land cover. Several approaches to use these ityersues for land cover classification

were made - for example [39]

Since in this thesis investigation the Digitairén model and Digital surface model
generated from laser scanning data are used, ¢hateln model generation is outlined in
section 2.5.1. In 2.5.2 the common applicationaidiorne scanner systems are nhamed. In
the last section 2.5.3 are summarized the charsiiterof LIDAR data in perspective of
the potential advantages and disadvantages comfmadada from imagery.

2.5.1. Generation of elevation models

The process of elevation model generation from LiDAata is illustrated on the

Figure 5.

By combining the data from the laser scanner, GR® IMU, the coordination of
points in WGS 84 are calculated and subsequerdlystormed to the local coordinate

system (Map projection)
Subsequently, the point cloud
are sorted out - during thig
process the ground points a
separated from buildings an
vegetation. Filtering is applied td
eliminate the wrong ang
redundant points. In order t
reduce the amount of obtaine
data and a speed up the followir]
processing of modelq
(interpolation and visualisation)
the number of points is narroweq
For generation of DTM, DSM
and city models special posi
processing  software  (whick
enables filtering, interpolating
programs) are used. Quality ¢
product depends on software us
for processing.

POS Data
|DGPS, MUY

Ranges Calibration Data
and and
Scan Angles Mounting Parameters

Figure 5 Processing steps for laser scanner dataZy

X, ¥, Z in WGSB4

Lat., Long,, H in WG584

Laser Points

or

Map Projection

Sorting

Filtering .

Rasterizing L L
and LRy
Thinning Cut
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2.5.2. Applications

Data from airborne laser scanner systems are usptemty of applications in which
the rapid acquisition and precise 3D informatiom meeded:

* mapping of objects with predominant one-dimensiooads, railway tracks,
waterway landscapes, electrical transmission limed pipelines), costal areas,
snow- and ice-covered areas

* monitoring of costal areas (changes, erosion),iglanonitoring, forest borders,
growth monitoring in precision farming

» generation of elevation models (DTM, DSM) and 3y anodels

* rapid and damage assessment

2.5.3. Characteristics of LiDAR data:

e LIDAR is an active system so the data it providesndt depend nor are influenced
by radiation of Sun.

* Not only the top layer of Earth surface is scanfiddew small openings between
trees, the ground under them can be mapped. Sothe sf/stems register multiple
echoes and from one emitted pulse can be thannedtanore points in different
distances from device.

* Points are taken in a grid, so the laser beam ¢denpointed directly on the edges
of objects.

* The laser scanner data are well suited for momi¢gothe changes on the Earth
surface over time (e.g. monitoring of illegal constion activity and damages after
natural disasters) - data from different dateslmmmediately compared.[11]

2.6. Aerial imagery

The acquisition of aerial imagery is passive sepgathnique (2.2). The reflected
electromagnetic radiation from Earth surface iooréded and since particular land covers
interact differently with particular wavelengths ellectromagnetic spectrum, distinction
between land cover types is possible.

The orthophotos are obtained by processing of cadrtaerial photography and
elevation model. Therefore, the overall accuracylesived from the image resolution,
camera calibration and orientation and from elewatmodel. Nowadays, the overall
accuracy of orthophoto depends the most on theacgwf elevation model. [4]

Formerly, the dense DTMs/DSMs used for orthophaote@ssing could be obtained at
low cost only by aerial photogrammetry, so thesethe traditional elevation models used
for generation of orthophotos. These days also I[RDAvhich has higher resolution and
can improve the quality of orthophoto, is used[4nthe use of different elevation models
is compared.
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The orhophotos are derived using the traditionalabhghotography, so the first
section 2.6.1 deals with some basic facts abosittézhnique. In section 2.6.2 the principle
of orthorectification is explained and in 2.6.3 tgplications of orthography are named.
The last part 2.6.4, similarly as in the previousbchapter, summarizes some
characteristics, advantages and disadvantages iofdttaset in comparison with the
laserscanning one.

2.6.1. Vertical aerial photography

The vertical aerial photography is taken with spkeoed cameras. These are mounted
on the aircraft and gyro stabilized in order toyspminted down at the Earth surface.
Pictures are taken in lines with an overlap of hbauring photos of 60- 80%his overlap
enable the surface to be stereo viewed. If more tre line is needed for mapping the
target area, the neighbouring flight lines are makath an overlap 20-30%/lhis should
guarantee that no gaps would be present in targat 88]

Before the aerial flight, the Ground Control Poi(fBCP) need to be established. The
coordinates of these points in reference coordisgséem are known. GCPs are identified
in image coordinate system and are fundamentakrdosformation of data to a reference
coordinate system (= georeferencing).

Because of the irregular surface of the Earth, ithagery needs to be rectified
(corrected to represent planar surface). The dSpetype of rectification is
orthorectification. [14]

2.6.2. Orthorectification

The images obtained by aeris S—
imagery provide a perspective imag x
of reality. In the perspectivg
projection all the projection rays pag 4.H+ Relief displament

a common perspective center - Perspective image
camera focal point. The
orthorectification changes thg O\
perspective projection of the image 1 "\‘

orthographic - with the projectiorn "\
rays parallel and perpendicular to th ‘
plane of orthophoto. [29]In the
orthorectified image, every point i AN
displayed as being observed along ‘

line of sight that is perpendicular t —\
the Earth. [14] This perspectivness )

the vertical images causes that t
objects, which are placed in the san~

Orthoimage

Terrain surface

\
Datum plane “_[

Figure 6 Perspective and orthographic image geometi27]
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point but at different height, are also projectedoadifferent positions. This phenomenon
is called relief displacement and affects negajivile spatial accuracy of image,
especially in the case of big differences in heigfthe relief displacements are higher
when the high of the flight is low and increasesands the edges of images. [29]

Because of the relief displacement, the scale sa@oss the image. Objects with
lower elevation are represented at smaller scad@nmhile the object at higher elevations
at a larger scale. The orthorectification changesposition of the pixels on the photo so,
the resulting image has a constant scale. Religlatement and the effect of high
differences are eliminated. [38]

The orthophoto rectification is done by reprojectiothe rays from the image are
reprojected onto a model of the terraiie reprojection can be done in two ways: forward
(project the source image onto terrain) and bactvpaojection (project the pixel onto the
output image to the source image). [29]

In case of larger orthophoto project, which requimgre than one picture, mosaicking
needs to be applied to put several source imaggsher. According to [29} consists of
several steps:

» seamline generation - generation
lines, which illustrates the border
between images,

e colour matching - the colour
characteristic should be the same f
images near seamlines, so the posit
of the seamlines is not recognizable,

» feathering - makes a smooth cut to hi
the remaining difference,

° dOngng B removes radlometrl NSNS EEEEEEEEEEEESEELS
differences. I i 7 7 7 7 777

Figure 7 Forward and backward projection [29]

True orthophoto

The conventional orthophoto cann(
display correctly rapid changes in elevatio A
because some of relief displacements, wh a
are so large that effect and hide the obje
behind them. The true othophotos restore
hidden objects. For the restoring of obscur
areas pictures of the same area from differ
stations can be used. [29] /

S~ S
Hidden Hidden

Figure 8 Obscured areas[29]
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2.6.3. Applications of orthophotography

The first orthophotos were produced in 1960s, butfirgt the production was
expensive and time consuming. It was processedobygab methods and equipmenYith
technical development these methods were graduegiiaced by computer processing.
[38] Traditional analog photography was replaced bytaigihotography.

Nowadays, the processing software became affordaidethe georeferenced digital
aerial imagery is more available too. The orthopkottan be generated almost
automatically, so the production takes short time & relatively cheap. Data can be
acquired frequently and after processing the ugati@ information is available.[4]

Since the resulting product of orthophoto is initdigform, it can be easily integrated
into GIS. The orthophotos are used in cartogragmyironmental monitoring and city
planning. There is demand for orthophotos alsooasenient source of actual information
for commercial web location services. [4]

2.6.4. Characteristics of data

» The edge points of objects are visible.

* Only the "top layer" of the Earth surface is releal (trees - canopy).

» Passive solar system - on images can be shadowscalhudions present.

» Itis necessary to process transition of the 2 dsimal images into 3D space.

» The data from imagery are not as convenient foritnong the changes as LIiDAR
is, two images taken in a different time can hawkem@nces caused by geometric
mismatches between them or errors in the datangtar momentary differences
within the vegetation caused by wind directiono-nsany "false changes" can be an
be interpreted.

2.7. Fusion of LiDAR data and imagery - advantages
and previous uses

As was already mentioned in 2.4, among the appesach the fusion of data from
different sources, the combination of the imagergt lnser scanner data was found highly
advantageous. This is probably because where orieeofechnologies lacks, it can be
compensated using the data of the other techndogye two technologies complement
each other well.

Light Detection and Ranging system (LIDAR) provida®cise 3D coordinates - in
contrast to imagery it provides direct 3D positioimdormation. On the other hand, the
horizontal precision is often worse than in theecakimagery. The boundaries of objects
provided by LIDAR are not the actual ones, becautl this technology the points are
taken regularly in the grid independently on thsifion of objects. [22These edges can
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be obtained from aerial images to improve objeetpsls provided by laser scanner data.
[28]

The disadvantage of using only aerial images toaekbuildings, lies in the presence
of shadows and occlusions and in necessity to featise two-dimensional images to 3D
space. It scans only the top layer of the Eartfasar LIDAR enables to map the ground
under the trees.

LIDAR provides good vertical accuracy while with agery good planimetric
accuracy is achieved. [22)ccording to [36] there are three problems wheres th
combination of data is the most beneficial: buididetection, roof plane detection and
determination of roof boundaries.

A lot of papers was written on this topics usinffedent methods and software - this
method is often used for the 3D building extractidior example in [9], [22], [25], [35]
and [45].

The combination of data from laser scanner and fisgeetral imagery was also tested
in close range applications - for example for miglof building facade [7jnd for

geology.
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3. IMAGE CLASSIFICATION

With the process of image classification the indiial pixels in the image are assigned
to classes in according to their characteristiegyliitness, colour information, ...). These
classes represent the types of land cover thabappéhe image. The classification is done
via image classification algorithms.[16]

The classification process within the specialisefiware is usually divided into two
steps. At first is a set of criteria for sortingethixels into different classes is created and
after that the classification of all image pixeddone following this set of rule$his set of
criteria or signatures is gathered and the decisida - mathematical algorithm - is
formed. The process of making a decision rule carsipervised or unsupervised (see
subchapter 3.1). [14]

At first the pixel-based methods dominated the leoder classification, but in recent
years it started to be replaced by object-basechadst The idea of object-based
classification dates back in 1980s, but due to ffitcsent technological tools and
computing power it was not fully developing untd90s. The development of this method
was triggered by two factors - the progress in @&&hnology - most importantly the
compatibility of raster and vector formats, and thg release of object-based image
analysis system eCognition in early 2000s, whiaught this method to broader audience.
[2]

The popularity of this software inspired the riseanother similar software - such as
Feature Analyst, SAGA, Envi Feature Extraction &ndas Imagine 9.3. [5]

In the pixel-based method the affiliation to clessssigned to every pixel separately.
This method is still successfully used in a lotapplications, but it has some drawbacks
and limitations which are tried to be avoided bingobject-based method.

The object-based classification analysis (OBIA)gsshe information about class to
objects (clusters of pixels), which is closer tor gicture of real world. Object-based
methods allow use of spectral and contextual in&tiom for identification of objects.

In the first part 3.1 of this chapter, a more dethidescription of the differences
between supervised and unsupervised classificasiaggiven. The next two subchapters
deal with the two methods of classification: pixe#tsed (subchapter 3.2) and object-based
(subchapter 3.3). Since this thesis focuses orcbbgesed classification, the subchapter 3.2
is written with an emphasis on the drawbacks of ghel-based method which make
OBIA more successful.
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3.1. Supervised and unsupervised classification

In view of the amount of user's employment in tlassification process, the methods
are divided into "supervised and "unsupervised".

In the supervised approach, the user has to igestdmples ("training sites") of
classes that s/he wants to be distinguished imthge. The software afterwards develops
the statistical characterization of the reflectaforadentified classes. The pixels are than
assigned to the class with which they have the siostar characteristic. [18]his method
usually needs the analyst to be familiar with typeknd cover that are present in the area.
[14]

The unsupervised classification is done by spesdlsoftware without involvement of
the analyst in the choice of training sites. Théveare does the classification itself and
specifies the parameters of particular classeenfdirds analyst attaches meaning to the
classes. This classification is based on the grmspiof pixels in the image and is
sometimes called clustering. [18he pixels in the class should have similar charatic
and different classes should be well distinguisii&].

3.2. Pixel - based classification

The pixel-based classification assig
information about class to particulg
pixels. As was mentioned in the beginnif
of this chapter, the pixel-base
classification is being replaced by objeq
based. This was caused by the increas
dissatisfaction of this method by user
[5]

Fisher in [15] points out, that ther
are some risks, which should H
considered, when working with pixel as Fig“reé’;’/g‘fﬁ;fg?C‘;"risa‘:'ig‘;ﬁgﬁ]”;g;g[;‘ the lain
unit for analysis. During the analysis Is
each pixel assigned to some land cover type tholheglEarth surface does not consist of
rectangular homogenous units. The pixels, whichtainrboundaries between land cover
types (or objects smaller than pixel size) canmoaalysed easily, because these could be
assigned to more than one type of land cover. fHsiglts in mixed pixels phenomena.

Another drawback of pixel-based method in compariatth OBIA is emergence of
'salt and pepper effect’, which develops from tw#, fthat pixel based classification cannot
work with texture of objects. [5]

One of the main limitation of this method is théatee scale (size of pixels x size of
objects), which became a problem with increasingtiapresolution of remotely sensed
imagery. [5]
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g :

20m pixel 5m pixel 1.25m pixel

Figure 10 Pixel-based classification, relative scal[5]

With such data resolution as the pixel size wassayaor similar to the size of objects
of interest, this method was sufficient. When tasotution became higher, though, more
objects needed to be made of several pixels. lur€idg0 Pixel-based classification,
relative scale Figure 10 above can be seen thdteirsituations (a) and (b) the choice of
object-based of pixel-based method would not imftigethe result much. In contrast in
case of high resolution (c) the OBIA approach isrenadvantageous. [3)Vhen the
classified object is much larger compared with phesl's size, some of the pixels can be
classified wrong.

Some of the object-based image classificationsaiest the pixel-based ones, using as
a spatial scale of the object instead of pixel (theximum likelihood classification
algorithm, fuzzy classification). [2]

3.3. Object based image analysis (OBIA)

In [33] the OBIA method is summarized as:

,,OBIA, some researches called GEOBIA (geograptbgea-based analysis.), is a
knowledge-driven method, whereby spectral, morplracneand contextual diagnostic
features of an object can be integrated based @ertXknowledge. It allows the user
incorporating both spectral information (tone, cotp and spatial features (size, shape,
texture, pattern, relation to neighbouring objectshich is similar to human visual
interpretation from images."

The information about objects on th
Earth surface is not only in th
characteristics of the pixels, but also
their mutual relationships - such 3
information about texture and shap
These can help in classification of th
images. When the spectral informatidg
(tone, colour) and spatial informatio
(size, shape, ...) is included into decisi{ |
process, it is more alike to the way ho| Figure 11 Object-based classification used in thednd
the people interpret the images. Cover Man 2000 (the same area in Fiaure 10)2]
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A lot of studies, which confirmed the advantageusing this contextual information
were done - for example [5], [9], [23] and [32].

In [32] is stated that OBIA (in software eCognition) hasofnponents which are not
used in pixel-based approach:

« the segmentation procedure - crucial for OBIA asigly

» the nearest neighbour classifieassigns each object to its closest class in feature
space

» the integration of expert knowledge - the nearesighbour classifier and
membership functions (classification according #@éc shape, textural
characteristics and relationships between neighbgubjects) are integrated, the
probability of belonging to some class is computed,

» feature space optimizationuser chooses which feature space bands should be
analysed, these are afterwards sorted based oefficeency of separation the
classes

In study [32]is described a classification of land cover usimggery from ICONOS
in eCognition. The comparison of accuracy of OBI&eo a pixel-based method is

on the accuracy of classification.

The process of image segmentation results intsidiviof an image into homogenous
clusters of pixels, which would represent the bauias$ of objects.

There have been hundreds of segmentation technidefsed, probably for the
reason, that there are many types of imagery wathety of landscapes and no single
method was right for all the images so far. Thesxena lot of attempts to classify this
methods - a summarization of these can be fouri@lih In this study the classification
regarding the used mathematical approaches ismiegse to the methods using classical
or the fuzzy mathematic.

Good characterization of some segmentation algostitan be found in [8]. This
paper describes and comparestibandary-based(detect boundaries) andgion-based
(locate objects according similarity of pixel felas) algorithms.

However, if the scale of the all objects we wanbéodistinguished in the picture is not
the same, it is possible to use several differeates for the segmentation (tree x forest).
This is called "multiscale segmentation / objetationship modelling". [5]

One-level reflection (utilizes only one level) isfficient if in the image prevail
homogenous geographic features. More complex imagegh do not have distinctive
boundaries, can be better reflected by multi-ssalgmentation. The hierarchy of levels
can be created - the first level with largest otgempresents only basic landscape
elements. The second one is more aggregated aststsoof objects at mapping level. [25]
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OBIA builds on segmentation, edge detection, featxtraction and classification
from pixel-based approach.[Hevertheless the results it provides are more redse than
the one from pixel-based approach from severalaspe

It provides a connection of the concept of imagalysis and vector-based Geographic
information System (GIS), which are often objed&ted. The results are in vector format
and can be directly used for spatial analysis. [5]

Object-based classification can achieve betterracgun comparison with the pixel-
based because of the risk of misclassifying indigldpixels is reduced. By focussing on
the real-world objects, maps produced in this way he more recognisable and can be
directly used for analysis. The analysis does mail evith the mathematical relationships
only, but is more about understanding the landscfije

At first, the focus in the OBIA development was thie software and algorithms to
enable user to extract the objects. Later, therpaation of geographibased intelligence,
which would arrange appropriate information to bsigned within a geographical context,
was considered. The latest phase of developmedirgsted towards the automation of
analysis[5]

In [5] a lot of examples of the studies about aapion of OBIA can be found. In this
paper the result of the analysis of publicationguabmage classification is presented. In
the graph below - Figure 12, the sharp increasesafje image segmentation techniques
and the usage of term OBIA can be observed. Sontieeofilestones in its development
are showed in this image.

According to [5] the success of OBIA software lies
,» It met the demands of increasing spatial resofuin imagery and almost explosive
amounts of geospatial data that required processiithin a specific time-frame."
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Figure 12 Development of the amount of OBIA literatire [5]
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4. SOFTWARE - eCognition Developer

eCognition Developer software uses Object Basedgéménalysis for image
classification. It was launched in 2000 and sin@&@it is part of Trimble Navigation Ldt.

This software analyses data from various sourcésser scanner, satellite, radar,
hyperspectral data or aerial photography. Botheramtd vector data can be processed.

As was already mentioned in subchapter 3.3 theldewent of the OBIA technique
was supported by the release of this software. Aleg to study from 2010 [5] among the
research papers dealing with OBIA about 50-55% enfhis software. It was used for
example for monitoring of slum settlements usiegnotely sensed data [3&hrub
encroachment [23] and mangrove forest cover fat,comparison OBIA and pixel-based
classification [32] and for oil slick classificatidrom SAR data [30].

In the following subchapter 4.1 is briefly descdbéhe analysis procedure in
eCognition. The terminology, which uses this sofavand which appears in the thesis, is
explained.

4.1.  Analysis procedure and terminology in eCognition

In this subchapter some terms which are used igei@on software are explained, in
order to understand the following investigatione™orkflow of classification process is
outlined and important steps and terms are destiibéheir own sections in more detail.
The contents of this subchapter was taken from eiiog User Guide [13] and Reference
book [12].

The basic level of the image's information in eQbign is layer. For example, if the
RGB image is loaded, 3 information layers emergehdayer represents one colour band.

The first step in the image analysis process isneatation which divides the image
pixels into clusters with similar characteristida. eCogniton these clusters are called
image objects The segmentation is done using mathematical iéthgor- this algorithm
can be applied on the pixels or on image objedt®. ifitial segmentation is done on the
pixel level (the individual pixels are processedyl dhe subsequent steps are usually done
on the object level. Different types of segmentaiovhich can be applied in eCognition
are further described in following section 4.1.1.

After the initial segmentation, the generated disjeare undefined - no information
about what they represent is given. The objectsirdaegpreted during the classification
Classesare the types of land cover which are recognirethé image and to which the
image objects can be assigned. The name and otr@stcs of classes are defined by user.
The user chooses and arranges the segmentatiariaasdication algorithms in sequence,
in which they will be applied to the image - hig/lvestructions form aule set
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Another term used in eCognition i
level. Levels should be not confuse
with layers - layers are imported to th
software with images and levels sto
image objects. The new level emerg
when the segmentation is executed.
this thesis, the analysis was done o
on a single image object level, but wit
eCognition it is also possible to ug
multiple levels and create a hierarchy
image objects (multiscalg
segmentation). Each of the levels th
store different resolution of imag
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Figure 13 The multiple image object levels, image ¢dct
hierarchy [13]

objects. The objects in the higher lev

are defined by the objects from the level belowg(@iF¢ 13). Each of the levels should
represent a meaningful structure in the image.

Figure 14 shows the workspace of eCognition Dewslaguring the classification
process. Rule Set is created and displayed in tloeeBs tree window. The Object
Information window contains information about chosebject - its characteristics and
assigned class. The characteristics of objectalted features (more in section 4.1.2).
Classes are defined and displayed in the Classitdiey window.

*; Developer Trial - [clip1.dpr - ground of 2: Classification]

ﬁﬁi\e Wigw  Image Obj Analysis Library Classificaton Process Tools Export  Window Help X

i e 2 FEERNEEEE R DR % (RN aP e @[55 ¥ [en [[oane M1 1

A [Process Tiee » 3| [Class Hierarchy X
| = segmentation -~ = = classes
3= segmentation i + ) bushes
= dassification @ ground
bl trees L L road
bl undassified with Mean nDSM < 0.9 at ground: ground @ vees

M ground, unclassified with NDVI_1 < -0.05 at ground: road
{L infinite loop: ground, unclassified with Distance to road < 100 Pxl and Mean Layer 5
3= at ground: <- none: 60 [shape:0, 1 compet.:0.9]

4 4 » » O Main

4 4 » m nGroups A Inheritance

Layer B

Layer G

Layer R

Layer 5

Lzyer &

Layer 7

Max. diff.
||nDSM
Geometry
Number of pixels
Geometry
Asymmetry
Border indax
[Compactness
Density

Elliptic Fit

[zin direction
Radius of fargest enclo... [
Radius of smallest encl.
Rectangular Fit

Image Object Information - X - )
[Feature View - X
Feature Value A e
Ratio Blue 02752 B~ » Object features
Ratio Red 0.2401 1- = Customized
Layer Values ¥
Brightness

Thematic attributes
Object Metadata

= Point Cloud features
Clase-Related features
Linked Object features
Scene features
Process-Related features
Region features

Image Registration festures

Metadata
- » Feature Varables

Roundness 0.7424

Shape index 2462 v

“ 4 » w \Features 4 © Class Evaluation |
Ready RGE LayerR Lnear (1.00%) 33% ground/2 Xr | 1,128 Objects - @

Fiaure 14 eCoanition - workspace

30



4.1.1. Segmentation in eCognition

eCognition software provides a variety of segmémaalgorithms. A few of them
will be presented in this section in order to ithase the principle of segmentation. The
multiresolution segmentation, which was used iregtigation, is explained in more detail.
Segmentation can be used not only for divisionhef pixels (on the pixel level) but also
for division of the existing images objects (on iimage level).

There are two basic segmentation principles [13]:

» top-down strategy - image is divided into smallexcps
- chessboard (Figure 15), quadtree-based, mu#istiold segmentation, ...

The quadtree-based segmentation results in theesguage objects with different
sizes. The size of the objects depends on the shasger limit of differences in colour
within the squares. The particulg

squares keep on dividing, until i - -y E i E - T
this homogeneity criteria met SE

lllustration of this process is ir
the Figure 16 Legend: @ Criterion notmet 0 Criterion met

Figure 16 Diagram - quadree-based segmentation [13]
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Figure 17 Quadtree segmentation

* bottom-up strategy - smaller parts of image aregextinto larger (it can start on
pixel level)
- multiresolution segmentation, classification-lthsegmentation

Multiresolution segmentation merges pixels or imaggects with neighbouring
pixels/objects on the basis @lative homogeneity criterion This homegeneity criterion
is defined by user with setting the value of shapd compactness factor. Below in the
Figure 18 the concept of choice of these parametéitastrated.

‘. Scale Parameter MNote: Smoothness and Compacthness are
Diefines the masimum standard devistion of the homo- not related to the features Smoothness or
%zmﬂy cititena in re ,!n?t{o the wieghted image layers- Compmness
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Figure 18 Multiresolution concept flow diagram [12]

In homogeneity criterion three factors are takdn account: Colour, Smoothness and
Compactness. The Shape factor represents ratiebetihe influence of shape and colour.
The higher it is, the more is considered the shageogeneity over the colour. Similarly,
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the Compactness factor represents ratio betweepacinmess and smoothness. This factor
optimizes image objects regarding to the shape.

Below in Table 4 several multiresolution segmenptatoutcomes are shown. The
particular examples differs in setting of the shapd compactness factors - In each line
one of these factors remains the same, while ther @ne changes.

Compactness -fixed: 0.5

Shape: 0.1 Shape: 0.5 Shape: 0.9

g 3

Shape - fixed: 0.5

Compactness: 0.1 Compactness: 0.5 Compactness: 0.9

Table 4 Multiresolution segmentation, different homg@eneity criterion

Besides these two factors, user adjusts the madliiéon segmentation algorithm by
setting the scale parameter, which defines the ¢fizbe objects, and by selection of the
image layers, which will be considered in the segpagon algorithm together with the
degree of their influence.

4.1.2. Features of objects

The features represent spectral, shape and otheaathristics of image objects and
are necessary for the classification process. Festwhich are at analyst's disposal to use
for analysis, are displayed in the Feature Viewdsim (Figure 14). It is possible to display

33



the values of particular feature across the image aso to test the potential threshold
values of it in order to use it in classification.

The features are divided into several groups (feidi). For the investigation in this
thesis only the features from the groups Object @fabs-related were used, therefore,
these groups will be discussed further.

Object Features are determined by the evaluatioomafje objects - their spectral
properties, shape and the texture values. Thispgmcdudes the Customized features,
which are defined by user and based on alreadyirxiteatures. There are two types of
customized features - arithmetic, which are catedlawith arithmetic operations, and
relational, which compare the value of chosen feaiturelated different types of objects.

Class-Related Features describe the relationshgheeln particular objects and
objects, which are assigned to another class.

The actual features used in the rule set for ingaon are explained in the section
5.2.3.

4.1.3. Classification in eCognition

During the classification, the image objects aigpd by set criteria and assigned to
class. Classification is done by classification oallpms. There are two ways of
classification available in eCognition - one wag@sting of objects with application of the
threshold conditions to object's feature values ambther way is picking the
representative objects (or samples) of classes.

The first method can be executed by two algorithnrs Assign class algorithm the
thresholds are stated in the algorithm setting eviml Classification algorithm are these in
class descriptions. The second algorithm is ndtaassparent as the first one and does not
allow to assign the same class several times \Wwehdifferent conditions, therefore in the
investigation was used the first mentioned Assigsscalgorithm.

In the sample-based classification user choosestyibieal representatives of the
particular classes - samples. Based on these sartipteNearest neighbour algorithm
classifies the other image objects into classewhich do these objects most likely belong.
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5. INVESTIGATION

In this chapter is described the process of rulecissation for image classification in
the eCognition software. Following the aim of thieesis, the land cover types were
classified from remotely sensed data - the comimnatf the orthophotos and DTM and
DSM. The orthophotos were acquired by means ofbphotography and the elevation
models were generated from LIiDAR data.

In the first part 5.1 the data, and the instrumentsch were used for their caption are
characterized. The description of the actual pr@oésnvestigation follows in 5.2.

5.1. Characteristics of data

The data, which were processed, display the ar&akionSsky Narodni Park in Czech
Republic. Two regions, each covering the areasduare kilometre, were used (Figure 19
and Figure 20). The investigation into the formmigrule set was done using the first
region. Afterwards, the complete rule set was &gjpilo the second region as well, in order
to test its transferabilitity.

RS Tk,
e R

Figure 19 First region Figure 20 Second region

Considering the workflow of image processing given 4.1, the investigation
concentrated only on the third step of image preiogs The available data were not in a
raw form, but were already processed - tithophotos (2 sets, RGB and NIR) were
derived from the aerial imagery abdM and DSM from LiDAR data. The steps Image
restoration - georeferencing and Image enhancemerg already done, so these steps
were not included of the investigation.

Below, the brief characteristics of data are gitegether with a short description of
the used instrument.
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ORTHOPHOTOS - RGB + NIR

Format FFlfile (RGB - bands Red, Green, Blue
NIR - CIR format - bands NIRreg@n, Blue)

Resolution 08Leh

Accuracy 0Bt (standard deviation)
Date of image acquisition 18 - 29.6120

GPS-IMU aparature Applanix P&%410

elevation model used for orthorectification - LiIBAgrid)

Camera Microsoft UltraCamXp

Technical specifications [43]:
Camera head — 13 CCDs — 9 for high resolution Reagé collection and 4 for R, G, B
and NIR image collection

| 17310 x 11310

Panchromatic im ize ) —-=
anchromatic image s pixels / = _
Panchromatic physical VL : :
: . phy 6 um ® ?
pixel size p e
Pan i (7 ;
.a chromatic lens focal 100 mm

distance #
Color (multi-spectral 4 channels - T /
capability) RGB& NIR

Figure 21 Microsoft UltraCamXP [41]

Table 5 Technical specification - Microsoft UltraCam>p [43]

DTM + DSM

Format ASCII file grid

Resolution xIL m (grid)

Accuracy of point clouds:
vertical 0,087 m(standard deviation)
horizontal 115 m(standard deviation)

Date of acquisition (LIDAR) 24.7.-18.12

Aircraft Zlin Z-Z37

Classification and filtration of the point cloudsdageneration of elevation models was
done in software: SW MicroStation V8 + MDL extemsiTerraScan 012.020 a
TerraModeler 012.008).
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Laser scanner Riegl LMS-Q680i

Minimum Range 30m

Accuracy 20 mm

Precision 20 mm

Laser Pulse Repetition Rate Up to 400 000 Hz
Laser Wavelength Near infrared

Scanning mechanism Rotating polygon mirror
Scan Pattern Parallel scan lines

Scan Angle Range +/- 30° = 60° total

Scan Speed 10-200 lines/sec

Table 6 Technical specifications - Riegl LMS-Q680i &

5.2. The investigation workflow

In this chapter a workflow of the investigation Mike presented to make the whole
process more transparent and the contents ofubchapter clearer.

Preparation of data for classification
In the beginning of the investigation, the datadeekto be prepared for the further
investigation. The Normalised Digital surface (hDSModel was generated from
DTM and DSM - the description of this process igegi in the section 5.2.1.
Afterwards, a testing area from the first regionsvedosen and cut. This part of
investigation was done in the ArcMa
software.

It was decided to do the investigation on
small testing area and not on the whg
image, in order to speed up th
investigation. The area was chosen so t
it would contain all classes and problen
emerging in the whole image. After th
forming of rule set, the classification wg &
applied on whole image. The testing area
shown in on the Figure 22.

Figure 22 Testing arec

. Processing in eCognition

As was mentioned in the previous paragraph, thestigation into classification
was done on the small training area. Firstly, thitgable method of segmentation
and the setting of its parameters was estimatedti¢gse 5.2.2). In order to
investigate the different possibilities of clagsafion in eCognition, the supervised
sample-based approach was tested to see whatsrésuttuld provide (Appendix
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B). The results were not as good as in the cagessifjn class algorithm, so for the
final classification was used the Assign class rlgm (section 5.2.4). The rule set
was created and afterwards applied on the botlomegiThe features which were
used in classification are described in sectior35.2

After the application of the rule set on the areess the resulting classes'
borderlines exported to shape files for the Evabumagpart of the investigation.

[ll. Evaluation
In section 5.2.5.results and methodology of evaduas described. Outcomes of
classification were compared to the reference datbthe confusion matrices were
created. The comparison was done both on the gnabbject levels. After the
evaluation the detected misclassifications andditimns of this method are
discussed in 5.2.6.

5.2.1. Normalized Digital surface model (nDSM)

In order to utilize the information about the hegbf the scanned objects in the target
area for classification, the Normalised Digitar&n model (nDSM) was created.

nDSM is as a difference between Digital surface ehcahd

- . - DSM - DTM

Digital terrain model. Digital surface model repets the top layer
of the Earth surface as it would be seen from gees - it includes {}
the vegetation and buildings. DSM shows the barghEsurface,
without the presence of vegetation and buildingsnsgquently, the
difference between DSM and DTM represents the hegjhthe
objects on the Earth surface above the groundase)f- the vegetation and buildings.
nDSM was generated in the software ArcMap - thekilmwv of this process is in
Appendix A.

nDSM

DSM - DTM

Table 7 nDSM generation
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5.2.2. Segmentation

As was already mentioned, segmentation is very itapb step in OBIA and has a
great influence on the following classification.ofr the number of segmentation
algorithms in the eCognition, the Multiresolutioegesentation was chosen as giving the
best results.

In the section 4.1.1 is mentioned that with t
segmentation method the layers of images, which
participate in the recognition of the borders, #mel degree
of their influence, can be chosen. For the segmientawere
considered the layers representing the bands RB @nd
NIR of the orthophotos. The values of nDSM layereveot
included, because the resolution of this model wash
coarser in comparison of the orthophotos and sooutd
negatively influence the accuracy of formed bord@se
Table 8).

Each of the chosen layers was given the same weight
The different values of factors determining the bgeneity
criterion were tested and in the end the valuesp&h0,5
and Compactness: 0,6 were used. Table 8 Ortophoto x nDSM resolution

i SEr—
Wi

RGB image

RGB image x nDSM grid (light
squares)

In the rule set two multiresolution segmentatioresevapplied. The first was applied
in the beginning of the whole process on the pieeél and with the scale 30 in order to

capture small details.

Figure 23 Results of multiresolution segmentation scale 30
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The second classification was applied later with shale factor 60. Between the first
and second segmentation the image objects wererelitiated according to their height
value into 3 classes. The second segmentation wesuied separately for each of these
classes, so the image objects with very differengtit value would not mix, even if these
have similar spectral characteristics.

Figure 24 Results of multiresolution segmentation scale 60

The borders of objects, which represent also thghhelifference (roofs), should be
conserved in the level of details of 30 scale segat®n. The second segmentation was
done in order to eliminate the small inconsistdsjects within the same high level, which
tended to be misclassified in the later steps @fctassification.

One of the algorithms used in the final Rule Sé#lesge region. Merge region can be
understand also as one of the segmentation algwjthecause it modifies the shape of the
image objects. This algorithm merges the neighinguiimage objects, which were
assigned to the same class, into one.

5.2.3. Features in rule set

In Table 9 are shown the features which were ugeddtting thresholds in the rule
set.
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OBJECT FEATURES

Customized features R ... Red band (RGB image)
G ... @ncband (RGB image)
B ...uBlband (RGB image)

IR ... lafed band (NIR image)
Normalized difference vegetation indsboy/1) i IR—R
(recognition of vegetation) NDVI= IR+ R
Red Ratio RR = R
R+G+B

Layer Values

nDSM (height of the objects)

Layer B (intensity of band B)

Geometry

Area (size of the objects)

Compactness  (estimated with using length aid¢hvef an object, divided by
number of pixels )

CLASS-RELATED FEATURES

Relative border to class ( ratio between thgtleof border, which object shares with
objeatssigned to chosen class and the total bordeharigt
this ebt)

Border to class  (number of pixels which thesgmobject shares with chosen class)

Table 9 Features used in rule set

5.2.4. Classification

The training area and later the both whole imagesewelassified using Assign class
algorithm. A lot of threshold values for differeigatures were tested. The final rule set is
shown below in the Figure 25. The instructions he tule set are divided into several
groups to make the classification more clear.

For the classification six classes were identif@depresent five types of land cover in
the image (one class is empty). A short descriptiothese classes derived after the choice
of the thresholds used for the classification withir colour coding is given in the Table
10.

Class description
is used only in the beginning of the classificatwacess later it is divided
@ | above into roof and trees class, the value of nDSM >m.5
do not represent a land cover type, it is not preseresults of classification
@ | roofs derived from the class above, NDVI < -0,01
. trees derived from the class above, NDVI > -0,01
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. shrubs vegetation with the value of nDSM between 0.5 mh &m, for the
evaluation, this class was assigned to one clggther with ground.

O ground fields and gardens, low vegetation

O roads the parts of ground which display roads, NBYI

Table 10 Description of classes

The first step in the rule set s#gmentation |of the image on the pixel level. The
segmentations | and Il are described in more detaiéction 5.2.2. Afterwards, the formed
image objects were classifieddssification | in the rule set) accordingly to their height
(the value of nNDSM). The image objects were divided three different classes or in this
case "height levels".

nDSM value (m) class
< 05 ground
<05,1> unclassified
>1 above

Table 11 Classification | - results

The newly created classes were segmergegnientation Il) one by one, to prevent
the mixing of the different high levels.

E~ = segmentation

3= 20,0015 30 [shape:0.5 compct.:0.6] creating Mew Level
=~ » dassification I

BL 0,785  with Mean nDSM < 0.5 at New Level: ground

BL 0.016 with Mean nDSM = 1.5 at New Level: above
E- = segmentation II

3= 03,523 ground at Mew Levell 60 [shape:0.5 compet.:0.6]

- = dassification-trees,roofs
PL 0016 above with NDVI » -0.01 at MNew Level: trees
PL 0016 above, trees with NDVI < -0.01 &t MNew Level: roofs
mewe 0,001 roofs at Mew Level: merge region
PL <0.001s roofs with Compactness » 2 at New Level: trees
PL <0.001s roofs with Area < 600 Pxl at Mew Level: trees
[=- ®» classification-roads
PL <0001 ground with Mean nDSM < 0.4 and NDVI < -0.01 at Mew Level: roads
ML 0.016 roads with Red ratio » 0.36 at New Level: ground
BL <0.001s 3 undlassified with Rel, border to roads = 0,52 and NDVI < 0 at Mew Level: roads
ML <0.001s roads with Border to roads = 0 Pxl at Mew Level: ground
= = classification
PL 0.016 unclassified with NDVT > -0.01 and Mean Layer B < 150 at New Level: shrubs
PL <0.001s  unclassified with NDVI < 0 and Border to roads = 20 Pxl at New Level: roads
PL 0,001 unclassified at MNew Level: ground
wwer 0,047  roads at Mew Level; merge region
BL <0.001s roads with Area < 1500 Pxl 5t Mew Level: ground
- = merging
mwer trees at Mew Level: merge region
m=we shrubs at Mew Level: merge region
m=we ground at Mew Level; merge region
BL shrubs with Area < 1000 Pxl and Border to trees = 0 Pxl at Mew Level: ground
== ground at MNew Level: merge region
= shrubs, trees at Mew Level: merge region

Figure 25 Rule set
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With the group of algorithms named @sssification - trees, roofsthe class above
was divided. For the distinguishing between roafd &rees, the feature NDVI was used.
Originally, the NDVI threshold was set to 0, bué thalue -0,01 has shown better results.
In the next step were the particular image objestsigned to the class roofs merged in
order to get more compact shapes. The followingrdlyms were executed to reduce those
image objects (representing trees) which were @msdied as roofs - the objects which
did not meet the threshold set for Compactneseri@itand also the objects with the
area< 600 pixels were assigned to the class trees. (ke 12)

original image (RéB) '

noncompact objects objects < 600 pix

Table 12 Recognition of roofs

In the next grouglassification- roadswere derived the roads from the class ground -
again, NDVI was used. More image objects than thegeesenting actual roads were
classified and with the next step these were ehmaith using the Red ratio feature. With
setting the threshold for Red ratio, the object$ictv was classified as a road, but
represented ground - bare soil were quiet effityergicognized and ascribed to the class
ground (see Table 13).

»

R ]
g )_—_,/ c'_‘/{")’,—" ) P - 5 '_'/
TS SN BET S 5 K

original image (RGB) roads after use of NDVI roads

after use of Red ratio

Table 13 Recognition of roads
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The roads should in the most cases form the camismidandscape element, but
because of the effect of shadow, some of the smallje object in the middle of the road
were misclassified as a ground (Figure 26).
recognize these, the threshold of a feature Relq]
border to road was set and some of these problen
image objects were classified correctly. The lasp S
in this group eliminates the isolated image obje
classified as road, which because of the continu|
character of the roads were likely to & ,
missclassified. L

The last group of algorithms name Figure 26 Roads - misclassified objects
classification dealt with the unclassified objects - the
objects with the height between 0.5-1 m. Thesectassified according to the value of
NDVI, Mean Layer Blue and Border to roads into thesses shrubs, roads or ground. The
Mean Layer Blue feature was used because it seeméelp the NDVI parameter to
recognize the shrubs and represents the mean ityteatue of B layer. The road image
objects are merged and in the next step the objetke class of roads with small area are
assigned to the class ground.

The last group of algorithmserging was applied before the export of classes'
borderlines to shape files. Some generalizatiothefscene was included, eliminating the
small objects classified as shrubs with no borddrdes, which probably represented just
higher vegetation. Below in Figure 27 the clasatitn outcome of testing area can be
seen. In the Appendix C is shown the outcome thgsdication of whole first region.

Figure 27 Classification result - testing area
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5.2.5. Evaluation

When doing the accuracy assessment, the referextagwhich are considered to be
correct and to which the results of the investmatare compared are needed. For this
purpose are usually used data measured in field.rébult of such evaluation shows the
overall accuracy of the whole processing - fromdb&aining data to final product. In this
thesis only the evaluation of classification pracissdone, so no measuring in the field was
undertaken. To obtain the reference data, the tshyeere digitised from the orthophotos in
software ArcGIS. The evaluation was done on a ofithe both testing areas to limit the
amount of data to be processed.

Figure 28 Evaluation - tested areas

The evaluation methods used in research papersbeadivided into two groups
according to the fact, if they use the threshotdsampare the detected and reference data
or not. In this approach the threshold-based etialuavould not be effective since the
thresholds were already used in classification. [3]

Another classification of evaluation methods i®bject level and pixel level methods.
The first one compares the numbers of objects laadecond one compares the number of
pixels or areas. [3]

In the following text are used some terms
express the outcomes of the classification. Th
terms were taken from [17] and mostly refer to t
areas, but are also used for the object Ig
evaluation.

True positive (TP) correctly classified areas
the reference object overlap the classified object.

False positive (FP} misclassified areas - th
object is detected, but it is not in the referen
dataset (does not exist).

False negative (FN} misclassified areas, th
object was not detected (it is only in referen
dataset).

B reference
area

[0 detected
area

Figure 29 Evaluation - areas
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Evaluation approaches in this thesis:

1. Confusion matrix - shows the overlapping areas of particular claseethe
reference datat and the data provided by eCognifitve diagonal of matrices
represent the area which was correctly classifiege (positives), the other values
show the areas which was misclassified and to whiaks these were assigned
(the predicted class in reference data is diffehemh the classified one). Each cell

represents the intersection area of respectivedaye

Classification results
roofs roads | trees | ground
roofs TP FN/FP | FN/FP | FN/FP
roads | FN/FP | TP | FN/FP | FN/FP
trees FN/FP | FN/FP TP FN/FP
ground | FN/FP FN/FP | FN/FP TP
Table 14 Confusion matrix

Reference
data

2. Pixel level evaluation- areas of the particular classes in the two e#taare
compared. Several quality factors illustrating thehieved accuracy were
calculated [24]using the values from the Confusiaatrix:

RA .... reference area of a class/object
DA .... detected area of a class/object

Detection rate ratio between the correctly detected DANRA
area of the chosen class (true positive) and tha which R= “ra 100%
this class covers in the reference dataset. _

Quality rate ratio between the true positive area agiR = banka % 100%
the union of detected and reference area. DAURA

Branch factor it is the ratio between the part of RA— (DAnN RA)

reference area which was not detected (false negafF = —~——-—— x 100%

and trge positive area. N DA — (DA N RA)

Miss factor:Ratio between false positive and trud F = — 2 10009
positive area. banRra

False alarm rateratio of the part of the reference RA— (DAN RA)
area which was not detected (false negative) &= RA X 100%
reference area.

3. Object level evaluation- was done only for the class representing buyslithe
actual numbers of objects was compared.
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Digitisation

From the orthophotos were digitised these clagses$s, roads and trees.

The roofs provided the most relevant outcome oftidagion, since these are quite
well recognisable from the images. Considering tinat digitisation of the roads and
especially trees from orthophotos was not veryabddi, the outcomes of the evaluation of
classification of these objects should be consuieseillustrative.

In the layer representing the roads were includedonly roads, but also other man-
made ground structures - the parking lots and pawesrcovering large area.

The trees were the most tricky class to digitisa;esthe position of the trees was not
well recognisable in the images. Only the foresigier groupings of trees and also a few
of the most apparent single trees were digitised.

The rest of the area, where none of the mentiohegktclass was identified, were
assigned to the class ground. The rest of the wa@a considered as ground (= the
outcomes of ground and shrubs classification).

Confusion matrices

1. area classification results [m’]
(85079 m?) roofs roads trees ground
@ roofs 10785 119 147 272
€ E[ roads 245 9750 519 1750
£ £ trees 0 0 6223 57
=7 ground 670 1990 7383 45169
2. area classification results [m?]
(40228 m?) roofs roads trees ground
o — | roofs 6775 50 34 66
€€ | roads | 307 4548 158 588
2 g trees 6 14 8591 389
= ground | 433 749 2941 14579

Pixel-level evaluation

In Table 15 below the comparison of the refererata dreas and the classification
outcome - the detected areas are shown. For eash ttle evaluation factors were
calculated. In the end the overall accuracy wamesed.
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reference | detected detection | quality |branch | miss |false alarm
class area area over;ap rate rate factor |factor rate
ml | o ™ e | e | ooe e | ()

1. testing area
roofs 11323 11700| 10785% 95,2 88,1 5,0 8,5 4,7
roads 12264 11859 9750, 79,5 67,8 25,7 | 21,6 20,5
trees 6280 14272 6223 99,1 43,4 0,9 129,3 0,9
ground 55212 47248 | 45169 81,8 78,8 22,2 4,6 18,2
overall 85079 85079 | 71927 84,5 73,2 18,3 18,3 15,5
2. testing area
roofs 6925 7521 6775 97,8 88,4 2,2 11,0 2,2
roads 5601 5361 4548 81,2 70,9 23,2 17,9 18,8
trees 9000 11724 8591 95,5 70,8 4,8 36,5 4,54
ground 18702 15622 | 14579 78 73,8 28,3 7,2 22,0
overall 40228 40228 | 34493 85,7 75,1 16,6 14,3

Table 15 Pixel level evaluation

As was written in the beginning of this sectiore thost reliable evaluation results are
given for the class representing buildings (roofBle accuracy of the digitisation is
indefinable, especially considering bad contraghenpictures, quality of the digitisation is
questionable.

In the case of the classes roads, trees and carggground, the statistics of Quality
rate are low in the comparison with the class regmgng buildings (= roofs) and also the
values of the factors are not very good. This &wiuld not be considered to be caused
only by the classification but also by the qualdly digitisation. Since the quality of
digitisation seemed to be the main cause of, thimbers will not be discussed further.
Visually, the classification outcomes seemed tochnatell with the landscape elements on
the orthophotos.

The detection rate of the buildings was more tha#o 9n
both testing areas, but there were some mismatchiet caused
the quality rate of the classification to drop t8 8. The
comparison between branch and miss factor valuewsshthat
from the whole misclassified building area, more sw
"overdetected" than undetected. The reason foydetection of
buildings was mostly the shadow. The value of ttanth factor
was mainly caused by the fact, that only roofs e buildings were digitised, but the
whole buildings were classified. In few cases, ¢hego borders did not match (Figure 30
Roof x buildingFigure 30) well.

During the visual evaluation of second testing arkesification, the values of the
thresholds did not provide such a good results mghe case of the testing area.
Considering the slightly different spectral chaeaistics of different images, the threshold
values would be needed to adjust for the partiaudages to improve the result.

This similar table of evaluation, was also done tloe particular buildings in the
testing areas - the table can be found in Appe@dix

— H‘E?—“

Figure 30 Roof x building

—
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Object level evaluation

In object level evaluation the comparison of thenbaers of detected and digitised
buildings was done. This type of evaluation wasliadponly for the class representing
buildings, because the other object classes folangar areas and not a number of smaller
objects, which numbers could be compared and therefvere not considered to be
suitable for this type of evaluation.

LE
DT—U
]

P O
ED':'G EQ
= gold peadtfo,

o m B = x A [] reference
D‘, B = . O object
Doptinh 4

[ ] detected
object

C?@ T Op mmen O

Fiaure 31 Obiect level evaluation- 1.testing are:

In Chyba! Nenalezen zdroj odkas. the numbers and values of some factors are
shown. It should be noted, that the number of detelouildings is not equal to the number
of detected objects. Some of the buildings whichewecluded into one object during the
digitisation were detected not as a one objecibidgeveral smaller objects. In these cases,
the corresponding objects within one referencedingl were counted as one. The false
positives display the number of the detected bogsi which do not exist and false
negatives the building which were not detected.ré&mness shows the ratio between the
number of correctly detected buildings and the a@etkebuildings.

1. area 2. area

reference buildings 77 30
detected buildings 76 31

false positives 2 3

false negatives 3 2
overlapping buildings 74 28
reference buildings 96,1 % 93,3 %
quality rate 93,6 % 84,8 %
branch factor (over-detection) 2,7% 11 %
miss factor (under-detection) 4,1 % 7%
correctness 97,3 % 90%
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5.2.6. Problems in classification, misclassifications

The main cause for the misclassification of theeoty was the effect of shadow. This
problem was reduced during the forming of the sdé by applying additional threshold
conditions (see 5.2.4), but it was not removed detely and some areas remained
misclassified.

s Teference area

classified area

Another problem, which occurred during tf
classification, was, that in some areas the nDSi
not match well with the orthophotos (s&hyba!
enalezen zdroj odkas.).

This fact did not effected the results
segmentation, since the nDSM layer was
involved in segmentation algorithm, but during t
classification several objects were misclassifi
because of this mismatch. An example is shg

Figure 33. ‘
In this case buildings were detected on the a /= reference area (orthophoto)
displaying road. The reason for thigght squares - height value (nDSM)

misclassifications were the trees, which partiatbyered the road. The height information
of the misclassified objects comes from the treenbtines - from nDSM. Meanwhile, the
spectral information derived from orthophoto hawbke NDVI value of area without
vegetation. As a result, the image objects charatits correspond to class roofs. In this
case, also the influence of the segmentation sHmltbnsidered.
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Figure 33 nDSM x orthophoto misclassification

After the use of the Assign class algorithm foe tblassification, a possible
disadvantage of this method should be mentionedesholds in this investigation were
chosen regarding to the best result it providethetesting area and the involved images.
In case of applying this threshold conditions taraage with a little bit different spectral
distribution and characteristics, the results canvery different. For different imagery
might be necessary to slightly adjust the threskaldes to get the best results.
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6. CONCLUSION

In this thesis an approach to interpret the rergadehsed imagery data using image
classification was presented. The Object-based enawlysis was applied to the data,
which were obtained by two different remote senseupniques, at once - the orthophotos
derived from high-resolution imagery and the nDSWMjich was estimated from the
LIDAR point clouds. For the classification, the tsadire eCognition Developer was used.

In the investigation area five different classesbfects, each representing particular
land cover type, were identified and a rule setrémognition of these classes in the data
was formed in the eCognition software.

With this rule set, the achieved overall detectaie is very good - 85%. The detection
rate of the buildings, for which the evaluation m@zh was the most reliable is even
better, about 95%.

The use of this combination of the data sourcesqutdo be very advantageous. The
to datasets complement each other well. The nDSMusad for recognition of the objects
on the basis of their height - the borders of ftreluildings or vegetation with different
heights were identified without the risk of misddigation caused by shadow. The
Normalized difference vegetation index (NDVI) estted from the orthophoto band's
values allowed to distinguish between vegetatiahraan-made structures.

Still, some areas remained misclassified, mainlgabse of the effect of the shadow.
The results could be improved by using a diffeiadexes or by putting more thresholds
for the differentiation between classes. Also theaaeffected by shadow could be
classified separately.
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