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ABSTRACT 

In this thesis, an approach to automatically derive information about land cover from the 
remotely sensed data is presented. The data interpretation was done with classification 
process and performed in software eCognition Developer. The Object-based image 
analysis, which assignes the classes - for example land cover types, to clusters of pixels 
(=objects), was used. For the classification, products of two different data sources were 
combined - the orthophotos generated from aerial imagery and Normalized Digital surface 
model derived from L i D A R data. Five types of landscape elements were identified and 
classified. 

ABSTRAKT 

V této práci je popsán postup pro automatickou detekci krajinných prvků z dat pořízených 
bezkontaktními dálkovými metodami. Tato interpretace dat byla provedena v softwaru 
eCognition Developer prostřednictvím procesu klasifikace. Pro klasifikaci byla využita 
matoda obektově orientované analýzy, která dělí data takovým způsobem, že přiřazuje 
informaci o příslušnosti k nějaké třídě, například krajinnému typu, skupinám pixelů -
objektům. Klasifikace byla provedena se současným využitím produktů dvou různých 
mapovacích technik - ortofot pořízených z leteckého snímkování a normalizovaného 
digitálního modelu povrchu, který byl určen pomocí L i D A R U . Bylo identifikováno a 
klasikováno pět typů krajinných prvků. 
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1 . INTRODUCTION 

The products of the remote sensing surveying methods are currently widely used. In 
comparison with the classical terrestrial surveying methods, these allow to scan large area 
of the Earth's surface in short time and therefore represent source of up-to-date 
information, which would be otherwise hard to obtain using classical methods. Remote 
sensing methods' products are used not only for the exploration and research of the Earth's 
surface and atmosphere but also in city planning and urbanism, city modelling (creation of 
3D building models), monitoring damages after disasters, monitoring illegal construction 
activity or vegetation. 

There are many methods, principles and different instruments such as camera, laser 
scanner, radar and laser altimeter, used for remote sensing. Depending on the chosen 
instrument, the data have specific characteristics and so their strong points and weak 
points. To improve the final products, the combination of different data sources, in which 
the strong points of involved data sources should be preserved, started to be used for data 
interpretation. 

The data obtained by this technologies form in most cases a two-dimensional 
representation of the scanned area. Before the processing, this representation usually does 
not provide the information about the scanned objects. To get the information about what 
the data represent, the data need to be interpreted - for this the image classification is used. 
The main idea of classification is to ascribe all pixels in the digital image into some land 
cover type (or class). The classification of images can be done visually or in specialized 
software, which enable the analyst to automatize and speed up this process. 

In this thesis is presented an approach to classify the remotely sensed data using the 
Object based image analysis (OBIA), which classifies the image on the level of clusters of 
pixels. The combination of high-resolution imagery and the laser scanner data is used for 
the investigation. The classification is done in the software eCognition Developer. 

In the next Chapter 2 remote sensing technologies, laser scanning, photogrammetry 
and their basic principles are described. The emphasis is put on the technologies which 
products are used in the investigation part of this thesis - Digital terrain model (DTM) and 
Digital surface model (DSM) from airborne laser scanner system (light detection and 
ranging - LiDAR) and orthophotos derived from aerial imagery. The idea of data fusion 
from different remote sensing technologies is also discussed. 

Chapter 3 deals with the process of image classification using the specialized software 
and with different methods, which are used for deriving of land cover information. 

Some information about the software eCognition. which was used in this approach, are 
given in Chapter 4. The used terminology and the brief principle of classification in this 
software is explained as well. 

In the next Chapter 5, the investigation and evaluation of the outcomes is presented. 
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2. REMOTE SENSING 

Remote sensing technologies obtain data about an object (Earth's surface) from 
distance - the instruments or sensors are carried on platforms and are not in contact with 
the target object during the measuring. 

A lot of definitions of remote sensing can be found in literature: for example in [6] 
"Remote sensing is the measurement and recording of the electromagnetic radiation 

emanating from the Earth's environment (surface and atmosphere) by sensors mounted on 
a platform at a vantage point above the earth's surface." 

Or according to International society of Photogrammetry and Remote sensing (ISPRS) 
[20]: 

"Photogrammetry and Remote Sensing is the art, science, and technology of obtaining 
reliable information from noncontact imaging and other sensor systems about the Earth 
and its environment, and other physical objects and processes through recording, 
measuring, analyzing and representation. " 

Three distinctive groups of techniques dealing with the processing of different non-
contactly obtained data are included in this chapter. These differ in the methods they use 
and provided outcomes: 

• Remote sensing technologies which concentrates on the interpretation of data. 
• Photogrammetry - uses mathematical principles for processing and reconstruction 

objects in 3D. 
• Laser scanning - also results in 3D representation of objects, also the information 

about measured objects can be gained, using the intensity data from laser scanner. 

The obvious advantage of these methods of data collection over the classical surveying 
ones is, that they are able to scan a huge area in short time and therefore can be efficiently 
used for monitoring, mapping and 3D modelling. This feature makes these technologies 
very popular due to the development of Geographic Information Systems (GIS) and 
increasing demand for up-to-date accurate geospatial information. Areas which are 
difficult to reach for with traditional geodetic techniques can be mapped as well. 

Commonly used platforms in remote sensing data acquisition are aircraft, satellites and 
unmanned aerial vehicles (UAV). Many different types of instruments or sensors such as 
camera, laser scanner, synthetic aperture radar, multispectral and hyperspectral scanners 
and laser altimeters, can be mounted on these platforms. 

There are several satellite systems in operation today, which collect imagery 
continuously - for example L A N D S A T (Land Remote-Sensing Satellite) system, SPOT 
(Systeme Pour l'Observation de la Terre), IRS (Indian Remote Sensing Satellite), N O A A -
A V H R R (National Oceanic and Atmospheric Administration - Advanced Very High 
Resolution Radiometer), R A D A R S A T (Radar Satellite), AVIRIS (Advanced Visible and 
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Infrared Imaging Spectrometer) and MODIS (Moderate Resolution Imaging 
Spectroradiometer). [19] 

In the first section 2.1 of this chapter is given a very brief summary of the history and 
development of the remote sensing data acquisition methods. The basic outline of the 
physical principles on which these technologies works follows in subchapter 2.2. 
Afterwards a procedure of image processing is described. Several approaches with the data 
fusion from different remote sensing data sources are presented in 2.4. Since this thesis 
deals with the combination of the products of airborne laser scanning and aerial imagery, 
both techniques are described in their own subchapters 2.5 and 2.6. The last subchapter 2.7 
summarizes advantages of this kind of fusion and the previous works dealing with similar 
approaches. 

2.1. History 

One of the first steps towards the concept of acquisition of data remotely were taken 
during the 19th century - with the invention of photography (the first aerial photograph was 
taken in 1858 from a balloon) and discovers in electromagnetic radiation. Aerial 
photography was used during the First World War for military and afterwards also for 
civilian uses such as cartography, geology, agriculture and forestry. During the Second 
World War the photogrammetry development went on and the infrasensitive instruments 
and radar systems were developed. The 1950s brought development of high-resolution 
imaging radars and in the 1960s, sensors began to be placed in space. As the opening of the 
modern era of spaceborne remote sensing can be marked the year 1972 with the program 
ERTS (Earth Resources Technology Satellite) by National Aeronautics and Space 
Administration lately renamed Landsat-1. [34] 

2.2. Physical principles 

The main value, the remote data technologies work with, is the electromagnetic 
radiation (EMR) which is recorded using sensors. According to [6] "Electromagnetic 
radiation is a form of energy transferred from one target to another through space and 
media." 

E M R is not used in these methods in its whole spectrum since some wavelengths are 
influenced by atmosphere so, that the radiation cannot pass threw it significantly. The main 
regions (or windows) of electromagnetic spectrum used in remote sensing are highlighted 
on Figure 1 and described in detail in Table 1. [6] 
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Figure 1 Main regions of electromagnetic spectrum used in remote sensing [6] 

Region name Wavelength range Details 

Ultraviolet 
(UV) 

0,30-0,38 |xm 

Very narrow zone of electromagnetic radiation that lies between the 
X-ray region and visible region. It is largely scattered by 
atmospheric particles, thus is not readily used in remote sensing, 
having very specialised applications. 

Visible 0,4-0,75 |xm 

Narrow, but well-used region since the short wavelengths are of 
high frequency and high energy. Comprises the three additive 
primaries: blue (0,4 - 0,5 (xm), green (0,5 - 0,6 (xm) and red (0,6 -
0,7 (xm). 

Near infrared 
(NIR) 0,75-1,5 |xm 

Start of the region beyond the red wavelengths. Like the visible 
region, it is frequently used in remote sensing. 

Middle 
infrared 
(MIR) 

1,5-5,0 |xm 

Comprises two main portion: shortwave infrared (SWIR, 1,5- 3,0 
(xm) and MIR (3,0-5,0 (xm). MIR radiation measured by sensors can 
comprise a mixed signal of reflected solar radiation and radiation 
emitted from the earth's surface. 

Thermal 
infrared (TIR) 

5,0-15 (xm 
Comprised of long wavelengths of lower frequency and thus lower 
energy. Much of the thermal infrared signal is comprised of emitted 
radiation from the earth's surface. 

Microwave 1 mm - lm 

Longest wavelengths used in remote sensing. Passive remote 
sensing is difficult as wavelengths have low energy, so some 
sensors that record microwave radiation in this region generate 
radiation artificially and measure radiation backscattered from the 
earth. 

Table 1 Main regions of electromagnetic spectrum used in remote sensing [6] 

Each of these regions has different characteristics, so it is suitable and used for 
different purpose. For example the infrared region can be used in geology and thermal 
region for monitoring the heat - from industrial activity or fire and for animal distribution 
studies. [19] 

The E M R used in remote sensing comes from natural and artificial sources. According 
to which of these sources is used for measuring, the systems of remote data acquisition can 
be divided into passive and active. The passive systems use only natural sources and the 
active ones emit artificial radiation on their own. 

The sources of natural E M R used in remote sensing are Sun and the terrestrial objects 
on the Earth's surface. Every object with a temperature above -273°C (absolute zero) emit 
EMR. The sensors can measure the radiation emitted by targets on their own (Figure 3 (b), 
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Light Source 

e.g. thermal infrared and passive microwave sensors) or the backscattered sun radiation 
after interacting with the targets (see Figure 3 (a), e.g. airborne cameras, photoelectric 
detectors). Objects on the Earth surface interact with the coming electromagnetic radiation 
in a unique way according to its physical, chemical and biological properties. [6]. 

There are three types of interaction between the 
electromagnetic energy and the target: reflection, 
absorption and transmission (Figure 2). The amount 
of reflected energy and in which part of 
electromagnetic spectrum it was taken depends on 
the properties of the material. The description of the 
amounts of energy reflected in particular parts of 
spectrum is characteristic for different materials. 
This response patterns (or signatures) are used for 
interpretation of remotely sensed imagery using 
computer software. [19] 

absorption 

refledioi' 

transmission 

Figure 2 Interaction between 
electromagnetic energy and target [19] 

In active remote sensing system the sensor produces E M R artificially. Afterwards, the 
backscattered radiation is recorded - Figure 3 (c). Those are for example radar (radio 
detection and ranging), which emits pulses of radiation at microwave wavelengths, and 
L i D A R (light detection and ranging). L i D A R produces the pulses of laser light. These 
systems allow to record the time difference between emitting and receiving the radiation so 
the distance of targets from the sensor can be determined. 

dBonb 
4 ? f 

r - l J 

(a) A passive system using the sun as the 
source of EMR {hat is reflected from the 
earth's surface arid received by (he sensor 

Active 
Sensor 

Atmosphere 

« r vT*. 

(b] A passive system using EMR emitted 
from the earth's surface (source) and 
received by the sensor 

oQ, ; -" Oooo 
(c) An active system using artificial El.tft 
from a sensor (source) that Is back-
scattered from the earth's surface and 
received by the sensor 

Figure 3 Common remote sensing systems [19] 

Below in the Table 2 is simple taxonomy of remote sensing systems. 
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Table 2 Taxonomy of remote sensing systems [34] 

Table 2 - explanation of terms: 
"An imaging system measures the intensity of radiation reaching it as a function of 
position on the Earth's surface so that a 2-D picture of the intensity can be constructed. 
A non-imaging system either does not measure the intensity of radiation OR does not do 
so as a function of position on the Earth's surface. 
A sounding system ("sounder") measures the intensity of radiation to provide 
information about a particular property as a function of height in the atmosphere." [40] 

2.3. Image processing 

The data from sensors form in most cases two-dimensional representation of radiation 
intensity distribution (imaging system). These data are normally digital and therefore can 
be directly analysed in computer. Image processing is applied to raw data in order to 
extract information, using the values of radiation and spatial context. [34] 

Image processing usually involves several steps [19]: 
• Image restoration - correction and calibration of images, registration in a coordinate 

system (georeferencing). 
• Image enhancement - modification of images - to improve and optimize their 

appearance, it is an important step for visual analysis. 
• Image classification - interpretation of images which is usually done in specialized 

software, this thesis focuses on this part of image processing, is more discussed in 
the following chapters. 

• Image transformation - mathematical processing is applied to raw data and new 
imagery is derived 
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Digital Image Processing's applications are used not only for the processing of remote 
sensing imagery, but in many other areas too - for example in medicine, surveillance and in 
astronomy. [16] 

In recent years, there have been two trends in digital imagery - the increasing amount 
of produced data with broad range of different resolutions and also establishments of 
programmes and systems using imagery for regular surveys of Earth's surface. These 
regular surveys were supported by releasing satellites, such as the Landsat, SPOT and later 
IKONOS (1999), QuickBird (2001) or Orb View (2003), which obtain a huge amount of 
imagery data and allow to study Earth in global. [5] 

When dealing with remote sensed imagery, the term resolution often appears. 
According to [14] in case of remotely sensed data four types of resolution should be 
considered: 

• the spectral resolution (interval of the wavelengths recorded by sensor), 
• spatial (what area on the ground is represented by one pixel), 
• radiometric (the number of possible data files values in each band), 
• temporal (in the case of satellite imagery - how often is particular area scanned). 

2.4. Data fusion 

Different techniques of remote data acquisition provides various characteristic data 
sets with specific strengths and weaknesses from the perspective of processing and 
applicability. This fact led many researchers to experiments in combining different data 
sources in order to get the best of involved technologies, improve the final products and 
increase the amount of gained information. 

The fusions of different kinds of imagery were investigated - for example high 
resolution panchromatic images and highspectral images, or IKONOS images and 
multispectral images - more examples with references to research papers can be found in 
[44]. 

The combination of the imagery and laser scanner data was found highly advantageous 
to several applications - this issue is more discussed in Chapter 2.7. 
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2.5. Airborne laser scanning (ALS) 

© GPS 

®IMU/ 
© Laser Scanner p^-

.c) B. Hoefle {20! 0) 
www.Ia se rdata .i nfb 

Figure 4 Airborne laser scanning [18] 

Laser scanner is an active sensing 
system, which uses the laser beam 
(wavelength in the range 0.8 - 1.55 \xm) for 
sensing. In Airborne laser scanning systems, 
the laser scanner is mounted on an aircraft 
for ranging. 

There are two main methods of laser 
scanning in range measuring - using the 
pulse laser beam (the majority of 
instruments) or continuous laser beam 
(continuous wave lasers). 

The laser scanners enable one to 
determine 3D positions of a great number of 
points in short time (point clouds are generated). The points are measured gradually in the 
regular grid (horizontal and vertical angle of particular points is given), the density of 
points depends on the flying height and on the type and the setting of the instrument. The 
distance between the instrument and the individual points in pulse system is estimated 
using time of the flight (TOF) of the beam. TOF represents the time difference between the 
moment of emitting the light pulse and the receiving its backscattered echo. Some 
instruments record more than one echo from one emitted pulse - these are called multi-
echo or multiple pulse laser or also full-waveform L i D A R system. Recording of more 
echoes is very useful for mapping areas where several objects emerge in the path of the 
beam - for example forests. 

During the measuring, the optical beam is moved across the flight direction (using for 
example oscillating mirror, Palmer scan, glass fibers, rotating polygon, ...) and the motion 
forward is done by the airplane. Depending on which scanning mechanism is used for 
sensing, different scanning patterns are produced (zigzag, parallel lines). [42] Since the 
scanners determine positions of points relatively to the position of the scanner and the 
instrument itself is in a constant motion, the A L S system includes differential GPS (Global 
Positioning System) and Inertial Measurement Unit (EVIU). These monitor the position of 
aircraft continuously and make the transformation of the measured point clouds to the 
known coordinate system (process known as 
geocoding) possible. The time 
synchronisation of all the devices is needed. 

Besides of the position of the points, the 
laser scanning system register the intensity 
of backscattered energy from the targets too. 
The reflectivity differs depending on the 
materials and colour of the targets (examples 
see Table 3) and the used wavelength of the 
laser beam. 

MATERIAL REFLECTIVITY 
White paper up to 100% 
Snow 80-90% 
White masonry 85% 
Limestone, clay up to 75% 
Deciduous trees typ. 60% 
Coniferous trees typ. 30% 
Concrete, smooth 24% 

Table 3 Reflectivity of materials 
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This information can be used for improving the filtering and classification of data and 
land cover. Several approaches to use these intensity values for land cover classification 
were made - for example [39]. 

Since in this thesis investigation the Digital terrain model and Digital surface model 
generated from laser scanning data are used, the elevation model generation is outlined in 
section 2.5.1. In 2.5.2 the common applications of airborne scanner systems are named. In 
the last section 2.5.3 are summarized the characteristics of L i D A R data in perspective of 
the potential advantages and disadvantages compared to data from imagery. 

2.5.1. Generation of elevation models 

POS Data Ranges Calibration Data 

( •GPS, IMUI and and ( •GPS, IMUI 
Scan Angles Mourning Parameters 

Laser Points 

X, Y, Z in W G S B 4 
ör 

Lat„ Long,, H in W G S B 4 

The process of elevation model generation from L i D A R data is illustrated on the 
Figure 5. 

By combining the data from the laser scanner, GPS and IMU, the coordination of 
points in WGS 84 are calculated and subsequently transformed to the local coordinate 
system (Map projection). 
Subsequently, the point clouds 
are sorted out - during this 
process the ground points are 
separated from buildings and 
vegetation. Filtering is applied to 
eliminate the wrong and 
redundant points. In order to 
reduce the amount of obtained 
data and a speed up the following 
processing of models 
(interpolation and visualisation), 
the number of points is narrowed. 
For generation of D T M , D S M 
and city models special post
processing software (which 
enables filtering, interpolating 
programs) are used. Quality of 
product depends on software used 
for processing. 

Map Projection 

50 rt "(J 

Filtering 

H: i •=. i •1 • •;: 

Thinning Out 

Figure 5 Processing steps for laser scanner data [42] 
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2.5.2. Applications 

Data from airborne laser scanner systems are used in plenty of applications in which 
the rapid acquisition and precise 3D information are needed: 

• mapping of objects with predominant one-dimension (roads, railway tracks, 
waterway landscapes, electrical transmission lines and pipelines), costal areas, 
snow- and ice-covered areas 

• monitoring of costal areas (changes, erosion), glacier monitoring, forest borders, 
growth monitoring in precision farming 

• generation of elevation models (DTM, DSM) and 3D city models 
• rapid and damage assessment 

2.5.3. Characteristics of LiDAR data: 

• L i D A R is an active system so the data it provides do not depend nor are influenced 
by radiation of Sun. 

• Not only the top layer of Earth surface is scanned. Threw small openings between 
trees, the ground under them can be mapped. Some of the systems register multiple 
echoes and from one emitted pulse can be than obtained more points in different 
distances from device. 

• Points are taken in a grid, so the laser beam cannot be pointed directly on the edges 
of objects. 

• The laser scanner data are well suited for monitoring the changes on the Earth 
surface over time (e.g. monitoring of illegal construction activity and damages after 
natural disasters) - data from different dates can be immediately compared.[11] 

2.6. Aerial imagery 

The acquisition of aerial imagery is passive sensing technique (2.2). The reflected 
electromagnetic radiation from Earth surface is recorded and since particular land covers 
interact differently with particular wavelengths of electromagnetic spectrum, distinction 
between land cover types is possible. 

The orthophotos are obtained by processing of vertical aerial photography and 
elevation model. Therefore, the overall accuracy is derived from the image resolution, 
camera calibration and orientation and from elevation model. Nowadays, the overall 
accuracy of orthophoto depends the most on the accuracy of elevation model. [4] 

Formerly, the dense DTMs/DSMs used for orthophoto processing could be obtained at 
low cost only by aerial photogrammetry, so these are the traditional elevation models used 
for generation of orthophotos. These days also L iDAR, which has higher resolution and 
can improve the quality of orthophoto, is used. In [4] the use of different elevation models 
is compared. 
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The orhophotos are derived using the traditional aerial photography, so the first 
section 2.6.1 deals with some basic facts about this technique. In section 2.6.2 the principle 
of orthorectification is explained and in 2.6.3 the applications of orthography are named. 
The last part 2.6.4, similarly as in the previous subchapter, summarizes some 
characteristics, advantages and disadvantages of this dataset in comparison with the 
laserscanning one. 

2.6.1. Vertical aerial photography 

The vertical aerial photography is taken with specialized cameras. These are mounted 
on the aircraft and gyro stabilized in order to stay pointed down at the Earth surface. 
Pictures are taken in lines with an overlap of neighbouring photos of 60- 80%. This overlap 
enable the surface to be stereo viewed. If more than one line is needed for mapping the 
target area, the neighbouring flight lines are taken with an overlap 20-30%. This should 
guarantee that no gaps would be present in target area. [38] 

Before the aerial flight, the Ground Control Points (GCP) need to be established. The 
coordinates of these points in reference coordinate system are known. GCPs are identified 
in image coordinate system and are fundamental for transformation of data to a reference 
coordinate system (= georeferencing). 

Because of the irregular surface of the Earth, the imagery needs to be rectified 
(corrected to represent planar surface). The special type of rectification is 
orthorectification. [14] 

2.6.2. Orthorectification 

The images obtained by aerial 
imagery provide a perspective image 
of reality. In the perspective 
projection all the projection rays pass 
a common perspective center - the 
camera focal point. The 
orthorectification changes the 
perspective projection of the image to 
orthographic - with the projection 
rays parallel and perpendicular to the 
plane of orthophoto. [29] In the 
orthorectified image, every point is 
displayed as being observed along a 
line of sight that is perpendicular to 
the Earth. [14] This perspectivness of 
the vertical images causes that the 
objects, which are placed in the same 
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point but at different height, are also projected onto different positions. This phenomenon 
is called relief displacement and affects negatively the spatial accuracy of image, 
especially in the case of big differences in heights. The relief displacements are higher 
when the high of the flight is low and increases towards the edges of images. [29] 

Because of the relief displacement, the scale varies across the image. Objects with 
lower elevation are represented at smaller scale, meanwhile the object at higher elevations 
at a larger scale. The orthorectification changes the position of the pixels on the photo so, 
the resulting image has a constant scale. Relief displacement and the effect of high 
differences are eliminated. [38] 

The orthophoto rectification is done by reprojection - the rays from the image are 
reprojected onto a model of the terrain. The reprojection can be done in two ways: forward 
(project the source image onto terrain) and backward projection (project the pixel onto the 
output image to the source image). [29] 

In case of larger orthophoto project, which requires more than one picture, mosaicking 
needs to be applied to put several source images together. According to [29] it consists of 
several steps: 

• seamline generation - generation of 
lines, which illustrates the borders 
between images, 

• colour matching - the colour 
characteristic should be the same for 
images near seamlines, so the position 
of the seamlines is not recognizable, 

• feathering - makes a smooth cut to hide 
the remaining difference, 

• dodging - removes radiometric 
differences. 

Orthophoto 

Figure 7 Forward and backward projection [29] 

True orthophoto 
The conventional orthophoto cannot 

display correctly rapid changes in elevation, 
because some of relief displacements, which 
are so large that effect and hide the objects 
behind them. The true othophotos restore all 
hidden objects. For the restoring of obscured 
areas pictures of the same area from different 
stations can be used. [29] 

/ 1 

1 ^ 
Hidden 

Hidden 

Figure 8 Obscured areas [29] 
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2.6.3. Applications of orthophotography 

The first orthophotos were produced in 1960s, but at first the production was 
expensive and time consuming. It was processed by optical methods and equipment. With 
technical development these methods were gradually replaced by computer processing. 
[38] Traditional analog photography was replaced by digital photography. 

Nowadays, the processing software became affordable and the georeferenced digital 
aerial imagery is more available too. The orthophotos can be generated almost 
automatically, so the production takes short time and is relatively cheap. Data can be 
acquired frequently and after processing the up-to-date information is available. [4]. 

Since the resulting product of orthophoto is in digital form, it can be easily integrated 
into GIS. The orthophotos are used in cartography, environmental monitoring and city 
planning. There is demand for orthophotos also as convenient source of actual information 
for commercial web location services. [4] 

2.6.4. Characteristics of data 

• The edge points of objects are visible. 
• Only the "top layer" of the Earth surface is recorded (trees - canopy). 
• Passive solar system - on images can be shadows and occlusions present. 
• It is necessary to process transition of the 2 dimensional images into 3D space. 
• The data from imagery are not as convenient for monitoring the changes as L i D A R 

is, two images taken in a different time can have differences caused by geometric 
mismatches between them or errors in the data returns, or momentary differences 
within the vegetation caused by wind direction - so many "false changes" can be an 
be interpreted. 

2.7. Fusion of LiDAR data and imagery - advantages 
and previous uses 

As was already mentioned in 2.4, among the approaches of the fusion of data from 
different sources, the combination of the imagery and laser scanner data was found highly 
advantageous. This is probably because where one of the technologies lacks, it can be 
compensated using the data of the other technology so the two technologies complement 
each other well. 

Light Detection and Ranging system (LiDAR) provides precise 3D coordinates - in 
contrast to imagery it provides direct 3D positional information. On the other hand, the 
horizontal precision is often worse than in the case of imagery. The boundaries of objects 
provided by L i D A R are not the actual ones, because with this technology the points are 
taken regularly in the grid independently on the position of objects. [22] These edges can 
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be obtained from aerial images to improve object shapes provided by laser scanner data. 
[28] 

The disadvantage of using only aerial images to extract buildings, lies in the presence 
of shadows and occlusions and in necessity to transfer the two-dimensional images to 3D 
space. It scans only the top layer of the Earth surface. L i D A R enables to map the ground 
under the trees. 

L i D A R provides good vertical accuracy while with imagery good planimetric 
accuracy is achieved. [22] According to [36] there are three problems where this 
combination of data is the most beneficial: building detection, roof plane detection and 
determination of roof boundaries. 

A lot of papers was written on this topics using different methods and software - this 
method is often used for the 3D building extraction - for example in [9], [22], [25], [35] 
and [45]. 

The combination of data from laser scanner and hyperspectral imagery was also tested 
in close range applications - for example for modelling of building facade [7] and for 
geology. 
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3. IMAGE CLASSIFICATION 

With the process of image classification the individual pixels in the image are assigned 
to classes in according to their characteristics (brightness, colour information, ...). These 
classes represent the types of land cover that appear in the image. The classification is done 
via image classification algorithms.[16] 

The classification process within the specialised software is usually divided into two 
steps. At first is a set of criteria for sorting the pixels into different classes is created and 
after that the classification of all image pixels is done following this set of rules. This set of 
criteria or signatures is gathered and the decision rule - mathematical algorithm - is 
formed. The process of making a decision rule can be supervised or unsupervised (see 
subchapter 3.1). [14] 

At first the pixel-based methods dominated the land cover classification, but in recent 
years it started to be replaced by object-based methods. The idea of object-based 
classification dates back in 1980s, but due to insufficient technological tools and 
computing power it was not fully developing until 1990s. The development of this method 
was triggered by two factors - the progress in GIS technology - most importantly the 
compatibility of raster and vector formats, and by the release of object-based image 
analysis system eCognition in early 2000s, which brought this method to broader audience. 
[2] 

The popularity of this software inspired the rise of another similar software - such as 
Feature Analyst, SAGA, Envi Feature Extraction and Erdas Imagine 9.3. [5] 

In the pixel-based method the affiliation to class is assigned to every pixel separately. 
This method is still successfully used in a lot of applications, but it has some drawbacks 
and limitations which are tried to be avoided by using object-based method. 

The object-based classification analysis (OBIA) assign the information about class to 
objects (clusters of pixels), which is closer to our picture of real world. Object-based 
methods allow use of spectral and contextual information for identification of objects. 

In the first part 3.1 of this chapter, a more detailed description of the differences 
between supervised and unsupervised classification is given. The next two subchapters 
deal with the two methods of classification: pixel- based (subchapter 3.2) and object-based 
(subchapter 3.3). Since this thesis focuses on object-based classification, the subchapter 3.2 
is written with an emphasis on the drawbacks of the pixel-based method which make 
OBIA more successful. 
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3.1. Supervised and unsupervised classification 
In view of the amount of user's employment in the classification process, the methods 

are divided into "supervised and "unsupervised". 
In the supervised approach, the user has to identify examples ("training sites") of 

classes that s/he wants to be distinguished in the image. The software afterwards develops 
the statistical characterization of the reflectance for identified classes. The pixels are than 
assigned to the class with which they have the most similar characteristic. [16] This method 
usually needs the analyst to be familiar with types of land cover that are present in the area. 
[14] 

The unsupervised classification is done by specialised software without involvement of 
the analyst in the choice of training sites. The software does the classification itself and 
specifies the parameters of particular classes. Afterwards analyst attaches meaning to the 
classes. This classification is based on the groupings of pixels in the image and is 
sometimes called clustering. [14] The pixels in the class should have similar characteristic 
and different classes should be well distinguished. [16] 

3.2. Pixel - based classification 

The pixel-based classification assigns 
information about class to particular 
pixels. As was mentioned in the beginning 
of this chapter, the pixel-based 
classification is being replaced by object-
based. This was caused by the increasing 
dissatisfaction of this method by users. 
[5] 

Fisher in [15] points out, that there 
are some risks, which should be 
considered, when working with pixel as a 
unit for analysis. During the analysis is 
each pixel assigned to some land cover type though the Earth surface does not consist of 
rectangular homogenous units. The pixels, which contain boundaries between land cover 
types (or objects smaller than pixel size) cannot be analysed easily, because these could be 
assigned to more than one type of land cover. This results in mixed pixels phenomena. 

Another drawback of pixel-based method in comparison with OBIA is emergence of 
'salt and pepper effect', which develops from the fact, that pixel based classification cannot 
work with texture of objects. [5] 

One of the main limitation of this method is the relative scale (size of pixels x size of 
objects), which became a problem with increasing spatial resolution of remotely sensed 
imagery. [5] 

Figure 9 Pixel-based classification used in the land 
Cover Map of Great Britain 1990 [21 
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Figure 10 Pixel-based classification, relative scale [5] 

With such data resolution as the pixel size was coarser or similar to the size of objects 
of interest, this method was sufficient. When the resolution became higher, though, more 
objects needed to be made of several pixels. In Figure 10 Pixel-based classification, 
relative scale Figure 10 above can be seen that in the situations (a) and (b) the choice of 
object-based of pixel-based method would not influence the result much. In contrast in 
case of high resolution (c) the OBIA approach is more advantageous. [5] When the 
classified object is much larger compared with the pixel's size, some of the pixels can be 
classified wrong. 

Some of the object-based image classifications imitates the pixel-based ones, using as 
a spatial scale of the object instead of pixel (the maximum likelihood classification 
algorithm, fuzzy classification). [2] 

3.3. Object based image analysis (OBIA) 
In [33] the OBIA method is summarized as: 

,,OBIA, some researches called GEOBIA (geographic object-based analysis.), is a 
knowledge-driven method, whereby spectral, morphometry, and contextual diagnostic 
features of an object can be integrated based on expert knowledge. It allows the user 
incorporating both spectral information (tone, colour) and spatial features (size, shape, 
texture, pattern, relation to neighbouring objects) which is similar to human visual 
interpretation from images." 

The information about objects on the 
Earth surface is not only in the 
characteristics of the pixels, but also in 
their mutual relationships - such as 
information about texture and shape. 
These can help in classification of the 
images. When the spectral information 
(tone, colour) and spatial information 
(size, shape, ...) is included into decision 
process, it is more alike to the way how 
the people interpret the images. 

Figure 11 Object-based classification used in the Land 
Cover MaD 2000 (the same area as in Fisure 10)f21 
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A lot of studies, which confirmed the advantage of using this contextual information 
were done - for example [5], [9], [23] and [32]. 

In [32] is stated that OBIA (in software eCognition) has 4 components which are not 
used in pixel-based approach: 

• the segmentation procedure - crucial for OBIA analysis, 
• the nearest neighbour classifier - assigns each object to its closest class in feature 

space, 
• the integration of expert knowledge - the nearest neighbour classifier and 

membership functions (classification according spectral, shape, textural 
characteristics and relationships between neighbouring objects) are integrated, the 
probability of belonging to some class is computed, 

• feature space optimization - user chooses which feature space bands should be 
analysed, these are afterwards sorted based on the efficiency of separation the 
classes 

In study [32] is described a classification of land cover using imagery from ICONOS 
in eCognition. The comparison of accuracy of OBIA over a pixel-based method is 
presented and in addition the mentioned four features are evaluated, regarding to the effect 
on the accuracy of classification. 

The process of image segmentation results into division of an image into homogenous 
clusters of pixels, which would represent the boundaries of objects. 

There have been hundreds of segmentation techniques defined, probably for the 
reason, that there are many types of imagery with variety of landscapes and no single 
method was right for all the images so far. There were a lot of attempts to classify this 
methods - a summarization of these can be found in [31]. In this study the classification 
regarding the used mathematical approaches is presented - to the methods using classical 
or the fuzzy mathematic. 

Good characterization of some segmentation algorithms can be found in [8]. This 
paper describes and compares the boundary-based (detect boundaries) and region-based 
(locate objects according similarity of pixel features) algorithms. 

However, if the scale of the all objects we want to be distinguished in the picture is not 
the same, it is possible to use several different scales for the segmentation (tree x forest). 
This is called "multiscale segmentation / object relationship modelling". [5] 

One-level reflection (utilizes only one level) is sufficient if in the image prevail 
homogenous geographic features. More complex images, which do not have distinctive 
boundaries, can be better reflected by multi-scale segmentation. The hierarchy of levels 
can be created - the first level with largest objects represents only basic landscape 
elements. The second one is more aggregated and consists of objects at mapping level. [25] 
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OBIA builds on segmentation, edge detection, feature extraction and classification 
from pixel-based approach.[5] Nevertheless the results it provides are more reasonable than 
the one from pixel-based approach from several aspects. 

It provides a connection of the concept of image analysis and vector-based Geographic 
information System (GIS), which are often object-related. The results are in vector format 
and can be directly used for spatial analysis. [5] 

Object-based classification can achieve better accuracy in comparison with the pixel-
based because of the risk of misclassifying individual pixels is reduced. By focussing on 
the real-world objects, maps produced in this way may be more recognisable and can be 
directly used for analysis. The analysis does not deal with the mathematical relationships 
only, but is more about understanding the landscapes.[l] 

At first, the focus in the OBIA development was on the software and algorithms to 
enable user to extract the objects. Later, the incorporation of geographic-based intelligence, 
which would arrange appropriate information to be assigned within a geographical context, 
was considered. The latest phase of development is directed towards the automation of 
analysis. [5] 

In [5] a lot of examples of the studies about application of OBIA can be found. In this 
paper the result of the analysis of publications about image classification is presented. In 
the graph below - Figure 12, the sharp increase of usage image segmentation techniques 
and the usage of term OBIA can be observed. Some of the milestones in its development 
are showed in this image. 

According to [5] the success of OBIA software lies in: 
„ It met the demands of increasing spatial resolution in imagery and almost explosive 
amounts of geospatial data that required processing within a specific time-frame." 

Figure 12 Development of the amount of OBIA literature [5] 
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4. SOFTWARE - eCognition Developer 

eCognition Developer software uses Object Based Image Analysis for image 
classification. It was launched in 2000 and since 2010 it is part of Trimble Navigation Ldt. 

This software analyses data from various sources - laser scanner, satellite, radar, 
hyperspectral data or aerial photography. Both raster and vector data can be processed. 

As was already mentioned in subchapter 3.3 the development of the OBIA technique 
was supported by the release of this software. According to study from 2010 [5] among the 
research papers dealing with OBIA about 50-55% employ this software. It was used for 
example for monitoring of slum settlements using remotely sensed data [37], shrub 
encroachment [23] and mangrove forest cover [1], for comparison OBIA and pixel-based 
classification [32] and for oil slick classification from SAR data [30]. 

In the following subchapter 4.1 is briefly described the analysis procedure in 
eCognition. The terminology, which uses this software and which appears in the thesis, is 
explained. 

4.1. Analysis procedure and terminology in eCognition 
In this subchapter some terms which are used in eCognition software are explained, in 

order to understand the following investigation. The workflow of classification process is 
outlined and important steps and terms are described in their own sections in more detail. 
The contents of this subchapter was taken from eCognition User Guide [13] and Reference 
book [12]. 

The basic level of the image's information in eCognition is layer. For example, if the 
RGB image is loaded, 3 information layers emerge, each layer represents one colour band. 

The first step in the image analysis process is segmentation, which divides the image 
pixels into clusters with similar characteristics. In eCogniton these clusters are called 
image objects. The segmentation is done using mathematical algorithm - this algorithm 
can be applied on the pixels or on image objects. The initial segmentation is done on the 
pixel level (the individual pixels are processed) and the subsequent steps are usually done 
on the object level. Different types of segmentations which can be applied in eCognition 
are further described in following section 4.1.1. 

After the initial segmentation, the generated objects are undefined - no information 
about what they represent is given. The objects are interpreted during the classification. 
Classes are the types of land cover which are recognized in the image and to which the 
image objects can be assigned. The name and characteristics of classes are defined by user. 
The user chooses and arranges the segmentation and classification algorithms in sequence, 
in which they will be applied to the image - his/her instructions form a rule set. 
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Examples of 
Meaningful Hierarchical 

Image Object Levels 

Biology Geography 

Organ Forest 

Tissue Tree Type 

Cell Tree 

Entire Image 

Coarse 

Medium 

Another term used in eCognition is 
level. Levels should be not confused 
with layers - layers are imported to the 
software with images and levels store 
image objects. The new level emerges 
when the segmentation is executed. In 
this thesis, the analysis was done only 
on a single image object level, but with 
eCognition it is also possible to use 
multiple levels and create a hierarchy of 
image objects (multiscale 
segmentation). Each of the levels than 
store different resolution of image 
objects. The objects in the higher level 
are defined by the objects from the level below (Figure 13). Each of the levels should 
represent a meaningful structure in the image. 

Figure 14 shows the workspace of eCognition Developer during the classification 
process. Rule Set is created and displayed in the Process tree window. The Object 
Information window contains information about chosen object - its characteristics and 
assigned class. The characteristics of objects are called features (more in section 4.1.2). 
Classes are defined and displayed in the Class Hierarchy window. 

Figure 13 The multiple image object levels, image object 
hierarchy [13] 
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4.1.1. Segmentation in eCognition 

eCognition software provides a variety of segmentation algorithms. A few of them 
will be presented in this section in order to illustrate the principle of segmentation. The 
multiresolution segmentation, which was used in investigation, is explained in more detail. 
Segmentation can be used not only for division of the pixels (on the pixel level) but also 
for division of the existing images objects (on the image level). 

There are two basic segmentation principles [13]: 

• top-down strategy - image is divided into smaller pieces 
- chessboard (Figure 15), quadtree-based, multi-threshold segmentation,... 

Figure 15 Chessboard segmentation 

The quadtree-based segmentation results in the square image objects with different 
sizes. The size of the objects depends on the chosen upper limit of differences in colour 
within the squares. The particular 
squares keep on dividing, until is 
this homogeneity criteria met. 
Illustration of this process is in 
the Figure 16. Legend: • Criterion not met • Criterion met 

Figure 16 Diagram - quadree-based segmentation [13] 
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Figure 17 Quadtree segmentation 

• bottom-up strategy - smaller parts of image are merged into larger (it can start on 
pixel level) 

- multiresolution segmentation, classification-based segmentation 

Multiresolution segmentation merges pixels or image objects with neighbouring 
pixels/objects on the basis of relative homogeneity criterion. This homegeneity criterion 
is defined by user with setting the value of shape and compactness factor. Below in the 
Figure 18 the concept of choice of these parameters is illustrated. 
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Figure 18 Multiresolution concept flow diagram [12] 

In homogeneity criterion three factors are taken into account: Colour, Smoothness and 
Compactness. The Shape factor represents ratio between the influence of shape and colour. 
The higher it is, the more is considered the shape homogeneity over the colour. Similarly, 
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the Compactness factor represents ratio between compactness and smoothness. This factor 
optimizes image objects regarding to the shape. 

Below in Table 4 several multiresolution segmentation outcomes are shown. The 
particular examples differs in setting of the shape and compactness factors - In each line 
one of these factors remains the same, while the other one changes. 

Compactness -fixed: 0.5 
Shape: 0.1 Shape: 0.5 Shape: 0.9 

Shape - fixed: 0.5 
Compactness: 0.1 Compactness: 0.5 Compactness: 0.9 

Table 4 Multiresolution segmentation, different homogeneity criterion 

Besides these two factors, user adjusts the multiresolution segmentation algorithm by 
setting the scale parameter, which defines the size of the objects, and by selection of the 
image layers, which will be considered in the segmentation algorithm together with the 
degree of their influence. 

4.1.2. Features of objects 

The features represent spectral, shape and other characteristics of image objects and 
are necessary for the classification process. Features, which are at analyst's disposal to use 
for analysis, are displayed in the Feature View window (Figure 14). It is possible to display 
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the values of particular feature across the image and also to test the potential threshold 
values of it in order to use it in classification. 

The features are divided into several groups (Figure 14). For the investigation in this 
thesis only the features from the groups Object and Class-related were used, therefore, 
these groups will be discussed further. 

Object Features are determined by the evaluation of image objects - their spectral 
properties, shape and the texture values. This group includes the Customized features, 
which are defined by user and based on already existing features. There are two types of 
customized features - arithmetic, which are calculated with arithmetic operations, and 
relational, which compare the value of chosen feature in related different types of objects. 

Class-Related Features describe the relationships between particular objects and 
objects, which are assigned to another class. 

The actual features used in the rule set for investigation are explained in the section 
5.2.3. 

4.1.3. Classification in eCognition 

During the classification, the image objects are judged by set criteria and assigned to 
class. Classification is done by classification algorithms. There are two ways of 
classification available in eCognition - one way is sorting of objects with application of the 
threshold conditions to object's feature values and another way is picking the 
representative objects (or samples) of classes. 

The first method can be executed by two algorithms - in Assign class algorithm the 
thresholds are stated in the algorithm setting while in Classification algorithm are these in 
class descriptions. The second algorithm is not as transparent as the first one and does not 
allow to assign the same class several times with the different conditions, therefore in the 
investigation was used the first mentioned Assign class algorithm. 

In the sample-based classification user chooses the typical representatives of the 
particular classes - samples. Based on these samples the Nearest neighbour algorithm 
classifies the other image objects into classes, in which do these objects most likely belong. 
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5. INVESTIGATION 

In this chapter is described the process of rule set creation for image classification in 
the eCognition software. Following the aim of this thesis, the land cover types were 
classified from remotely sensed data - the combination of the orthophotos and D T M and 
DSM. The orthophotos were acquired by means of aerial photography and the elevation 
models were generated from L i D A R data. 

In the first part 5.1 the data, and the instruments, which were used for their caption are 
characterized. The description of the actual process of investigation follows in 5.2. 

5.1. Characteristics of data 
The data, which were processed, display the area in Krkonšský Národní Park in Czech 

Republic. Two regions, each covering the area of 1 square kilometre, were used (Figure 19 
and Figure 20). The investigation into the forming of rule set was done using the first 
region. Afterwards, the complete rule set was applied to the second region as well, in order 
to test its transferabilitity. 

Considering the workflow of image processing given in 4.1, the investigation 
concentrated only on the third step of image processing. The available data were not in a 
raw form, but were already processed - the orthophotos (2 sets, RGB and NIR) were 
derived from the aerial imagery and DTM and DSM from L i D A R data. The steps Image 
restoration - georeferencing and Image enhancement were already done, so these steps 
were not included of the investigation. 

Below, the brief characteristics of data are given together with a short description of 
the used instrument. 
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ORTHOPHOTOS- RGB + NIR 

Format TIFF file (RGB - bands Red, Green, Blue 
NIR - CIR format - bands NIR, Green, Blue) 

Resolution 0,125 m 
Accuracy 0,300 m (standard deviation) 

Date of image acquisition 18 - 29.6. 2012 
GPS-IMU aparatuře Applanix POS A V 410 

elevation model used for orthorectification - L i D A R (grid) 

Camera Microsoft UltraCamXp 

Technical specifications T431: 
Camera head - 13 CCDs - 9 for high resolution Pan image collection and 4 for R, G, B 
and NIR image collection 

Panchromatic image size 
17310x 11310 

pixels 
Panchromatic physical 
pixel size 

6 \xm 

Panchromatic lens focal 
distance 

100 mm 

Figure 21 Microsoft UltraCamXP [41] 

Color (multi-spectral 
capability) 

4 channels -
RGB & NIR 

Figure 21 Microsoft UltraCamXP [41] 

Table 5 Technical specification - Microsoft UltraCamXp [43] 

DTM + DSM 
Format 
Resolution 
Accuracy of point clouds: 

vertical 
horizontal 

ASCII file grid 
1 x 1 m (grid) 

0,087 m (standard deviation) 
0,145 m (standard deviation) 

Date of acquisition (LiDAR) 24.7.-18.8. 2012 
Aircraft Zlín Z-Z37 

Classification and filtration of the point clouds and generation of elevation models was 
done in software: SW MicroStation V8 + M D L extension TerraScan 012.020 a 
TerraModeler 012.008). 

36 



Laser scanner Riegl LMS-Q680i 

Minimum Range 30 m 
Accuracy 20 mm 
Precision 20 mm 
Laser Pulse Repetition Rate Up to 400 000 Hz 
Laser Wavelength Near infrared 
Scanning mechanism Rotating polygon mirror 
Scan Pattern Parallel scan lines 
Scan Angle Range +/- 30° = 60° total 
Scan Speed 10-200 lines/sec 

Table 6 Technical specifications - Riegl LMS-Q680i [26] 

5.2. The investigation workflow 
In this chapter a workflow of the investigation will be presented to make the whole 

process more transparent and the contents of this subchapter clearer. 

I. Preparation of data for classification 
In the beginning of the investigation, the data needed to be prepared for the further 
investigation. The Normalised Digital surface (nDSM) model was generated from 
D T M and D S M - the description of this process is given in the section 5.2.1. 
Afterwards, a testing area from the first region was chosen and cut. This part of 
investigation was done in the ArcMap 
software. 

It was decided to do the investigation on a 
small testing area and not on the whole 
image, in order to speed up the 
investigation. The area was chosen so that 
it would contain all classes and problems 
emerging in the whole image. After the 
forming of rule set, the classification was 
applied on whole image. The testing area is 
shown in on the Figure 22. 

II. Processing in eCognition 
As was mentioned in the previous paragraph, the investigation into classification 
was done on the small training area. Firstly, the suitable method of segmentation 
and the setting of its parameters was estimated (section 5.2.2). In order to 
investigate the different possibilities of classification in eCognition, the supervised 
sample-based approach was tested to see what results it would provide (Appendix 

Figure 22 Testing area 
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B). The results were not as good as in the case of Assign class algorithm, so for the 
final classification was used the Assign class algorithm (section 5.2.4). The rule set 
was created and afterwards applied on the both regions. The features which were 
used in classification are described in section 5.2.3. 
After the application of the rule set on the areas was the resulting classes' 
borderlines exported to shape files for the Evaluation part of the investigation. 

III. Evaluation 
In section 5.2.5.results and methodology of evaluation is described. Outcomes of 
classification were compared to the reference data and the confusion matrices were 
created. The comparison was done both on the pixel and object levels. After the 
evaluation the detected misclassifications and limitations of this method are 
discussed in 5.2.6. 

5.2.1. Normalized Digital surface model (nDSM) 

D S M - D T M 

In order to utilize the information about the heights of the scanned objects in the target 
area for classification, the Normalised Digital terrain model (nDSM) was created. 

nDSM is as a difference between Digital surface model and 
Digital terrain model. Digital surface model represents the top layer 
of the Earth surface as it would be seen from the space - it includes 
the vegetation and buildings. D S M shows the bare Earth surface, 
without the presence of vegetation and buildings. Consequently, the 
difference between D S M and D T M represents the height of the 
objects on the Earth surface above the ground (surface) - the vegetation and buildings. 
nDSM was generated in the software ArcMap - the workflow of this process is in 
Appendix A . 

nDSM 

Table 7 nDSM generation 
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RGB image 

5.2.2. Segmentation 

As was already mentioned, segmentation is very important step in OBIA and has a 
great influence on the following classification. From the number of segmentation 
algorithms in the eCognition, the Multiresolution segmentation was chosen as giving the 
best results. 

In the section 4.1.1 is mentioned that with this 
segmentation method the layers of images, which will 
participate in the recognition of the borders, and the degree 
of their influence, can be chosen. For the segmentations were 
considered the layers representing the bands R, G, B and 
NIR of the orthophotos. The values of nDSM layer were not 
included, because the resolution of this model was much 
coarser in comparison of the orthophotos and so it could 
negatively influence the accuracy of formed borders (see 
Table 8). 

Each of the chosen layers was given the same weight - 1. 
The different values of factors determining the homogeneity 
criterion were tested and in the end the values: Shape: 0,5 
and Compactness: 0,6 were used. Table 8 Ortophoto x nDSM resolution 

In the rule set two multiresolution segmentations were applied. The first was applied 
in the beginning of the whole process on the pixel level and with the scale 30 in order to 
capture small details. 

RGB image x nDSM grid (light 
squares) 

Figure 23 Results of multiresolution segmentation - scale 30 
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The second classification was applied later with the scale factor 60. Between the first 
and second segmentation the image objects were differentiated according to their height 
value into 3 classes. The second segmentation was executed separately for each of these 
classes, so the image objects with very different height value would not mix, even if these 
have similar spectral characteristics. 

Figure 24 Results of multiresolution segmentation - scale 60 

The borders of objects, which represent also the height difference (roofs), should be 
conserved in the level of details of 30 scale segmentation. The second segmentation was 
done in order to eliminate the small inconsistent objects within the same high level, which 
tended to be misclassified in the later steps of the classification. 

One of the algorithms used in the final Rule Set is Merge region. Merge region can be 
understand also as one of the segmentation algorithms, because it modifies the shape of the 
image objects. This algorithm merges the neighbouring image objects, which were 
assigned to the same class, into one. 

5.2.3. Features in rule set 

In Table 9 are shown the features which were used for setting thresholds in the rule 
set. 
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OBJECT FEATURES 
Customized features R ... Red band (RGB image) 

G ... Green band (RGB image) 
B ... Blue band (RGB image) 
IR ... Infrared band (NIR image) 

Normalized difference vegetation index (NDVI) 
(recognition of vegetation) 

1R-R 
NDVI = 

IR + R 

Red Ratio R 
RR = 

R + G -+ B 
Layer Values 

nDSM (height of the objects) 
Layer B (intensity of band B) 

Geometry 
Area (size of the objects) 
Compactness (estimated with using length and width of an object, divided by 
number of pixels ) 

CLASS-RELATED FEATURES 

Relative border to class (ratio between the length of border, which object shares with 
objects assigned to chosen class and the total border length of 
this object) 

Border to class (number of pixels which the chosen object shares with chosen class) 
Table 9 Features used in rule set 

5.2.4. Classification 

The training area and later the both whole images were classified using Assign class 
algorithm. A lot of threshold values for different features were tested. The final rule set is 
shown below in the Figure 25. The instructions in the rule set are divided into several 
groups to make the classification more clear. 

For the classification six classes were identified to represent five types of land cover in 
the image (one class is empty). A short description of these classes derived after the choice 
of the thresholds used for the classification with their colour coding is given in the Table 
10. 

Class description 

o above 
is used only in the beginning of the classification process later it is divided 
into roof and trees class, the value of nDSM > 1.5 m 
do not represent a land cover type, it is not present in results of classification • roofs derived from the class above, NDVI < -0,01 • trees derived from the class above, NDVI > -0,01 
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o shrubs 
vegetation with the value of nDSM between 0.5 m and 1 m, for the 
evaluation, this class was assigned to one class together with ground. 

o ground fields and gardens, low vegetation 

o roads the parts of ground which display roads, NDVI < 0 
Table 10 Description of classes 

The first step in the rule set is segmentation I of the image on the pixel level. The 
segmentations I and II are described in more detail in section 5.2.2. Afterwards, the formed 
image objects were classified (classification I in the rule set) accordingly to their height 
(the value of nDSM). The image objects were divided into three different classes or in this 
case "height levels". 

nDSM value (m) class 
< 0.5 ground 
<0.5, 1> unclassified 
> 1 above 

Table 11 Classification I - results 

The newly created classes were segmented (segmentation II) one by one, to prevent 
the mixing of the different high levels. 

H - • segmentation 
!-™Ü5Ü <0,00 Is 30 [shape: 0.5 cornpct.: 0.6] creating 'New Level' 

• classification I 

I ^ 0.765 with Mean nDSM < 0.5 at New Level: ground 
: ^ 0 .0 IS with Mean nDSM > 1.5 at New Level: above 

E h • segmentation II 

!•••• ÜEÜ 0 3.59 3 ground at New Level: 60 [shape: 0.5 cornpct.: 0,6] 

us; 04.360 above at New Level : 60 [shape: 0,5 cornpct.: 0,6] 
: 0 2.610 unclassified at New Level : 6 0 [ s h a p e : 0 . 5 cornpct.: 0,6] 

Q - • classification-trees,roofs 

I * \ 0.016 above with NDVI > -0,01 at New Level: trees 

i ^ 0.016 above , trees with NDVI < -0.01 at New Level: roofs 

----- <0,001s roofs at New Level: merge region 

I ^ <0,001s roofs with Compactness > 2 at New Level: trees 
: ^ <0,001s roofs with Area < 600 Pxl at New Level: trees 

H - • classification-roads 

I ^ <0,001s ground with Mean nDSM < 0.4 and NDVI < -0,01 at New Level: roads 

i ^ 0.016 roads with Red ratio > 0.36 at New Level: ground 

I ^ <0,001s 3x: unclassified with Rel, border to roads >0 ,52 and NDVI < 0 at New Level: roads 
; ^ <0,001s roads with Border to roads = 0 Pxl at New Level: ground 

H - • classification 

I ^ 0.016 unclassified with NDVI > -0 .01 and Mean Layer B < 150 at New Level: shrubs 

I ^ <0,001s unclassified with NDVI < 0 and Border to roads > 20 Pxl a t New Level: roads 

i 1̂ <0,001s unclassified at New Level: ground 

----- 0.047 roads at New Level: merge region 
1 t\ <0,001s roads with Area < 1500 Pxl a t New Level: ground 

• • • • merging 

----- trees at New Level: merge region 

h - ™ 1 shrubs at New Level: merge region 

h - "™ 1 ground at New Level: merge region 

: ^ shrubs with Area < 1000 Pxl and Border to trees = 0 Pxl a t New Level: ground 

h - "™ 1 ground at New Level: merge region 

i - - ' ™ shrubs, trees at New Level: merge region 

Figure 25 Rule set 
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With the group of algorithms named as classification - trees, roofs, the class above 
was divided. For the distinguishing between roofs and trees, the feature NDVI was used. 
Originally, the NDVI threshold was set to 0, but the value -0,01 has shown better results. 
In the next step were the particular image objects assigned to the class roofs merged in 
order to get more compact shapes. The following algorithms were executed to reduce those 
image objects (representing trees) which were misclassified as roofs - the objects which 
did not meet the threshold set for Compactness criteria and also the objects with the 
area < 600 pixels were assigned to the class trees, (see Table 12) 

original image (RGB) 

roofs after merging and elimination of 
noncompact objects 

roofs identified by NDVI 

roofs after elimination of 
objects < 600 pix 

Table 12 Recognition of roofs 

In the next group classification- roads were derived the roads from the class ground -
again, NDVI was used. More image objects than those representing actual roads were 
classified and with the next step these were eliminated using the Red ratio feature. With 
setting the threshold for Red ratio, the objects, which was classified as a road, but 
represented ground - bare soil were quiet efficiently recognized and ascribed to the class 
ground (see Table 13). 

original image (RGB) roads after use of NDVI roads after use of Red ratio 

Table 13 Recognition of roads 
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The roads should in the most cases form the continuous landscape element, but 
because of the effect of shadow, some of the small image object in the middle of the road 
were misclassified as a ground (Figure 26). To 
recognize these, the threshold of a feature Relative 
border to road was set and some of these problematic 
image objects were classified correctly. The last step 
in this group eliminates the isolated image objects 
classified as road, which because of the continuous 
character of the roads were likely to be 
missclassified. 

The last group of algorithms named 
classification dealt with the unclassified objects - the 
objects with the height between 0.5-1 m. These are classified according to the value of 
NDVI, Mean Layer Blue and Border to roads into the classes shrubs, roads or ground. The 
Mean Layer Blue feature was used because it seemed to help the NDVI parameter to 
recognize the shrubs and represents the mean intensity value of B layer. The road image 
objects are merged and in the next step the objects in the class of roads with small area are 
assigned to the class ground. 

The last group of algorithms merging was applied before the export of classes' 
borderlines to shape files. Some generalization of the scene was included, eliminating the 
small objects classified as shrubs with no border to trees, which probably represented just 
higher vegetation. Below in Figure 27 the classification outcome of testing area can be 
seen. In the Appendix C is shown the outcome the classification of whole first region. 

Figure 27 Classification result - testing area 
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5.2.5. Evaluation 

When doing the accuracy assessment, the reference data, which are considered to be 
correct and to which the results of the investigation are compared are needed. For this 
purpose are usually used data measured in field. The result of such evaluation shows the 
overall accuracy of the whole processing - from the obtaining data to final product. In this 
thesis only the evaluation of classification process is done, so no measuring in the field was 
undertaken. To obtain the reference data, the objects were digitised from the orthophotos in 
software ArcGIS. The evaluation was done on a cuts of the both testing areas to limit the 
amount of data to be processed. 

Figure 28 Evaluation - tested 

The evaluation methods used in research papers can be divided into two groups 
according to the fact, if they use the thresholds to compare the detected and reference data 
or not. In this approach the threshold-based evaluation would not be effective since the 
thresholds were already used in classification. [3] 

Another classification of evaluation methods is to object level and pixel level methods. 
The first one compares the numbers of objects and the second one compares the number of 
pixels or areas. [3] 

In the following text are used some terms to 
express the outcomes of the classification. These 
terms were taken from [17] and mostly refer to the 
areas, but are also used for the object level 
evaluation. 

True positive (TP) - correctly classified areas -
the reference object overlap the classified object. 

False positive (FP) - misclassified areas - the 
object is detected, but it is not in the reference 
dataset (does not exist). 

False negative (FN) - misclassified areas, the 
object was not detected (it is only in reference 
dataset). 
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Evaluation approaches in this thesis: 

1. Confusion matrix - shows the overlapping areas of particular classes in the 
reference datat and the data provided by eCognition. The diagonal of matrices 
represent the area which was correctly classified (true positives), the other values 
show the areas which was misclassified and to which class these were assigned 
(the predicted class in reference data is different from the classified one). Each cell 
represents the intersection area of respective layers. 

Classificat on results 
roofs roads trees ground 
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roofs TP FN/FP FN/FP FN/FP 
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roads FN/FP TP FN/FP FN/FP 

R
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ta

 

trees FN/FP FN/FP TP FN/FP 

R
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ta

 

ground FN/FP FN/FP FN/FP TP 
Table 14 Confusion matrix 

2. Pixel level evaluation - areas of the particular classes in the two datasets are 
compared. Several quality factors illustrating the achieved accuracy were 
calculated [24]using the values from the Confusion matrix: 

R A .... reference area of a class/object 
D A .... detected area of a class/object 

Detection rate: ratio between the correctly detected DA n RA 
area of the chosen class (true positive) and the area which ~ RJ[ X' 
this class covers in the reference dataset. 

_ .. . , , , DA fl RA 
Quality rate: ratio between the true positive area and OR = X 100% 

DA 1 1 RA 

the union of detected and reference area. 
Branch factor: it is the ratio between the part of _ n 

reference area which was not detected (false negative) = D~AC\RA * 
and true positive area. „ . , , , „ . 

F DA — (DA n RA) 
Miss factor: Ratio between false positive and true MF = X lOOQ'c 

." DACxRA 
positive area. False alarm rate: ratio of the part of the reference Rj± — (DA n RA) 

RA area which was not detected (false negative) and F A — _ . X 100% 
reference area. 

3. Object level evaluation - was done only for the class representing buildings, the 
actual numbers of objects was compared. 
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Digitisation 

From the orthophotos were digitised these classes: roofs, roads and trees. 
The roofs provided the most relevant outcome of digitisation, since these are quite 

well recognisable from the images. Considering that the digitisation of the roads and 
especially trees from orthophotos was not very reliable, the outcomes of the evaluation of 
classification of these objects should be considered as illustrative. 

In the layer representing the roads were included not only roads, but also other man-
made ground structures - the parking lots and pavements covering large area. 

The trees were the most tricky class to digitise, since the position of the trees was not 
well recognisable in the images. Only the forests, larger groupings of trees and also a few 
of the most apparent single trees were digitised. 

The rest of the area, where none of the mentioned three class was identified, were 
assigned to the class ground. The rest of the area was considered as ground (= the 
outcomes of ground and shrubs classification). 

Confusion matrices 

1. area 

(85079 m2) 

classification results [m2] 1. area 

(85079 m2) roofs roads trees ground 

re
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nc

e 
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ta
 [

m
2] roofs 10785 119 147 272 
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nc

e 
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ta
 [

m
2] 

roads 245 9750 519 1750 

re
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ta
 [

m
2] 

trees 0 0 6223 57 

re
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e 
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ta
 [

m
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ground 670 1990 7383 45169 

2.area 
(40228 m2) 

classification results [m2] 2.area 
(40228 m2) roofs roads trees ground 

re
fe

re
nc

e 
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a[

m
2] roofs 6775 50 34 66 

re
fe
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roads 307 4548 158 588 

re
fe

re
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e 
d

at
a[

m
2] 

trees 6 14 8591 389 

re
fe

re
nc

e 
d

at
a[

m
2] 

ground 433 749 2941 14579 

Pixel-level evaluation 

In Table 15 below the comparison of the reference data areas and the classification 
outcome - the detected areas are shown. For each class the evaluation factors were 
calculated. In the end the overall accuracy was estimated. 
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class 
reference 

area 
[m2] 

detected 
area 
[m2] 

overlap 
[m2] 

detection 
rate 
[%] 

quality 
rate 
[%] 

branch 
factor 
[%] 

miss 
factor 
[%] 

false alarm 
rate 
[%] 

1. testing area 
roofs 11323 11700 10785 95,2 88,1 5,0 8,5 4,7 
roads 12264 11859 9750 79,5 67,8 25,7 21,6 20,5 
trees 6280 14272 6223 99,1 43,4 0,9 129,3 0,9 
ground 55212 47248 45169 81,8 78,8 22,2 4,6 18,2 
overall 85079 85079 71927 84,5 73,2 18,3 18,3 15,5 

2. testing i jrea 
roofs 6925 7521 6775 97,8 88,4 2,2 11,0 2,2 
roads 5601 5361 4548 81,2 70,9 23,2 17,9 18,8 
trees 9000 11724 8591 95,5 70,8 4,8 36,5 4,54 
ground 18702 15622 14579 78 73,8 28,3 7,2 22,0 
overall 40228 40228 34493 85,7 75,1 16,6 14,3 

Table 15 Pixel level evaluation 

As was written in the beginning of this section, the most reliable evaluation results are 
given for the class representing buildings (roofs). The accuracy of the digitisation is 
indefinable, especially considering bad contrast in the pictures, quality of the digitisation is 
questionable. 

In the case of the classes roads, trees and consequently ground, the statistics of Quality 
rate are low in the comparison with the class representing buildings (= roofs) and also the 
values of the factors are not very good. This fact should not be considered to be caused 
only by the classification but also by the quality of digitisation. Since the quality of 
digitisation seemed to be the main cause of, this numbers will not be discussed further. 
Visually, the classification outcomes seemed to match well with the landscape elements on 
the orthophotos. 

The detection rate of the buildings was more than 95% in 
both testing areas, but there were some mismatches which caused 
the quality rate of the classification to drop to 88 %. The 
comparison between branch and miss factor values shows, that 
from the whole misclassified building area, more was 
"overdetected" than undetected. The reason for non-detection of 
buildings was mostly the shadow. The value of the branch factor 
was mainly caused by the fact, that only roofs of the buildings were digitised, but the 
whole buildings were classified. In few cases, these two borders did not match (Figure 30 
Roof x buildingFigure 30) well. 

During the visual evaluation of second testing area classification, the values of the 
thresholds did not provide such a good results as in the case of the testing area. 
Considering the slightly different spectral characteristics of different images, the threshold 
values would be needed to adjust for the particular images to improve the result. 

This similar table of evaluation, was also done for the particular buildings in the 
testing areas - the table can be found in Appendix C. 
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Object level evaluation 

In object level evaluation the comparison of the numbers of detected and digitised 
buildings was done. This type of evaluation was applied only for the class representing 
buildings, because the other object classes form a larger areas and not a number of smaller 
objects, which numbers could be compared and therefore were not considered to be 
suitable for this type of evaluation. 

o ^ ^ 

b a g a 
ODD 

CP 

0 D 
4 

" a 
• C3 

Fisure 31 Object level evaluation - l.testing area 

| reference 
object 

] detected 
object 

In Chyba! Nenalezen zdroj odkazii. the numbers and values of some factors are 
shown. It should be noted, that the number of detected buildings is not equal to the number 
of detected objects. Some of the buildings which were included into one object during the 
digitisation were detected not as a one object but as several smaller objects. In these cases, 
the corresponding objects within one reference building were counted as one. The false 
positives display the number of the detected buildings which do not exist and false 
negatives the building which were not detected. Correctness shows the ratio between the 
number of correctly detected buildings and the detected buildings. 

1. area 2. area 
reference buildings 77 30 
detected buildings 76 31 

false positives 2 3 
false negatives 3 2 

overlapping buildings 74 28 
reference buildings 96,1 % 93,3 % 
quality rate 93,6 % 84,8 % 
branch factor (over-detection) 2,7 % 11 % 
miss factor (under-detection) 4,1 % 7 % 
correctness 97,3 % 90% 
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5.2.6. Problems in classification, misclassifications 

The main cause for the misclassification of the objects was the effect of shadow. This 
problem was reduced during the forming of the rule set by applying additional threshold 
conditions (see 5.2.4), but it was not removed completely and some areas remained 
misclassified. 

reference area 

classified area 

Figure 32 Effect of the shadow 

Another problem, which occurred during the 
classification, was, that in some areas the nDSM did 
not match well with the orthophotos (see Chyba! 
enalezen zdroj odkazu.). 

This fact did not effected the results of 
segmentation, since the nDSM layer was not 
involved in segmentation algorithm, but during the 
classification several objects were misclassified, 
because of this mismatch. An example is shown 
Figure 33. 

In this case buildings were detected on the area 
displaying road. The reason for this 
misclassifications were the trees, which partially covered the road. The height information 
of the misclassified objects comes from the tree branches - from nDSM. Meanwhile, the 
spectral information derived from orthophoto have the NDVI value of area without 
vegetation. As a result, the image objects characteristics correspond to class roofs. In this 
case, also the influence of the segmentation should be considered. 

reference area (orthophoto) 
light squares - height value (nDSM) 
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Figure 33 nDSM x orthophoto misclassification 

After the use of the Assign class algorithm for the classification, a possible 
disadvantage of this method should be mentioned. Thresholds in this investigation were 
chosen regarding to the best result it provided in the testing area and the involved images. 
In case of applying this threshold conditions to an image with a little bit different spectral 
distribution and characteristics, the results can be very different. For different imagery 
might be necessary to slightly adjust the threshold values to get the best results. 
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6 . CONCLUSION 

In this thesis an approach to interpret the remotely sensed imagery data using image 
classification was presented. The Object-based image analysis was applied to the data, 
which were obtained by two different remote sensing techniques, at once - the orthophotos 
derived from high-resolution imagery and the nDSM, which was estimated from the 
L i D A R point clouds. For the classification, the software eCognition Developer was used. 

In the investigation area five different classes of objects, each representing particular 
land cover type, were identified and a rule set for recognition of these classes in the data 
was formed in the eCognition software. 

With this rule set, the achieved overall detection rate is very good - 85%. The detection 
rate of the buildings, for which the evaluation approach was the most reliable is even 
better, about 95%. 

The use of this combination of the data sources proved to be very advantageous. The 
to datasets complement each other well. The nDSM was used for recognition of the objects 
on the basis of their height - the borders of forests, buildings or vegetation with different 
heights were identified without the risk of misclassification caused by shadow. The 
Normalized difference vegetation index (NDVI) estimated from the orthophoto band's 
values allowed to distinguish between vegetation and man-made structures. 

Still, some areas remained misclassified, mainly because of the effect of the shadow. 
The results could be improved by using a different indexes or by putting more thresholds 
for the differentiation between classes. Also the area effected by shadow could be 
classified separately. 
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