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Abstract 
A profilometer is a device used to measure the geometry of a surface. They vary significantly 
in size, precision and speed of measurement, and price. The a i m of this thesis is to create a 
software l ibrary and end-user applicat ion for a simple laser-camera setup. A mathematical 
model of the system is developed and used to determine posit ion of surface features i n real 
space. The demonstration applicat ion allows the user to view the raw camera input, the 
processed image, as well as the resulting profile. 

Abstrakt 
Profilometr je zař ízení sloužící k m ě ř e n í geometrie povrchu. Liší se ve velikosti , p ře snos t i 
a rychlosti měřen í , a ceně . Úče lem t é t o p r á c e je vy tvo ř i t software knihovnu a uživatel ­
skou apl ikaci pro j e d n o d u c h ý s y s t é m složený z kamery a laseru, j ehož úko lem bude měř i t 
o p o t ř e b e n í v n i t ř n í h o povrchu t a n k o v ý c h h lavní . Je v y p r a c o v á n m a t e m a t i c k ý popis tohoto 
s y s t é m u k t e r ý knihovna využ ívá pro u rčen í polohy m ě ř e n é h o povrchu v prostoru. Výs ledná 
knihovna obsahuje n á s t r o j e pro identifikaci rysů povrchu. D e m o n s t r a č n í aplikace umožňu je 
zároveň sledovat s n í m a n ý povrch, zp racovaný obraz, i výs ledný profil povrchu. 
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Chapter 1 

Introduction 

1.1 Overview of profilometry 
Profi lometry is the measurement of geometry of surfaces - surface texture, and i n some 
cases, the internal structure of translucent volumes. It is crucial across many areas of 
industry and scientific research. These range from mater ial science, where it can be used to 
predict mater ial behavior under stress, through quali ty control and maintenance of machine 
parts, to microbiology. 

Surface texture encompasses several features: form, waviness, roughness, lay, and flaws. 
„Form" describes the overall shape of the profile, „waviness" the periodic deviations due 
to external vibrations or internal stresses during manufacture, and „ roughness" the finer 
texture typica l of the mater ial and its processing method. „Lay" refers to the directionali ty 
and dis t r ibut ion of these textural features, cr i t ica l for predict ing how a surface w i l l interact 
w i th its environment [1]. 

1.2 Purpose of the library 

The pr imary purpose of this thesis is to produce a lightweight profilometry l ibrary that 
utilizes only rudimentary equipment - a camera and a laser line projector, rather than 
expensive specialized hardware. 

A part icular applicat ion of interest is the measurement and analysis of tank barrel wear, 
an area where precision i n measurement can significantly influence operational safety and 
efficiency. Tank barrels, like a l l firearm barrels, undergo severe mechanical and thermal 
stresses during use -—stresses that include friction, high temperature and pressure fluc­
tuations, and corrosive chemical reactions from the igni t ion of propellant. These stresses 
lead to the erosion of the barrel's bore, which can degrade weapon performance by reduc­
ing muzzle velocity, causing projectile misalignment, and decreasing the muzzle spin rate 
in rifled barrels [7]. If not adequately monitored and managed, such wear can ul t imately 
lead to complete s tructural failure of the barrel [2]. The developed l ibrary aims to offer a 
pract ical solution for regular, cost-effective measurement of such wear, ul t imately helping 
extend the operational life and rel iabi l i ty of these components. 

1.3 Scope of the thesis 

The pr inc ipal statement of the problem is: 
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Given the characteristics of the camera and its relative posit ion to the laser plane, 
identify features in the image and find their posi t ion i n real space. 

This breaks down as follows: 

• Image processing 

— A p p l y edge detection or image segmentation 

— Ext rac t the relevant features 

• Posi t ion calculation 

— Correct camera distortions 

— Transform from posit ion i n screen space to real space 
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Chapter 2 

Exist ing technologies 

There exists a number of methods to perform the measurement of surface profile. The most 
general dis t inct ion is between opt ical and contact or pseudo-contact devices. 

2.1 Atomic force microscopy 

A n atomic force microscope ( A F M ) consists of a cantilever probe, a laser diode, and a 
photodiode. The probe is dragged across, or oscillated above, the measured surface, bending 
the cantilever and changing the amount of light h i t t ing the photodiode. 

The advantages of this method are excellent vert ical resolution (~10 pm), and the abi l i ty 
to measure other mater ial properties as well, such as elasticity or stiffness. 

The disadvantages are l imi ted horizontal range (~100 /mi) , slow speed and the need for 
special sample preparation.[9] 

Figure 2.1: A F M diagram 
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2.2 Confocal microscopy 
Confocal microscopy uses a confocal pinhole to block out a l l light not coming through the 
microscope's conjugate focal point. The light intensity in the resulting image is used to 
calculate the height map. [8] 

2.3 Focus variation 
Focus variat ion utilizes an opt ical system wi th narrow depth of field. The 3D model is 
compiled from images of the sample taken as the focal plane is shifted along the vertical 
axis. 

The lateral resolution of this method is l imi ted by the wavelength of visible light (~400 
nm). The depth resolution can reach as low as 10 nm. B o t h lateral and vert ical range 
depend on objectives used, but range i n unit m m . A n advantage over other methods is the 
abil i ty to measure very high slope angles (in excess of 80°) . [5] 

2.4 Interferometry 
Interferometry methods work by u t i l iz ing beam splitters to split their light source into a 
reference beam and sampling beam. These are reflected off of a reference surface and the 
sample respectively, recombined, and directed into the sensor. 

2.4.1 P h a s e shift ing in ter ferometry 

P S I uses a monochromatic light source. The path length difference Az of interfering beams 
of light is proport ional to the phase difference Acj). 

A z = ^ A 0 (2.1) 

The measured phase <fi also determines the intensity / . 

I(x, y) = hackground + 2IamplitudeCOs((t>(x, y) + (f>'(t)) (2.2) 

Where (f)' is phase shift. If we consider four intensity values wi th phase shift offset by 
multiples of 7r/2, then 

i/ \ . (h{x,y) - h{x,y). . . 
4>{x, y) = arctan{— r — A (2.3) 

h{x,y) - h{x,y) 
The depth resolution can reach 0.3 nm.[9] 

2.4.2 W h i t e l ight in ter ferometry 

W L I uses the full visible spectrum to create a chromatic interference pattern. 
Its advantages are good depth resolution (~0.1 nm), high speed, and lateral range 

(unit mm) . However, it is unable to measure high slope angles and materials w i th varying 
refractive index very well . [9] 
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2.5 Laser triangulation 
Laser t r iangulat ion uses a laser emitter and a camera i n set relative posit ion. The laser 
projects a point or a line onto the surface. The surface profile is calculated based on the 
projection's posit ion i n the camera's field of view. The setup further examined i n this paper 
falls into this category. 

2.6 Stylus profiling 

Contact profilometry utilizes a stylus moving across the surface to directly sample its verti­
cal displacement. B o t h vertical and horizontal resolution are determined by the dimensions 
of the stylus t ip and the force applied to i t . The ISO standard defines these to be a cone 
wi th 20 /im t ip radius, 60° or 90° t ip angle, and 750 fiN measuring force [6]. The t ip 
material is typical ly d iamond due to its high hardness and low coefficient of friction [4]. 

The advantages of this method are high vert ical resolution (~0.1 nm) and long scan 
length (several cm). It is also not affected by the opt ical properties of the surface. 

Like the A F M , this method measures only a single point at a time, so scanning areas is 
slow. [9] 
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Chapter 3 

Methodology 

3.1 System geometry 
The physical system is composed of the laser plane Pi and the camera C. The relevant 
geometrical variables are the camera elevation c, and the view angle a, i.e. the distance of 
the camera and the laser plane, and the angle between the plane and the camera's center 
vector v^. 

The relevant properties of the camera are its pixel count cntx and cnty and the respective 
field of view angles $ z and <&y. 

Laser 
plane 

Camera 

Figure 3.1: System geometry 
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cntx 

X 
V 

^ IIL ^ 

Figure 3.2: Screen space variables 

It is further assumed the camera and Pi are „al igned" - meaning that given any two 
pixels (cntx/2,yi) and (cntx/2,y2), the triangle formed by their projections into Pi and C 
is perpendicular to Pi. The exact posit ion of the laser beam emitter E is not relevant. It 
is assumed that for any point p £ Pi w i th in the camera's F O V the beam incident on a 
perpendicular surface is visible. In other words Ep • Pip > 0. Effects of laser decoherence 
are not taken into account, as it is assumed the edge of the beam remains flat across the 
distances considered. 

The pixel plane Pp is defined to be perpedicular to vt, positioned at its intersection 
wi th Pi. The distance d from the camera to this point is given by 

sin(a) 

This intersection point is taken to be the origin of both planes. F r o m the alignment as­
sumption it follows that the intersection line of the two planes is their shared x axis. 
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Figure 3.3: M a p visual 

The angles <fr
x
 and <fr

y
 are denned as: 

, Ax, X $z 
t a n ( ^ r ) = — T t a n ( ^ " ) 2 cntx 2 

A n y line passing through C - w i t h the exception of those parallel to Pi - thus uniquely 
maps a point from Pi to Pp: 

Figure 3.4: xp and yp are sides of a rectangle in Pp, one of its vertices being the origin. 
It maps onto a trapezoid i n Pi, which shares wi th the rectangle the origin xp side. 

sin 
JJl cos (a 
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0 S cos(a) cos(cf)y) 
a tan í—J —f-

2 cos(a — <py) 
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Chapter 4 

Implementation 

4.1 Library architecture 
The l ibrary is wri t ten i n C + + and utilizes opencv. It contains global l ibrary variables, the 
setter and getter functions thereof, and l ibrary functions proper. 

4.1.1 T y p e s 

The only new types the l ibrary defines are enums. The purpose of the enums is to improve 
readability and maintainabi l i ty of the code. 

processingEnum is used for methods of edge detection and image segmentation. 
extractionEnum is used for methods of feature extraction from processed images. 
rotationEnum holds values for no, counter-clockwise, 180 degree, and clockwise rota­

tions. Modu la r addi t ion and subtraction are defined for this. 
dirEnum holds values for 8 cardinal directions, starting from east counter-clockwise. 
channelEnum holds values for the three R G B channels, a l l channels, and a no channel 

value. 

4.1.2 G l o b a l variables 

The global variables th ing that exists. 
int gaussKernelSize is the size of the blur kernel used throughout various l ibrary 

functions. The default value is 3. 
channelEnum isolateTargetChannel is used in pre-processing to communicate that 

only one channel is to be considered. N o channel is isolated by default. 
channelEnum amplifyTargetChannel is used i n pre-processing to amplify the color 

values of a given channel. N o channel is amplified by default. 
int regionGrowingThreshold is the intensity tolerance of the region_growing algo­

r i thm. 
cv: : Point seedPoint is the starting point of the region_growing a lgori thm and the 

offset threshold extraction method. Its default value is (0, 0). 
int cannyLowThresholdMax is the max ima l allowed value of cannyLowThreshold. A t ­

tempting to set this to 0 or less sets it to 1. Should setting this put cannyLowThreshold 
outside acceptable range, it w i l l be set to the new value of this. The default value is 100. 
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int cannyLowThreshold is the low threshold of Canny edge detection hysteresis. A t ­
tempting to set too low or too high a value sets this to 1 or cannyLowThresholdMax, 
respectively. The default value is half of cannyLowThresholdMax. 

double cannyThresholdRatio - rather than expl ic i t ly define the high hysteresis thresh­
old, it is calculated by mul t ip ly ing the low threshold by this ratio. The default value is 3, 
as per Canny 's recommendation [3]. 

int cannyKernelSize is the size of the Sobel kernel used internally by cv: : Canny, 
opencv only allows values of 3, 5, or 7, a t tempting to set this to other values is a no-op. 
The default value is 3. 

double viewAngle, double cameraElevation, double FOVx,double FOVy,int cntx, 
and int cnty hold the values described i n 3.1. Specifically a, c, $ x , cntx, and cnty, 
respectively. 

W h e n setting viewAngle, a helper variable double cosVA is calculated. viewAngle is 
restricted to values between 0 and TT. 

W h e n setting cameraElevation, a helper variable intersectDist is calculated. 
Likewise, for the two F O V variables there is FOVxHalfTan and FOVyHalfTan. These 

angles are also restricted to the above interval. 

4.1.3 A l g o r i t h m i m p l e m e n t a t i o n 

M a n y of the l ibrary 's functions take a source and target argument. Unless stated other­
wise, source is unchanged by the function and target is overwritten. The gestalt of the 
library's functionality is implemented i n the process_image function. 

int process_image(cv::Mat fesource, cv::Mat fetarget, cv::Rect r o i , 
processingEnum pe) handles region of interest application, color pre-processing, and first 
stage processing, applied i n this order. Th is function seeks to aggregate the whole processing 
pipeline while providing a unified interface for a l l processing methods and to handle the 
manipulat ion of global l ibrary variables. The branching is handled by a pe switch. 

• pe_none causes the function to only apply region of interest cropping and channel 
pre-processing. This is the default value. 

• pe_gray converts the image to grayscale using cv: :cvtColor. 

• pe_canny converts the image to grayscale, applies Gaussian blur using cv: :blur, and 
Canny edge detection v ia cv: : Canny. 

• pe_sobel converts the image to grayscale, applies blur, and cv: :Sobel. 

• pe_region converts the image to grayscale and applies the region_growing algo­
r i thm. 

Pre-processing 

Two methods of pre-processing are implemented: channel amplification and channel isola­
t ion. They are not mutual ly exclusive. A s channel amplification utilizes values of a l l three 
channels, it is executed first. 

void quad_dif_amp(cv::Mat fesource, cv::Mat fetarget, channelEnum ce) 
target ' s ce channel is amplified by the square of its difference from the average of the other 
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two channels. For example for ce = ce_green the target pixel 's green channel is calculated 
from the source pixel like so: 

Overflow is truncated to 255. The other two channels are copied from source. Ca l l i ng wi th 
ce_none or c e _ a l l is equivalent to target = source;. 

void isolate_channel(cv::Mat fesource, cv::Mat fetarget, channelEnum ce) 
target ' s ce channel is copied from source, the other two are set to zero. Ca l l ing wi th 
ce_none or c e _ a l l is equivalent to target = source;. 

Edge detection and image segmentation 

void edge_link(cv: :Mat fesource, dirEnum edge_normal) is meant to fi l l i n larger 
gaps i n edges that weren't picked up by cv: : Canny by using a pr ior i ty mat r ix to check a 
directed neighborhood of a pixel for continuation. It is not fully implemented. 

void region_growing(cv::Mat fesource, cv::Mat fetarget, 
cv: :Point seed_point) starts w i t h a seed point, which is assumed to be a part of the 
region. Every step of the a lgori thm iterates over the region's boundary and checks the Moore 
neighborhood of each point. If the intensity of any of the points wi th in the neighborhood 
is w i th in regionGrowingThreshold of the boundary point, it is added to the region. The 
algori thm terminates once the region stops being updated. 

std::vector<cv::Point> moore_neighborhood(cv::Point p, cv::Size s) 
returns a vector of 8 points surrounding p if s is not supplied. If it is, only the points which 
are val id wi th in the image are returned. 

std: :vector<cv: :Point> moore_boundary(cv: :Mat feimage) implements the Moore 
boundary tracing algori thm. F i rs t point of the region is found by scanning the image. Each 
step turns left or right from the direction of the previous based on whether the current point 
is i n the region. The algori thm terminates when the first point visi ted is visi ted again from 
the same direction. 

Feature extraction 

The edge extract ion functions are rudimentary, relying on the work of previous processing 
stages. A l l of them scan the image line by line horizontally or vert ically as indicated by the 
d i r argument. They expect as input C V _ 8 U C 1 type images. Note that the input images 
may be cropped by the region of interest, so the output point vector needs to have offsets 
added before being passed to the plane mapper. 

std::vector<cv::Point> edge_extract_strongest(cv::Mat fesource, 
dirEnum dir) finds the highest intensity pixel i n each line. If mult iple such pixels exist, 
only the first encountered is added to the vector. 

std::vector<cv::Point> edge_extract_thr_strongest(cv::Mat fesource, 
dirEnum d i r , int thr) likewise finds the highest intensity pixels. Pixels are only added 
to the vector i f their intensity is greater than the threshold. 

std::vector<cv::Point> edge_extract_thr_first(cv::Mat fesource, 
dirEnum d i r , int thr) finds the first p ixel in each line that clears the threshold. After 
it is found, the rest of the line is skipped over. 

s [ 0 ] + £ [ 2 ] 
2 
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Plane mapping 

M a p p i n g from the pixel plane to the laser plane is fully implemented using the mapSS2RS 
function. 

void add_roi_offset(std::vector<cv::Point> &edge, cv::Rect roi) 
adds the roi's coordinates to each point i n edge, converting them back to coordinates in 
the full image. 

std::vector<cv::Vec2d> mapSS2RS(std::vector<cv::Point> &edge) expects 
as input the vectors returned by edge_extract functions. It calculates coordinates of the 
edge pixels ' images i n the laser plane as per 3 .1 . 

Uti l i ty and other functions 

void emim_rotate(cv::Mat &src, rotationEnum re) uses c v : : f l i p and 
cv: :transpose to efficiently rotate images. This function changes the source image. 

bool point_in_image(cv: :Point p, cv: :Mat feimage) compares p to dimensions of 
image and returns true i f p is a val id pixel . 

4.2 Demonstration program 

The demo program is likewise wri t ten i n C + + , using the Qt framework. It can be compiled 
using the f i r s t _ b u i l d . s h script, or manual ly by creating a build folder and executing 
cmake . . && make inside it. 

It displays the raw image input, intermediate processed image, and the resulting profile. 
It allows input in the form of existing image files, or camera feed. The images are loaded 
from the images folder. 

The sliders around the raw image display allow the user to select a region of interest. 
Th is cuts down processing t ime and resource usage by ignoring irrelevant segments of the 
image. The region of interest can be rendered in the raw image for ease of use. 

Other controls allow the user to select the processing methods and adjust global l ibrary 
variables. seedPoint can be selected by cl icking anywhere in the processed image. 

The bulk of the demo program's code are slots connected to the various u i widgets. 
These facilitate communicat ion wi th the library, graphical feedback, and value conversion 
where necessary. 

A notable exception to this are the image rendering functions. 
void putFramelntoLabel(QLabel* label, const cv::Mat frame, bool keepAspectRatio) 

inserts the image into the label widget. The raw image is stretched to fit the label to pro­
vide full view, while the processed image label preserves original image's aspect ratio to 
maintain fidelity. The profile image label likewise maintains the aspect ratio, but in its case 
this isn't very relevant. 

void renderLabels () blends the raw image wi th the region of interest overlay and 
calls putFramelntoLabel for i t . After this it calls the l ibrary 's process_image function 
and likewise calls putFramelntoLabel. 

void renderProf i l e ( ) manages calls to the edge extractors, roi offset correction, and 
the plane mapping function. W h e n the real point vector is ready it calls graphRender and 
putFramelntoLabel. 

void graphRender(cv::Mat fetarget, std::vector<cv::Vec2d> &real_edge) 
builds a graph image from real_edge. It finds its value range i n either dimension and, 
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using this, iterates over the points, rescaling them to fit the image, and connecting them 
using the Bresenham line drawing algori thm. 

Generally speaking, renderLabels () is called whenever a processing parameter is ad­
justed. Likewise, renderProf i l e ( ) is called on camera or system geometry parameter 
updates. B o t h are called on new camera frame. 

The retrieval of image from the camera is handled by a separate thread, subclassed from 
QThread. The default camera descriptor used is 0, but the user has the abi l i ty to select 
otherwise. The thread cannot be direct ly called w i t h a descriptor argument, so get/set 
functions are defined for i t . The thread also has get functions defined to retrieve the image 
wid th and height directly from the cv: : VideoCapture object, rather than from the frames 
it provides. 

The QLabel class by default does not support the capture of mouse clicks, so this is 
accomplished by subclassing. ClickableLabel can emit this signal, along wi th the coordi­
nates of the event i n the label . M a p p i n g of these label coordinates to image coordinates is 
handled by the onProcessedClick slot function. 
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Chapter 5 

Results and discussion 

5.1 Functionality and performance 
The l ibrary in its current state fulfills the bare m i n i m u m necessary for its intended applica­
t ion. It is able to extract the desired features reliably only from a specific type of images. 
To remedy this alternative means of pre-processing and image segmentation w i l l have to be 
implemented. Current ly the most reliable processing method is region growing. However, 
it is poorly opt imized and therefore not usable for live video processing. 

it | | | x I I I •> from image 

Figure 5.1: Region growing output 

5.2 Future developments 
A s stated above, the l ibrary is lacking i n both functionality and performance. I intend to 
further develop the l ibrary to amend these shortcomings and expand its scope further, for 
example using super-resolution techniques to improve the min ima l detail . 
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