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Abstract 
Spin waves (and their quasi-particle magnons) have the potential to be used as a new 
platform for data transfer and processing, as they can reach wavelengths in the nano­
meter range and frequencies in the terahertz range. However, currently, the only tech­
nique enabling the spatial investigation of the nanoscale spin waves is time-resolved x-ray 
microscopy, requiring synchrotron radiation and making investigation of nanoscale-rela-
ted phenomena time and resource demanding. On the contrary, Brillouin light scattering 
(BLS) is a common tabletop technique available in many magnonics laboratories. During 
my PhD research, I brought the possibility of measuring nanoscale spin waves to standard 
micro-focused BLS setup by utilizing Mie resonances in dielectric nanoresonators. I inves­
tigated this phenomenon by measuring thermally induced spin waves in NiFe layer using 
a single silicon disk as a Mie resonator. To analyze the obtained data, I developed a theo­
retical model for micro-focused BLS. Moreover, by introducing the periodical structures, 
I demonstrated the measurement of the nanoscale spin waves with in-plane wavevector 
resolution. I measured the dispersion relation of thermally excited spin waves down to 
the wavelengths of 50 nm, which is one order of magnitude improvement compared to the 
conventional BLS. Finally, I investigated coherently excited spin waves, where the pha­
se-resolved measurements are demonstrated by measuring the spin-wave wavelength of 
204 nm with the uncertainty of only 6 nm. In summary, the presented results open a new 
way of analyzing the micro-focused BLS data and measuring nanoscale spin waves. The 
presented approach is general and can revolutionize the field of condensed matter physics 
and mechanobiology in the same way as a plasmon-enhanced Raman spectroscopy. 

Abstrakt 
Spinové vlny (magnony) mají potenciál být použity jako nová platforma pro přenos a zpra­
cování dat, protože mohou dosáhnout vlnových délek v rozsahu nanometrů a frekvencí 
v rozsahu terahertzů. Ovšem nyní je možné měřit spinové vlny s vlnovými délkami 
pod difrakčním limitem světla pouze pomocí rentgenové mikroskopie s použitím velkých 
urychlovačů částic. Toto razantně zpomaluje a zdražuje výzkum a vývoj zařízeních za­
ložených na spinových vlnách. Během svého doktorského studia jsem hledal možnosti, jak 
tento problém překonat. Využitím Mieho rezonancí v dielektrických strukturách můžeme 
měřit spinové vlny s srovnatelnými vlnovými délkami pomocí standardní optické sestavy 
určené pro měření mikroskopie Brillouinova rozptylu světla. Tento proces jsem studoval 
na silikonovém disku umístěném na vrstvě nikl-železa. Tato technika může být upravena 
pro získání rozlišení pro vlnové délky krátké až 50 nm v rovině vzorku pomocí pole si­
likonových proužků se subdifrakční periodou. V poslední části mé teze se věnuji měření 
koherentně vybuzených spinových vln, kde demonstruji fázové rozlišením změřením dis­
perzní relace spinových vln. Prezentované výsledky můžou změnit výzkum v oblasti fyziky 
pevných látek a mechano-biologie. 
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Introduction 

Magnonics is a prospective beyond CMOS (complementary metal-oxide semiconductor) 
technology which uses magnons, the quanta of spin waves, for low-power information 
processing. Spin wave propagation does not involve the motion of electrical charges, 
hence it does not dissipate energy through the Joule heating mechanism. Thus, the overall 
losses are orders of magnitude smaller than in conventional circuits which employ electric 
currents [1-4]. Spin waves also provide an interesting computational framework, as both 
amplitude and phase can be used to encode information. Thus, spin waves can simplify 
logic gates and even perform complicated computing tasks such as Fourier transform with 
a single computational element [5]. Due to the quantum nature of magnon, the spin waves 
can also be utilized in quantum computing systems [6, 7]. 

Many magnonic concepts and devices have recently been demonstrated on macro and 
microscales. Nevertheless, magnonics practical implementation in computational elements 
is still missing. To achieve competitiveness of the proposed magnonic devices, the wave­
length of the used spin waves has to be significantly shortened. However, these efforts are 
slowed down by the fact that there is no table-top technique capable of spatially mapping 
nanoscale spin waves. For mapping macro- and micro-scale spin waves, Brillouin light 
scattering (BLS) spectroscopy and microscopy is a commonly used technique. It enabled 
many pioneering magnonic experiments, however, due to its fundamental limit in a max­
imum detectable magnon momentum, the standard BLS cannot be used to characterize 
nanoscale spin waves. 

This thesis shows an approach how to overcome this limitation. I show that Mie 
resonances hosted in dielectric nanoparticles extend the range of accessible spin-wave 
wavevectors beyond the BLS fundamental limit. The method is universal and can be 
used in many magnonic experiments dealing with thermally excited as well as coherently 
excited high-momentum, short-wavelength spin waves. This research can significantly 
extend the usability and relevance of the BLS technique for nanoscale magnonic and 
other condensed matter research. 

Moreover, despite the fact that micro-focused BLS ([x-BLS) is used for more than 
twenty years, its full theoretical description was missing. This knowledge gap became 
apparent when I was analysing the data from Mie-enhanced BLS experiments. Thus, 
I developed a model describing the exact shape of the acquired BLS spectra. This model 
is based on the continuum theory of inelastic scattering applied to the micro-focused light. 
The model can be solved semi-analytically for the case of the bare film, and can be fur­
ther extended to account for any spatial perturbation by employing Maxwell equations 
simulations. In combination with micromagnetic simulation, the model can be used to 
obtain micro-focused BLS signal in any scenario, such as measuring of magnons in nanos-
tructures, or nonlinear phenomena. The spin-wave community will greatly benefit from 
this model, as it provides a whole new dimension for the analysis of the acquired BLS 
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I N T R O D U C T I O N 

spectra, as not only the frequency positions and intensities but also the exact shape of 
the BLS spectra can be analyzed. 

This thesis is structured as follows: the first chapter deals with the basic theoretical 
background of the physics of spin waves needed for the understanding of [J.-BLS spectra 
modeling and analysis described in the following chapters. In the second chapter, scatter­
ing processes are introduced, and the newly developed model for [x-BLS signal is presented. 
I show the implications of various parameters, such as numeric aperture, magneto-optical 
constants, and film thickness, and in the final part, the model is verified against the exper­
imental data. The third chapter summarizes the experimental and simulation techniques 
used to achieve the results presented in this work. The main emphasis is on Brillouin 
light scattering (BLS) as it is the integral technique of the presented experiments. In the 
fourth chapter, the results obtained in the main topic of my PhD, BLS characterization of 
the nanoscale spin waves, are presented. In the first section, the geometry and fabrication 
of the samples are shown. Afterward, I investigate the enhancement of the BLS signal 
by Mie resonances. With the use of experiment and simulation, I also treat the different 
geometries of the resonators. Furthermore, I explore the heating of the underlying layer. 
The disks with big diameter of 1500 nm we fabricated to explore the role of the edges 
of the nanoresonator. I demonstrate the wavevector resolved measurement by utilizing 
a periodic array of silicon stripes. By using various periodicities, I reconstruct the disper­
sion relation of the fundamental and first-standing spin-wave modes. In the last chapter, 
I show the usage of the Mie resonators with coherently excited spin waves. I demonstrate 
the measurement of the dispersion relation to nanoscale wavelengths with the use of the 
phase-resolved BLS. 

2 



1. Theory of spin waves 

This thesis deals with the Brillouin light scattering on spin waves. In order to fully 
understand the presented results, it is necessary to have fundamental insights into the 
theory of magnetism, and specifically into the dynamic eigenstates of magnetization, which 
are described by the dispersion relation. In this chapter, I aim to provide only a basic 
description of the spin waves in thin films, which is needed to understand the modeled and 
measured spectra. For a more in-depth review of spin waves, I recommend the books by 
Stancil and Prabhakar [8] and Melkov [9] and dissertation theses by Flajsman, Jungfleish, 
Bozhko, Schneider, and Vanatka [10-14]. For the basic theory of micromagnetism, the 
reader can consult books by Coey, Blundell, Krishnan, or Guimaraes [15-18]. For a quick 
introduction to both topics, I recommend two courses given by Prof. Chumak recorded 
on the YouTube platform [19, 20]. 

The chapter is structured as follows: First, I start with the relevant micromagnetic 
energies. Then, I present the Landau-Lifschitz-Gilbert equation and its solution for dipole-
exchange spin waves. In the last part, I formulate the Bloch function and discuss the 
impact of various parameters. 

1.1. Micromagnetic energies 

In the following text I describe the magnetization dynamics with the mesoscopic approach 
using the quantum properties of magnetism. However, they are applied to continuum ap­
proximation. This approximation is sufficient to properly describe all phenomena encoun­
tered in the scope of this thesis. I consider only the four most relevant energies: Zeeman, 
dipolar, exchange, and anisotropy. The energies in Fig. 1.1 are presented differently, in 
order to show the contribution of each individual energy. Other energy contributions, 
such as magnetostriction or Dzyaloshinskii-Moriya [15], can be considered, but they are 
not important for the results presented in this thesis. 

1.1.1. Exchange energy 

The exchange energy has its origin in quantum physics. The hand-wave explanation 
is given in Feynman lectures on physics [21], while more thorough derivation can be 
found in, e.g., Griffith's introduction to quantum mechanics [22]. This interaction prefers 
(energy is lowest) when the magnetization is aligned parallel to each other. The exchange 
energy density can be written as 

3 



1. T H E O R Y OF SPIN WAVES 

where Aex is exchange constant, M is magnetization, and Ms is saturation magnetization. 
The ( V M ) 2 is so-called Frobenius product and is calculated as follows 

where indices z,j run over all spatial coordinates. 
The exchange interaction is significant only to tiny distances, typically comparable to 

the (tens of) inter-atomic distances (0.3546 nm for NiFe [23]). The characteristic exchange 
length, which defines the distance in which this interaction is prevailing, can be defined 
as 

where [x is permeability of vacuum. If only exchange energy is considered, the ordering of 
the magnetization would be entirely uniform, as is depicted in Fig. 1.1a. 

1.1.2. Zeeman energy 
The Zeeman energy (ez) represents the energy of magnetization in an external magnetic 
field, and its density can be expressed as (except the constant) 

e z = H o M • Hext, (1.4) 

where -Hext is external field. This energy is maximized when the magnetization is aligned 
anti-parallel in the direction of the applied field and minimized when the magnetization 
is parallel to the direction of the applied field. When the external field is increased, the 
energy is increased as well; however, if the field is uniform, no force will be exerted on the 
magnetization as potential energy does not depend on its position within the field. 

1.1.3. Dipolar energy 
The dipolar energy (e^p) is the same as Zeeman, but the magnetization itself creates the 
external field. Its density can be calculated from the following equation 

edip = ^M-oAď • iídip, (1-5) 

where iídip is dipolar field. This field can be calculated using Maxwell's equation (Gauss 
law) 

V - B = 0, (1.6) 

where B is magnetic induction and is given by 

B = ^ 0 ( M + J f d i p + Jfext). (1.7) 

By applying the divergence to the whole equation and using Eq. 1.6 we get 

V - Jidip + V - U e x t = - V - M . (1.8) 

This equation gives guidance on how to calculate the demagnetizing field (iídip)- From 
the above equation, it is visible that the magnetization avoids so-called magnetic charges. 
This is known as avoidance principle and results in flux-closure patterns, as can be seen in 
Fig. 1.1b, where the magnetization is parallel to the edges of the studied structure. Now 
the difference of Zeeman and exchange energy can be demonstrated. The domain in the 
direction of the applied field enlarges, as can be seen in Fig. 1.1c. 

4 



1.1. M I C R O M A G N E T I C ENERGIES 
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Figure 1.1: Magnetic energies at play. Results of micromagnetic simulations, where the 
energies are gradually taken into account, a, Exchange energy, b, exchange + 
dipolar energy, c, exchange + dipolar + Zeeman energy, d, exchange + dipolar 
+ Zeeman + anisotropy energy. The contribution of the Zeeman energy is visible 
as the slight discrepancy between the sizes of top and bottom domain. The spatial 
distribution was obtained using MuMax3, with cell size 4 3 nm 3, total area 2 2 yen? 
and material parameters for permalloy. 
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1. T H E O R Y OF SPIN WAVES 

1.1.4. Anisotropy energy 
Due to the crystallographic properties, some materials can pose a preferable directions, 
where magnetization tends to align. In mesoscopic approximation, this is expressed 
as anisotropy energy contribution, which depends on the angle between the preffered 
crystallographic direction and magnetization. For simplicity, in the following, we will 
consider only uniaxial anisotropy with first-order approximation1 

e u n i = K u s i n 2 t f , (1.9) 

where theta is an angle between the magnetization and easy axis (preferable direction), 
and Kn is a anisotropy constant. From the above equation, it can be seen that the 
magnetization energetically prefers to lay in the direction of the uniaxial anisotropy bi-
vector. This is demonstrated in Fig. l . l d , where the two domains in the bi-direction of 
the easy axis dominated the whole magnetization landscape. 

1.2. Effective field 
Once one finds all relevant energy terms and sums it up to total energy density (e tot), the 
effective field (HeS), which is felt by magnetization, can be calculated from the following 
equation 

Ho oM 
where the e tot is energy density. By inserting previously introduced energy terms to the 
Eq. 1.10, we obtain [18, 25] 

2 2K 
HeS = — V • ( 4 V M ) - Hext + Hd[p + — ^ (M • eu) eu, (1.11) 

M-o M-oMs 

where eu is a direction of easy axis. This field represents the effective field, which is felt 
by the magnetization. In other words, in the stationary case (with no applied time-
dependent fields), the magnetization will align itself to the direction of the effective field 
after a sufficiently long time. The toque r exerted on the magnetization can be expressed 
as 

r = \xM x Heg. (1.12) 

1.3. Equation of motion 
The motion (time-dependency) of magnetization is governed by torque equation with 
damping [26] 

— = - m M x H o l t + - M x — , (1.13) 

where 7 is the gyromagnetic ratio, and a is Gilbert damping. This form of the damping 
term was first phenomenologically added by Gilbert in his PhD thesis and presented at 
the first M M M conference in Pittsburgh in 1955; however, it was not published in a peer-
reviewed journal until 2004 [27]. It was intended to correct original form proposed by 

1Another more complex form of anisotropy energies can be used, such as cubic [15, 24]. 
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1.4. SPIN WAVES 

Landau and Lifshitz for high damping materials2. There are still discussions about the 
appropriate term for damping (energy dissipation) see, for example, [28, 29]. 

However, if energy dissipation is not of interest (e.g. when finding spin-wave eigenval­
ues), the simplified version (called the Landau-Lifshitz equation) can be formulated 

d M 
— = - 7 ^ o M x HeS. (1.14) 

1.4. Spin waves 
A proper description of the spin waves is essential for the correct interpretation of the 
results obtained in this thesis. This section starts with the quantum description of the spin 
waves and derivation of the dispersion relation, which takes into account the forming of 
the Brillouin zone caused by the finite distances between the magnetic moments (atoms). 
However, the theory I used in this thesis is based on the mesoscopic approach [30]. In 
this approach, I assume that the magnetization is a continuum. This allows me to find 
an approximate zeroth perturbation solution of the dispersion relation. The problem 
is further reformulated in the form of an infinite matrix to allow for a numerical solution 
without neglecting off-diagonal terms. Afterward, the dispersion characteristics, group 
velocity, decay length, and lifetime are discussed. At the end of this section, I present 
my own approach to obtain the Bloch function (spectral density of states) of spin waves, 
based on the approximation of spin-wave resonances with Lorentzian shape. 

1.4.1. What is a spin wave? 
If we assume the solution of the Eq. 1.13 in the form of waves, we get the solution of 
eigenstates of spin waves. A spin wave is a collective excitation of the magnetization with 
a certain frequency and wavenumber. Bloch predicted them to explain the temperature 
dependence of the magnetization [31]. If the wavenumber is zero, thus the wavelength 
is infinite, and the magnetization oscillates in phase in the whole volume of the sample, 
it is called ferromagnetic resonance. Its depiction is shown in Fig. 1.2a. 

If there is a certain wavenumber (wavelength) of the excitation (periodicity in spatial 
dimensions), we can talk about the spin waves. Its depiction is shown in Fig. 1.2b. The 
Brillouin zone of spin wave systems, spans to ~ 10000 ^ 3 . This is a 1000 times bigger 
wavevector than what is usually accessible in Brillouin light scattering experiments, so it 
is not necessary in the scope of this thesis to take this into account. 

1.4.2. Quantum description 
Hamiltonian for Heisenberg ferromagnet with external field in z-direction can be expressed 
as 

« = \ E JijSi • SJ - 9^BHext J2 St, (1.15) 

where J is constant of exchange interaction between the spins, S is an operator of spin, 
g is a Lande ^-factor, and [XB is a Bohr magneton. The factor | is to ensure that the 

2Assuming frequency independent gyromagnetic ratio 
3Brillouin zone boundary is given by -, where a is lattice parameter 
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1. T H E O R Y OF SPIN WAVES 

(a) t= const (b) t = const 
^HeS 4^eff 4 ^eff 4 ̂ eff 4 ^eff ^ Hetf ^Hef[ 

x (arb. units) x (arb. units) 

Figure 1.2: Ferromagnetic resonance and spin waves, a, Schematics of ferromagnetic 
resonance. The upper panel shows the oscillation of the magnetization of the 
ferromagnetic mode (k = 0). The lower panel shows a spatial evolution of the 
dynamic components of the magnetization, b, Schematic of a spin wave. The 
upper panel shows magnetization oscillations with k ̂  0. The lower panel shows 
the spatial evolution of dynamic components. 

spins will not be accounted twice, as the summation runs along all spins. The Holstein-
Primakoff transformation is used to go from this spin operator to bosonic one [32]. The 
transformation is expressed as follows 

Sx,j + iSyj = ajJ2SjJl — OjCij/2S, (1.16a) 

Sxj — iSyj = y2Sj\Jl — Ojdj/2S, (1.16b) 

Sz,j = S — a^dj, (1.16c) 

where a,j and a] are annihilation and creation of boson (magnon) operators, respectively. 
They obey the usual commutation rule 

[aj,a]} = Si.j, (1.17) 

where 5imj is the Kronecker delta function. If only a small magnon density is assumed, we 
can expand the square root in 1.16. For example in 1.16a we get 

Sxj + iSyj = V2S (clj — (ojCijaj/AS^ + . . . ) . (1.18) 

The creation and annihilation operators can be defined in reciprocal space with respect 
to the wavenumber instead of real space using the Fourier transformation 

a) 

y ^ ^ e x p ( - z f c - r j ) a f e , (1.19a) 

^ E e x P ( i f c - r i ) 4 , (1.19b) 

where TV is the total number of magnetic sites, and k is spin wave wavevector. Now, the 
Hamiltonian (eq. 1.15) can be rewritten in terms of boson operators 

U = -NS(JzoS/2 + giiBHext)J2u(k)aiak + HHO, (1-20) 

8 



1.4. SPIN WAVES 

where "HHO stands for higher order terms (nonlinear interactions), and Jzo is exchange 
interaction to the nearest neighbor, 

where zo is a number of the nearest neighbors, and d is a vector of the nearest neighbor. 
These equations give the dispersion relation of the magnons, assuming only exchange in­
teraction and external field in bulk magnets. Near the center of the Brillouin zone, the 
dispersion can be approximated with quadratic dependency on the wavevector. The treat­
ment based on the Landau-Lifshitz equation (Eq. 1.14) can lead to the dispersion relation 
for more complicated geometries and description of nonlinear processes such as three- and 
four-magnon scattering [33]. 

1.4.3. Mesoscopic description 
This section aims to provide the dispersion relation of spin waves in thin films, which 
is rather cumbersome to achieve with quantum description. The dispersion relation is of 
high interest, as its proper knowledge is crucial to solving some fundamental questions 
and designing devices for spin wave applications. If one is interested in spin waves with 
either long wavelengths (typically larger than pa 1 (xm), or short wavelengths (shorter 
than pa 100 nm), simple solutions exist and can be found e.g. here [8]. However, the 
intermediate region is the most relevant to the topics presented in this thesis. To tackle 
this challenge, the linearized Landau-Lifshitz equation (Eq. 1.14) has to be solved together 
with the Maxwell equations employing standard electrodynamics and exchange boundary 
conditions. 

Two main theoretical approaches to solve this problem were formulated. The first 
is based on plane waves. Here, the magnetization, magnetic fields, and magnetic potential 
are formulated as a sum of plane waves. They are plugged into the Landau-Lifshitz 
equation inside the medium and Laplace equation outside the magnetic medium. This 
leads to a system of linear conditions, and by requiring vanishing determinant, resulting 
in a 8 x 8 matrix. Such matrix does not have an analytical solution. Thus, this method 
is only solvable by using numerical methods. This approach was used in e.g. [34-37]. 
This method can also be applied to the multi-layer systems (mostly known as Hillebrands 
method) [38]. 

The second approach is based on formulating an integro-differential equation and 
assuming the solution in form of spin-wave modes. The advantage of this approach is that 
an approximate analytical solution can be found4. At the same time, it can be used to 
obtain exact dispersion by numerical means. In the coming text, we follow the simplified 
derivation given in [30]. 

The assumed geometry is shown in Fig. 1.3a, b. Usage of the two coordinate system 
simplifies the notation of all formulated equations, as z axis coincides with the static mag­
netization direction, and £ axis coincides with the propagation direction. In such notation, 
angle tp (i?) defines the in-plane (out-of-plane) angle between the static magnetization and 

4The solution can be formulated with desired accuracy using perturbation theory 

where is structural factor and is given by 
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1. T H E O R Y OF SPIN WAVES 

(a) 

i 

semi-infinite magnetic film 

Sample coordinates 

(b) 

z' 

semi-infinite magnetic film 

Figure 1.3: Geometry for calculation of dispersion relation, a, b, Geometry in in-plane 
(a) and cut through thin film (b). The axis with x',z' shows only projection to the 
current view-plane. The coordinate system x, y, z is chosen to coincide with the 
static magnetization direction (axis z is in the direction of the static magnetization 
and axis y is in the plane of the sample). The coordinate system is aligned 
with the sample axis, and the axis £ coincides with the direction of propagation of 
the spin wave. 

propagation direction (sample plane), respectively. The magnetization is assumed to be 
in the form of propagating wave 

m ( C , 0 = m g ( 0 exp [z (ut - QQ], (1.23) 

where a; is a spin wave angular frequency, Q is an in-plane wavevector, and tuq is the 
amplitude of magnetization distribution connected to the specific in-plane wavevector. 
The created dipole field can be expressed as 

M C O = M O exp Qz (cot - QC)], (1-24) 

where Hq is the amplitude of field distribution connected to the specific in-plane wavevec­
tor. Now, by using Maxwell's theory, this two equations can be rewritten in integral 
form 

DO 

M O = / G ^ O W O d O , (1-25) 
—oo 

where G^^ is dyadic Green function 

G P - < $ ( £ - £ ' ) 0 z G Q 

Gc*(&) = | 0 0 0 I . (1.26) 
iGq 0 -GP 

where 

G P = I exp ( - Q I C - 0 1 ) , (1.27a) 

Q = f G p 8 g n ( r - 0 ^ ( 0 , L ) 
Q | - G P s g n ( 0 i e (-oo,0) U (L,oo). 
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1.4. SPIN WAVES 

We assume only small amplitudes, i.e. static magnetization5 is not changing, the 
Eq. 1.26 can be geometrically transformed to the 2 x 2 (Gxy) matrix in x, y, y coordinate 
system (there will be non-zero dynamic magnetization components only in the direction of 
x, y axes). Now, the obtained results (Gxy), together with the Landau-Lifshitz equation 
(Eq. 1.14) give the integro-differential equation 

FmQ{i) = J Gxy(Z,e)rnQ(e)de, (1.28) 
o 

where F is a matrix differential operator 

COM LJM e x e x s 

where UM = Mo7M s , and WH = [lo^H^. The boundary conditions are given by mixed 
exchange boundary condition [39] 

d.771 
+ vi?mx(£) cos (2T?) = 0, (1.30a) d£ 

^ + ^ i , 2 m,(0 cos (tf)2 = 0, (1.30b) 

where z/ = 4^ is pinning parameter, Ks is surface anisotropy, and the subscript numbers 
denote different boundaries. To simplify the further derivation, we will focus only on cases 
without surface anisotropy, i.e., totally unpinned surface spins. Next step to proceed is to 
find the spin wave modes (i.e., spin wave profiles in £ direction). To obtain them one 
has to find the eigenfunction of matrix differential operator from Eq. 1.29, assuming only 
diagonal elements (-Fdiag) of the matrix operator F 

F d i a g 5 ( 0 = FS(0, (1.31) 

with boundary condition given by Eq. 1.30. This is the so-called Sturm-Liouville problem 
[40]. For the completely unpinned surface spins, one obtains 

SL \ / -7TTX= cos 
SV J \ 77rTx=COS nit* — — • • : i ' 3 2 ) 

v/r+<W V L 

where n = 0,1,2,3, • • •. Now, by knowing spin-wave modes, the Eq. 1.23 can be rewritten 
to the form of infinite sum 

mQ(0=J2mS(0- (1-33) 
n 

Now, substituting this to integro-differential equation Eq. 1.29 and after some further 
transformation, we get 

Hnnmn + J2 Wmn> = 0. (1.34) 

Now, in a zero-order approximation, we may neglect off-diagonal elements, and by the 
requirement of the vanishing determinant, we can solve the eigenvalue problem and obtain 
dispersion relation for non-degenerate spin waves 

(WH + 4 U M F C 2 ) (wH + ll^Mk2 + OJMF^J , (1.35) 

'Projection of magnetization into the z-axis direction 
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1. T H E O R Y OF SPIN WAVES 

where 

where 

Fn = Pn + sin(tf)2 ( l - P n [l + cos(^) + 
UMPn (1 ~ -Pn) Sm((ff 

LÜH + BXUMk2 

ol _ a l l 
k2 k4 2 

A:2 A;4 

i ( l - e x p ( - Q L ) ) 

1 — exp (-QL) 

n = 0 

;i.36) 

(1.37) 

Here, We stress one more time that this solution is only approximate and does not work for 
cases where one branch of spin-wave mode crosses another (degenerate state). Moreover, 
this zeroth order approximation does not provide modification in the spin-wave profile, and 
calculated profiles strictly follow cosine without any modification, which is not consistent 
with experiments. The correction can be made using perturbation theory to get a more 
precise solution, but it is rather cumbersome. For example, the second perturbation 
theory for degenerate states was implemented to model avoided crossing in 100 nm thick 
CoFeB layer [14, 41]. 

Numerical solution 

In my opinion, currently, a more convenient way to calculate dispersion relation is to 
numerically solve the eigenvalue problem [42]. For this purpose, the Landau-Lifshitz 
equation (Eq. 1.14) can be expressed in the matrix notation 

urriQ = CQTUQ, 

where CQ is an infinite matrix 

CQ = 
( ~{aoQ + Coo) 

(b + poo) 
0 

-9oi 
— Co2 
P02 

V 

where 

-(b + poo) 
-{aoQ + Coo) 

-901 
0 

-P02 
CQ2 

0 
-9io 

-(aiQ + Cn) 
(& + Pii) 

0 
-912 

-9io 
0 

-(& + Pii) 
(aiQ + Cn) 

-912 
0 

—C20 
P20 
0 

-921 
-{o-IQ + C22) 

(& + P22) 

-P20 
C20 
-921 

0 
-(& + P22) 

(ß2Q + C22) 

where 

The other coefficients are 

11 y 

COM 

~2~' 

mi 
L J 

Pnn' 

Qnn' 

— — (1 - Sin if) Pn 

2 
-2uu (1 + sin Lp) Qnn>, 

(l + sin 2 ip^j Pnn,. 

'1.38) 

(1.39) 

(1.40a) 

4.40b) 

(1.41) 

(1.42a) 

4.42b) 

(1.42c) 
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where 

Qn 
k l 

( 
•F 77, 

U ^ ) 2 - ( f ) 2 g L 2 / C " / >/(1 + < y o» )( 1 + <yo»' 
(1.43) 

and P n n ' defined by Eq. 1.37. The found eigenvalues of the matrix CQ (Eq. 1.39) represent 
the dispersion relation of the three lowest energy modes (each mode is represented two 
times, by positive and negative frequency), and the eigenvector represents mode ampli­
tudes for x and y components. The mode profiles can be calculated using Eq. 1.32. A l l 
presented models are implemented in own-made open-source code available at GitHub 
platform [41]. The resulting dispersion relation and mode profiles for Permalloy layer are 
discussed in Section 1.5.2. 

1.4.4. Spin wave's group velocity, decay length, and lifetime 
From the dispersion relation, one can obtain more spin wave characteristics. The rate 
of wave energy transfer is described by the group velocity (vg). This quantity can be 
obtained from the dispersion relation 

As the dispersion relation of the spin waves is highly anisotropic, the spin-wave wavevec-
tor and group velocity do not have to point in the same direction. In the limiting case 
of in-plane magnetized thin film (0 = | ) , two pronounced geometries can be defined: 
Damon-Eshbach geometry (DE, wavevector perpendicular to the static magnetization di­
rection, ip = | ) and backward-volume (BV, wavevector parallel to the static magnetization 
direction, <p = 0). In the case of D E geometry, the group velocity has the same direction 
as a wavevector, but in the case of B V , each faces the opposite direction. In between 
these two limiting cases (0 < ip < | )) the angle between them continuously evolve. This 
behavior gives rise to interesting phenomena, such as caustic beams [43-46]. 

Another characteristic, which can be phenomenologically obtained from the dispersion 
relation, is spin-wave lifetime (r) [8, 47] 

(aw + 7 ^ 0 # A ) - ^ - j , (1.45) 

where is so-called inhomogeneous broadening. The contribution of this inhomogeneous 
broadening to the lifetime is typically significant only for Yitrium-Iron-Garnet (YIG). 
Usually, the spin-wave lifetime is not strongly dependent on the wavevector or thickness 
of the magnetic layer. 

If one knows the group velocity and lifetime, then the spin wave decay length (A), 
a distance where the spin-wave amplitude is decreased to - ~ 0.38, can be calculated as 

A = rvg. (1.46) 

The decay length is very important for the design of the experiments or functional 
devices. The propagation of the spin waves can be measured only to several multiples of 
the decay length. In a typical experiment, reliable measurement is only possible within 
~ 3A, which means that only 5 % of the original spin-wave amplitude is left. 
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1.4.5. Bloch function of spin waves 
This section introduces the procedure for obtaining Bloch spectral density of states of 
thermally excited spin waves. The term Bloch spectral density of states or Bloch function 
[D(uj,k)] is often used for function describing the density of states in frequency-wavevector 
space, i.e. [48, 49]. Another terms, used throughout the literature are power spectral 
density, or spectral density [8, 50, 51]. In this thesis we use the term Bloch function. We 
present here phenomenological approach, which can be used together with any method 
for obtaining dispersion relation together with calculated (or estimated) lifetime of the 
spin waves. This Bloch function is then used later in Chapter 2 to obtain the Brillouin 
light scattering signal. 

A complex circular magnetization is assumed (the possible ellipticity of the spin wave 
mode will be accounted for later)6 

M(u,k) = M'x{u,k) + iM'y{uj,k). (1.47) 

This complex circular magnetization now describes the possible spin-wave resonances. If 
we assume only one spin wave mode, on the given in-plane wavevector, the frequency-
dependent complex magnetization will have Lorentzian shape [9], 

M(u,k) oc — 2 + i — 2 , (1.48) 
( " o - " ) 2 + (?) (u0-uf + (^ 

where the width of the resonance is given by the spin-wave lifetime r . To obtain the 
Bloch function we take the absolute value out of the complex magnetization and, as we 
are interested in thermally excited spin waves, correct the resulting function for Bose-
Einstein distribution 

V oc V2nBE(u>) \ — 2 , (1 -49a) 
(<"o - " ) 2 + (?) 

where the Bose-Einstein distribution is given by 

" b e = « p ( 4 * ) - i ' ( 1 ' 5 0 ) 

\i is a chemical potential, ha is the Boltzman constant, H is the reduced Planck constant, 
and T is a thermodynamic temperature. 

To obtain the out-of-plane and in-plane magnetization (this transformation will be 
useful for calculating the interaction with light in Chapter. 2) 7, we need to multiply the 
solution by the spin-wave profile amplitude 

MTP(Q,u,0=mQte(Q,u,OV(Q,u), (1.51a) 
Moop(Q,UJ,0 = imQ^(Q,uj,OV(Q,uj). (1.51b) 

6For more information refer to Bogoluibov transformation, e.g., [8, 9]. 
7In the limiting case of magnetization pointing out of the plane = 0), a similar procedure to 

acquire two in-plane dynamic components can be used. 
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1.5. Materials used in spin-wave research 
To support spin-wave propagation, a ferromagnetic or ferrimagnetic material with reason­
ably high saturation magnetization and low damping has to be used. Several materials 
fulfill these demands. I have selected the three most used materials in spin wave re­
search, namely Yttrium Iron Garnet, Permalloy, and CoFeB and summarized them in 
Table 1.1. However, the material research is searching for novel material systems, such 
as half-metallic Heusler alloys, which can provide low damping and high saturation mag­
netization at the same time [52, 53]. 

1.5.1. Material parameters of YIG, Permalloy, and CoFeB 

The first material shown is a nm-thick Yttrium Iron Garnet (YIG). It is a magnetic 
insulator and single-crystal. It has one of the lowest damping of all materials, making it 
the ideal candidate for future application in devices for telecommunication technologies. 
The disadvantage of this material is its requirement of a single crystal substrate. For 
this purpose, gadolinium gallium garnet (GGG) is usually used. This material is also 
extensively used for research because long decay lengths simplify performed experiments 
[69-71]. 

The second material is Permalloy, a poly-crystalline alloy of nickel and iron, hence 
is often called NiFe. It was specifically designed to provide a low anisotropy field. However, 
it has approximately one order of magnitude higher damping than Y I G . On the other 

Table 1.1: Three materials commonly used in spin-wave research. The material parameters 
and spin wave characteristic for k = 10rad/|J.m (A ~ 2 |J.m), external field of Bext = 
= 50 mT and film thickness of t = 30 nm are given for each material. Inspired by 
[47, 54]. 

nm-thick 
Yttrium Iron 
Garnet (YIG) 

Permalloy 
(Py, NiFe) 

CoFeB 

Chemical composition Y 3 F e 5 0 i 2 Ni 8 0Fe 2o Co4oFe4oE>2o 
Gilbert damping a (10 - 4 ) 2 70 40 
Sat. magnetization 140 800 1250 
M s , (kA/m) 
Exchange constant A e x , 3.6 16 15 
(pj/m) 
Typical thickness (nm) 5-100 5-100 5-100 
Anisotropy field (mT) < 1 m l < 1 m l < 1 m l 
Frequency D E / B V 3.6 12.0 18.4 
(GHz) 3.0 6.4 8.2 
Group velocity D E / B V 0.4 2.1 3.5 
(km/s) 0.1 -0.05 -0.1 
Lifetime D E / B V (ns) 25.5 1.4 1.6 

23.6 1.6 1.52 
Decay length D E / B V 10.0 3.0 0.2 
(urn) 2.9 0.07 0.09 
References [55-61] [62-65] [66-68] 
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(a) (b) 
n=0, DE I n=0, BV | n=1, DE | n=1, BV 

Numerical solution | zeroth perturbation 

0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160 
Wavenumber (rad/ u,m) Wavenumber (rad/ u.m) 

Figure 1.4: Dispersion relation calculated with zeroth perturbation approximation 
and numeric solving of eigenvalues, a, b, Dispersion relation for first two 
modes of 30 nm (a) and 100 nm (b) thick Permalloy layer. Faint dashed lines show 
zeroth perturbation approximation and solid lines show the numeric calculation. 

hand, this is compensated by higher saturation magnetization. However, decay lengths 
are still comparatively shorter in permalloy than in nm-thick Y I G . The integration of the 
Permalloy to the existing CMOS is technologically viable, as it can be easily grown on the 
silicon substrate. However, it is not optimal for telecommunication technologies, as higher 
damping causes lower quality factors. Due to its easiness of fabrication of micro/nano-
structures and longevity of the produced samples, it is as well often used in research [43, 
62, 72-75]. 

The third material is an alloy of cobalt, iron, and boron (CoFeB). This material 
is widely used in spintronic research and applications [76, 77], especially in magnetic 
tunnel junction structures. Due to this extensive use, the fabrication and deposition 
technologies are thoroughly researched. Thus any potential implementation of spin wave 
devices based on CoFeB would be prompt. Moreover, it has lower damping in comparison 
to Permalloy and higher saturation magnetization. However, in our laboratory experience, 
it is not as persistent as Permalloy layers, and thus Permalloy can provide advantages for 
the easiness of experimental work. 

1.5.2. Spin-wave characteristics of Permalloy layer 

In this section, I show the dispersion characteristics of the 30 nm-thick Permalloy (NiFe) 
layer, which is used in the majority of the presented result in Chapters 4,5, and 6. The 
NiFe layer with a thickness of 100 nm is shown for comparison. First, I show the dispersion 
characteristics, followed by a discussion of the spatial profiles of various spin-wave modes. 
At the end of this section, the spin wave Bloch function, which is essential in calculating 
BLS spectra of 30 nm-thick layer, is shown. 

In Fig. 1.4a, b the dispersion relations of 30 nm and 100 nm thick permalloy layers 
are shown. For the case of 30 nm thick permalloy layer, the full analytical calculation, 
which uses zeroth perturbation theory (Eq. 1.35) is in full agreement with semi-analytical 
calculation (Eq. 1.38). On the other hand, in the case of 100 nm thick Permalloy layer, 
there is a significant deviation in the region, where the two modes get close to each other, 
see especially crossing around 20 — in Fig. 1.4b. This is caused by the interaction between 
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Figure 1.5: Spin wave profiles for in-plane magnetized thin film, a, b, c, d, e, f 
Spin-wave profiles of 100 nm (a, b, c) and 30 nm (d, e, f) thick Permalloy layer. 
The backward volume geometry is in panels (a, d), Damon-Eshbach in panels (b, 
e), and n=l mode in Damon-Eshbach like geometry is in panels (c, f). Dashed 
curves represent out-of-plane components, while solid curves represent in-plane 
components. The A:-vector is encoded to color, see legend. The external magnetic 
field was set to 10 mT. 

the modes represented by off-diagonal elements in Eq. 1.34, which were omitted in the 
zeroth perturbation approach. 

Spin wave profiles in Permalloy layer 

We calculated the spin-wave profiles (Fig. 1.5) for three different modes: backward volume, 
Damon-Eshbach, and first perpendicular standing spin wave mode propagating perpen­
dicularly to the static magnetization direction (n=l, Damon-Eshbach like). In the case of 
k = 0 the situation is straightforward: spin wave mode is always homogeneous across the 
thickness of the layer for n = 0 modes, see black curves in Fig. 1.5a,b,d,e. For the case of 
perpendicular standing spin wave mode (n — 1), cosine profile without any disturbances 
can be observed, see black curves in Fig. 1.5c, f. 

If the wavenumber is increased the situation gets more complex. In B V geometry, the 
spin-wave in-plane amplitude is increased in the middle of the layer, see Fig. 1.5a,d. This 
behavior is more pronounced for the thicker layer. Interestingly, there is very weak oppo­
site behavior for the out-of-plane component. In D E geometry, we can observe localization 
of the spin-wave in-plane amplitude to the upper boundary8, see Fig. 1.5b,e. Again, for 
the out-of-plane component, the behavior is opposite. For very high wavenumber, the ex­
change energy dominates (which is isotropic), and the spin-wave profile resembles a very 
similar shape as in B V geometry, compare blue solid curve in Fig. 1.5a and Fig. 1.5b. 

The ratio between the in-plane and out-of-plane components defines the ellipticity. 
One can observe that with k — 0, n — 0, the ellipticity is not significantly dependent on 
the layer thickness. In D E geometry, the ellipticity increases with increasing wavenumber 

8The boundary on which spin wave is localized depends on the direction of the propagation. 
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Bloch function () 

(a) 

-10 0 10 -10 0 10 

/cy(rad/u.m) /cy(rad/u.m) 

Figure 1.6: Full in-plane dispersion and Bloch functions of spin waves, a Spin wave 
dispersion relation for all propagation directions for in-plane magnetized 30 nm-
thick Permalloy film. The transparent planes depicts the frequency positions of 
the calculated Bloch functions, b, c, d, e, Calculated Bloch functions for 3 GHz 
(b), 6 GHz (c), 9 GHz (d), and 12 GHz (e). The external field was set to 10 mT 
and chemical potential —1 THz. 

(see Fig. 1.5b,e); however, in B V geometry, the trend is weakly opposite. In the case of 
k — 0, n — 1 the ellipticity is increased with decreased layer thickness, see Fig. 1.5c,f. 

Bloch function of spin waves in Permalloy layer 

These examples only dealt with spin waves in two specific geometries (spin waves prop­
agating parallel and perpendicular to the magnetization direction). However, the spin 
waves can propagate in all in-plane directions. In Fig. 1.6a, the dispersion relation for all 
directions in the in-plane magnetized Permalloy layer is shown. In Fig. 1.6b,c,d,e, Bloch 
functions are shown for selected frequencies. At 3 GHz (Fig. 1.6b), the resonance is only 
in the B V direction, i.e., on the cut through ky, there is not any intensity. For higher 
frequencies (above ferromagnetic resonance frequency) the resonance for D E geometry 
appears, see Fig. 1.6c,d,e. With increasing frequency, one can observe that the linewidth 
in kx,ky space becomes wider. This is especially visible for the spin-wave modes with low 
wavenumber, see Fig. 1.6b,c,d. 
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2. Theory of inelastic light scattering 

Inelastic scattering refers to the type of light scattering where the frequency of the scat­
tered light differs from the frequency of the incident light, i.e. exhibits so-called frequency 
shift. It is a useful tool in condensed matter physics, as it can provide insight to the prop­
erties of the excitations of matter, such as magnons or phonons. The frequency, amplitude 
and phase of the scattered light can be analysed, and thus the otherwise inaccessible in­
formation about excitation of matter can be investigated. However, to correctly interpret 
measured data it is essential to fully understand the mechanism of scattering. 

The chapter is structured in the following way. First, I introduce different types of 
inelastic scattering and their simplified description using a quantum-mechanical approach. 
However, this approach is unsuitable for obtaining quantitative values, especially in spa­
tially non-homogeneous cases, such as focused light. For this purpose, I have developed 
a model based on continuum approximation (classical approach) [78] for a description of 
micro-focused Brillouin light scattering (BLS). The description of this model starts by 
showing its structure, and afterward, individual steps are discussed more closely. I use 
the developed theory to model micro-focused BLS spectra and show various dependencies. 
At the end of the chapter, I introduce a simple phenomenological model and compare it 
with developed theory and experimental data. 

2.1. Types of inelastic scattering processes 

In this section, I discuss different types of inelastic scattering. Here, for a simplified 
description, I use the quantum approach. In the case of this approach, the light is con­
sidered as a particle with momentum and energy. This allows me to find the frequency 
shift value solely based on the conservation laws of momentum and energy in the system 
of interacting particles and quasi-particles. 

A l l the described processes of the inelastic light scattering are the same from the 
physical point of view. However, in the scope of this thesis, I divide them to three 
categories based on the absolute value of the frequency shift of the scattered light. The 
first process is called quasi-elastic scattering. This term is used for the process where 
frequency shifts of the scattered light do not exceed 1 GHz. Second process, Raman 
scattering, usually describes the process, where frequency shifts of the scattered light are 
above 500 GHz. The last process is called Brillouin scattering, and is integral for the 
presented thesis. Usually the term Brillouin scattering is used to describe the scattering 
processes in between the quasi-elastic and Raman scattering. 
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2. T H E O R Y OF INELASTIC LIGHT S C A T T E R I N G 

2.1.1. Quasi-elastic scattering 
The quasi-elastic light scattering happens on either particles in solution, or particles of 
solid matter. First, we start with the equations of conservation of energy and momentum. 
Let's consider the energy of the incident photon and the kinetic energy of the particle 
on which the photon is scattered. By applying the conservation laws of momentum and 
energy, we can derive a set of equations that describe the relationship between the incident 
and scattered photon and particle (with given momentum and kinetic energy) 

Hui + -my2 = hu[ + -mv'p, (2.1a) 

hki + mkp = hk[ + mk'p, (2.1b) 

where h is the Planck constant, ui is the frequency of light, and m (vp) is the mass (velocity) 
of the particle on which the light is scattered, k\ is a wavevector of light. Typically, the 
kinetic energy of the particles is much lower than the energy of the incident light, so this 
interaction results in a small broadening (less than 500 MHz) of the spectral width of the 
scattered light. This type of scattering is known as quasi-elastic scattering. The total 
cross-section is proportional to [79] 

° Q E S ~ ~, ( 2 - 2 ) 
[ui - u s y + 7 2 

where Ui is the incident frequency of light, us is the frequency of scattered light, and 7 
is a broadening parameter that depends on e.g. thermal energy, entropy, heat capacity of 
the sample material. One can see that the highest scattering efficiency is reached when 
the scattered light has the same frequency as the incident light. This type of scattering 
is used for analysis of e.g. particle sizes in liquids [80, 81]. 

2.1.2. Raman scattering 
This process usually involves scattering on intrinsic vibrational, rotational, or higher ex­
cited states of matter. There is no clear distinction between the Brillouin and Raman 
light scattering, but usually the scattering is called Raman, if the frequency shift is at 
least above 1 THz. This scattering is also ruled by the equations of conservation of energy 
and momentum of the whole system of all relevant particles. When the photon inelasti-
cally scatters on the excitation of matter, it is transferred to the state with the energy 
difference equal to the energy of that excitation. However, this assumes that scattering 
involves only one transition, there is no absorption (thus, all wavevectors are real), and 
the sample is infinite. The reality is usually much more complex and exact description 
of all involved energies and momenta is cumbersome. The cross-section for particular 
transition is proportional to [82, p. 379], 

2 . (2.3a) 
ut N ~ Ws) + 7R 

ut N - Ws) + 7R 

where ut is the frequency of transition and 7^ is damping parameter. The Raman reso­
nances can occur for several frequencies, depending on the number of allowed transitions. 
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2.1. T Y P E S OF INELASTIC S C A T T E R I N G PROCESSES 
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Figure 2.1: Schematical overview of the scattering processes. 

Typically, the frequencies of transitions in Eq. 2.3 are in the terahertz range, as can be 
seen in Fig. 2.1. 

Raman scattering is used to analyze substances, because transition frequencies are 
intrinsic properties of molecules. Also, the number of layers in graphene or binding pa­
rameters between layers could be determined [83]. The Raman scattering is also widely 
used in biology and pharmaceutical research for e.g. estimation of the molecular activ-
ity[84, 85]. 

2.1.3. Brillouin light scattering 
Now, we consider the case where the photon is scattered on a quasi-particle, e.g., a phonon 
or a magnon. This scattering happens in a frequency range between hundreds of mega­
hertz to hundreds of gigahertz. A schematic of a typical Brillouin light scattering (BLS) 
spectrum is shown in Figure 2.1. In this case, we get a set of energy and momentum 
conservation equations 

hu\ + tvjjqp = hu[ + Hou'qp, (2.4a) 

Hki + hkqp = hk[ + hk'qp, (2.4b) 

where h is the Planck constant, u\ is the frequency of light and a; q p is the frequency of 
the quasi-particle. To conserve both the energy and the momentum, two main processes 
are present. In the first one, the quasi-particle's final energy is zero (the quasi-particle 
is annihilated). Subsequently, the scattered light's energy is increased, resulting in a shift 
towards a higher frequency. This is called the Anti-Stokes process, and it is schematically 
shown in Fig. 2.3a. In the second case, the initial energy and momentum of the quasi-
particle are equal to zero, then the energy and the momentum of the incident light are 
transformed to the quasi-particle. Thus, the frequency of the scattered light is lower. This 
is called the Stokes process, and it is shown in Fig. 2.3b. Both processes can generally 
include more quasi-particles or photons, such as scattering on two or three magnons, but 
these processes become important only if the process between three particles is prohib­
ited [86]. 

Two main experimental approaches to measure BLS spectra are being used: fc-resolved 
BLS (also called conventional) and [x-BLS (micro-focused BLS). Both of them are depicted 
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2. T H E O R Y OF INELASTIC LIGHT S C A T T E R I N G 

Figure 2.2: Experimental realization of the BLS. a, Schematics of the Axresolved BLS 
where the sample is tilted in respect to the incident light, b, Schematics of the 
U.-BLS with objective lens with high numerical aperture. 

in Fig. 2.2a, b. The main difference between the two approaches is the numeric aperture 
of the lens. In fc-resolved BLS it is beneficial to use the focusing lens with small numeric 
aperture in order to achieve good wavevector resolution1. On the other hand, in u,-BLS the 
spatial resolution is usually of the main interest, thus the objective lens with high numeric 
aperture is usually used. Due to this difference, the spatial resolution in A;-resolved BLS 
is limited to spot sizes in order of tens of microns, and there is no wavevector resolution 
in [x-BLS of thermally excited spin waves. 

Typically, in the A;-resolved BLS the back-scattering geometry is used in experiments, 
as shown in Figure 2.3c. In the thin film, the probed quasi-particle wavenumber is then 
equal to twice the in-plane component of the wavenumber2 of the incident light. The 
limit of maximum probed k-vector versus angle of incidence using 532 nm laser is shown 
in Figure 2.3d. The maximum value of wavenumber is reached in the case where the laser 
beam is parallel with the surface of the sample and is 23.6 rad • u,m _ 1 , which is equal to 
the wavelength of 266 nm. 

Due to the typically low frequencies of the quasi-particles involved in BLS (see Fig. 2.1), 
the shift of the magnitude of free-space momentum (given by Au\ = cAk\) between the 
incident and scattered light is negligible, and conservation of momentum is satisfied by 
only slight changes in the angle of the scattered light. 

2.2. Classical description of | L L - B L S 

In this section, I present my own model developed for the calculation of the [x-BLS spectra. 
During the development of this theory, I was helped by Martin Hrtori, who introduced me 
to Green function formalism. The structure is as follows. First, I show the general design 
of the model. Then, the semi-analytic theory for calculating the electric field focused by 
a thin lens is introduced. I discuss the consequences of various parameters on the electric 
field distribution. Next, I elaborate on the mechanism of inducing polarization and show 
an example calculated for the NiFe layer. Afterward, the far-field transition is discussed 

1On the contrary, the lower numeric aperture means lower signal strength, thus typically some sweet 
spot is targeted during designing the experimental setup. 

2I.e. projection of the light to the sample plane. 
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2.2. CLASSICAL DESCRIPTION OF [x-BLS 
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Figure 2.3: The Stokes (a) and anti-Stokes (b) processes are schematically shown, (c) The 
schematic of back-scattering geometry, (d) Detectable spin-wave wavenumber de­
pending on the angle of incidence of light with a wavelength of 532 nm. 

and demonstrated on the dipole radiation. Finally, I use this theory to show the influence 
of various parameters on the calculated spectra. 

Although the quantum approach can give some general insight into the inelastic light 
scattering, the classical approach is far more convenient to get quantitative values of the 
acquired signal. This is especially true for the [x-BLS, where the quantum mechanical 
model would be cumbersome. In this section the model is built with [x-BLS in mind, 
however it can also be used to calculate A;-resolved spectra just by decreasing the numeric 
aperture of the focusing lens [86-89]. Inelastic scattering can originate from all kinds of 
excitation, but here we solely focus on inelastic scattering on spin waves. In order to cover 
e.g. light scattering on phonons, the coupling mechanism between the excitation and light 
has to be adjusted (i.e. adjust the calculation of the time-dependent susceptibility tensor). 

This section presents only the case of simple magnetic film with linearly excited spin 
waves, however current research usually investigates much more complicated situations. 
Fortunately, using numerical simulations of Maxwell equations, the model can be extended 
to include spatial perturbation such as optical resonators to, e.g., extend the range of 
measurable wavevectors or measure only specific wavevectors. In the same manner, the 
model can be easily extended also by using micromagnetic simulation, to obtain the BLS 
intensities from the magnetic structures, which cannot be modelled analytically, such 
as complicated 3D structures (e.g. helix, disk with hollow center), nonlinear phenomena 
(e.g. parametric pumping, three-magnon scattering), or non-homogeneous landscapes (e.g. 
heated magnetic layer by laser spot, corrugated waveguides). 

2.2.1. Structure of the model 
To model the [x-BLS spectra we use the approach of Landau and Lifshitz presented in 
[78, p. 413] applied to micro-focused light. First, the structure of the presented model 
is discussed, and later in this section, each step is carefully described. The model can be 
divided to four steps, as is shown in Fig. 2.4. 
Obtaining the electric field distribution in the magnetic layer 
The first step is to compute electric field in the sample (Ed). Usually, this is easier to 
perform in real space coordinates. However, for the subsequent calculation it is far more 
convenient to transform it into the Fourier space 

The electric field shape is dependent on e.g. the used objective lens (especially on its 
numeric aperture), used light wavelength, or defocus of the light. Futhermore, the sub-

(2.5) 
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Figure 2.4: Schematics of the structure of the calculation of BLS signal within clas­
sical approach. The k' represents the wavevectors in plane of a magnetic layer, 
while k represents the wavevectors of scattered free light. The schematics provides 
simplified view and is not completelly correct. For more detailed discussion please 
follow explanation given in the text. 

strate, magnetic layer material or some capping layers (e.g. antireflecting coating) can 
modify the electric field distribution, however in the presented approach we neglect these 
contributions. If needed, full Maxwell simulation can account for these effects. 
Obtaining the time-dependent susceptibility 
The time-dependent susceptibility (x) is integral part of the model for calculating BLS 
spectra. This quantity represents the mechanism of interaction between the light and ex­
citation of matter. In the specific case of the interaction between the spin waves and light, 
this interaction is called magneto-optical coupling. To calculate the time-dependent sus­
ceptibility, one has to know the magnetization distribution dependent on the wavevector 
and frequency of the spin waves 

X oc M(um,k'). (2.6) 

Calculation of the polarization 
The driving field and time-dependent susceptibility are used to calculate induced polar­
ization in the magnetic layer by their convolution 

P{u,k) = Ed{u,k)*X{oo,k). (2.7) 

Generally, the polarization with wavevectors double of the incident driving field can be 
induced3. However, the possible states of the polarization in the /c-space are still limited 
by the eigenstates of the spin waves, i.e. can occur only at the positions of the spin-wave 
resonance. 
Transition to the far field and calculation of the BLS signal 
Now, the polarization has to be propagated to the far field. In order to do that, we use 
Green function formalism4. In the studied case, the polarization source can be regarded 

3See the convolution in Eq. 2.7. 
4In simple words, Green function represents the impulse response to the point source. 
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as a sum of the dipoles (point sources); thus, by integrating over them, the overall electric 
field can be obtained. This can be expressed as 

EF F(u;,kp) = G(u,kP,K)P^K)- (2-8) 

However, this equation describes all emission of all wavevectors, including those which 
are not able to reach the detector. For this reason, subsequent trimming of the electric 
field has to be done, such as trim by numeric aperture of the objective lens, or assuming 
only wavevectors parallel to the optical axis after passing through the objective lens. 

To get the resulting BLS signal, one has to square the electric field. The obtained 
quantity can then be fitted or compared to the acquired BLS signal. 

2.2.2. Semi-analytic modeling of the driving field 
In this section, I use the semi-analytical method developed by Richards and Wolf [90, 91] 
to obtain electric field on the surface. I follow the notation given by Novotny and Hecht 
in [92]. The geometry of the calculation is depicted in Fig. 2.5. The collimated beam 
is clipped by the back aperture of the objective lens and is focused on the sample. For 
convenience, the spherical coordinate system is used after the objective lens is used. This 
calculation is based on the two basic principles: 

• Sine condition - each ray that converges to the focus intersects its conjugate ray 
(ray in the collimated beam) in the position of the lens. 

• Intensity law - the energy flux along each ray needs to stay constant. 

The electric field E(g,ip,z) can be expressed as 

Qmax 2ll 

E(g,(p,z) = 1 ° 6 ^ P ° / / ^ 0 0 (6,$)expi/co-2cos6expi/c 0 ^sin6cos($ - <^)d$0, 
o o 

(2.9) 

Back aperture of Objective lens 
objective lens NA - numerical aperture 

Collimated beam 
z 

X z X z X z > 
f focal length - f 

f„- filling factor 

Figure 2.5: Schematics of the calculation geometry for focal fields. In the region of the 
collimated beam, we use cartesian coordinates as depicted in the sketch. The filling 
factor is the ratio between the beam waist and back aperture (entrance pupil) of 
an objective lens. The beam profile in Cartesian coordinates can be calculated in 
arbitrary z-plane. 
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where the electric field in far-field E^Q,®) reads 

1 
E00(&,<£>)=Einc,x(Q&2 

I 1 + cos 8 - (1 - cos 8) cos 2$ 
- ( 1 - c o s 8) sin 2$ | — ( c o s 8 ) 1 / 2 , (2.10) 

y - 2 cos $ sin 8 n2 

ko is the wavelength of the free-space light, / is the effective focal length of the objective 
lens5, and EinCjX(Q,$) is the field incident on the objective lens, which we assume to be 
the lowest Hermite-Gaussian mode 

Sine,, (8,$) = Eofw{e), (2.11a) 

^ ( e ) = e x p ( ^ - ^ ^ ) , (2.11b) 
\ JO b m u m a x / 

where /o is a filling factor of the lens and is given by the ratio between the waist of the 
beam and the back aperture of the objective lens, and E0 is the amplitude of the light. 
Integration through the angle $ can be carried out by analytic means using the following 
relations 

2k 
Jcosn$exp (ixcos ($ - (p)) d$ = 2it (i n) Jn{x) coswp, (2.12a) 
o 

2TC 

J sin n$ exp (ixcos ($ - ip)) d$ = 2it (i n) Jn{x) sinn<^, (2.12b) 
o 

where Jn(x) is the Bessel function of the nth-order. The focal field can now be expressed 
in cylindrical coordinates as 

i&o/ 2 frh f loo + Io2 cos 2<p 
E(g,ip,z) = -^—J—E0exp(-ikf) 

2 V n 2 
Io2sin2v9 | . (2.13) 

y — 2iJ 0 i cos (f 

where 

•-00 

101 

•-02 

O n 

0 
O n 

0 
O n 

fw(G) (cos 8 ) 1 / 2 sin 8 (1 + cos 8) J 0 (kg sin 8) exp (ik0z cos 8) d8, (2.14a) 

fw(Q) (cos 8 ) 1 / 2 sin 2 8 J i (fc^sin8)exp(iA;o^cose)de, (2.14b) 

fw(Q) (cos 8 ) 1 / 2 sin 8 ( 1 - cos 8) J2 (kg sin 8) exp (ik0z cos 8) d8. (2.14c) 

These integrations have to be carried out numerically6. 
The magnitude of the ^-component (Fig. 2.6a) have full polar symmetry, while the 

«/-component (Fig. 2.6b), and ^-component (Fig. 2.6c) resembles four-fold and two-fold 

5The focal length only affects the phase factors in the field. 
6In our code, we used Trapezoidal numerical integration implemented in Matlab 2021a 
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Figure 2.6: Semi-analytically calculated magnitude and real part of the focal field 
of Gaussian beam. a,b,c The squared x- (a) y- (b) and z- (c) component of 
the focal field of 00 Hermite-Gaussian mode, d, e, g The real part of x- (d) y- (e) 
and z- (f) component of the focal field of 00 Hermite-Gaussian mode. 

symmetries, respectively. The magnitude of the ^-component is the largest. The maxi­
mum value of the squared field in the ^-component is ~ 12.5 and the y-component is ~ 715 
smaller than the ^-component. Thus, the ^-component (along the polarization axis) is the 
most important for the calculation of the BLS signal in most scenarios. However, in spe­
cific geometries (e.g. for out-of-plane magnetized thin film) its contribution can cancel out 
and other components can become significant. From the images of the real parts of the 
electric field vector (Fig. 2.6d, e, f), one can see phase differences between the parts of the 
intensity distribution. This implies, that the non-zero net intensity is present only in the 
x-component. In the other two components (y and z), the regions of high intensity have 
exactly opposite phases and cancel each other out. This can possibly further decrease 
obtained signal in specific scenarios. 

After the Fourier transformation to reciprocal space these results can be used in cal­
culation using Eq. 2.21. In the calculation, we neglect the effect of the substrate on the 
beam shape, i.e., the reflection and refraction on a possible multilayer stack. However, 
in the studied cases this approximation leads to the qualitatively same results as the full 
simulation of the Maxwell equations (without any approximation). The semi-analytical 
formulation for the driving fields, including the effects of the boundaries, can be achieved 
by using transfer-matrix method and following the approach given in section 3.9 in [92]. 
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Dimension ( u.m) Dimension ( u.m) Dimension ( u.m) 

Figure 2.7: Effect of the polarization axis on the beam waist. a,b,c The cut through 
squared x-component of the electric field in the x- and y-direction for objective 
lens with numeric aperture NA=0.5 (a), NA=0.75 (b), and NA=1 (c). The red 
dashed line shows the cut along the linear polarization direction, and the black 
solid line shows the cut perpendicular to the linear polarization direction. 

Effect of the polarization 

The polarization effects affect the shape of the beam even in the component along the 
polarization axis (^-component in our geometry). The beam spot is slightly enlarged in the 
direction of the polarization and thus it is not circular but elliptical. This effect becomes 
more pronounced when the beam dimensions reach the diffraction-limited sizes. For the 
objective lens with N A = 0.5 there is no difference in beam shape for both perpendicular 
directions, see Fig. 2.7a. The waist of the spot is 464 ± 1 nm. The increase of the numeric 
aperture to N A = 0.75 causes the shrinking of the beam spot to 295 ± 1 nm in y-direction, 
and the difference is now clearly visible and is 20 ± 2nm, see Fig. 2.7b. The highest 
possible numerical aperture with non-immersion objective lens N A = 1 gives the beam 
spot waist of 204 ± 1 nm in the y-direction. The difference between the two orthogonal 
cuts now becomes 44 ± 2nm, see Fig. 2.7c. 

Another effect that becomes more pronounced with the tighter focus of the beam, here 
achieved by increase in numeric aperture, is the formation of the side peaks, so-called Airy 
disc [94]. In the case of the objective lens with N A = 0.5 (Fig. 2.7a), we can observe only 
Gaussian distribution in both cross sections. As the numerical aperture increases, the 
formation of the side peaks becomes apparent, see Figs. 2.7b, c. Interestingly, these 
peaks occur only in the direction perpendicular to the incident polarization. 

Effect of the defocus 

We have so far calculated only the fields directly in the focus [z = 0, see Fig. 2.5). 
However, in the experiment, the ^-direction can be changed by the out-of-plane movement 
of the sample stage. This movement can be done on purpose (to enlarge the measurement 
spot) or, more commonly, unintentionally by thermal fluctuations or vibrations. The 
calculated beam shapes in dependence on the z-direction (defocus) are shown in Fig. 2.8. 
The summed magnitude of electric field along the polarization axis (a;-axis) is shown in Fig. 
2.8a, b, c. The region of ^-coordinate, where the waist width is relatively constant, is called 
the depth of focus. For our set of parameters, this region has depth of roughly 500 nm. 
In the case of ^-component, we can observe focusing to only a single beam spot, while 
for the case of y- and z- component, we observe two maxima, which is in agreement with 
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Figure 2.8: Effect of the defocus on the beam spot shape. a,b,c The integrated squared 
x- (a), y- (b), z- (c) component of the electric field in xz plane. The integration 
is done along the y-direction. d, e, f Real part of the cut in y = 0 of x- (d), 
y- (e), z- (f) component of the electric field, g The fitted waist of the squared 
x-component of the electric field in y = 0 cut for different values of z (defocus). 

Fig. 2.6. In the cross-section of real parts of the electric field along direction perpendicular 
to polarization [x = 0) (Fig. 2.8d, e, f), phase evolution in ^-direction can be observed. 
In the cross-section of the y-component, there is no intensity, as there is no electric field 
in the central plane (see Fig. 2.6e). 

To get more insights into the behavior of the beam shape, we fitted the Gaussian 
function to squared ^-component of the electric field in y = 0 cut for different values of z. 
The result is plotted in Fig 2.8g. Near the z = 0, we can observe relatively constant width 
of the waist, so-called depth of focus. For our parameters, this is ~ 500 nm wide, i.e., if 
the sample is moved by 250 nm in either out-of-plane direction from the ideal position, 
there will not be any significant change in the beam spot shape. The dependence of the 
beam spot width becomes quickly linear once it is out of depth of focus, see Fig. 2.8g. 
The increase in the width of the beam spot with the defocused distance is 1.126 ± 0.002 
in linear regime. This means that if the beam is focused 1 [xm above the focus on the 
surface of the studied film, its width is increased by ~ 1 [xm. 

Effect of the filling factor 

Another important parameter for beam waist is the filling factor of the objective lens. 
Contrary to the naive view 7, if the incident beam to the back aperture of the objective 
lens (see Fig. 2.5) is narrower, the resulting beam waist will be broader. In Fig. 2.9a de­
pendence of the magnitude of the y-cut from ^-component of the driving field on the filling 
factor is shown. We can observe, that with small filling factors (narrow beam incidence to 

7By naive view we mean expectation that resulting beam would be narrower, if the incident beam to 
the objective lens is narrower as well. 
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Figure 2.9: Effect of the filling factor on the beam shape and waist, a Magnitude of 
the y-cut of x-component of the electric field in dependence on filling factor, b 
Extracted beam waist. 

the back aperture of the objective lens), the beam spot is very wide (above 2 [xm). With 
the increasing filling factor, the Gaussian beam becomes narrower. This comes at the 
cost of losing the total incidence power, but this is not captured by the semi-analytical 
modeling. When the filling factor reaches values above 0.7, we can observe the formation 
of the Airy disc [94]. 

The extracted beam waists are shown in Fig. 2.9b. For the lowest calculated filling 
factor value (fo = 0.05), the beam waist is 4.4376 ± 0.0002 [xm. When the filling factor 
is f0 = 2, the waist is 0.3159 ± 0.0009 [xm, which is 10 % broader than the waist with 
infinite filling factor, i.e. 0.287 ± 0.001 [xm. 

Focusing of higher-order laser modes 

The previously developed theory allows us to consider also focusing of spatially more 
complicated laser modes. The radially and azimuthally polarized doughnut modes get 
a lot of attention, as they can provide, e.g., tighter focuses or beams with orbital angular 
momentum for application in light tweezers [95, 96]. We focus here on the so-called 
Laguerre-Gaussian modes, namely on the radially and azimuthally polarized doughnut 
modes. 

The radially and azimuthally polarized doughnut mode can be generated by, e.g., laser 
cavity with conical mirrors [97-99], or by interferometric techniques [100, 101]. However, 
the most common technique nowadays is the use of so-called vortex plates [102, 103]. 
Then, one can freely switch between radially and azimuthally polarized doughnut modes 
just by rotating the vortex plate. The intensity in the center is equal to zero, and there 
is cylindrical symmetry. The polarization bivector always points to/out of the center 
for the radially polarized doughnut mode and is axially symmetrical for the azimuthally 
polarized doughnut mode. 

The electric field can be obtained in from of superposition of the Hermite-Gaussian 
fields as 

ik0f2 \n[ ( i L a d C O S y ? 

i l r a d sin<^ I , (2.15) 
V -4 i / io 
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Figure 2.10: Focusing of the higher order laser modes, a, b, c The x- (a), y- (b), z-
(c), of the real part of the focal electric field of radially polarized doughnut mode, 
d, e, f The x- (d), y- (e), z- (f), of the squared focal electric field of radially 
polarized doughnut mode, g, h, i The x- (g), y- (h), z- (i), of the real part of 
the focal electric field of azimuthally polarized doughnut mode, j , k, 1 The x-
(j), y- (k), z- (1), of the squared focal electric field of radially polarized doughnut 
mode. The sketches of the incident field on the objective lens are depicted on the 
left side for both modes. 
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where 

O n 

J fw(&) ( c o s O ) 3 / 2 s i n 2 e J i (fc^sin8)exp(iA;o^cose)de, (2.16a) 
o 

© m a x 

Iio = J fw(B) ( c o s O ) 1 / 2 s i n 2 e J i (fc^sinO)exp(iA;o^cose)de. (2.16b) 
o 

The electric field for azimuthally polarized doughnut mode can be expressed as 

E{g,<p,z) = '-^^—J—Eoexpi-ikf) 
n 2 

' i l a z m sin ip 
1J-azm 

cos tp , (2.17) 
V o 

where 
© n 

I; a.zui J fw(G) ( cosO) 1 / 2 s in 2 eJ i (fc^sinO)exp(iA;o^cose)de. (2.18) 

In Fig. 2.10, we can see the results of Eq. 2.15. In Figs. 2.10a-f are results for radially 
polarized doughnut mode. In this case, the majority of the intensity is in the out-of-plane 
direction, compare Figs. 2.10d-f. The intensity in the in-plane direction is completely 
symmetrical, see Figs. 2.10a, b, d, e around one symmetry axis. The out-of-plane intensity 
has rotational symmetry and a Gaussian shape. 

Figs. 2.10a-f show the results for azimuthally polarized doughnut mode. In this case, 
all intensity is concentrated in-plane, see Figs. 2.10f-l. The symmetry in the in-plane 
direction is reversed with respect to radially polarized mode, compare Figs. 2.10a, b and 
2.10g, h. For the radially polarized doughnut mode, there is no out-of-plane magnetic 
field, while for the azimuthally polarized mode, the majority of the magnetic field intensity 
is in the out-of-plane direction, which is opposite behavior to the electric field. This can 
be used in designing experiments where there is need for specific electric of magnetic 
component. For more detailed discussion, see [92]. 

2.2.3. Induced polarization 
In the continuum model, the inelastic scattering (shift of the frequency of the scattered 
light) is caused by the time-dependent susceptibility. This mechanism can be, e.g., acusto-
optic (photoelastic effect), electro-optic (Pockels and Kerr effect), or in the case of spin 
waves magneto-optical coupling [104, 105]. This mechanism is usually described by two 
contributions: the so-called Voigt effect, which is linear in magnetization, and the Cotton-
Mouton effect, which is quadratic in magnetization. The susceptibility induced by the 
magneto-optical coupling (XMO) can be written as 

XMO 

/ / 0 iMzQ 
-iMzQ 0 

VV %MyQ -iMxQ 

( BxMl B2MxMy 

B2MxMy BxM2

y 

\ B2MXMZ B2MyMz 

B2MXMZ 

B2MyMz 

BXM2

Z 

(2.19) 
where Mx,My,Mz denote the magnetization vector components, B\,B2 are Cotton-Mouton 
magneto-optical constants, and Q is Voigt magneto-optical constant. 
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2.2. CLASSICAL DESCRIPTION OF [x-BLS 

In this model, the incident electric field Ed probes the dynamic modulation of the sus­
ceptibility via magneto-optical coupling, which gives the polarization inside the magnetic 
material in the form [86, 87, 106] 

where x — Xm&t + X s w ( ^ r ) i s a s u m °f the static material susceptibility Xm&t a n d °f the 
additional dynamic contribution caused by spin waves x s w ( t , r ) . It should be stressed out 
that the modulations in the susceptibility caused by magnons are on a vastly different time 
scale than the optical cycle of the probing photons. Thus, from the light's point of view 
the situation is somehow similar to the scattering on a static grating. As a consequence, 
there is a mixing of the frequencies both in temporal and spatial domains, namely 

where u denotes the frequency of the induced polarization, kp stands for its in-plane 
wavevector (parallel to the magnetic layer), while um and fcm represent their magnon 
counterparts. This equation represents the convolution of the Fourier images of the sus­
ceptibility x a n d the driving field Ed. The vertical profile of the dynamic magnetization 
(along z) depends on the exact geometry and mode of the spin wave and should be 
considered for precise calculations. In the presented analysis, we disregard this depen­
dency. However, this approximation can be insufficient in the case, where there is strong 
dependency of mode profile on ^-coordinate comparable to the penetration depth of the 
light. This can especially be true for transparent materials like Ytrium-Iron-Garnet (YIG), 
where the penetration length can be longer than the sample thickness. Another approxi­
mation, which can be safely made, since u 3> ujm, is to drop the exact dependence of the 
driving field on um. Thanks to this approximation, the driving field Ed can be calculated 
numerically, or in simple geometries even by analytic formulas. 

Example of the induced polarization in a Permalloy layer 

We present a semi-analytical calculation of the induced polarization in reciprocal space 
(Eq. 2.20) in the 30 nm thick NiFe slab on the silicon substrate with magnon frequency 
of um = 27 GHz. The calculation starts with the semi-analytic calculation of the electric 
driving field {Ed), see Fig. 2.11a, b, c. The ^-component (in polarization axis of the 
incident light, Fig. 2.11a) has intensity higher by approx. two orders of magnitude 
in comparison to y- and z- components. While ^-component has polar symmetry, the 
^/-component has four-fold (see 2.11b) and ^-component has two-fold symmetry in the 
polarization axis (see 2.11c). 

To calculate the magneto-optical part of the susceptibility tensor (x), we have to 
obtain all magnetization components. We have done this by following Bloch function 
calculation described in Chapter 1. The ^-component of the magnetization (Fig. 2. l id) 
has no dynamics since the static magnetization points in this direction. In the y- and 
2-component (Fig. 2.l ie, f) are visible allowed states at the studied frequency. The mag­
nitude is roughly similar, which can be interpreted as a nearly circular precession of the 
magnetic moments. There is a phase delay of 90 degrees (TI/2) between these two com­
ponents, but since we show squared value, this is not directly visible on the presented 
plots. 

We calculated the resulting polarization using a built-in 2-dimensional convolution 
function in Matlab 2022b and considering only linear Voigt contribution. The code is avail­
able on the code-sharing platform [107]. The polarization currents are then calculated by 

(2.20) 

P(u,kp,z) = x(um,km,z)Ed(uj - w m ,fc p - km,z) 
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Figure 2.11: The calculation of the induced polarization, a, b, c The squared Fourier-
transformed x- (a), y- (b), and z (c) component of the electric driving field 
d, e, f The squared Fourier-transformed magnetization x- (d), y- (e), and z (f) 
component, g, h, i The squared Fourier-transformed induced polarization x- (g), 
y- (h), and ^-component (i). 
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Figure 2.12: Schematics of the geometry for far-field transition. The light is focused 
on the magnetic layer by the objective lens, which is in the superstrate (usually 
air). We can assume an arbitrary number of layers above (coating) and beneath 
the magnetic layer. The polarization (radiation source) is placed in the middle 
of the magnetic layer. For simplicity, we assume for all materials fi = 1. 

the equation Eq. 2.21. We can observe that the current in ̂ -component (Fig. 2.11g) has 
one order of magnitude lower intensity in comparison to the y- and ^-components (Fig. 
2.11h, i). Also note that polarization currents with free light inaccessible wavevectors are 
formed (in this case k > lOrad/u-m). 

2.2.4. Far-field transition 
The polarization vector in (2.21) acts as a local radiation source that eventually forms 
the detected BLS signal. The contribution of a particular spatial frequency to this signal 
is determined by its ability to efficiently couple to the free space continuum and pass 
through the optical setup towards the detector. In the case of the so-called fc-resolved 
BLS, the spatial frequencies are given by the wavevector of the incident light and its angle 
with respect to the sample normal. In the case of the micro-focused BLS, the range of 
spatial frequencies that can reach the detector is mainly limited by the numerical aperture 
of the used objective. 

The transition from polarization source to far-field can be mathematically expressed 
using Green's function formalism 

EF F(u;,kp) = G(^,k p ,k p )P^,k p ) . (2.22) 

The dyadic Green's function8 G(u;,kp,kp) embodies the response of a system to a local 
source and it can account fully for the presence of any scattering object, substrate effects 
or complex geometries. The term dyadic means here that it relates the spatial frequencies 
of polarization (w,kp) to the spatial frequencies in the far field (w,kp). 

Here, we present a representation of the Green function for (possibly) multilayer con­
tinuous film9 with Gaussian illumination by the objective lens. We use the theory devel-

8This approach is general and can also be used for solving complex anisotropic cases (such as the 
presence of the resonator, see chapter 4). 

9This is commonly called stratified medium. 

Polarization source (kx,ky) 

Layer(s) 
Magnetic layer 

Layer(s) 

Substrate 
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2. T H E O R Y OF INELASTIC LIGHT S C A T T E R I N G 

oped by Sommerfield [108] and further extended by Weyl [109]. The approach follows the 
explanation in the book Principles of Nano-Optics [92]. 

We assume infinite layers in xy plane with broken symmetry in ̂ -direction, as depicted 
in Fig. 2.12. The superstrate (in our calculation air) and substrate are semi-infinite also 
in ^-direction. Between them, we assume a stack of optically active layers, of which at 
least one is magnetic1 0. 

Now, the dyadic Green function can be formulated as follows: 

G(kv d2k'pM exp (i/c z s t m a g . i a y . ) , (2.23) 

where 

M 
( k\ k2

x 

kx ky 
kx hy 

k2 - k2 

A-h h 

i kx kzs 

i ky kzs 

t 
and k 

(2.24) 

V ^-kxkzs ^kykzs kg k2 

lay. is a thickness of the magnetic layer, ks is a wavevector in the magnetic material, 
Ä-2 k2 — k2 is its longitudinal projection. The sign ± at some terms in 

2.24 is for back-scattered waves (+) and for forward-scattered (—) waves. This dyadic 
Green function allows us to calculate propagating and evanescent waves originating from 
all orientations of polarization P. To properly calculate the field that is back-scattered 
to the far field, we have to include the refraction and reflection on all involved boundaries. 
We can calculate transmission and reflection on all boundaries for p- and s- polarization 
by using the following set of equations 

r (kx,ky) 

t (kx,ky) 

rP(kx,ky) 

tp(kx,ky) 

k , — k 
"'zsl "'ZS 
^zsl "I- kzs 

2/̂ zsl 
^zsi kzs 

^2^zsi — £\k z 
£2^ZSl + £lk; 

2g2^zsl 
^2^zsl + £\k. 

(2.25a) 

(2.25b) 

(2.25c) 

(2.25d) 

Now, by employing the transfer-matrix method, we can calculate effective transmission 
and reflection coefficient for s- and p- polarized light for both direction (back-scattered and 
forward-scattered) light [110, 111]. However, to apply this transfer-matrix method to our 
dyadic Green function, we have to decompose it to the s and p parts. This decomposition 
can be accomplished by splitting the matrix M to 

M = 

M 
k2 (k 2 + kl 

( 

[kl + k2

y 

~kx ky 
kx ky 

V o 
kzskx 

kzs kx ky 

kzs kx ky "^.krf 

i ky (k„. -\- k. 

^ ±kx (kx + ky^j ±ky (k^ + ky^j (k2 + k^j jkz 

(2.26a) 

(2.26b) 

10 In our practical examples, we assume only a single NiFe layer between air and silicon. 
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Now, by multiplying M and MP by appropriate reflection and transmission coeffi­
cient, we can obtain a full electric field in the far field. However, for practical calculation, 
we transform the above result to spherical coordinates [110]. In spherical coordinates in 
the far field, the radial component must be zero, simplifying the problem only to the 2 x 3 
matrix. For transferring to spherical coordinates, we use the following substitution 

= — smipMx/3 + cosipMy/3, (2.27a) 
M$p — — sin ip cos "&Mxp + sin ip cos "&Myp — sin $Mz/3. (2.27b) 

Using 2.27 and 2.26 we get 

M 

MP 

1 (kv {kl kf) k* + k*kl 0 ) (2.28a) 

/ 0 0 0 

± k x ± ky y/fc|+^(i+fcz

2

g) I • (2.28b) 
k-:'>k-

By inserting (2.21) into (2.22) and integrating over all spatial frequencies supplied by 
the driving electric field, the far-field angular spectrum becomes 

E 'w m k m ,w ,k p ) = J d2k'p G (w ,k p , k p )x (w m , k m )E d (o ; , k p - k m ) . (2.29) 

Another important aspect of the BLS detection process is the limited area from which 
the signal is collected. This is equivalent to the statement that only rays virtually parallel 
to the microscope's optical axis can successfully reach the detector. Assuming that the 
collection spot has a Gaussian spatial profile h(x,y) = e~(x + y ^Wc, the detectable portion 
of the far-field radiation amounts to 

E F F ( r | | ) = Mr||) j d V i k p - r | | E F F ( k p ) , ( 2 . 3 0 ) 

fcp<fc0NA 

where the integration limits reflect the restrictions placed on the spatial frequencies by 
the numerical aperture of the objective lens. 

Finally, to estimate the strength of the BLS signal at a particular frequency um, one has 
to sum up the contributions from all magnons (i.e., integrate over k m ) . The exact nature 
of this summation depends on the coherence properties of the magnon population. In the 
case of thermal magnons (which are inherently incoherent), the proper procedure is to 
add intensities originating from individual magnon contributions. In the case of coherent 
magnons (e.g., excitation by vortex core motion), one must account appropriately for the 
phase and sum of all waves before calculating intensities. The modeled BLS signal for 
thermal magnons (integration after squaring) reads 

a(um) = /dVi i d2k h(r{{) Jd2kpe^ J d 2 ^ G ( k p , k ; ) x ( o ; m , k m ) E d ( k ; - k I 1 

fcp<fc0NA 
(2.31) 
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Figure 2.13: Radiation of the dipole oriented along Cartesian axis, a, b, c Magnitude 
of the electric field, which is able to arrive at the detector, in the plane of dipole 
oriented along x- (a), y- (b), and z- (c) axis. The arrows show the orientation of 
the electric field at a certain moment in time and help to visualize polarization, d, 
e, f Representation of the summed electric field intensity using Lissajous curves. 
The dipole is oriented along x- (d), y- (e), and z- (f) axis. Due to the rotational 
symmetry in (c), there is no net electric field in (f). 

while for coherent magnons (integration before squaring), we get 

dV| | jd 2 k m h{v\\) Jd2kpe[^Jd2fc;G(kp,k;)x(wm,km)Ed(k;-kn 

fcp<fc0NA 
(2.32) 

Dipole radiation 

To see the behavior of the developed theory, we calculated the resulting far-field of the 
dipoles with k — 0 oriented along the direction of all three axes (x, y, and z), see Fig. 2.13. 

The in-plane oriented dipole radiation (Fig. 2.13a, b) creates identical results, which 
are just rotated by 90 degrees. The resulting net electric field in the perpendicular axis to 
dipole radiation is near the numerical error (approximately 13 orders of magnitude smaller 
than the net polarization in the axis parallel to the dipole orientation). This is caused 
by the compensation of the perpendicular electric field (see the mirror symmetry along 
y = 0 in Fig. 2.13a, or x = 0 in Fig. 2.13b). The polarization state is visualized by the 
use of Lissajous curves. These curves show the Ex and Ey values through one period of 
oscillation. The straight lines correspond to perfectly linearly polarized light, which is the 
case for Fig. 2.13d, f. 

In the case of the out-of-plane oriented dipole radiation, we get a rotationally symmet­
rical shape, with the polarization axis aligned to the center (see Fig. 2.13c). The electric 
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field magnitude forms a doughnut shape with zero intensity in the center. Due to the 
rotational symmetry, the net electric field (polarization) is equal to zero (see Fig. 2.13f). 

2.2.5. Resulting BLS spectra 
In this section, we use the built theory to show the effects of the various factors on the 
resulting [x-BLS spectra. We investigate thermal spin waves in various external fields and 
thicknesses of the magnetic layers. The consequences of the different geometries, numerical 
aperture, filling factor, and Cotton-Moutton effect is investigated on the coherent spin 
waves. 

Thermal spin waves field sweep 

Zeeman energy is one of the factors that contribute to the spin wave frequency. If the 
magnetization is saturated to the direction of the applied magnetic field, then with higher 
applied field, the spin wave frequency is increased, i.e., the spin wave dispersion is shifted 
to higher frequencies. The increase of this energy also changes the slope of the dispersion 
and the lifetime of magnons. 

In Fig. 2.14a, the BLS spectra are calculated according to Eq. 2.31 for NiFe 30 nm thin 
film. In all fields, we can observe two peaks. The one with lower frequencies corresponds 
to the fundamental mode, while the one with higher frequencies corresponds to the first 
perpendicular standing spin wave mode. The decrease of the BLS signal with higher fields 
can be observed, which is caused by the decreased spin wave population (the chemical 
potential — I T H z is assumed). The used theory assumes that there is no evolution in 
spin wave amplitude across the thickness of the magnetic layer, which is not fulfilled 
for perpendicular standing spin waves. Due to this, the presented theoretical treatment 
can not precisely estimate the ratio between these two peaks. This may be solved by 

Field (mT) Frequency (GHz) Frequency (GHz) 

Figure 2.14: BLS spectra in different external magnetic fields, a, Calculated BLS 
spectra using Eq. 2.31 in external magnetic fields from 10 mT to 500 mT. We 
used parameters for NiFe and calculated the signal for fundamental and first 
thickness modes. The chemical potential is — ITHz. b, c, Slices of the panel 
(a) in the lowest (lOmT, (b)) and the highest (500mT, (b)) magnetic field. 
The dispersion relations in the direction of high symmetry (Damon-Eshbach and 
Backward volume) are shown as blue dotted curves for fundamental and fist 
thickness modes. 
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calculating the induced polarization in many planes inside the magnetic layer. It would 
require calculating the focal fields with semi-infinite metallic films and amplitude profiles 
of the spin waves in the out-of-plane direction, as done in Sec. 1.5.2. 

The linewidth of the first perpendicular thickness mode is solely determined by the 
lifetime of these spin waves (for the given parameters). This statement is only valid for 
the calculation following the Eq. 2.31. In experiments with the Sandercock type tandem 
Fabry-Perot interferometer [112], the frequency linewidth is usually determined by the 
instrumental transmission function, as it ranges from several hundreds of megahertz to 
a few gigahertz and increase with higher measurement frequencies. 

The decrease of the BLS signal towards the higher fields is caused by the fact that 
the spin wave frequencies are increased, and as a result (as spin waves obey Bose-Einstein 
distribution, as considered in Sec. 1.5.2), their population is decreased. 

In the low fields, the fundamental mode exhibits distinct peaks in its lowest frequen­
cies. This peak is caused by the low group velocity (and the resulting high density of 
states) of spin waves in backward volume geometry, see Fig. 2.14b, light blue dotted 
curve). The group velocity of B V spin waves is very low, as there is competition between 
dipolar interaction, which tends to have a negative contribution to the group velocity, and 
exchange interaction, which has a positive contribution with higher wavenumbers. As the 
field increases, the importance of the dipolar interaction increases as well. In turn, the 
absolute value of the group velocity increases, and the minimum frequency (point with 
zero group velocity) is moved towards the inaccessible wavenumbers, see Fig. 2.14c, light 
blue dotted curve. The resulting spectra then resemble a Gaussian shape. 

Influence of the film thickness on the thermal spin wave spectra 

The change in the thickness of the film does not affect the frequency of ferromagnetic 
resonance (k = 0). However, it dramatically affects spin wave dispersion, particularly 
spin wave group velocities. Also, the spin-wave signal is proportional to the interaction 
volume, which is decreased when the thickness of the film is low. The light propagation 
in the magnetic medium is assumed to be uniform, with just exponential attenuation on 
the way to and out of the material. This introduces the power of two to the volume factor 
5- This approach is a good approximation as long as the thickness of the magnetic layer 
is not larger than the depth of focus of the used objective lens. To account for this we 
introduced a factor (#), 

3= J exp (-kexck0zf dz, (2.33) 
o 

where t m a g is thickness of the magnetic layer, kexc is the extinction coefficient of the 
magnetic material, and ko is free space wavenumber of the used light. The whole equation 
for the BLS signal then reads as 

a(um) = jdVy Jd2km $ h(r\\) jd% eik»-rii j d 2 ^G(k p ,k;) £ ( w m , k m ) E d ( k ; - k n 

fcp<fcoNA 

(2.34) 
This equation approximates magnetization dynamics with a uniform precession angle 
across the thickness of the magnetic layer. This is quite a strong approximation, especially 
in the case of the quantized thickness modes. But it also neglect the case of non-zero 
wavenumbers or non-zero spin pinning on the layer boundaries. 
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Figure 2.15: BLS spectra of NiFe and YIG with different thicknesses, a, b Calculated 
BLS spectra of NiFe using Eq. 2.34 in lOmT (a), and 500mT (b) of thicknesses 
ranging from from lnm to 100 nm. We used parameters for NiFe and calculated 
the signal for fundamental and first thickness modes. The chemical potential 
is —ITHz. c, Integrated signal of all four shown peaks, d, e Calculated BLS 
spectra of YIG using Eq. 2.34 in 10mT (a), and 500mT (b) of thicknesses 
ranging from from lnm to 200nm. f, Integrated signal of all four shown peaks. 

The resulting BLS spectra for NiFe and Y I G layers are shown in Fig. 2.15. The NiFe 
is metallic and thus has strong attenuation of the light in the material, with an extinction 
coefficient of kexc = 3.842. On the other hand, the Y I G is almost transparent and has 
extinction coefficient kexc ~ 1 • 10~6. On these two examples, we can see the consequences 
of different light attenuation in magnetic material. Note, that it is not possible to compare 
the strength of the calculated signal between the two materials, as it depends mostly on 
the Voigt constant Eq. 2.19, which we assumed Q = 1 in both cases. 

As shown in Fig. 2.14 in low magnetic fields (Bext = 10mT), the turning point in 
B V geometry is accessible by the [x—BLS, and this exhibits itself as strong signal in 
the lowest detected frequency as can be seen across all thicknesses in Fig. 2.15a. With 
increasing thickness, we can observe broadening to both lower and higher frequencies. 
This is caused by the increase in the group velocity of the spin waves in all directions. 
This increase is more steep in the so-called Damon-Eshbach geometry, thus the spectrum 
is more broadened towards the higher frequencies. In the high magnetic field (Bext = 
= 500mT), the BLS spectrum is much more symmetrical, see Fig. 2.15b. 

In both magnetic fields, when the thickness of the layer increases, the frequency of the 
first thickness mode decreases and is slowly reaching the value of ferromagnetic resonance. 
The higher thickness modes were not considered. 

In Fig. 2.15c, the intensities of all four peaks are integrated. In integrated intensities 
a fundamental spin-waves (solid lines), we can see that the signal strength reaches the 
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Figure 2.16: BLS spectra of coherently excited spin waves in different measurement 
geometries, a Calculated BLS spectra by using Eq. 2.32 for polarization along 
y-axis (black and red curves) and x-axis (blue and green curves). The spin waves 
are propagated in Damon-Eshbach-like geometry (black and blue curves) and 
backward-volume-like geometry (red and green curves), b, c The Lissajous curves 
represent the polarization state for light scattered on coherent spin-waves with 
different wavenumbers. The polarization axis of the driving field Ed was in x-axis 
(b), and y-axis (c). The solid (dashed) curves show Damon-Eshbach (backward-
volume)-like geometry. 

maximum for thickness of the magnetic layer around 25 nm for field of 500 mT, and 
50 nm for field of 10 mT. This position of maximum signal is determined by the interplay 
between the contribution of larger interaction volume and from lower group velocity in 
thinner NiFe layers. However, the interaction volume does not increase linearly with the 
increasing thickness, and after reaching pa 70 nm is not increased at all due to the fast 
decay of the light in the NiFe layer. 

In the case of the first thickness mode (dashed lines), the intensity is almost zero for 
low thicknesses as the frequencies of these modes reach several terahertz. Due to the 
Bose-Einstein distribution, the population of the magnons on these frequencies is very 
low in comparison to the frequencies in the order of several gigahertz. On the other hand, 
as the group velocity is increased in the range of the accessible wavevectors for thicknesses 
above 40 nm, this results in the decrease of the signal. These two factors cause formation 
of the optimal thickness for the signal strength at ~ 50 nm. 

The results for Y I G films are shown in Figs. 2.15d, e, f. The attenuation of the light 
in these layers is minimal, and thus, the signal increases for all calculated thicknesses 
of the fundamental modes as the volume factor T increases practically linearly with the 
thickness of the Y I G layer. In the first thickness mode, we can observe a pronounced 
maximum of signal strength at 150 nm of Y I G layer thickness. This is caused by the 
increase of the group velocity in the backward-volume-like geometry of the spin waves in 
first thickness mode after it reaches approx. 150 nm. 

Influence of the measurement geometry 

The BLS signal is also affected by the exact mutual orientation of the wavevector of coher­
ently excited spin waves, driving field polarization, and static magnetization orientation. 
These effects are investigated in Fig. 2.16. 
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2.2. CLASSICAL DESCRIPTION OF p-BLS 

If we assume only the perpendicular orientation of the spin-wave wavevector, static 
magnetization, and driving field polarization there are four possible configurations. Let's 
assume that the static magnetization always points in the direction of the :r-axis. The 
highest detection sensitivity for coherent spin waves is reached when the driving field 
is perpendicular to the static magnetization (electric field is along y-axis), and parallel to 
the wavevector (in so-called Damon-Eshbach-like geometry), see black line in Fig. 2.16a. 
On the other hand, the lowest detection sensitivity is reached when magnetization and 
propagation direction are pointing in the ^-direction and electric field in the y-direction, 
see red line in Fig. 2.16a. 

The resulting BLS signal is linearly polarized for three configurations - when the 
driving field is along y-axis, and when the driving field is along a;-axis, and spin-waves 
propagates in backward-volume-like geometry. This can be checked in Lissajous curves 
representation of the electric field in far-field in dashed curves in Fig. 2.16b and Fig. 2.16c. 
Nevertheless, the driving field along a;-axis and spin waves propagating in Damon-Eshbach-
like geometry give rise to ellipticity. The major axis of the ellipse is rotated by 90 degrees 
with respect to the incident polarization axis. Depending on the magnitude of the spin-
wave wavevector, one can observe the change in the ellipticity parameter. 

Influence of the numeric aperture and the filling factor of the objective lens 

The numeric aperture has a pronounced effect on the formed polarization in the material 
through the change of the driving field E<± (see Eq. 2.20, Fig. 2.7), but it also affects the 
far-field transition (see Eq2.30). On the other hand, the change of the beam waist before 
the back aperture of the objective lens (filling factor) only affects the formation of the 
polarization and does not directly influence the radiation process. 

Fig. 2.17 illustrates the effects of both previously mentioned factors. In Fig. 2.17a, b, 
one can observe that with a higher numeric aperture, higher wavenumbers can be de­
tected. This increase is linear, with the slope of (15.9 ± 0.2)rad/[xm and intercept of 
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Figure 2.17: BLS spectra calculated for objective lenses with different numeric aper­
tures and filling factors, a Calculated BLS spectra by using Eq. 2.32 for ob­
jective lenses with different numeric aperture (NA) and filling factor of 2. b 2D 
map of BLS signal in dependence to numeric aperture and wavenumber. c BLS 
spectra in dependence on the filling factor of the objective lens with a numeric 
aperture of 0.75. Al l panels assume the 30 nm thick NiFe layer on a silicon sub­
strate. 
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(0.9 ± 0.1) rad/[xm. Also the strength of the signal and shape of the spectra are changed 
as well, see Fig. 2.17a. 

In the cases of the varying filling factor, the situation is different. In the range from 
0.7 to 2, there is only a small variation of the highest detectable wavenumber (from pa 9.5 
to 10.5rad/urn). In the cases of lower fillings factor (0.01—>0.5) we can observe linear 
increase with the slope of (8.1 ± 0.2) rad/[xm and intercept of (5.33 ± 0.09) rad/[xm. 

Influence of the Cotton-Moutton effect 

In all previous calculations, we assumed that the Cotton-Moutton effect does not con­
tribute to the formed BLS signal. However, in reality, there could be a small contribution 
from this second-order magneto-optical effect. If there is a product of the two dynamic 
magnetization components (e.g. in geometry where the static magnetization is along x-
axis products of My, and Mz), the resulting signal would be present on the double of 
the frequency of spin waves. However, if there is the product of the dynamic and static 
components, the resulting signal would be on the same (spin wave) frequency [86]. 

The case of the increasing Cotton-Moutton constant (relative to the Voigt constant Q, 
see Eq. 2.19) is investigated in Fig. 2.18 for spin waves propagating in backward-volume­
like geometry. In the case of the electric field parallel to the static magnetization, we can 
observe an increase in the detected BLS signal, see Fig. 2.18a. On the other hand, when 
the electric field is perpendicular to the static magnetization, the BLS signal decreases 
with increasing Cotton-Moutton constant, see Fig. 2.18b. 

In geometries, where the driving field is parallel with the static magnetization, the 
change of the polarization state of the far-field light is possible. However, the exact 
influence depends on many factors and needs to be investigated separately for each case, 
and general discussion is beyond the scope of this thesis. 

Figure 2.18: BLS spectra with different Cotton-Moutton constants, a, b Calculated 
BLS spectra by using Eq. 2.32 for different Cotton-Moutton constants (while Q = 
= 1) for geometry where driving field is parallel (a), and perpendicular (b) to the 
static magnetization. The other parameters are: NA=0.75, / = 2, tNiFe = 30nm. 
The spin waves are propagated in backward-volume-like geometry. 
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2.3. P H E N O M E N O L O G I C A L M O D E L OF T H E BLS SIGNAL 

2.3. Phenomenological model of the B L S signal 
The theory developed in the previous sections is robust and, with modification, can ac­
count for various discussed effects but also for, e.g., the presence of the scattering cen­
ter [113], nonlinear phenomena [114], or different optical properties. However, it is not 
suitable for quantification of the detection efficiency of the BLS setup. For this task, 
I developed a simple phenomenological model based on the following equation 

0"BLS(/)= JJ T> (f,kx,ky)T (kx,ky) dkxdky+ bg, (2.35) 
fey 

where V (f,kx,ky) is the density of states of spin waves, bg stands for the background 
signal, which could be caused by a dark current in the detector, inelastic scattering on 
the phonon modes or by stray light, T(kx,ky) is an instrumental detection function and 
O"BLS (/) is the measured signal. We assume that the detection function F has a Gaussian 
form 

A exp 
-kl ( 

exp 
^ ( H W T M , / ^ ln io ) J \2 (HWTM„/\ /21nlO 

(2.36) 

where A is the strength of the measured signal, kx (ky) is the spin-wave /c-vector in x (y) 
direction, and H W T M X (HWTM^) is half width at tenth of maximum of the detection 
sensitivity for spin-wave /c-vectors in x (y) direction. To quantify the enhancement of the 
BLS signal in our data, we only fit two parameters A, and H W T M . 

This phenomenological model was used to fit experimental data from 30 nm thick NiFe 
layer at 50 mT and 550 mT, see Fig. 2.19a, b. Even with this simple model, we can achieve 
perfect agreement with the experimental data in both measured fields. The advantage of 
this approach is that it does not require input parameters of the setup and thus can be 
used to quantify the detection efficiency with respect to the specific wavenumber. Note, 
that the analytic BLS model (Eq. 2.31) was not fitted but calculated based on the known 

Figure 2.19: Comparison between Phenomenological model, BLS model, and exper­
imental data, a, b Calculated BLS spectra by using Eq. 2.35, and Eq. 2.32 
for 30 nm thick NiFe layer in 50 mT (a) and 550 mT (b). Blue curves represent 
backward-volume (dashed line) and Damon-Eshbach (solid line) dispersion. 
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set of parameters. The advantage of this approach is that it can predict the behavior of 
the detected signal with respect to various instrument-related parameters. 

In order to achieve good agreement between the analytic model and experimental data, 
the numeric aperture of the lens had to be lowered by 0.1 to N A = 0.65. This is caused 
by inherent aberration to the used objective lens and imperfection in the alignment of the 
setup during the measurement. 

2.4. B L S in the presence of a scattering center 
In this section, I lay theoretical foundations for the description of the main topic of this 
PhD thesis: enhancement of the BLS signal by the presence of the scattering center. 
First, I divide the materials based on their optical response into two classes: metallic 
and dielectric. Afterward, the Mie theory of scattering of electromagnetic waves on the 
spherical particle in a homogeneous medium is introduced together with a simulated disk 
on the NiFe layer. The differences between the electromagnetic field distributions between 
the case of metallic and dielectric particles are discussed. Finally, I present the calculation 
procedure developed by Martin Hrtoii for obtaining the BLS signal in the presence of the 
scattering center with a discussion of the role of electromagnetic field shaping, induced 
polarization, and transition to the far field. 

2.4.1. Mie theory 
The theory of scattering of light on particles was first introduced by Gustav Mie [115]. 
The theory calculates scattering and absorption cross-section depending on the material 
of the sphere, its diameter, and the medium in which the sphere is immersed. From the 
perspective of optics, the most important material parameter is its dielectric function (e). 
Dielectric function is connected to the index of refraction (n) by following relation 

n 2 = e. (2.37) 

Please note, that dielectric function and index of refraction are complex. The imaginary 
part represents the optical losses of the material. 

In general, dielectric function depends on the light frequency. Based on this depen­
dency, we can (crudely) divide materials into two groups: dielectric and metallic. Metallic 
materials have free charge carriers - electrons. Their behavior (complex dielectric function) 
is described by the so-called Drude model [116] 

2 2 
e(u>) = £oo - ~ ^ ~ 2 + i 3 ^ P

2 , (2.38) 
UJ2 + J2 UJ6 + ^2UJ 

where is the dielectric constant, 7 is the damping collision frequency, and up is the 
plasma frequency of the free electron gas. 

For the dielectric materials with bounded charge carriers, the Lorentz model can be 
used. This model is based on the sum of the Lorentz oscillators, which can be formulated 
as written as [117] 

N J w 2 ^ 2 . — oj2) N fjUJ2^jOJ 
£(<«>) = £«> - X) , 2 _ P „ 2 Y £ , („,.,\2

 + Z E ,,,2 _ „ 2 ? 2 , („,.,\2' (2"39) 
j=l [U0,j - U ) -r ytjUJ) J = 1 KUJQJ 
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where j is number of oscillator, TV is the overall number of oscillators, UQ • is the resonance 
frequency of given oscillator, jj is the damping frequency of oscillator, fj is strength of 
oscillator. We note here that these two are only basic models and are sufficient only 
for a handful of materials. Some materials even require more complicated descriptions 
consisting of more models combined [117]. 

Mie's theory assumes that the incident wave is planar, and the scattered one is spher­
ical. Depending on the material of the sphere, we can talk about plasmonic resonance in 
the case of metallic materials or dielectric resonance in the case of insulating materials. 
The total cross section (<TMS) is expressed in the form of infinite series [118, 119] 

O-MS = ^ E [ ( 2 - + lj (k(27m 0r/A)| 2 + \bi(2im0r /\)\' (2.40) 

where Oj and hi are spherical Hankel functions and spherical Bessel functions, respectively. 
However, the original Mie theory is not very applicable, as it is restricted to spherical 
particles in uniform medium. As the real-world particles with various shapes are often 
fabricated by lithography processes on top of a (semi-finite) substrate, numerical solving 
of the Maxwell equations is used to predict their optical response to arbitrary shaped 
light. 

We present the results of the original Mie theory applied to a 180nm-wide sphere in 
the air made out of silicon and silver in Fig. 2.20a, and 180nm-wide disk out of silicon 
and silver as well on top of a 30 nm thick NiFe layer on silicon substrate Fig. 2.20b. First, 
we discuss the case of silver (metallic) particle. We can observe that for the silver sphere 
and for silver disk, for wavelengths ranging from 200 nm to 300 nm, the scattering is kept 

Wavelength (nm) Wavelength (nm) x (nm) x (nm) 

Figure 2.20: Mie scattering, a, b, Scattering and absorption cross sections. The panel 
(a) shows calculation employing the original Mie theory (sphere in homogeneous 
medium). The panel (b) shows calculation employing simulation of Maxwell 
equations of silicon disk on the NiFe layer, c, Index of refraction and absorption 
of silver and silicon, d, e, Squared electric field distribution for wavelength 
of 532 nm in middle of NiFe layer under silicon (d) and silver (e) disks. The 
disc circumference is shown as a gray dashed line. Both panels share the same 
linear scale, f, g, Squared electric field distribution for wavelength of 532 nm in 
XZ-cross section for silicon (f) and silver (g) disks. The profiles of the disks are 
depicted by gray dashed lines. Both panels share the same logarithmic scale. 
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relatively constant. This is caused by the relatively constant index of refraction, see 
Fig. 2.20c. Above 300 nm the absorption of the silver sphere slightly falls. This is caused 
by crossing the absorption edge of silver, and thus, no light penetrates inside the sphere, 
see quick rise in absorption and fall of the index of refraction for silver in Fig. 2.20c. With 
further increase of the wavelength, and moving outside the resonance, the absorption 
further deacreses. A similar behavior is also visible in the case of a silver disk. However, 
it is not pronounced so much because part of the light is absorbed by the NiFe layer and 
silicon substrate. At approx. 450 nm the resonance peak is visible for the case of a silver 
disk on NiFe. This resonance is most likely caused by the electric dipole resonance, but 
for proper analysis, the multipolar decomposition would be necessary [120]. 

In the case of silicon, the situation is much more constant across the studied wave­
lengths. This is caused by the fact, that there is not so much variation in the index of 
refraction (for all wavelengths it is above 1), see Fig. 2.20c. In the case of the sphere in 
air, only a small increase in resonance is visible around the wavelength of 700 nm. In the 
case of silicon disk on NiFe substrate, we can observe a slight drop in scattering cross 
section after wavelength of 400 nm, which is connected to the silicon absorption edge, see 
Fig. 2.20c. 

Now, we discuss the spatial profile of the electromagnetic field in the case of silicon and 
silver discs and their differences. The cross-section in the middle of the NiFe layer is shown 
in Fig. 2.20d for the silicon disk and in Fig. 2.20e for the silver disk. We can observe that 
in the case of the silicon disk, the majority of the electric field is concentrated under it. 
On the other hand, under the silver disk, the situation is completely reversed, and the 
majority of the electric field is around the disk. This is caused by the huge difference 
in the transparency between the two materials. The silicon disk is at this wavelength 
(532 nm) absorbing, but transparent medium (n > 1). In the case of silver, the index 
of refraction is below 1, and absorption is approx. four times larger than in the case of 
silicon, see Fig. 2.20c. Both electric field distributions dominantly resemble characteristics 
of the electric dipole resonance. In the case of silver disk, the maximum magnitude of the 
squared electric field is higher by approx. 30% in comparison with silicon disk. Fig.2.20f, 
g shows X£-cross section for silicon and silver disks. In this view, a similar trend can 
be observed. The silver disk has squared electric field intensity concentrated to its edges, 
while in the case of silicon disk, we can observe electric field distribution inside the disk. 

So far, the discussion has focused on the specific case of a disk placed on the top of the 
NiFe layer. However, in a more general description, we can summarize that Mie resonances 
in dielectric materials (such as silicon) are better suited for far-field applications, where 
the penetration of the light into the material is desirable. Moreover, they can have much 
more pronounced magnetic resonances (enhance more magnetic field) in comparison to the 
metallic particles. These properties allow them to be used in, e.g., so-called metasurfaces 
[121]. On the other hand, resonances in metallic (plasmonic) particles provide higher 
electric field enhancement and can be miniaturized to smaller sizes. 

2.4.2. Calculation of the BLS signal enhanced by Mie resonance 

Here, we present the calculation of the BLS signal obtained on the sample with a dielectric 
nanoresonator. The calculation is performed in a similar way as previously discussed in 
this chapter, however to account for the scattering center, the simulations of Maxwell 
equations had to be used. 
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Figure 2.21: Induced polarization in case of presence of scattering center, a, b, c 
Squared electric field profiles in reciprocal space of each electric field component. 
The scale of colorbar is logarithmic, d, e, f, Squared induced polarization in 
the NiFe layer. The polarization was calculated for spin waves in 30nm-thick 
Permalloy layer in external magnetic field of 550 mT. The isofrequency surface 
for 28 GHz is shown. The colorbar scale is linear. 

To calculate the polarization vector in the presence of the scattering center, we solved 
the Maxwell equation in time and space and obtained the electric field in the middle of the 
NiFe layer. The squared electric field profiles in reciprocal space are shown in Fig. 2.21a-
c. We can observe that in all electric field components, the electric field distributions 
span into much higher wavevectors in comparison to the case of illumination of the bare 
film, see Fig. 2.11a-c, where it was limited to approx. 10 ^ j . Also note that ^-component 
has no longer full polar symmetry, while the ^-component keeps the four-fold symmetry, 
and ^-component keeps the two-fold symmetry. A l l three components have comparable 
squared electric field strengths. This electric field is subsequently used for the calculation 
of the polarization vector by using Eq. 2.20, see Fig. 2.21d-f. We can observe that in 
the case of the presence of the scattering center (Fig. 2.21d-f) polarization with much 
higher wavevectors is induced, in comparison to the case of the bare film (Fig. 2.1 lg-i), 
where it was limited only to approx. 20 However, we again stress out, that inducing 
the polarization is only the first step. For actual measurement, it is necessary that the 
polarization is able to emit towards the far-field and be collected by the objective lens. The 
emission of the free-light inaccessible wavevectors (above approx. 10 ̂ ) is not possible in 
the case of bare film. This emission (as stated before) is described by the dyadic Green 
function. In the case of the presence of the scattering center (silicon disk in this case), the 
light's wavevectors are fliped-over to the free-light accessible range, which allows them to 
propagate towards the detector and form a BLS signal. 
The whole process can be summarized by following equation 

fcp<fc0NA 

(2.41) 
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Figure 2.22: Resulting BLS signal in the presence of the scattering center. The 
normalized BLS signal was calculated for the case of 180 nm-wide silicon disk 
and on bare film for comparison. Both calculations are done for 30nm-thick 
NiFe layer external field of 550 mT. The blue lines show the dispersion relation of 
the spin waves in Damon-Eshbach (DE) and backward-volume (BV) geometry. 

By solving this equation, with use of numerical tools, we can obtain the BLS spectra 
in the presence of the scattering center, see Fig. 2.22. We can observe that the peak 
has broadened to both higher and lower frequencies. This suggests that the spin-waves 
with higher wavevectors were measured. The broadening towards the higher frequencies 
is caused by the increased sensitivity to the spin waves propagating in Damon-Eshbach 
geometry, whereas the broadening towards the lower frequencies is caused by the increased 
wavevector sensitivity to spin waves propagating in backward geometry. 
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3. Experimental methods 

This chapter describes used setups and experimental techniques. The most important 
technique for this work is Brillouin light scattering. The inelastic scattering theory has 
already been described in previous chapters, so the following section only deals with ex­
perimental technicalities. Furthermore, I briefly discuss ferromagnetic resonance measure­
ment for magnetic characterization, scattering measurement for optical characterization, 
numerical solving of the differential equations for modeling the investigated systems, and 
method for extracting dispersion relation from micromagnetic simulation. 

3.1. Micro-focused Bri l louin light scattering 
For experiments, I used a micro-focused Brillouin light scattering setup [123, 124], which 
is located at C E I T E C Nano research infrastructure. The setup was originally designed 
and built by Lukas Flajsman [10]. Most of the optical parts were ordered from Thorlabs, 
Inc., microscope was ordered from THATec Innovation GmbH i .L. and interferometer 
from The Table Stable Ltd. In the scope of my master thesis, I rebuilt the setup to make 
the alignment more convenient, cover the optical path to improve stability and safety, and 
upgraded it with the possibility to perform phase-resolved measurements. [122]. During 
my PhD, I added the time-resolved functionality. 

The schematics of the setup is shown in Fig. 3.1. In the following text, we go through 
the individual parts and sections of the used setup. We start at the light source (laser) 
and follow the laser beam through Faraday isolator, Fabry-Perot etalon, beam-splitter for 
reference beam, polarizer and lambda half plate, electro-optical modulator, microscope, 
and interferometer. 

3.1.1. Light source 
In order to get stable system with minimum noise a single mode laser is necessary. The 
light source has to deliver sufficient power to the sample and, at the same time, provide 
coherent light without any undesirable modes1. We use two types of laser sources in our 
setup, both with wavelength of 532 nm. The first one is Torus from the Laser Component. 
The maximal output power from this laser is 200 mW. The second option is Samba by 
Cobolt. This laser provides 300 mW of output power and was used for all experiments 
presented in the scope of this thesis. Both lasers provide very similar performance, and 
currently inactive laser mainly serves as a back-up. 

The stability over prolonged period of time, is necessary over the long BLS measure­
ment (e.g. 2D spatial mapping). To test this, we measured the output power over the span 
of two hours, see Fig. 3.2a. From the measured data, one can see, that the both lasers 

1By undesirable mode we mean light shifted in frequency in respect to the main output. 
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Figure 3.1: (a) Schematic of the used BLS setup, (b) Side-view of the microscope module and 
electromagnet, (c) The side-view of the two used lasers. Reproduced from [122]. 

52 



3.1. MICRO-F OCUS ED B R I L L O U I N LIGHT S C A T T E R I N G 
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Figure 3.2: Stability of the used lasers, a, The power measured directly after the output of 
the lasers in time-span of two hours, b, The power measured after the Fabry-perot 
etalon (mode filter) in time-span of five hours. Reproduced from [122]. 

oscillate within the 3mW (~ 1.5%). Such stability is sufficient for the measurements 
presented in Chapters 4, 5, 6. 

If the light is reflected back to the output pinhole of the laser, it can interfere with the 
feedback loop of the laser and decrease the stability or damage the laser. To prevent that, 
a device called Faraday isolator is employed. This device uses the fact that the Faraday 
rotation is nonreciprocal, which means that it depends on the direction of propagation 
of the light. Nevertheless, the setup can be safely operated even without the Faraday 
isolator, if a tiny misalignment of the Faraday isolator is introduced. In that case, the 
reflected light can not pass through the output pinhole of the laser, and thus can not 
affect its operation. The Faraday isolator was used for all the presented experiments, but 
currently the setup is being operated without it. 

Next device in laser path, Fabry-Perot etalon2, can be used to further enhance the 
spectral purity of the laser light. In our setup we use the solution provided by Table 
Stable ltd. [125]. The cavity length is stabilized based on the feedback loop by the 
thermal expansion of the metal plate, on which one of the cavity mirror is mounted. The 
feedback loop is based on the optimization of the light signal which passes through the 
cavity. 

The attenuation of the light in the cavity is approximately 8 %. The stable state of 
the feedback loop is reached after roughly two hours of operation. The oscillations of the 
laser power are increased to ~ 2 % after the etalon, see Fig. 3.2b. 

Next, a small fraction of the light (about 10%) is split in the beam splitter and guided 
towards the Tandem-Fabry-Perot interferometer (TFPi), where it is used for stabilization. 

To control the incident power, the combination of the lambda-half plate and polar­
izer is employed. The ability to change the incident power on sample is essential, as in 
most experiment the heating of the sample is undesirable as it can change e.g. effective 
saturation magnetization, or affect the shape of the spectra by changing the spin-wave 
population. The angle of the polarizer is fixed, and the lambda half plate is in automatic 
rotational mount. In this setting the polarization axis of the incident light can be freely 
changed without any regard to the incident power, and at the same time the power can 
be freely changed without any dependence to the incident polarization. 

2Etalon consists of the two reflecting glass plates, which allows transmission only of the light with 
wavelength that equals to an integer multiples of the cavity length. 

53 



3. E X P E R I M E N T A L M E T H O D S 

In Fig. 3.3a, the dependence of the incident power on angle of lambda half plate 
is shown. The powers in range from near zero (0.1 mW) to 15 mW can be achieved. The 
incident power exhibits the four-fold symmetry, as the rotation of the polarization angle 
by lambda half plate is double the rotation of its axis [126]. The BLS signal strength has 
a linear trend in dependence to the incident power, see Fig. 3.3b. This is in agreement 
with developed theory in Chapter 2, see Eq. 2.31. 

3.1.2. Phase resolution 
To allow phase investigation, and thus the wavevector measurement, signal with constant 
phase, sufficient coherency, and the same frequency as is the frequency of the studied 
spin wave has to be introduced. This is usually done by modulating part of the laser 
beam by electro-optic modulator (EOM) [72, 122, 127-129], see Fig. 3.4a. Introduction of 
such reference signal with constant phase allows to observe the interference between this 
modulated reference signal and the light undergoing BLS process. As the BLS process 
conserves the overall phase (the phase of the light is shifted by the phase of the spin wave), 
a constructive or destructive interference between the reference and light which undergoes 
BLS process can be observed. 

In order to get the information about the phase of spin waves, we need to perform five 
separate measurements (usually, only four measurements are performed, but the presented 
approach gives better sensitivity when the signal from coherent spin waves becomes com­
parable to the thermal background [122]), see Fig. 3.4b. In the first measurement [E^x)], 
only the E O M is pumped and we get only the combination of the elastic scattering of 
light, which already has the frequency upshifted by E O M , and background signal, which 
is incoherent and mostly originates from the thermally excited spin waves. In the second 
measurement [i?(x)], only the microstrip antenna, which serves for the excitation of the 
spin waves, on the sample is pumped, and in this setting only information about coherent 
spin waves and background signal is gathered. In the third measurement [T(x)] pumping 
is completely turned off and the gathered signal represents only incoherent background. 
In the fourth and fifth measurements [ro(x) ,r ̂  (x)} both, E O M and microstrip antenna, 
are pumped and the signal represents interference between E O M and BLS. The thermal 
incoherent background is present in these two well. The disparity between the 

Figure 3.3: Adjusting the incident laser power by changing the angle of lambda half 
plate, a, The incident intensity versus the half-wave plate angle. The measured 
data (squares) were fitted with the sin2 (red line), b, Signal strength in dependence 
on the incident intensity. The measured data (squares) were fitted with a linear 
function (red line). Reproduced from [122]. 
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fourth and fifth measurement is in the phase-difference between the E O M pumping. This 
difference has to be set exactly to the 7i/2rad. 

Once we measure all five signals, the complex spin-wave function can be calculated 
as 

R r lT, ( \\ r0(x)-R(x)-E(x)+T(x) 
Re{#sw(V)} = , , (3.1a) 

2\/E(x) — T(x) 
mix) - Rix) -E(x)+T(x) 

Im{Vsw(x)} = / ' 1 ' (3.1b) 
2jE(x) - T(x) 

From this complex spin-wave function (\&sw), the spin wave phase ($sw) can be calculated 
as 

/ l m \ 
$sw = atan I — I + STI, (3.2) 

where s — 0, ± 1 and it depends on the quadrant of the complex spin wave. In homo-
geneus media, the dependency of the phase on distance from the spin wave source (in 
our case microstrip antenna) can be used to get the value of the wavevector of measured 
spin wave. The wrapped phase exhibits noncontinuous jumps, where the spacing between 
them is equal to the wavelength of the studied spin wave, see Fig. 3.4c. If the phase 
is unwrapped, the slope of the linear evolution is equal to the spin-wave wavenumber. 
Although this technique is quite straightforward, some precautions should be taken into 
account. The BLS signal should be given only by a single coherent wave, the wave should 
be in linear regime, and there should be no change of the wavelength/frequency with prop­
agation distance. In cases with good signal-to-noise ratio and decay length-to-wavelength 
ratio, the wavelength can be also measured with single interference measurement by fitting 
experimental data by following equation 

r(x) = R(x) + E(x) + ^2R(x)E(x) cos (W^ + , (3.3) 

(a) 
• Laser frequency 

EOM up/down-shifted part 
BLS up/down-shifted part 
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Figure 3.4: Principle of the phase reconstruction using micro-focused BLS. a, 
Schematics of the partition of light present in phase-resolved micro-focused BLS. 
b, Model of all-five necessary signals to reconstruct the full-phase of spin waves. 
c, Calculated wrapped phase of the spin waves from modeled signals in panel (b). 
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where E(x) is assumed as a constant (for homogeneous samples), A is the wavelength of 
spin waves, $ 0 is the phase offset and the R(x) is exponentially decaying function 

R = i ? m a x exp , (3.4) 

where Rmax is the maximum of spin wave intensity and latt is the propagation length. This 
expression is shown in Fig. 3.4b as green and blue solid lines. By fitting the Eq. 3.3 to 
experimental data, one can obtain wavelength (wavenumber), amplitude (-R m a x), and 
decay length. But usually, from this fit only the wavelength is of interest, as other 
fitting parameters does not give reliable results, and it is generally better to obtain these 
parameters from fitting the intensity measurement 

Experimental realization 

In our setup the E O M is placed in the focal point of the beam expander to achieve good 
throughput, see Fig. 3.1. The beam expander consits of the two lenses with focal lengths 
of 100 mm and 300 mm. This ratio expands the beam by a factor of 3 to approx. 5 mm in 
diameter. 

The schematics of the radio-frequency (RF) elements is shown in Fig. 3.5. The R F 
signal is formed in signal generator R&S SMB100A. This signal is split by Narda-ATM 
P214H 3dB power divider. To allow for full automation of the measurement, the P C 
controlled R F switches Teledyne CCR-33S8E-T are employed. 

First, let's discuss the right branch (connected to the antenna on sample). After the 
switch, the amplifier can be optionally placed. The SMB100A signal generator can provide 
max lOdBm of R F power. This is usually insufficient for investigation of the non-linear 
phenomena in metallic samples, as e.g. parametric pumping. In our setup, we usually use 
Nextec-RF NB00441, or NB00616 amplifiers. The NB00441 works in the frequency range 
of 2-20 GHz and can achieve the power up to 20dBm. The second amplifier, NB00616, 
can achieve higher powers up to 32 dBm. but is limited to narrower frequency range of 
8-14 GHz. 

EOM 

3 dB power divider 

RF switch 

(RF amplifier) Multimeter 

Figure 3.5: Schematics of the phase-resolved RF setup. This schematics only shows 
the parts of the setup related to the RF. For the light part see Fig. 3.1. The RF 
amplifier (in schematics in brackets) is only optional, and is used when the high 
RF power is needed. The resistor with resistance of 47 is connected parallel to 
the investigated antenna to protect it from burn by measurement current. 
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To check proper electrical contact between the contacting R F probe and fabricated 
antenna we can measure D C resistance. To protect the delicate (nano) antenna structures 
on the sample a resistor with resistance of -R47 = 47 Q is connected parallel to the contacted 
antenna. In such setting the current is flowing constantly through this resistor, and thus 
the structures on sample are protected from sudden peaks caused by e.g. static discharge. 
The resulting resistance of contact and antenna structure (i? a) is then calculated from the 
measured resistance (i?m) as 

R a = R R~- ( 3 ' 5 ) 

-K47 — -Km 

Now, we discuss the left branch (connected to the EOM) . To suppress uncertainties 
caused by the noise one has to balance the signal strengths between the E O M and BLS. 
For this purpose the attenuator AV884H-10-ITI by Impulse Technologies Inc. is employed. 
Usually, the output power is set on signal generator to provide the highest spin-wave 
amplitude in linear regime. Then the operator needs to investigate the approximate 
distance where the signal becomes undetectable due to the thermal background. Then 
roughly in the middle between this point, both signal strengths are equalized with use of 
the attenuator. 

To change the phase of E O M signal, for acquisition of the signals (x), and r0(x), the 
motorized phase shifter Narda-ATM P1507-28 is used. Due to the motorization, operator 
is able to precisely set the number of required steps to achieve the phase shift of 90 degrees 
(TC/2) , thus the experimental systems with signal strength comparable to thermal back­
ground can be easily measured3. After this, the signal finally reaches the E O M QUBIG 
TW-15M1-VIS. The output port of the E O M is terminated by 50 Q terminator. 

3.1.3. Microscope 
To allow for precise navigation on the sample and sharp focus, a reflective microscope 
is built on a rigid aluminum construction. To guide the light to top platform, a periscope 
is used, see Fig. 3.1b. The light then goes through 90:10 beam splitter cube, where 90% 
of light is damped and only 10 % passes through. In this way, we are able to recover 90 % 
of the BLS signal, and as the laser provides sufficient power, this configuration is optimal. 
Above the objective lens, a dichroic mirror is placed. This mirror is tuned to reflect the 
green light, but pass through red light. This behavior is used to separate lights used for 
imaging (red) and for measurement (green). 

In majority of the experiments we use an objective lens with the high numerical 
aperture of 0.75 (Zeiss L D E C Epiplan-Neofluar 100x/0.75 BD). The combination of 
the imaging system and nano-positioning stage is utilized to position the laser spot on 
the sample. The xyz-st&ge by Physik Instrument is used (V-551, and V-501), which 
allows positioning with precision down to 1 nm and also has long travel range enabling 
the automatized transfer from contacting microscope (large view-field) to measurement 
objective lens. Amortization of this transfer makes it easier to find the areas of interest 
with big view-field. 

The same objective lens collects the back-scattered light. The light then shares the 
same path with the incident light until the 90:10 beam splitter cube. Now the 90 % of light 

3Typically, in setups where the non-motorized phase shifter is used, the procedure is as follows: 
operator puts the laser spot near the antenna to get high signal. Then, maximizes the signal with phase 
shifter. After that, the operator moves the phase shifter to either direction while counting the revolutions 
until the minimum is reached. Afterwards it is necessary to divide the count by two and move the phase 
shifter by this count in opposite direction. 
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is reflected to the periscope. After two more mirrors, the optional 90:10 beam splitter 
cube can be included to use part of the light for maintaning focus. This cube is placed 
in a way, that 90 % of light is transmitted and 10 % of light is reflected. The reflected 
light then passes through the lens with small focal distance at which an aperture is placed. 
After the light passes through the aperture, it hits a photo-diode. If the sample is in the 
focus, the backscattered light will be focused to infinity, and transmission through the 
aperture would be maximized. By sweeping the ^-position of the sample, one can find this 
maximum. Such procedure can be performed several times in between the measurements 
to maintain good performance e.g. through long 2D scans. In this approach, the 10 % of 
signal is lost. The preferable option is to use focusing using the imaging system. 

Imaging system 

The system is equipped with both, bright field and dark field imaging systems. The 
bright field system uses the red light generated in L E D . This light is divergent; thus, we 
use a system of lenses to focus the light on the back aperture of the objective lens. The 
bright field imaging system is also used to navigate the sample and contact the R F probes. 
For this purpose, we split the red light on the beam splitter (see Figure 3.1) and guide 
it towards the lens with a focal distance of 150 mm. The view-field of this navigation 
system is in order of millimeters, while the system with an objective lens has a view-field 
of 60 /xm. 

The dark field option is available only with the objective lens. This is realized by the 
white L E D with an output power of 2W. The light is also collimated by the lens and its 
angle of incidence is around 70 degrees from normal incident, so the reflected light is not 
directly collected by the objective lens. 

The autofocus routine is implemented in similar fashion as with laser light. The z-
position of the sample is swept. In each z-position, Fourier transform of image is per­
formed, and region with higher reciprocal wavevector (details) is summed and saved 
as a scalar value. These scalar values then resembles Gaussian shape in dependancy 
to the ^-position of the sample. Then the position with the maximal value is selected. 
The necessary ingredient for this routine is, that some structures with details (i.e. litho­
graphically prepared or dirts) are present on the sample. 

Magnetic field 

To create a magnetic field in the sample plane, we use electromagnet GMW5403 on the rail 
system (see Figure 3.1). The power to the magnet is supplied by the two bipolar current 
sources K E P C O BOP20-DL, which are connected in parallel. The maximum available 
field is approximately 670 mT. The field is measured with hall probe LakeShore 450, 
placed slightly off center and corrected by a linear factor of 0.96. 

3.1.4. Tandem-Fabry-Perot interferometer 

To analyze the frequency of the scattered light, the so-called Fabry-Perot interferometer 
is utilized. It consists of the two high reflectivity mirrors, with perfectly flat surfaces 
mounted parallel to each other. Due to the constructive and destructive interference, 
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only the light with specific wavelength can pass through it. The transmission function of 
single Fabry-Perot interferometer can be expressed as 

(3.6) 
u 1 + (4F 2/it 2) sin 2 (2TIL/A) : 

where T 0 is the maximal transmission (limited by the absorption of the mirrors and the 
system in general), F is a finesse of the mirrors, L is the cavity length, and A is a wave­
length of the used light. From the Eq. 3.6, it can be seen that the transmission function 
have several transmission peaks separated by multiplies of the wavelength. The finesse F 
defines the quality of the interferometer transmission and is defined as [112] 

*=rS <3-7> 
where R is a reflectivity of the Fabry-Perot mirrors. Thus a higher reflectivity would 
result into the better transmission characteristic. 

In BLS experiments, one has to achieve the resolution in the order of hundreds of 
megahertz and at the same time free-spectral range at least in the order of gigahertz. 
Knowing the fact, that the frequency of the used light is approximately 563 THz, the 
interferometer has to be able able to resolve changes in the order of ~ 10~6. Also, as the 
cross-section of the BLS process is very low, the desired contrast has to be higher then 
10 1 6 [112]. 

To tackle these challenges, one can use the two Fabry-Perot interferometers with dif­
ferent cavity lengths in series, so-called vernier arrangement [112, 130-132]. In this design 
the change in the cavity lengths has to obey the following relation 

A Z ; = u> <3-8> 

where L (AL)is length (change) of the first and second cavity. 
Such design is really cumbersome, as the cavity lengths have to stay perfectly syn­

chronized during the scanning. One of the first approaches was to change the air pressure 
in both cavities simultaneously, and thus the resulting optical length was changed syn­
chronously. However, this approach cannot provide long scan ranges [132, 133]. The 
Sandercock's design of tandem Fabry-Perot interferometer (TFPi) consists of the two 
Fabry-Perot cavities. The lengths of both cavities are different but are bounded by the 
following geometrical relation, where d is the angle between both cavities and is given by 
the construction geometry (see Fig. 3.1) 

L 2 = LlCosd. (3.9) 

The multiplication of the transmission function of individual cavities then gives the overall 
transmission function. The demonstration of this principle is shown in Figure 3.6. In 
Fig. 3.6a, b, the transmission functions of the two Fabry-Perot cavities are shown. Both 
cavity lengths are aligned in a way, that light with wavelength exactly 532 nm can pass 
through it. We can see, that the single cavity cannot provide sufficient free spectral range4, 
see Fig. 3.6d,e. Now, if we multiply these two transmission function we get much larger 
free spectral range, see Fig. 3.6c, f. 

4Free spectral range is frequency (wavelength) distance between the two transmission maxima, and 
effectively defines the largest possible continuous scanning range. 
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Figure 3.6: Transmission characteristic of the tandem Fabry-Perot interferometer .a, 
b, c, Transmission depending on the wavelength for FPis with (a) L\ = 5.32 mm, 
(b) L\ = 5.05mm and (c) both in tandem operation, d, e, f, details of (a), (b) 
and (c). 

In the Sandercock's type of T F P i , the free spectral range (FSR) can be calculated 
as [134] 

F S R = 2 Z T " ^ ' ( 3 - 1 0 ) 

where c is speed of light. The calculated free spectral range is shown in Fig. 3.7a. The 
FSR of ~ 1 THz can be achieved, with the mirror spacing of 50 [xm. But it does not 
mean, that the measurement is limited only to this values, as one can also measure in 
between the higher transmission maxima (in second, third, FSR window). Note, with 
shorter mirror spacing, the resolution is decreased. This can be calculated by the following 
formula [12, 134] 

F W H M = F S R / F . (3.11) 

Fig. 3.7b shows calculated F W H M of the transmission function for mirrors with finesse of 
100. For short L\ the F W H M is improving rapidly. In 3 mm, which was setting for most 
of the experiments in this thesis, the F W H M is around 0.5 GHz. At 20 mm, which is still 
achievable with reasonable operator's persistence, the F W H M is below 0.1 GHz. 

3.2. Ferromagnetic resonance measurement 
The setup used for ferromagnetic resonance (FMR) measurement was developed by Vaclav 
Roucka and Marek Varlatka [14, 135]. During my PhD, I improved the setup by using 
a bigger water-cooled magnet with much larger pole pieces providing a homogeneous 
external field. Moreover, the magnet provided higher fields (up to approx. 1.7 T), allowing 
the proper analysis of magnetic damping. The analysis procedure is based on the codes 
written by Marek Varlatka [136]. 
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(a) (b) 
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Figure 3.7: Characterization of TFPi depending on the mirror distance Li .a , b, Free 
spectral range (a), and F W H M (b) in dependence to the mirror distance L\. 

3.2.1. Theory of F M R 
The ferromagnetic resonance is a state when the magnetization of a sample is in precession 
with the same phase. Also, it can be understood as the limiting case of spin waves for 
k — 0. The theoretical description for the simplest case (without any anisotropy and for 
the external field applied in the in-inplane direction) is given by [137] 

WFMR = WH(WM + WH), (3.12) 

where WH = /MijHext, uu = HolMs, /xo is permeability of vacuum, 7 is gyromagnetic ratio, 
Hext is external field, and Ms is saturation magnetization. By analysis of the mutual 
dependency of the terms in the Eq. 3.12, one can see that if applied external field is com­
parable in magnitude with [x 0 M s , the gyromagnetic ratio and saturation magnetization 
can be deduced from a single dataset. 

Historically, the F M R was measured using the microwave cavities tuned to the spe­
cific frequency [138, 139]. With advent of the more sensitive instrumentation the so-called 
broadband F M R became possible. In such setup, we usually sweep both, external mag­
netic field and frequency[14, 139, 140]. 

3.2.2. Experimental realization of F M R measurement 
In presented experiments we used the setup shown in Fig. 3.8. To measure scattering 
parameters the vector network analyzer (VNA) Rohde&Schwarz ZVA50 is used. From 
these scattering parameters, the power absorbed by the so-called device under test (DUT) 5 

can be calculated. Scattering parameters relate the reflected and transmitted powers from 
the two independent ports 

S11 S12 

S21 S22 
(3.13) 

where a* is the generated (measured) wave from port i, and S -̂ is a scattering param­
eter between the port % and j. The scattering parameters are complex numbers, which 
represent the both, magnitude and the phase of the measured signal. Usually, the V N A 

3In described case magnetic sample. 
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Hall probe 
Electromagnet 

Sample 

Figure 3.8: Sketch of the experimental setup used for F M R measurements, the 
electromagnet is placed on the rail, so the sample can be placed without changing 
the RF path 

outputs S'-parameters in form of magnitude expressed in dB and phase in radians. To 
calculate the absorbed or transmitted power, one can convert this output to real and 
imaginary representation with linear scale 

c>- -

*-̂ j,mag 
<%lin = 1 0 - ~ exp (zS^mag) • (3.14) 

The transmitted power (for S i 2 and S21) or absorbed power (Sn and S22) can be 
calculated 

P = SijP[np, (3.15) 

where P is a absorbed or transmitted power, P i n p is input power. 
The measured signal is influenced by a lot of factors, e.g. bends in the connection 

cables, not perfect contact, etc., which results in the not completely flat transmission 
characteristic. This background signal can be such high, that especially in samples with 
lower signal, can hide all the spin-wave related signal. To get rid of the unwanted contri­
bution one can apply median background subtraction [14, 136]. For this, the scattering 
parameter has to be acquired for all frequencies across various externals fields. The field 
and frequency range has to be chosen in a way, that in the lowest and highest fields the 
spin wave spectra will not overlap (even with broadening taken into the account). The 
median subtraction can be expressed as 

Sij,Sub = Sij - MedB (Sij), (3.16) 

where Med# is median dependent on frequency (taken in accordance to external field for 
each measured frequency). 

The analysis in the scope of this thesis is focused to the S21 parameter, which describes 
the transmission from the first to the second port. The resonance frequency can be 
described by following function 

Q - 1 2 A W Cx<i>7\ 

where A of the peak, w is full-width-at-half-maximum, /FMR is the position of 
the ferromagnetic resonance, yo is the background level. 
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In the presented experiments, we used the so-called flip-chip technique. In this tech­
nique, the thin film is placed on the excitation antenna with the magnetic layer facing 
down [141]. 

3.3. Scattering measurements 
To optically characterize any scattering center, one can measure relative scattering inten­
sity. For this type of measurement, I used the existing setup Nanonics Imaging M V 4000 
maintained by the group of Prof. Tomas Sikola. The setup can serve as a scanning near-
field optical microscope, but here, it was used only for scattering measurement. During 
all measurements, I was helped by Filip Ligmajer. 

3.3.1. Cross-section terms 
Depending on the shape, dimensions, or material, the particles have different optical 
responses to the light with different wavelengths, see Chapter 4. The response can be 
described by so-called cross-section terms. These terms represent ratio between total 
light and scattered (C s c a ) , extinct (C e x c ) , and absorbed (C ab s) light. The extinct light 
is the light which cannot pass through the studied medium 

Cexc Csca ~~r~ C a b s . 

The sum of the all ratio should give 1 

Cexc ~~r~ C s c a ~\- C; abs 1. 

(3.18) 

(3.19) 

3.3.2. Experimental setup 
Used setup allows measurement of scattering coefficient of individual particles using dark-
field confocal spectroscopy, see schematics in Fig. 3.9. As a source of a white light a halo­
gen lamp is used. By employing spectrometer, the scattering coefficient can be directly 
measured in dependency to wavelength of light. 

The light from halogen lamp is guided to hollow elliptical mirror. In such setting, only 
outer ring is illuminated, as central part of the beam passes through the hollow elliptical 

Camera Optical fibre 
S lide mirror Eyepiece Q [\] "\ Beam splitter 

Halogen lamp Hollow elliptical mirror 
|Beam damp 

Dark-field objective lens 
Sample 

Spectrometer Adjustable pinhole 
Di raction grating 

Line camera 

Figure 3.9: Sketch of the setup used for scattering measurements. Adapted from [142]. 
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mirror and is attenuated in beam damp, see Fig. 3.9. The light is focused to sample by 
a dark-field objective lens (Olympus L M P L A N F L N 100x NA=0.8). The backscattered 
light is collected by the same objective lens, but in central ring and passes through hollow 
in elliptic mirror. The slide mirror can be positioned either to the path of reflected light, 
or away. If the slide mirror is in the path, the image of nanoparticles can be directly seen 
in either eyepiece or on camera. Based on the position of resonance of the nanoparticle, 
it appears with different colors, i.e. nanoparticle with resonance centered around 530 nm 
appears green. Also, the live image from camera can be used for precise positioning. 
To measure spectral response of individual nanoparticle, the collection spot has to be 
precisely aligned to its position. To do this, a optical fibre is connected to the white light 
source with fibre-ready output. The slide mirror is put to the position with 50:50 beam 
splitter. This results in formation of white light spot in the image, formed by the light 
from optical fiber. By reciprocal arguments, one can assume that this spot is similar to 
a collection spot. By precise positioning of the fibre, one can align the spot to cross-hair. 
Once this aligment is done, the nanoparticles are selected by positioning of the sample 
stage in a way, that nanoparticle overlaps with the cross-hair. The width of the collection 
spot can be tuned by changing the width of optical fiber. 

Once everything is aligned, the sliding mirror is completely removed. The light is spa­
tially filtered by a 200 u,m pinhole of a multimode optical fiber. Then the reflected light 
is directly guided to the spectrometer (Andor Shamrock 303i ). In the spectrometer the 
individual wavelengths are angularly decomposed by diffraction grating and guided by 
parabolic mirrors to a C C D camera (Andor iDus DU420A-BU). The image recorded by 
the camera is averaged in vertical coordinates and the horizontal coordinates are recalcu­
lated to the light's wavelength. 

The resulting relative scattering intensity is calculated as 

/sea = J ^ J ^ , (3-20) 
-i ref -L bg 

where J n d is the dark-field signal collected from a nanoparticle, Jbg is the background, and 
/ r e f is the signal from a spectrally uniform diffuse reflectance standard (Labsphere Inc.). 

3.4. Numerical solving of the differential equations 

This section introduces used numerical techniques. A l l techniques use available simula­
tion tools, namely Lumerical's F D T D Solutions software for finite-differences-time-domain 
(FDTD), MuMax3 for micromagnetic simulations, and Comsol for multiphysics simula­
tions. A l l F D T D simulations were performed by Martin Hrtoň, Filip Ligmajer, Michal 
Kvapil, and Jakub Krčma, and I have only analyzed the resulting electric field. The mi­
cromagnetic simulations were solely performed by me. During the development of the 
Comsol model, I was helped by Jakub Zlámal. 

Solving the differential equation is usually needed to get a better insight into the 
experiments. Unfortunately, analytically this can be typically done only for a limited set 
of cases, especially with elementary geometries. Numerical calculations are essential for 
solving the differential equation in complex geometries, which are required to simulate 
experimental conditions. To solve spatially dependent differential equations, the space 
has to be divided to the so-called evaluation points. These divisions can be done in two 
ways. The first one uses regular elements and is called finite differences, see Fig. 3.10a. 
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(a) (b) 

Figure 3.10: Comparison between finite differences and finite elements meshing 
method, a, Sketch of the regular rectangular grid of finite differences, b, Sketch 
of the grid of finite elements. 

The advantage of this method is its simplicity. The second method uses irregular elements 
and is called finite elements method, see Fig. 3.10b. The advantage of this method is that 
the finesse of the mesh can be tuned locally. On the other hand, to use Fast Fourier 
transform (FFT) for analysis of the simulation, one has to interpolate results into the 
regular grid. 

3.4.1. Finite-differences-time-domain (FDTD) simulations 

Finite-differences-time-domain (FDTD) method is usually used for numerical solving of 
the Maxwell equations. The method was discovered by Yee in 1966 [143]. However it was 
named Finite-differences-time-domain and vastly popularized by Taflove in 1980 [144, 
145]. This method is widely used in photonics research [146, 147]. 

The space is discretized into a regular grid (finite-differences method). The primary 
cell in this discretization is called Yee cell [143], see Fig. 3.11. On the first sight, it 
seems that it complicates the calculation, but the opposite is true. By using this cell the 
calculation is divergence free 

V • (eE) = 0, (3.21a) 
V • {fxH) = 0, (3.21b) 

Figure 3.11: Sketch of Yee cell used for discretization in FDTD simulations. The 
electric and magnetic field are staggered in space. 

65 



3. E X P E R I M E N T A L M E T H O D S 

where E is a electric field, i f is a magnetic field, e is a permittivity, and \x is a permeability. 
Calculation is not divergence free if all vector components are placed to origin of the cell 
on the boundaries between the two materials. Moreover, the physical boundary condition 
on the interface between two materials is naturally preserved. These properties then 
reduce the problem only to solving the two curl equations [143] 

- + V x £ = 0, (3.22a) 

dD 
— - V x H = J, (3.22b) 

where J is a current vector, and 

B = fiH, (3.23a) 
D = eE. (3.23b) 

Now the spatial derivation of the magnetic and electric field is very convenient, as the 
central differences gives the value directly in the desired position. 

For the calculation to be valid, a proper cell size has to be chosen, so that the electro­
magnetic field does not change significantly. It is necessary to have dimensions of the cell 
well below the studied wavelengths. Moreover, if some objects with dimensions smaller 
than the studied wavelength are introduced, one has to make the cell smaller than size 
of these objects. As the finite-differences method requires uniform discretization in the 
whole simulation area, this requirement can quickly make simulation unfeasible. For ex­
ample, if one wants to investigate an interaction between a beam with size of several tens 
of microns and a small sphere with a diameter of 100 nm, one has to use cell size with 
dimensions in order of tens of nanometers in whole simulation area. 

As the theory of electromagnetic waves is linear, the principle of superposition can be 
used. Usually, in simulation the electrodynamics is excited via broadband pulse. Typi­
cally, the pulse has shape of the sine function, therefore all the studied wavelengths are 
equally distributed in the simulation. Then, by performing Fourier transformation and fil­
tering in reciprocal domain, the dynamics of individual wavelengths can be imaged. This 
significantly speeds up the simulation, where the dependency on wavelength is of interest, 
as all information can be extracted from single simulation. 

Practical implementation of the F D T D simulations 

In the scope of this work, calculations were performed using Lumerical's F D T D Solutions 
software. 

The 3D simulation region spanned 5.3 x 5.3 x 1.36 pm 3 , with the shorter side oriented 
along the optical axis (out-of-plane direction). Each model included a semi-infinite silicon 
substrate covered by a 30 nm thick permalloy thin film, on top of which was a 60 nm thick 
silicon disk of varying diameter located at the simulation center, see Fig. 3.12. Staircase 
meshing (mesh order 3) was adopted everywhere except in the vicinity of the silicon 
disk, where it was fixed to 3 nm cells in all directions. Boundary conditions in the form of 
perfectly matched layers were used at all simulation boundaries while applying appropriate 
symmetry conditions accelerated the computation. Gaussian source, implemented using 
the scalar approximation, was focused onto the disk-permalloy interface from the air side 
with the waist diameter set to 500 nm. The dielectric function of permalloy was taken from 
[148] and the dielectric function of silicon was taken from [149]. The resulting electric field 
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Figure 3.12: Sketch of the simulation setting. 

vector components were recorded by field monitors and further processed in Matlab2021a 
[107]. 

3.4.2. Micromagnetic simulations 
The Landau-Lifschitz-Gilbert equation (LLG) governs the motion of the magnetic mo­
ments. In scope of this thesis, we use MuMax3 which is finite difference solver of L L G . 
L L G reads as [27, 150, 151] 

dm 
7 1 + a2 

(m x BeS + a (ra x (m x BeS))) (3.24) 

where m is magnetization vector, a is Gilbert damping parameter, 7 is gyromagnetic 
ratio, and Be$ is an effective field. This effective field in MuMax3 composes of several 
contributions, namely: 

• Bext - Externally applied field 

• -Bdemag - Magnetostatic field 

• -Bexch - Heisenberg exchange field 

• -BDM - Dzyaloshinskii-Moriya exchange field 

• -Banis - magneto-crystalline anisotropy field 

• -Btherm - thermal field 

The challenge now, is to calculate all relevant contributions to the effective field, and 
then integrate the Eq. 3.24. In the following three paragraphs we describe calculation 
of the three most important field terms for the case studied in the scope of this thesis, 
namely externally applied field, magnetostatic field, and Heisenberg exchange field. 

The externally applied field Bext is usually defined by the simulation script. In spin-
wave calculation, this quantity usually contains a bias field (Bbia,s) and excitation field 
(Bexc), thus 

B oxl -Bbias + B 
c 

(3.25) 
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Bias field is usually spanning across the whole simulation area and does not have any time 
or spatial dependence. The excitation field usually has both, time and spatial dependency. 

The magnetostatic field is calculated with the use of so-called demagnetizing kernel 
K. In this way, the magnetostatic field can be calculated by performing the convolution 

Bdemag = K • m M s a t , (3.26) 

where MSAT is saturation magnetization. The convolution is performed with use of Fast 
Fourier transform which significantly speeds up all the calculations. The demagnetizing 
kernel is calculated by assuming that the magnetization is pointing to ^-direction in all 
simulation cells. 

The exchange field is calculated with use of the six-neighbour approximation [151-153] 

B e x c h = 2 ^ V ^ ^ ' ( 3 ' 2 7 ) 

where Aex is exchange constant, i is index of the six nearest neighbouring cells, and Aj 
is a distance between the evaluated cells. 

As the next step, the Eq. 3.24 has to be integrated. In the scope of this thesis, we used 
Runge-Kutta method with 5th oreder of convergence and 4th order of error estimation 
commonly called Dormand-Prince method [93, 151, 154]. The Dormand-Prince is known, 
to provide the best convergence from available methods in MuMax3. The time step in the 
simulation is adaptive, which can considerably speed up the simulations in cases, where 
the error of calculation (difference between the 5th and 4th evaluation) is approaching 
zero. 

3.4.3. Multiphysics simulation of heat distribution around laser 
spot 

The laser light carries energy, which can become very dense if it is focused to small spots. 
The absorption of the light can then results to the locally elevated temperatures of the 
surface, where the light is focused. Such rise in temperature can then affect material 
properties such as index of refraction. This change of index of refraction in turn then 
affects again the propagation of light. This forms challenging scenario, where both these 
phenomena have to be modeled simultaneously. 

The calculation scheme is shown in Fig. 3.13. Initially the value of room temperature 
is set in all simulated regions. Afterwards, the distribution of electromagnetic field of 
a Gaussian spot is calculated. From this subsequent calculation step generated heat 
is deduced. This is then used as the input for calculation of a temperature distribution. 
After obtaining the temperature distribution, the space-dependent index of refraction 
is calculated and computation proceeds to calculation of electromagnetic distribution 
again. The whole procedure is repeated until there is no significant difference between 
the iterations. 

The temperature distribution is governed by the following differential equation [155] 

gCpu • V T + V •q = Q) (3.28) 

where g is density, Cp is specific heat capacity at constant pressure, u is fluid velocity 
vector, T is a temperature, q = — fcVT is a conductive heat flux, k is a thermal conduc­
tivity, and Q is a heat source, which in the studied case was laser spot. The first term 
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Initial constantant 
temperature 

Calculation of electromagnetic field in 
material with temperature dependent 
index of refraction 

Calculation oftemperature distribution 

Calculation of 
delivered heat 

Figure 3.13: Schematics of the calculation procedure. 

in Eq. 3.28 represents the heat transfer by convection and is equal to zero in the studied 
case. The second term represents the heat conduction and it is a mechanism responsible 
for resulting temperature distribution. 

The electromagnetic field distribution is obtained by solving following form of wave 
equation in the frequency domain 

V x - ( V x E ) + (jucr - u2e) E = 0, (3.29) 

where [x is permeability, E is electric field vector, j is free current, u is angular frequency, 
and e is permittivity. 

Procedure of multiphysics simulation of heat distribution around laser spot 

We used C O M S O L Multiphysics 6.0 [156]. The packages Electromagnetic waves and Heat 
transfer in solids were used. In practical implementation, the calculation consisted of 
these four steps: 

1) Calculation of the Gaussian beam in the air. 
In the background, a Gaussian beam with Ex polarization is excited. The solution 

is transferred to the next step using General Extrusion, where it generates the Gaussian 
beam at the in interface. 

2) Calculation of the Gaussian beam passing through the permalloy layer 
and the substrate. 

This wave serves as the background wave in the calculation of Gaussian beam scatter­
ing. The electric field strength of the Gaussian beam determined in Part 1 is prescribed 
at the in interface. The Scattering Boundary Condition is prescribed at the out interface, 
ensuring that the wave is transmitted out of the domain without reflection. The bound­
ary condition Perfect Electric Conductor is prescribed on the vertical boundaries (they 
are far enough away from the spatially limited Gaussian beam). The solution, extended 
to the perfectly matched layer (PML) domain (where zero electric intensity is artificially 
prescribed), is used as the Background Field for the next calculation step. 

3) Calculation of the Gaussian beam scattering on the silicon disk on the 
permalloy layer and the substrate. 

P M L is used to attenuate the scattered wave. Total Power Dissipation Density is used 
as the heat source in the next calculation step. 

4) Calculation of the temperature field in the silicon substrate, permalloy 
layer and silicon disk. 

Temperature of 20 °C is prescribed at the out interface, the other interfaces are iso­
lated (zero heat flux), and radiation to the surroundings is not considered either. The 
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temperature field is again artificially extended to air and P M L , where a temperature of 
20 °C is prescribed. The temperature field affects the value of the dielectric function (real 
and imaginary part) of the silicon. 

These 4 steps are solved using the Frequency-Stationary Solver. Quadratic elements 
are used in all calculations. The tetrahedral mesh in each domain has a step of A/5, where 
A is the wavelength of the wave in that domain. 

3.5. Extraction of dispersion relation from micromag-
netic simulations 

Usually, the micromagnetic simulators works in time domain and real space coordinates. 
However, for analysis of spin wave behavior, or calculation of the BLS spectra by following 
the approach introduced in Chapter 2, it is often beneficial to transform the results into 
frequency and wavevector domain. In this section I show this transformation on the easist 
example of obtaining the linear dispersion relation of spin waves in 30 nm-thick NiFe layer. 
I developed the methodology and codes presented here during my Bachelor's and further 
improved it during my PhD [157]. The methodology follows standard procedure [158]. 
However, it brings several innovations, such as using a 3-dimensional excitation function 
or correcting for thermal distribution. 

3.5.1. Micromagnetic simulation and excitation of broadband spin 
waves 

The simulations in this work were done in order to obtain dispersion relation, more 
precisely Bloch function (density of states in respect to frequency and two-dimensional 
wavenumber) V (f,kx,ky). Results shown in the following graphs use material parameters 
of NiFe 6 

The initial magnetization m and the external field pointed in the x direction. The 
energy of the system was then minimized by using the relax command of MuMax3. 

In order to get the characterization of all spin-wave wavelength out of single simulation 
we used similar trick as used in F D T D simulation. A l l possible spin wave frequencies 
and wavevectors were excited by a 3D sine pulse - B e x c (x,y,t). The spatial mask ( - B m a s k ) 

is depicted in Fig. 3.14a. This mask was generated by sine function 

S m a s k = sine (kc • y/(x- x0)2 + (y - y0)2^j z, (3.30) 

where kc is a cut-off wavenumber, which was set to 150 x, and y are in-plane spatial 
coordinates, xo, and yo are center of the pulse (here set to 0 for both), and z is a unit 
vector in out-of-plane direction. The evolution of the sine pulse is depicted in Fig. 3.14b 
for center of the simulation. Again, the time evolution Btime is governed by the sine 
function 

Btime = A-sinc(2Ti/ c (*-*o)) , (3.31) 

where A = l m T is the amplitude of the pulse, t is the time of simulation, to = 100 ps 
is the time offset of the pulse, and fc is the cut-off frequency, which was set to 60 GHz. 

saturation magnetization (M s = 741 kAm - 1 ) , gyromagnetic ratio (7 = 29.5 GHzT - 1 ) , and exchange 
constant (Aex = 16pJm - 1). 
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Now, by multiplying both parts (spatial and temporal) we can get the overall excitation 
field {Bexc) as 

Bexc -B m a s k_Bt i m e . (3.32) 

The simulation size was set to 7680 x 7680 x 34.8 nm 3 with a cell size of 3.75 nm in the 
in-plane and 4.35 nm in the out-of-plane direction. This allows to investigate spin-wave 
wavelengths in the range from 7.5 nm to approx. 7.5 [xm, according to Nyquist theorem 
[159]. This is way above and below the wavelengths of interests (see cut-off wavenumber 
in Eq. 3.30), which relaxes the needs of filtering. Periodic boundary conditions with 32 
repetitions in both in-plane directions were used. This ensures proper calculation of the 
magnetostatic field (see Eq. 3.26), and thus subsequent match between the analytical 
models and results from the micromagnetic simulation. 

While applying the excitation pulse (Bexc) we let the magnetization evolve for 5 ns with 
the sampling interval of 8ps. This, according to Nyquist theorem, is equal to 62.5 GHz 
(which is above the frequency cut-off, see Eq. 3.31), and minimal frequency of 200 MHz. 

3.5.2. Analysis of the simulation results 
A l l three magnetization components were taken from the top-most layer, so we acquired 
a 3D array m(x,y,t). The obtained out-of-plane magnetization component mz in time 
of 3 ns is shown in Fig. 3.15a. The anisotropic dispersion relation of spin waves, can be 
seen there as the lack of rotational symmetry. The spatio-temporal cut through data 
is depicted in Fig. 3.15b. The fading of the spin-wave amplitude in later times is visible. 
Please note, that only 6 ns are shown, while the simulation lasted till 10 ns, which is above 
lifetime of all investigated spin waves. 

To obtain the spin wave dispersion and the amplitudes of the individual modes in the 
reciprocal space (which can be used in calculation of BLS signal according to Eq. 2.32, or 
2.31) the Fourier transform needs to be perfromed 

m (kx,ky,f) = 7 (m (x,y,t)). (3.33) 
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Figure 3.14: Used 3D Bexc(x,y,t) sine pulse for excitation of micromagnetic dynamics. 
a, Spatial mask of the external field. The panel shows only the central part of 
the simulation. Outside the shown region the external field was practically zero. 
b, Time dependency of the sine pulse in the center of simulation area. The 
panel shows only the first 0.5 ns of simulation. After this time the external field 
is practically zero. 

71 



3. E X P E R I M E N T A L M E T H O D S 

m2 (A/m) 

,-0.50 -0.25 0.00 0.25 0.50 

- 1 

-2 

t = 3 ns 

- 1 0 
x(n.m) 

(b) 

5-
_ 4-
03 

Q) 3 • 
I 
I- 2-

1 • 
0 

mz (A/m) 

-50 -25 0 25 50 

X=0 

-1.0 -0.5 0.0 
y(nm) 

0.5 1.0 

Figure 3.15: Simulated magnetization dynamics, a, Snapshot of the z-component of the 
magnetization at i=3ns. b, Spatio-temporal evolution of the z-component of 
magnetization at x = 0. 

The used script code is available at [107]. The mz component is transformed to the 
reciprocal space using a built-in F F T function in Matlab2021a. The obtained dispersion 
relation was compared with analytical calculation [30, 41], as shown in Fig. 3.16a, b. No 
windowing nor detrending is used. The resulting density of states is then obtained as 

*D (f,kx,ky 
111 

e X P V kBT 

mZ {f,kX,ky) 

where the first fraction is the Bose-Einstein distribution at room temperature with chem­
ical potential [x c h e m = — 1 THz, see in Fig. 3.16c. 
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Figure 3.16: Extracted dispersion relation from micromagnetic simulations, a, b 
Squared Fourier transform of mz(x,y,t). Panel (a) shows DE spin waves, and 
panel (b) shows BV spin waves. Dashed lines show the analytically calculated 
dispersion relations [30, 41]. c, Normalized Bose-Einstein distribution calculated 
for a range of frequencies relevant to spin waves in the magnetic field of 550 mT. 
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4. Mie-enhanced Brillouin light scat­
tering spectroscopy 

This chapter describes the enhancement of the u,-BLS detection sensitivity to spin waves 
with high wavenumber exploiting the electromagnetic resonances in individual nanores-
onators. This chapter is mainly based on the results published in [113]. Martin Hrtoň 
and Jakub Krčma performed the F D T D simulations. I was helped with vibrating sample 
magnetometry by Jakub Holobrádek. I have performed all u,-BLS, and F M R experiments, 
analyzed all acquired data, and planned all experiments. 

This chapter is structured as follows: it starts with the introduction to near-field medi­
ated BLS, followed by the description of plasmon-enhanced BLS and its limitations. Next, 
the sample geometry and fabrication for Mie-enhanced BLS are presented, followed by 
magnetic layer characterization. The enhancement of the BLS signal on individual disks 
is discussed, followed by a discussion of nanoresonator's material influence. Thereafter, 
a theoretical description of the observed phenomena is given. Afterward, the heating 
caused by the dissipation of laser power and subsequent change of refractive index are 
discussed. Now, the measurement of the disk's edge is discussed. The influence of the 
wavelength of probing light is discussed. Finally the universality of the method is demon­
strated on the different material system, namely 100 nm thick CoFeB layer. 

4.1. Basic concepts 
Until now, the BLS techniques fell short in the detection of nanoscaled spin waves due to 
their fundamental limit in maximum detectable magnon momentum [53, 160-163]. This 
limit is given by the law of conservation of momentum in the Stokes process 

k\ = kT + fcmag, (4-1) 

where ki and kr are /c-vectors of the incident and reflected light and fcmag is the /c-vector 
of the magnon on which the light is being scattered. It means that in a typical BLS exper­
iment in back-scattering geometry, the maximal detectable /c-vector of spin waves equals 
twice the k-vector of the incident light. For the laser wavelength Ai = 532 nm, for example, 
the maximum /c-vector which can be theoretically detected is ^ = 23.6 rad u,m _ 1 . This 
corresponds to a minimum spin-wave wavelength A™™ = Ai/2 = 266 nm [123, 124]. 

Taking inspiration from tip- and surface-enhanced Raman scattering spectroscopy 
[164-166], nanosized apertures or other plasmonic structures made of metals have been 
used to locally enhance the electromagnetic field and increase the range of the accessible 
k-vectors [167-169]. Unfortunately, the efficiency of the plasmonic approach is severely 
limited by high optical losses in metallic structures, which makes it unsuitable for con­
venient magnon measurements. A detailed discussion of this phenomenon is given in 
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Stokes: bare film Stokes: near-field mediated 

Figure 4.1: Principle of the near-field enhanced Brillouin light scattering. Compari­
son of the conventional and near-field enhanced (Stokes) BLS processes. Near-field 
converts an incoming photon into a photon with complex momentum. The real 
part of the converted photon can be larger than the momentum of the incident 
free-space light. This way, the limit of conventional BLS can be overcome, and 
high-A; magnons can be optically detected. 

section 4.2. However, recent advances in nanophotonics suggest that plasmonic struc­
tures made of metals can be substituted by structures made of dielectric materials. Such 
dielectric nanoresonators have an advantage in reduced dissipative losses and associated 
heating, while their high refractive index still enables comparatively strong light confine­
ment [170-176]. 

We use simple geometry consisting only of silicon disks, which support Mie resonances 
[121, 177-179]. The Mie resonance creates strong and localized electric fields (hot spots). 
When the incident light with momentum k[ is restricted to the sub-diffraction hot spots, 
its momentum becomes complex 

and thus its real part k'n{ can be larger than the momentum of the free-space light [180] 
(see Fig. 4.1). This way, the fundamental limit of BLS in maximum detectable magnon 
momentum can be overcome. 

4.2. Plasmon-enhanced Bri l louin light scattering 

Plasmon resonances have been the first choice for researchers to enhance the BLS signal 
for many years. However, all these attempts resulted only in three publications [167-
169]. Quite naturally, when I started to work on my PhD topic, enhancement of the BLS 
signal, I also chose plasmon resonances. I have tried many geometries such as bow-ties, 
diabolos, disks, apertures, etc [181, 182]. However, most approaches based on the plasmon 
resonances drastically reduce the obtained BLS signal. Here, I show the most promising 
one, silver spheres. I deposited nanoparticles Michal Kvapil did the F D T D simulations 
presented here. 

4.2.1. Plasmon-enhanced BLS on 200nm-wide silver sphere 

The light can be focused on sub-diffraction focal spots with the use of localized surface 
plasmon resonances (LSPR) [183-185]. These resonances are the collective motion of free 
electrons in noble metals. Typically, the nanostructure made of noble metal is either 
deposited from solution or fabricated by, e.g., e-beam lithography. They can be used e.g. 
for sensing [186, 187], or to increase resolution [188, 189]. 

kni 
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(a) (b) 

Figure 4.2: Geometry of plasmon-enhanced Brillouin light scattering, a, The sketch 
of the geometry of the plasmonic nanoresonator used in presented BLS experiments. 
The spacer layer was 2 nm thick and the diameter of the silver sphere was 200 nm. 
b, Photo of the sample during the deposition (drop-casting) of the silver spheres 
with a diameter of 200 nm. 

The easiest approach to getting plasmonic nanoresonators on a thin magnetic film 
is to deposit them from the solution. The material of choice for these nanoresonators 
is silver, as gold has poor performance at the wavelength of 532 nm due to inter-band 
transitions [190, 191]. The sample was prepared by drop-casting from a commercial 
solution (nanoComposix) to a 30 nm thick permalloy layer covered by 2 nm of an insulating 
AI2O3 spacer prepared by atomic layer deposition, see sketch in Fig. 4.2a. 

We deposited 30 pi droplet of the solution containing silver nanospheres with the 
diameter of 200 nm to the sample surface and let the sample dry for 120 min, see Fig. 4.2b. 
After that, the solution was rinsed in deionized water and blow-dried with clean, dry air. 
This is the typical procedure used in e.g. [192-194]. 

The silver spheres with a diameter of approx. 140 nm provides the resonance at wave­
length of 532 nm (see Fig. 4.3a), which is wavelength used in our BLS setup. The com­
mercially available solutions are only suplied with 100 nm, or 200 nm spheres. As 200 nm 
spheres provided better results in the following discussion we focus only on them. 

The F D T D simulations of the studied geometry (see Fig. 4.3a) were performed by 
Michal Kvapil. The results are shown in Figs. 4.3b, c. The localization and enhancement 
of the light intensity can be observed between the sphere and the magnetic layer. This 
is improved by the rather large diameter of the silver sphere, which is enabled by the 
relatively high plasma frequency of silver. As there is only a single contact point between 
the sphere and spacer layer, the distance between the equator of the sphere and magnetic 
layer is enlarged, resulting in further improvements. 

Nevertheless, the resonance is constricted only below the sphere. Thus, the light that 
is emitted by induced polarization (see Chap. 2) can be reabsorbed by the sphere. This 
process is called quenching, and its consequence is a significant lowering of the BLS signal. 

The BLS spectra were measured on the individual silver nanosphere and bare film. The 
results are shown in Fig. 4.4a. The obtained results were fitted by the phenomenological 
model (see Eq. 2.35). The resulting detection function is shown in Fig. 4.4b. The overall 
signal strength is reduced from A = (89 ± 5 ) cts for the bare film to A = (84 ±4) cts for the 
silver sphere. This is likely caused by the absorption and quenching. The signal-to-noise 
ratio is further reduced by the elevated background signal from bg= (1.6 ± 0.8) cts for the 
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Figure 4.3: Scattering of silver nanospheres. a, Calculated scattering cross-section of the 
silver nanosphere with a diameter of 100nm (black solid line), 140nm (red solid 
line), and 200nm (blue solid line) placed on the 30nm of NiFe. b, c, Distribution 
of the x- (b) and z- (c) component of the electric field around the sphere. The 
bottom boundary of NiFe is placed to 0 nm in z-direction, i.e., the interface between 
the A I 2 O 3 and NiFe is in 30 nm. 

bare film to bg= (19 ± 2) cts for the silver sphere. The half-width-at-tenth-of-maximum 
(HWTM) of the detection, which defines the maximum detectable wavevector, is slightly 
increased from H W T M = (11.2 ± 0.8) rad/pm for bare film to H W T M = (13 ± 2) rad/^im 
for silver sphere. 

The spheres also introduce the exponentially decaying background to the signal [195-
197]. In Fig. 4.4c, this is shown as a blue exponentially decaying line. Moreover, the 
spheres are allowed to vibrate. The first description of the vibrational modes of free 
standing spheres were given by Lamb [198]. The modes are acquired by solving the 
Navier elastic equation [199, 200] 

u £ V - ( V - u ) - 4 V x ( V x u ) = | ^ , (4.3) 

u is a displacement vector, (v^) is a longitudinal (transversal) velocity of sound, and t 
is time. This equation can be solved for simple geometries (e.g., discussed spheres) that 
are positioned in free space, i.e., no forces are applied to them. The rough position of the 
fundamental vibrational modes can be estimated by using these simple formulas [199] 

f!L=o = 0 - 9 | , (4.4a) 

flLf = 0 .84^ , (4.4b) 

where D is a diameter of sphere, and n,l are quantization numbers. If the sound velocities 
for silver are used (v^ = 3747™ and = 1740 ™ [200]) the resulting frequencies are 
16.8 GHz and 7.3 GHz which coincides with first and third measured vibrational peaks. 

To precisely associate each peak in the acquired spectra (see Fig. 4.4c) with specific 
vibrational mode, one has to perform numerical simulations of the Eq. 4.3 [195, 199, 201]. 
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Figure 4.4: Resulting Brillouin light scattering spectra acquired on a silver sphere 
with a diameter of 200 nm. a, Thermal spin-wave spectra obtained by U.-BLS 
on the bare permalloy film (black squares) and on the permalloy film with the silver 
nanosphere (red circles) and their corresponding fits (lines). The error margins 
represent the 95% confidence interval, b, Detection function extracted from the fits 
to the data shown in panel (a), c, The whole frequency spectrum is acquired on the 
silver sphere (red dots) and bare film (black circles). The blue line represents the 
fit of the exponentially decaying background signal acquired on the silver sphere. 
The arrows show the vibrational modes of the sphere. The magnetic signals are 
present around 27 GHz and 41 GHz. The signal around 35 GHz is a so-called ghost 
and is caused by the secondary transmission of TFPi , see Chap. 3. 

Nevertheless, these peaks caused by the vibrational modes of the sphere interfere with 
the magnetic signal and further complicate a proper analysis of the acquired signal. 

4.3. Sample design of silicon disks for Mie-enhanced 
B L S 

Now, I move from plasmon (metallic) resonances to Mie (dielectric) resonances. In the 
presented experiments, I have investigated spin waves in a 30 nm thick permalloy film, 
on top of which 60 nm thick silicon disks were fabricated, see Fig. 4.5a. The sample was 
measured on a standard [x-BLS, using a microscope objective lens with N A = 0.75 to 
illuminate it by \ = 532 nm coherent laser light (see chapter 3). The sample used in this 
investigation was fabricated by Jan Klíma (who also made a design in kLayout), Meena 
Dhankhar, Kristýna Davídková, and Jakub Holobrádek. 

4.3.1. Sample fabrication 
To allow the investigation of the influence of the geometry, namely the diameter of the 
disk, the design with different disk diameters was prepared, see Fig. 4.5b. The diameters 
of the disks ranged from 100 nm to 300 nm in 5nm steps and from 350 nm to 1500 nm 
in 50 nm steps. Each disk was prepared five-times in one fabrication cell and the whole 
design shown in Fig. 4.5b was repeated four times on each sample. Thanks to this, the 
repeatability and influence of the small fabrication imperfection to enhancement of the 
BLS signal could be checked. Moreover, the acquisition of the BLS spectra was fully 
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Figure 4.5: Geometry of the experiment, a, Schematics of our u-BLS setup. Laser light 
(532 nm) is focused onto a silicon disk by a high numerical aperture objective 
lens. The disk is placed on the top of a permalloy layer, in which the spin waves 
are probed. The inelastically back-scattered light is then analyzed in the tandem 
Fabry-Perot interferometer (TFPi) and collected with a single-photon detector, b, 
Schematics of the design of the silicon deposited layer. 

automatized as the presented design provides features with good visibility that were used 
for automatic stabilization and positioning. 

Sample was fabricated by electron beam lithography and a lift-off process. We started 
with room temperature deposition of a 30 nm thick permalloy film onto a Si(100) substrate 
using e-beam evaporation from Ni8oFe2o (at. %) pellets with purity of 99.95%. Then we 
spin-coated a double-layer polymethyl methacrylate resist (200 nm thick Allresist A R - P 
649.04 200K and 60 nm thick A R - P 679.02 950K, this resist combination provides suffi­
cient undercut for lift-off). The pattern was written with R A I T H 150-two e-beam writer. 
Silicon film with a thickness of 60 nm was consequently deposited onto the patterned sam­
ple by R F magnetron sputtering or by ion beam sputtering system with Kaufmann source 
from a crystalline silicon target at room temperature. The lift-off procedure consisted of 
immersing the sample in acetone for approx. 8.5 h, followed by 30-second isopropanol rinse 
and blow-drying by nitrogen gas. 

4.3.2. Inspection of the sample 
After the fabrication, sample were checked for its exact shape, size and uniformity by 
scanning electron microscopy (Tescan Lyra and Thermofisher Verios 460L) and atomic 
force microscopy (Bruker Dimension Icon). The scanning electron microscope image of 
the sample with Odeg tilt is shown in Fig. 4.6a. One can observe that the shape of the 
disk is circular, and there are no significant aberrations. The bright outer ring is formed 
around the disk. This is caused by the ears, which resulted from the deposition of the 
silicon on the substrate walls. This is confirmed by doing scanning electron microscope 
image under the tilt of 45deg, see Fig. 4.6b1. The acceleration voltage of 30keV was used, 
which resulted in partial transparency of these ears. On some predefined positions, these 
ears were removed by rough scanning in an atomic force microscope, and spectra BLS 

Please note that disk with different diameter (450 nm) is shown. 
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(a) (b) (c) (d) 
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Figure 4.6: Inspection of the sample used for thermal BLS measurements, a, Scan­
ning electron microscope image of silicon disk with diameter of 200 nm taken under 
Odeg tilt, b, Scanning electron microscope image of silicon disk with a diameter 
of 450 nm was taken under 45deg tilt, c, Atomic force microscopy image of the 
corner of silicon disks array. The green dashed line indicates the region taken for 
height profile in (d). d, Line profile taken from a two-dimensional scan along the 
green dashed line. 

spectra acquired on disks with and without ears were compared. We did not find any 
measurable effect, which was further confirmed by the F D T D simulations. 

Atomic force microscopy measurement was performed to precisely judge the height of 
the deposited silicon layer. The two-dimensional scan of the corner of the disk array (see 
design in Fig. 4.5b) is shown in Fig. 4.6c. The formation of the ears is visible. To assess 
the height, the line profile was extracted (see green dashed line in Fig. 4.6c). This line 
profile is shown in Fig. 4.6d. The height of the disk is 62 ± 1 nm, and the height of the 
ears is 195 ± 5 nm. 

4.4. Magnetic layer characterization 
To get material and magnetic constants of the fabricated permalloy layer, I performed 
flip-chip ferromagnetic resonance (FMR) (see chapter 3) and vibrating sample magne­
tometry (VSM) measurements. The fitted values were then used in the micromagnetic, 
electrodynamic, and analytical modeling of the spin-wave systems. The same values are 
also used in chapter 6, where a layer from the same deposition is employed. In chapter 5, 
all parameters except of thickness are used. 

4.4.1. Dynamic characterization 
The experimentally measured S12 parameter is shown in Fig. 4.7a. The experimental 
data were fitted with the Lorentzian function to find peak's position, which was used in 
the subsequent fitting of the Herring-Kittel formula. The Fig. 4.7b shows BLS thermal 
spectra taken on bare NiFe film in different external fields2. From this data set, we fit 
only the first perpendicular standing spin-wave mode. The fitting of F M R frequency from 
this data is not trivial since there is a strong dependence of the frequency on the A;-vector 
within the accessible range by the [x-BLS, although full BLS model (eq. 2.31) can be used. 

2The constant signal at approx. 34 GHz originates from a so-called ghost, which is higher-order 
transmission of the tandem-Fabry-Perot interferometer, see chapter 3. 
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Figure 4.7: Magnetic characterization of the permalloy film used in the experiments. 
a, Scattering parameter acquired by a broadband ferromagnetic resonance tech­
nique. Different color lines represent different external magnetic fields (see legend). 
Dashed lines are Lorentzian fits of the resonance peak, b, Thermal magnon spec­
tra measured by U.-BLS microscopy. The light gray line shows the centers of the 
Lorentzian functions, c, Fits of the data from (a) FMR and (b) PSSW. Magnetic 
properties extracted from the fit are shown above the graph. 

Again, we used Lorentzian fitting to get the frequency position of the first perpendicular 
standing spin-wave mode; see the gray solid line in Fig. 4.7b. In Fig. 4.7c, these positions 
were fitted. The fitted material and sample properties are summarized in Tab. 4.1. 

4.4.2. Static characterization 
Vibration sample magnetometry (VSM) measurements were conducted to confirm the 
experimental findings from the V N A - F M R . The Fig. 4.8a shows the out-of-plane mea­
surement. The saturation magnetization can be deduced from this type of measurement by 
finding the field in which the sample becomes saturated or by finding the overall magnetic 
moment and dividing it by the magnetic sample volume. The saturation magnetization 
deduced from the saturation field (the first mentioned method) is 750 ± 10 ̂  and from 
the overall magnetic moment and volume is 730 ± 60 Both methods are in agreement 
with their uncertainty with the V N A - F M R measurement. 

Fig. 4.8b shows a single hysteresis in-plane loop in the external field of 20 mT. Again, 
the value of saturation magnetization is in agreement with previous measurements. The 
last panel 4.8c depicts the value of the saturation magnetization in dependence on the 

Table 4.1: Obtained parameters by fitting of the FMR and 1st PSSW of the studied NiFe layer. 

7 ( ^ ) d(nm) ^ e x ( ^ ) Sam(mT) 

740 ± 10 29.5 ± 0 . 1 34.8 ± 0 . 3 16 (fixed) 1.4 ± 0 . 1 
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(a) (b) (c) 

Magnetic field (mT) Magnetic field (mT) Temperature (K) 

Figure 4.8: V S M characterization of the magnetic layer, a, Out-of-plane vibrating sam­
ple magnetometry (VSM) measurement of a 20 nm thick permalloy film (black 
solid line). The value obtained from the overall magnetic moment and measure­
ment of the volume of the sample is M s = 730 ± 60kA/m. The red solid line 
represents a piece-wise fit of the saturating field which gives M s = 750 ± lOkA/m. 
b,c, In-plane VSM measurement of the permalloy layer used in our experiments. 
Temperature-dependent measurement of the magnetization in (c) was performed 
in the field of 20mT. The red solid curve is a fit. 

temperature of the magnetic layer. One can observe a slight decrease of approx. 200 k A / m 
with the increase of temperature by 150 K. These data were fitted by a model based on 
the Bloch's model modified by Kuz'min [202] 

M(T) = MQ (1 - (^-YY , (4.5) 
c 

where M 0 is saturation magnetization at 0 K , T is a temperature, TQ is a critical tem­
perature, and p is a empirical parameter. The fitted values are MQ = 760 ± 30 k A / m , 
T c = 670 ± 10 K , and p = 3.8 ± 0.3. 

4.5. M i e enhancement of the B L S signal on the single 
silicon disk 

In this section, the main outcome of my PhD research is shown. The enhancement of both 
amplitude and maximal detectable wavevectors is demonstrated in two external magnetic 
fields on a single silicon disk fabricated on top of a permalloy layer. The phenomenological 
model introduced in chapter 2 is used to assess the achieved enhancement. 

4.5.1. Comparison of measurements on 175nm-wide silicon disk 
and bare film 

The dramatic improvement of high-/c3 magnon detection sensitivity in the presence of 
a 175 nm wide silicon disk is visible in Figure 4.9. One can see that at low magnetic field 
of 50 mT (Fig. 4.9a the BLS signal increases, and the spin wave band broadens towards 
higher frequencies. At higher magnetic field of 550 mT (Fig. 4.9b, BLS signal increases, 
and the spin wave band now broadens to both sides. 

3Here, by high-fc magnon we mean magnons with wavevector, which cannot be detected by standard 
u-BLS. 
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Figure 4.9: Enhancement of the BLS spectra, a, b, BLS spectra acquired on a bare 
permalloy film (black circles) and on the same film with a 60 nm thick, 175 nm wide 
silicon disk on top (red squares). The black and red solid lines represent fits to the 
experimental data assuming the Gaussian detection function. The error margins 
of the experimental data are estimated on the basis of the Poisson distribution. 
The blue lines show spin wave dispersions for Damon-Eshbach (DE) and backward 
volume (BV) modes. 

Different broadening of the spin wave band at high and low magnetic fields can be ex­
plained by different shapes of the spin wave dispersion relations of the permalloy thin film 
for different directions of fc-vector k with respect to the direction of magnetization vector 
M [30, 203]. The upper part of the spin wave band is limited by the Damon-Eshbach 
mode (k _L M, DE, Figs. 4.9a, b, light blue solid line), which rises at both values of 
the external field, and for exchange dominated (high-fc) spin waves converges towards 
quadratic dependence of frequency / oc k2. Hence, the shift of the right edge of the de­
tected spin-wave band towards higher frequencies always means an enhanced sensitivity 
to spin waves with higher k-vectors. The left edge of the spin wave band is limited by the 
backward volume mode (k \\ M, B V , Figs. 4.9a, b, dark blue dashed line), which first 
decreases in frequency for dipolar (low-A;) spin waves and then increases for exchange dom­
inated (high-fc) spin waves (and again converges towards quadratic dependence / oc k2). 
In the low magnetic field, the exchange interaction prevails already for the spin waves 
with k ~ 10 ̂  and the drop in the frequency for the B V mode is only 0.2 GHz. This 
results in a sharp increase of the BLS signal at the left edge of the spin wave band. The 
sharp increase is the same for both measured spectra (with the silicon disk and on the 
bare film). The [x-BLS even without the presence of the dielectric nanoresonator can still 
detect spin waves with k-vectors around the mode minimum at k ~ 10 — and thus the 
complete lower part of the spin wave band is captured in both cases. In the case of high 
magnetic field, the onset of the exchange dominated spin waves occurs at much higher 
values of k, at approx. 3 0 ^ . Here, the B V mode is very pronounced, and the mode 
frequency decreases approx. 1.5 GHz down from the ferromagnetic resonance frequency 
(FMR, k = 0 =g) before it starts rising again (Fig. 4.9b, dark blue dashed line). In this 
case, the [x-BLS on the bare film cannot detect spin waves above k = 10 and capture 
the whole lower part of the spin wave band. 
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Figure 4.10: Gaussian detection functions extracted from the fits, a, b, Extracted 
Gaussian detection from experimental data shown in Fig. 4.9 using phenomeno-
logical model (Eq. 2.35). The panel (a) shows the data extracted from data 
acquired in 50 mT, and panel (b) from data acquired in 550 mT. 

By fitting the parameters A and H W T M , we can obtain very good agreement between 
the model and the experimentally measured spectra for both the bare film and the silicon-
disk-enhanced measurement (see black and red solid lines in Fig. 4.9a, b. In Fig. 4.10 the 
detection function T(kx) resulting from the fit to the experimental data measured at 50 mT 
(Fig. 4.10a), and 550mT (Fig. 4.10b) are plotted for the bare film (black line) and for 
the measurement on the silicon disk (red line). This figures give us a direct visualization 
of the enhancement of the detection sensitivity caused by the presence of the dielectric 
nanoresonator extracted in each field. In 50 mT, the H W T M (i.e. the maximum detectable 
k) increased from 9.5 ± 1.0 — for bare film to 47 ± 3— for silicon disk, whereas the A 
increased from 245 ± 6cts to 259 ± 19 cts. Note that the increase in the amplitude of the 
Gaussian function does not represent the total increase of the integrated signal. After 
integration of the detection function, the value of 2720 ± 170 cts — is obtained for the 
case of the bare film and the value of 14300 ± 1600 cts — for the silicon-disk-enhanced 

(j.m 
signal. This gives us an enhancement factor of 5.3. 

In 550 mT the widening of the detection function is significantly lower, due to the 
following two effects. Firstly, in 50 mT, this widening is a bit overestimated, see the 
modeled curve and experimental data around 16 GHz. On the other hand, in 550 mT 
the widening is underestimated, see model around both detection edges (~ 25 GHz and 
pa 31 GHz). This big uncertainty in fitting is caused by the strong assumption of the 
Gaussian shape of detection function. This assumption is valid for simple geometry of 
bare film (see comparison between the full BLS model and phenomenological model in 
chapter 2), but for the case of Mie-enhanced BLS the situation is more complicated and 
simple Gaussian shape of detection function does not completely describe observed BLS 
spectrum. The comparison of the main parameters of the fitted detection function for 
both fields is shown in Table 4.2. 
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Table 4.2: Summary of the fitted parameters of the detection function 

Field A H W T M bg 

bare film 
50 mT 245 ± 6 cts 9.5 ± 1.0 ^ 3 ± 1 cts 

bare film 
50 mT 245 ± 6 cts 3 ± 1 cts 

550 mT 1 3 1 ± 7 c t s 11.4 ± 1.0 ^ 
(j.m 

2 ± 1 cts 

Mie-enhanced 
50 mT 259 ± 19 cts 4 7 ± g r a d 10 ± 2 cts 

Mie-enhanced 
50 mT 259 ± 19 cts 

(j.m 
10 ± 2 cts 

550 mT 172 ± 13 cts 1 8 ± 2 r a d 8 ± 4 cts 
(j.m 

4.5.2. Sweep of the diameter of the silicon disks 

Mie resonances are strongly dependent on the geometry of nanoresonators. To investigate 
this dependency, we measured a serie of silicon disks with diameters ranging from 100 
to 1500 nm. First, we introduce the results obtained in the field of 50 mT, which deals 
only with diameters ranging from 100 nm to 300 nm. This is followed by similar analysis 
performed in field of 550 mT. We connect the trends in the analysed data with changes 
of the resonance modes calculated by F D T D simulations. 

Fig. 4.11a shows relative scattering intensities acquired by dark-field optical spec­
troscopy, see chapter 3. A characteristic red shift (shift of the resonances towards the 
longer wavelengths) of the Mie resonances with increasing disk diameter can be observed. 
For 175 nm disk the peak resonance wavelength perfectly matches with the laser in our 
[x-BLS setup (532 nm). To quantify the dependence of the enhancement of the measured 
BLS spectra on the disk diameter at 50 mT, we fitted the H W T M (Fig. 4.11b) and A (Fig. 
4.11c) parameters for each disk diameter. From these data, we can see that the enhance­
ment of both parameters starts appearing for disk diameters beyond approx. 125 nm and 
reaches its maximum for the diameters between 170 and 200 nm. When the disk diameter 
exceeds 200 nm, we observe a sharp decrease of both parameters. 

Figure 4.11: Dependence of the BLS enhancement on the silicon disk diameter at 
50 mT. a, Relative scattering intensities of five selected silicon disks measured us­
ing dark-field optical spectroscopy. The dashed line marks the 532 nm wavelength 
of the U.-BLS laser, b, c, Dependence of H W T M (half-width-at-tenth-maximum, 
maximum detectable fc-vector) and integrated detection function (BLS signal en­
hancement) on the diameter of the silicon disk. The arrows and colored points 
refer to the diameters with elastic scattering spectra shown in panel (a). 
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Figure 4.12: Dependence of the BLS enhancement on the silicon disk diameter at 
550 mT. a, b, c Dependence of H W T M (half-width-at-tenth-maximum, maxi­
mum detectable A:-vector), amplitude A, and integrated detection function (BLS 
signal enhancement) on the diameter of the silicon disk. 

We repeated the same experiment at the field of 550 mT, see Fig. 4.12. Here, we show 
the data for disk diameters ranging from 100 nm to 800 nm. One can observe that H W T M 
is lower than in the case of lower external field (Fig. 4.11b), which is in agreement with 
Fig. 4.10. The amplitude (parameter A in Eq. 2.35) and integrated detection function 
are shown in Fig. 4.12b, c. In all three extracted parameters, we can again observe that 
the best performance is reached for the disks with diameter in the range from 175 nm 
to 200 nm, followed by sharp decrease. After approximately 300 nm, the width of the 
detection function (i.e. maximal detectable /c-vector) raises again, see Fig. 4.12a. Here, 
the increase in H W T M is even bigger than in the 200nm-wide disk. Therefore, these 
disks with diameters above 300 nm are not suitable for BLS measurements, as the signal 
is drastically reduced, see Fig. 4.12b, c. 

The abrupt decrease in performance for diameters larger than 200 nm is visible in 
both external fields, see Figs. 4.11b, c, and 4.12. This decrease is observable in both the 
amplitude and widening of the detection function. Most likely, this is connected to the 
change of the main resonance mode in silicon disk. 

To get better insights to underlaying physics, we performed the F D T D simulation of 
the two disks with diameters 180 nm, and 220 nm, which is before and after the abrupt 
decrease in performance. In the case of the 180 nm wide disk, we can observe electric 
dipole resonance, where the electric field hot-spots (places of high electric field intensity) 
are located along the edges in the axis of incident electric field polarization [204, 205], see 
Fig. 4.13a. In Figs. 4.13b, the cross-section in the plane of polarization is shown. We 
can observe asymmetry caused by the presence of the magnetic layer below the disk. Due 
to this, the electric field intensity is mostly located on the top of the silicon disk, see 
the colorbar scales in Figs. 4.13a, b. The electric field intensity also has a non-trivial 
distribution inside the silicon disk. On the edges, it is attracted to the magnetic layer 
below, while in the in-plane center is concentrated in the middle of the disk height. In 
plane perpendicular to the polarization axis of the incident light there are no visible 
hot-spots, see Fig. 4.13c. 

In the case of 220 nm wide disk the resonance is of higher order, see Fig. 4.13d. The 
electric field intensity is no more concentrated only along the edges, but now there are 
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Figure 4.13: Comparison of Mie resonance in 180 nm and 220 nm wide disks, a, b, 
c, Squared electric field intensity maps of 180 nm wide disk on a 30 nm permalloy 
film, which is shown as the cyan dashed rectangle. Polarization of the incident 
Gaussian beam with A = 532 nm is in the x direction.a, In-plane cross-sections 
6nm below the permalloy/air interface. The disk boundary is shown as a gray 
dotted line. The red, blue, and green dashed lines in (a-c) label xz, yz, and xy 
cross-sections, respectively, b, Cross-section of the xz plane, c, Cross-section 
through yz plane, d, e, Squared electric field intensity maps of 220 nm wide 
disk, d, In-plane cross-sections 6nm below the permalloy/air interface, e, Cross-
section of the xz plane, f, Squared electric field profile along the polarization axis 
6nm below the permalloy/air interface. 
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two more peaks located closer to the center of the disk. By comparing the cross-section in 
the plane of the incident polarization of 220 nm wide disk (Fig. 4.13e) with 180 nm wide 
disk (Fig. 4.13b), we can observe that the localization of the electric field intensity is way 
lower in the case of 220nm-wide disk and overall, the intensity is more concentrated in 
the middle of the disk. By looking at the electric field profiles taken below the disk in 
the plane of polarization, see Fig. 4.13f we can directly see, that in the case of higher-
order resonance hosted by 220 nm wide disk, the intensity is more evenly distributed, in 
comparison with 180 wide disk where in the center the intensity is almost zero. The more 
even distribution of the electric field intensity in 220 nm wide disk, can result in more 
absorption of the inelastically scattered light. 

4.5.3. Influence of the index of refraction of dielectric disk on Mie 
resonances 

In the previous section, we investigated the influence of the disk diameter on BLS signal 
enhancement and the mode of the Mie resonance. The change in disk diameter is somehow 
similar to the change in the wavelength of the probing light or, similarly, the material index 
of refraction (dielectric function). However, with the use of materials with a higher index 
of refraction (n), the resonance condition is fulfilled with smaller diameters, which may 
allow the detection of spin waves with even shorter wavelengths. The results presented 
in this section may serve as a guide for future material research and optimization of 
Mie-enhanced BLS. 

We performed F D T D simulations of the disks with a diameter of 180 nm and 100 nm 
and index of refraction of 2.5, 4.3 (index of refraction assumed in all other simulations), 
and 6.0, see Fig. 4.14. The electric field is lower in the case of n — 2.5 (Fig. 4.14a) in 
comparison to the case of n = 4.3 (Fig. 4.14b). If the index of refraction is increased even 
further, a higher order radial mode occurs in 180nm-wide disk for n = 6.0, see Fig. 4.14c. 
The influence of this higher-order mode is unclear at this moment but may have a negative 
effect (see Fig. 4.13). Moreover, increase in index of refraction causes decrease of electric 
field intensity around line x — 0. 

In the all simulations of the smaller disk (d= 100 nm), we can observe smaller hotspots 
(see Fig. 4.14d-f), and thus, this miniaturization may enhance the detectable k-vectors 
even more. However, the experiment does not confirm this expectation, and at this 
moment, the explanation of this is unclear. Moreover, the electric field reaches the highest 
intensity for n = 4.3, and with further increase of index of refraction its intensity decreases, 
compare Fig. 4.14d-f. The onset of dark region around line x = 0 is visible only in the 
case of n — 6.0. 

A l l of these observed phenomena are non-trivial, and it is very difficult to find patterns 
in them. This further complicates the design and optimization of the resonators for 
Mie-enhanced BLS. Furthermore, even after obtaining electric field distribution, it is not 
completely clear how this translates to the obtained signal. 
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Figure 4.14: Influence of the index of refraction to Mie resonances. The squared 
electric field intensity is shown for disk of diameter 180 nm (a, b,c) and 100 nm 
(d, e, f). The index of refraction is n = 2.5 (a, d), n = 4.3 (b, e), and n = 6.0 
(c, f). 
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4.6. Simulation of the Mie-enhanced B L S signal 
This section deals with calculating the BLS signal in the presence of a scattering center. 
The calculation procedure was designed and implemented by Martin Hrtofi. The model 
gives normalized BLS intensity, and as it is based on F D T D simulation, it can account 
for various geometries. However, in this approach, polar symmetry is employed, which 
significantly reduces the amount of necessary F D T D simulations. 

4.6.1. Theoretical description 
We follow the approach introduced in Chapter 2. However, the situation is complicated 
by the fact that with the scattering center there is no analytical expression for both the 
electric field distribution and the dyadic Green function. 

To calculate polarization vector (2.20), one has to use the results of F T D T simula­
tion. We again assume that the profile of both the electromagnetic field and spin wave 
is constant across the thickness of the magnetic layer. The calculated polarization acts 
as a source of inelastically scattered light. However, the main difference to bare film 
is that now the polarization with free-light inaccessible wavevectors can be emitted to the 
far field and collected by the objective lens and eventually measured in the tandem-Fabry-
Perot interferometer. This is allowed by the presence of perturbation (silicon disk hosting 
Mie resonance), which flips-over the wavevectors of induced polarization. Mathematically 
this is contained in the Green function, see Eq. 2.30. 

Unfortunately, the dyadic Green function of such a system has to be calculated for 
each wavevector of induced polarization by F D T D simulations. The resulting BLS signal 
can be expressed as (the expression is similar to Eq. 2.31, but for clarity is written here 
again) 

fcp<fc0NA 

(4.6) 
Inspecting the above expression, there are apparently many factors that can affect the 
resulting shape of the BLS spectrum, but the ability to measure signal originating from 
high-/c magnons has one clear prerequisite: the driving electric field also has to possess 
high-/c components. 

4.6.2. Obtained spectra for various disk diameters 
From the integral inside the equation, it is visible that the possible scattering processes are 
determined by the spatial Fourier transform of the incident electric field. To obtain such 
distribution of the electric field inside the sample in real coordinates finite-difference-time-
domain (FDTD) simulations have to be used, see Fig. 4.15a-d. In the bare film, the electric 
field has a 2D Gaussian distribution (Fig. 4.15a). However, in the case of 100 nm, 180 nm, 
and 220 nm wide silicon disks, we can observe the field localized in sub diffract ion regions 
due to Mie resonances (see Figs. 4.15b-d for electric field distributions). As stated earlier, 
the ability to measure the spin waves with higher /c-wavevector is mainly determined by 
the Fourier transform of the electric field distribution [i.e. by E(kx,ky)}. In the case 
of bare film, the Fourier transform of the Gaussian electric field distribution is again 
Gaussian, see Fig. 4.15e. The extent of the intensity is determined by the width of the 
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Figure 4.15: Numerical simulation of the electric field distribution and theoretically 
calculated BLS signal, a, b, c, d, Real-space distribution of squared electric 
field for (a) bare permalloy film and for the same permalloy film with 100 nm (b), 
180 nm (c), and 220 nm (d) wide silicon disks on top. e, f, g, h, Reciprocal space 
distributions of the data shown in (a), (b), (c), (d), respectively. The colormap 
has two linear regions: 0-50 V 2 m " 2 and 50-320 V 2 m " 2 for better clarity. The 
boundary between the regions is marked by the dashed line, i, j , k, 1, Calculated 
and measured BLS signal for (i) bare permalloy film and for the same permalloy 
film with (j) 100nm, (k) 180 nm, and (1) 220nm wide silicon disks. 
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spot in real space, see Chapter 2. In case of the Mie resonances hosted in silicon disk, and 
subsequent focusing to sub diffract ion hot spots, the electric field spans over a larger area 
of the /c-space exceeding values of 1 2 0 ^ , see Figs. 4.15f-h for their respective Fourier 
transform. 

The Eq. 4.6 was used to calculate the BLS spectra for bare film and silicon disks with 
diameters of 100 nm, 180 nm, and 220 nm at external fields of 550 mT, which is shown with 
respective experimental data in Fig. 4.15J-1. In bare film we get perfect agreement between 
the Eq. 4.6 and measurement, as in agreement with Fig. 2.19. The presented model shows 
huge widening already in the case of 100 nm wide disk; however, in experimental data, 
this is barely visible, see Fig. 4.15j. In the case of 180 nm and 220 nm wide disk we can 
observe qualitatively similar features in both, model and experimental data. However, 
the good agreement between the model and experiment wasn't achieved. The origin of 
this discrepancy is currently unknown. This makes optimization of the Mie resonator 
by F D T D simulation impossible, and thus the future designs has to extensively rely on 
experiments. 

4.7. Heating of the magnetic layer under the nanores-
onator 

To rule out the presence of the non-linear phenomena and self-focusing caused by the 
thermally-induced spatially dependent index of refraction, I performed a multiphysics 
simulation [206]. The system, which consists of Gaussian illumination, silicon disk, and 
Permalloy layer, was investigated in terms of heating caused by dissipation of the laser 
power and subsequent change in refractive index. The model was solved in an iterative 
manner until convergence was reached, accounting for the mutual effects of both phenom­
ena. I performed all presented simulations. However, the model was designed by Jakub 
Zlámal. A l l simulations were carried out in Comsol 6.0, see section 3.4.3. 

4.7.1. Multiphysics simulation 
In contrast to the F D T D calculation, in Comsol, all calculations were done in the fre­
quency domain. The electric field calculation in Comsol agrees with the F D T D , compare 
Figs. 4.16a,b and 4.13a,b. This confirms that there is no significant influence of the 
temperature-dependent index of refraction for laser power of 3 mW. This laser power was 
used in all presented experiments (if not stated differently). There is only small increase in 
temperature, see Figs. 4.16c,d. This increase is at maximum 30 K , which is approx. 10% 
of the initial temperature (room temperature ~ 293 K). Such increase in temperature 
results in the shift of index of refraction of silicon from 4.16 to 4.17. 

Another aspect connected to the rise in temperature is the reduction of saturation 
magnetization [15, 202]. With increasing temperature, the saturation magnetization 
is decreased until the temperature reaches the critical value, so-called Curie tempera­
ture, where the ferromagnetism completely vanishes. We fitted this behavior with model 
by Kuz'min, see Eq. 4.5. The fitted dependency is used to calculate change in the F M R 
frequency, see Fig. 4.16e. The increase of 30 K reduces the saturation magnetization of 
the permalloy by 0.6percent [see Fig. 4.16 (e)], which in turn shifts down the spin wave 
band by approx. 20 MHz, which is far below the resolution of our T F P i with the mirror 
spacing set to 3 mm [112]. 
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Figure 4.16: Local heating of the sample in the vicinity of the silicon disk, a, b, 
Simulations of squared electric field intensity in the xz plane (a) and xy plane 
(b). c, d, The temperature distribution in the xz plane (c) and xy plane in z = 
= — 6 nm (d). e, FMR frequency as a function of temperature calculated from the 
model presented in Fig. 4.8. f, BLS spectra measured on a silicon disk with laser 
power ranging from 1 to 10 mW. g, Calculated index of refraction with 10 mW 
laser power, h, Difference in percentage in normalized electric field between the 
3mW and 10 mW laser power in xy-pl&ne. g, Calculated temperature-dependent 
index of refraction for 10 mW incident power, h, Percentage difference between 
normalized electric field calculated for lOmW and 3mW incident power. 
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OF 1500 N M 

4.7.2. Measurement with different laser powers 

We also measured the thermally excited BLS spectra with higher laser powers. The 
results are shown in Fig. 4.16 (f), and it can be seen that even with the highest laser 
power of 10 mW, there is no visible reduction of F M R frequency. However, we can see 
that the shape of the spectra is affected. The new peak arises at ~ 11 GHz, which can 
be caused by change of the electric field shape induced by the local change of refraction 
index of silicon. This change inside the disk in a^-plane for 10 mW incident laser power 
is calculated in Fig. 4.16g. In the region of the hot-spots (in a^-plane on the edges) the 
index of refraction is elevated approx. to 4.2 from a room temperature value of 4.16. 
The corresponding temperature is approx. 390 K. This change in refractive index value 
induced subsequent changes in electric field distribution. We show the difference in shape 
(percentage change in normalized electric field distribution) in Fig. 4.16h. The differences 
reaches 0.5%. By increasing the electric field intensity in the position of the disk and 
decreasing the intensity on the outer perimeter, one can judge that an elevated index of 
refraction causes the concentration of the electric field to a smaller area. However, it is not 
clear if this is solely the only reason for the change of the shape of spectra in Fig. 4.16f. 

4.8. Sweeps over the edges of the silicon disk with a di­
ameter of 1500 nm 

To further explore the role of the nanoresonators' edges, I studied the enhancement of 
the BLS spectra on edges of 1500nm-wide silicon disk. This diameter is roughly three 
times larger than the waist of the probing laser beam, and thus, the role of the finite sizes 
of the disk is strongly suppressed. Such a situation is very similar to the measurement 
on the semi-infinite film. In the following section, I demonstrate that this lack of polar 
symmetry around the probing beam can be utilized to achieve directional sensitivity only 
for spin waves propagating perpendicularly to the illuminated edge. 

4.8.1. Measurement on the edges of the disk 

We measured BLS spectra with the laser spot focused on the right edge and then on the 
top edge of a large, 1500 nm wide, disk (see Fig. 4.17a). We can see that compared to the 
measurement on a bare film, the overall BLS signal is lower at both laser spot positions, 
see Fig. 4.17b. Nevertheless, the enhancement of the maximum detectable k-vector is still 
present. Interestingly, when the laser beam is positioned on the right edge of the disk, 
we can see a broadening of the spin wave band towards higher frequencies (Fig. 4.17b, 
red line). This means, that wavenumber sensitivity to spin waves in Damon-Eshbach 
geometry was increased, see solid blue line in Fig. 4.17b. Also, the low-frequency edge 
is moved towards the higher frequencies, which suggests that spin waves in a backward 
volume direction cannot be measured in this position. When the laser beam is positioned 
on the top edge of the cylinder, we can see a broadening of the spin wave band towards 
lower frequencies (Fig. 4.17b, green line), see dashed blue line in Fig. 4.17b. In the 
phenomenological model (Eq. 2.35), We used different H W T M for x- and y-directions. 
Please note that this model does not properly describe the measured data here. This 
suggests that the instrumental detection function cannot be approximated by Gaussian 
function in this situation. Contrary to the situation on the right edge, the other edge 
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Figure 4.17: BLS enhancement at the edges of a large silicon disk, a, Schematics of 
the performed experiment, b, BLS spectra acquired in the field of 550 mT on 
the right edge (red line), and on the top edge (green line) of a large silicon disk 
compared with the spectra measured on a bare permalloy film (black line) with 
magnetization M pointing in the y—direction, see schematic. Blue line represent 
analytically calculated dispersion relation for DE (light blue solid line) and BV 
(dark blue dashed line) spin waves. The error band is calculated from the Poisson 
distribution. 

(in this case, high frequency edge) is not moved and stays in the same position as in 
measurement on bare film. 

These experiments suggest that it is possible to change the sensitivity to different 
spin wave /c-vector directions. On the right edge, BLS signal was more sensitive to 
Damon-Eshbach spin waves (k _L M), whereas on the top edge, it was more sensitive 
to backward-volume spin waves (k \\ M). Please pay attention to the fact that during 
this measurement, not only the direction of the edge with respect to the magnetization 
was changed, but also the direction of the edge in respect to electric polarization. The 
better experimental scenario would be to stay on the right edge of the disk, and rotate 
with the magnetization by rotating the external field. 

4.8.2. Linescan across the edges of the disk 
To quantify this directional sensitivity and to estimate the spatial dependency, we per­
formed a BLS linescan from the disk center across the right (Fig. 4.18a, red circle in 
Fig. 4.17a) and top edge of the disk (Fig. 4.18b, green circle in Fig. 4.17a). In Fig. 4.18a, 
the broadening of the BLS spectra towards higher frequencies around x = 600 nm is visible. 
On the other hand, the loss of the sensitivity to backward-volume spin waves (narrow­
ing in the direction of lower frequencies) appears later, i . e., when sweeping from the 
direction of the bare film towards the disk center, first the sensitivity for Damon-Eshbach 
spin waves is increased and after another approx. 300 nm the sensitivity to backward-
volume spin waves is decreased. In Fig. 4.18b, we can observe broadening towards the 
lower frequencies across 600 nm as expected. Contrary to the case of Fig. 4.18a, there 
is no decrease in sensitivity to the spin waves propagating tangentially to the disk edge 
(Damon-Eshbach spin waves, higher frequencies). 

94 



4.8. SWEEPS O V E R T H E EDGES OF T H E SILICON DISK W I T H A D I A M E T E R 
OF 1500 N M 

approx. edge position 

0.5 1.0 
x(um) 

BLS signal (cts) (fc>) BLS signal (cts) 

115 

0.5 1.0 
y(um) 

90 

F 6 5 

F-40 

" • 1 5 

Figure 4.18: Position-frequency map on horizontal and vertical edge, a, b, BLS 
horizontal (a) and vertical (b) linescan across the right edge of the large silicon 
disk. The edge position is marked by the light gray dashed line. 

The measured data shown in Fig. 4.18 were fitted for each position by the phenomeno-
logical model (Eq. 2.35) assuming different H W T M for each direction (X and Y). In 
Fig. 4.19a the integrated detection function for right disk edge is depicted for both per­
pendicular directions of spin-wave propagation. Similarly, in Fig. 4.19b, the H W T M 
parameters for both directions of spin-wave propagation are shown. As expected, all four 
fitting parameters remain contestant before the beam reaches the disk at approx. 0.9 [xm. 
After that, H W T M in Damon-Eshbach direction (X) is approx. 5 times increased. Due 
to this increase, the integrated detection function in Damon-Eshbach (X) is increased 
as well, despite a slight decrease in amplitude parameter A. On the other hand, in the 
backward-volume direction (V), we do not observe any increase, but fitting fails to em­
phasize the decrease of the sensitivity in the backward-volume direction (V). After the 
majority of the area of the Gaussian spot reaches the silicon disk (approx. 0.3 u.m) the 
BLS signal almost vanishes, see Fig. 4.19a. 

In the case of the top edge (Fig. 4.19c, d), the enhancement of the integrated de­
tection function and H W T M is not so pronounced (when compared to the right edge, 
see Fig. 4.19a, b). This is partially caused by the nature of the spin-wave dispersion 
in backward-volume mode. However, it seems that the geometry where electric field po­
larization is perpendicular to the disk's edge is much more favourable for high-A; spin 
wave detection. Nevertheless, we still can observe a slight enhancement in the integrated 
detection function and H W T M at the position of the disk's edge (approx. 0.7 Lim). Inter­
estingly, this enhancement is visible in both directions of the propagation of spin waves. 
The best-achieved enhancements for the right and top edges are summarized in Table 4.3. 

Table 4.3: Summary of the fitted parameters of the detection function for disk's right and top 
edges. 

A H W T M x H W T M y 
Right edge 58 ± 4 cts 50 ± 5 ^ 

U.m 
13 ± 2 ^ 

urn Top edge 76 ± 4 cts 1 7 ± 2 r a d 
(j.m 

20 ± 2 ^ 
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Figure 4.19: Spatially dependent fitting of BLS spectra using the phenomenological 
model on the right and top edge of wide silicon disk, a, b, Integrated 
detection function (a) and H W T M (b) of the detection function extracted from 
a fit to the data presented in 4.18a (scan across right disk's edge), c, d, Integrated 
detection function (c) and H W T M (d) of the detection function extracted from 
a fit to the data presented in 4.18b (scan across top disk's edge). 

4.9. Versatility of the Mie-enhanced B L S 
So far, all the experiments were performed only on a single NiFe layer with laser wave­
length of 532 nm. In this chapter, I prove the wavelength versatility of this technique by 
measuring on the same sample with a laser wavelength of 457 nm. I have to measure on 
different setups, as the change of the wavelength is not trivial, and besides, the change 
of the laser requires a change of the Fabry-Perot mirrors as they have wavelength-specific 
coating. These measurements were thus carried out in the labs of Prof. Chumak at the 
University of Vienna. I further tested versatility by changing the material system from 
NiFe to CoFeB and using the 532 nm wavelength. 

4.9.1. Measurement with laser wavelength of 457 nm 
The electromagnet that is used in p.-BLS setup in Vienna cannot provide an external 
magnetic field higher than 500 mT, so I was not able to stick to 550 mT as in previous 
experiments, and instead, we measured BLS spectra in 450 mT. 

Fig. 4.20a shows the spectra taken on bare film (black squares) and 140nm-wide 
silicon disk (black squares). We can observe slight enhancement (widening of the obtained 
spectra). The data were fitted with the same model as in the case of the wavelength 
of 532 nm, and the resulting fitted curves are shown as solid lines. A good agreement 
between the fit and experimental data was achieved. Please note that there is a way 
higher background signal in comparison to the setup located in C E I T E C , which is caused 
by the different detectors and higher levels of ambient light entering the T F P i input 
pinhole. 

The same experiment was repeated for disks with diameters ranging from 100 nm to 
300 nm 4 , and all spectra was fitted. The resulting fit parameters are shown in Fig. 4.20b,c. 
Overall, the enhancement of both H W T M and integrated detection function is smaller in 

4The spin-wave signal was not visible for disks with diameter above 300 nm. 
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Figure 4.20: BLS enhancement with wavelength of 457 nm. a, U.-BLS spectra taken on 
bare film (black squares), and 140nm-wide silicon disk (red squares). The black 
(red) solid line shows the fit of the data taken on bare film (silicon disk), b, c 
H W T M and integrated detection function analyzed for different disk diameters. 

comparison to the case with 532 nm wavelength. The best result is achieved for a disk 
with a diameter of 140 nm. This is shifted by approx. 60 nm from the case of 532 nm, 
and is caused by the shorter used wavelength as an important parameter for resonance 
is a ratio between the geometrical dimension of the Mie resonator and wavelength of the 
light in the used material. For disk diameters larger than 200 nm, there was an abrupt 
decrease in BLS signal, which compromised the fitting of these spectra. 

We think, that the drastic decrease of the performance of the enhancement of the 
BLS signal is caused by the higher absorption of silicon for wavelength of 457 nm. In 
order to investigate this, we have measured the dielectric function of the deposited silicon 
layer, see Fig. 4.21. The absorption of silicon is increased by approx. factor of 1.5 for 
457 nm in comparison to 532 nm (from 1.1 to 1.8). The index of refraction changes only 
by approx. 1 %. 

Another possible explanation for the decreased performance would be significantly 
lowered scattering efficiency, see Fig. 4.11a. We can observe that with decreasing wave­
length, the resonance is moved towards the smaller disk diameters (which is in agreement 
with enhancement shown in Fig. 4.20b,c), and at the same time, the relative scattering 
intensity is significantly lowered. This may indicate that the electric field enhancement 
is lower in the case of 457 nm compared to the 532 nm wavelength. 

4.9.2. Enhancement on the 100 nm thick CoFeB layer 

Here, we have fabricated the same design (see Fig. 4.5) on the 100 nm thick CoFeB layer. 
Such thickness of the magnetic material is not ideal for studying the enhancement of 
wavevector detection because of the presence of the standing spin wave modes (PSSW) 
in the vicinity of the fundamental mode. 

The experimentally measured data are shown as black squares (bare film) and red 
dots (245 nm wide disk) in Fig. 4.22a. We can observe broadening towards the lower 
frequencies of spectra taken on disk compared to the bare film measurement. Moreover, 
the broadening towards higher frequencies is visible in fundamental and PSSW modes. 
We fit the data in a similar fashion as for the NiFe layer, which is shown as a red solid 
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Figure 4.21: Optical properties of the used silicon. Measured index of refraction and 
absorption of the used silicon by ellipsometry. 

line 5. For fit, we used only the fundamental mode. This severely limits the accuracy of 
the fitting in comparison to the 30 thick NiFe layer, where the fundamental mode can 
freely broaden without interfering with the 1st PSSW mode. 

The spectra were measured on disks with diameters ranging from 150 nm to 700 nm. 
Acquired spectra were fitted and resulting A, and H W T M parameters are shown in 
Fig. 4.22b, c, respectively. As previously mentioned, the uncertainty of the fits is high, but 
similar trends can be observed. Both H W T M and amplitude are increasing between the 
diameter 150 nm and 200 nm where they reach the maximum. The decrease of amplitude 
is visible on disks with diameters larger than 300 nm. 

Frequency (GHz) Diameter (nm) Diameter (nm) 

Figure 4.22: BLS enhancement on the 100 nm thick CoFeB layer, a, U.-BLS spectra 
taken on bare film (black squares), and 245nm-wide silicon disk (red dots). The 
red solid line shows the fit of the data taken on silicon disk, b, c A and HWTM 
analysed for different disk diameters. 

5The amplitudes of peaks associated with PSSW modes are adjusted 
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5. Mie-induced wavevector resolution 
in the micro-focused Brillouin light 
scattering spectroscopy 

This chapter introduces the possibility to measure full in-plane wavevector (it's angle and 
magnitude) of spin waves based on Mie resonances in stripe arrays. The results presented 
in this chapter are (yet) unpublished, and thus are shown as preliminary results. Achieving 
wavevector resolution is topic of Jakub Krcma's bachelor's project. He made all F D T D 
simulations and fabricated samples in collaboration with my fellow PhD student Jakub 
Holobradek.The [x-BLS experiments and data analysis presented in this chapter were 
performed as a joint collaboration between me and Jakub Krcma. 

The chapter is structured as follows: I start with description of the basic concepts 
of this technique and underlying physics, then I continue with the description of the 
sample design and fabrication. Afterward, I discuss electric field distribution in studied 
structures obtained by F D T D simulations, and finally, I describe the [x-BLS experiments, 
data analysis, and compare the experimental results to theoretical models. 

5.1. Basic concepts 
Conventionally, the wavevector resolution in BLS is achieved by probing the spin-waves 
with large laser spots (waist of tens of microns) under different tilts of the sample [42, 
207]. Such an approach has very limited spatial resolution and is complicated due to 
the measurement under the tilt, which makes it challenging to maintain the focus and 
proper position of the probing beam. This chapter shows that achieving wavevector resolu­
tion with micro-focused BLS microscopy with diffraction-limited probing spot is possible. 
This is achieved by inducing periodicity in the incident electric field, which allows the 
BLS process to occur only for spin waves with matching wavevectors. This technique 
can potentially allow wavevector-resolved investigation of spatially dependent behavior of 
incoherent spin waves (such as adiabatic parametric pumping in magnonic nanoconduits 
[208]), which is not possible with any other existing experimental technique. 

As discussed in Sec. 2.2.1, the first step to model the BLS signal is to calculate the 
induced polarization 

This equation shows that the resulting polarization can be formed only around the k-
vectors present in the electric driving field. The second step, radiation of the light to the 
far-field, is governed by the following equation 
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Figure 5.1: Experimental scheme of fe-resolved u-BLS measurement of thermal spin 
waves, a, Sketch of the experiment setting. The parameter a defines the periodic­
ity of the structure, b, Scanning electron microscope image of fabricated structure. 

This equation implies, that only the polarization with /c-vectors on which the Green 
function (G(u;,kp,kp)) has non-zero elements can be measured. 

Knowing these two facts, the problem of measuring specific A;-vectors is reduced to 
inducing this specificity to (ideally both at the same) the electric driving field (Ed) and 
the Green function (G(u;,k p ,k p)). As these two processes are reciprocal, we restrict our 
theoretical investigation only to the calculation of the incident driving electric field. 

5.2. Sample design and fabrication 
We achieve the A;-vector specificity in both processes by placing of periodic dielectric 
stripes on top of the 30 nm thick NiFe layer with varying parameter a, see Fig. 5.1a. The 
parameter a stands for the width of the stripes and the gap between them. For good 
A;-vector selectivity, keeping these two dimensions the same is important, as it emphasizes 
the given periodicity. The sample fabrication procedure was similar to the one used in 
Chapter 4. However, to achieve the a parameter as small as possible, and at the same 
time, to ensure that the gap and stripe width remain the same, we swept the electron 
dose and the nominal ratio between the gap and stripe width. After the fabrication was 
finished, we inspected the sample with a scanning electron microscope and assessed the 
quality of all structures. The structures, which provided a 1 : 1 ratio between the gap 
and stripe width and were defect-less1, were then used for p-BLS measurement. 

An example of such fabricated structure with a = 75 nm is shown in Fig. 5.1b. The 
structure was not properly fabricated at the bottom of the stripes array. In this particular 
example, it was probably caused by the presence of the dust particle present in the image. 
Nevertheless, as the probing spot has a waist of 460 nm, this particular structure offers 
plenty of space in the top part for the p-BLS measurements. 

at least in the area of approx. f x 1 u.m2 
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x(nm) 

Figure 5.2: Squared electric field distribution in stripes array with a = 75 nm. a, 
The rcz-cross-section of the squared electric intensity of array of silicon stripes 
illuminated by Gaussian beam, b, The xy-cross-section of the squared electric 
intensity under the array of silicon stripes in the middle of the NiFe layer. 

5.3. Simulation of the electric field in the periodic struc­
tures 

We performed the F D T D simulation of the fabricated structures, as described in Chapter 3. 
In Fig. 5.2a, the cross-section of the squared electric field intensity is shown in xz-plane. 
We can observe that the electric field intensity is periodically modulated with the period 
equal to 2a. Similarly to the case of individual disks (see Chapter 4, Fig. 4.13), the 
majority of the intensity is concentrated on the top of the stripes. The light intensity 
is significantly higher in between the stripes than in the stripe. The electric field intensity 
is the highest in the center of the Gaussian illumination and decreases with increasing 
distance from the center. 

In Fig. 5.2b, the squared electric field intensity in xy-cross-section is shown. Again, the 
periodical modulation with the period of 2a is visible. Contrary to the situation shown 
in Fig. 5.2a, the hot spots are formed under the silicon stripes, and in between them, 
the electric field intensity is lower. This means, that on the surface of the NiFe layer 
the electric field intensity is concentrated on the edges and when it penetrates towards 
the NiFe it gets more localized into the center of the stripes. The original shape of the 
Gaussian illumination envelops the whole squared electric intensity. 

We transformed the data shown in Fig. 5.2b to the reciprocal space, see Fig. 5.3a. In 
the center of the reciprocal space (kx — ky — 0) the intensity is the highest and forms 
a Gaussian peak with H W T M = (14.7 ± 0.8) ^ j 2 . This originates from the Gaussian 
illumination, and thus, it is symmetrical. Also, additional peaks with circular shapes 
emerge on the cross-section ky = 0, (perpendicularly to the long axis of stripes). They 
are centered at - , —, and —. From this calculation, it can be seen that by tuning the 
parameter a, we can measure different fc-vectors. The resolution of this technique is given 
by the width of individual peaks in reciprocal space, which is approx. 10 ^ j . 

In Fig. 5.3b, the cross-section through ky = 0 is shown. In this representation the 
ratio between the central peak and the peaks at - , —, and — is visible. The amplitude 

2This value is slightly higher than the value obtained in previous Chapter 4 (HWTMw 10 due 
to the use of different approximation of Gaussian illumination. 
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of the side peaks is approx. 10 times lower. Also note, that there is a new emergent side 
peak between the central peak and the peak at - , which most probably originates from 
the shaping of the electromagnetic field by the edges of the stripes. 

5.4. ^-resolution in silicon stripes array 
As described in the previous section, we have fabricated silicon stripe arrays with the 
parameter a ranging from 75 nm to 500 nm. This sample was measured on a standard 
[x-BLS setup, and BLS spectra were measured on each individual structure. We show an 
example for a = 75 nm in the inset of Fig. 5.4a. The rise of distinct peaks was only visible 
for structures with the parameter a between 75 nm and 175 nm. Due to the limited size of 
the Gaussian illumination beam and the concentration of the majority of the incident light 
only on individual stripes, the driving electric field does not exhibit sufficient periodicity 
for structures with larger a parameters. 

The positions of the peaks in spectra acquired on all structures were analyzed, and 
the k—vectors (i.e. - , —, and —) were associated with individual peak's positions. 
Fig. 5.4a shows the resulting dispersion. The experimentally obtained points were si­
multaneously fitted with the dispersion from Slavin-Kalinikos model for n = 0 and n — 1 
with two free parameters: the exchange constant Aex and the thickness of the layer d. 
The fitting results are summarized in Table 5.1. The unprecedented k-vector span of 
the dispersion relation allowed simultaneous fitting of the exchange constant and the 
layer thickness, as the dispersion for such high wavevectors is already governed by the 
exchange interaction. The dependency between the exchange constant and the layer thick­
ness reached 0.84. The exchange constant is lower than expected and differes from the 
value we assumed in the previous chapters. However, it agrees with various experimental 
studies [209, 210]. 

Black squares in Fig. 5.4b show the position of the peak - acquired at different angles 
of the silicon stripes with respect to the external field (Bext = 50 mT) measured on the 
structure with a = 75 nm. The solid black line shows the analytical calculation with the 
use of the parameters from Tab. 5.1. The agreement between the analytical model and 
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Figure 5.3: Squared electric field distribution in reciprocal space under stripes array 
with a = 75 nm. a, The squared electric intensity in the kx,ky reciprocal space, 
b, the cut through ky = 0 line. 
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Figure 5.4: fe-resolved |j.-BLS a, Extracted dispersion relation at 50mT of NiFe layer. The 
colors depict the order of the measured peak. Circles (squares) show n = 0 (n = 1). 
A solid (dashed) line shows fits of n = 0 (n = 1) experimental data. The inset 
shows example BLS spectra taken on structure with a = 75 nm. b, Angle resolved 
measurement at structure a = 75 nm with analyzed position of ^. The solid 
line shows the calculation results with parameters obtained from fit in (a). The 
shaded area shows uncertainty calculated from the uncertainty of the wavevector. 
c, Field sweep on structure a = 75 nm. The positions of the expected peaks are 
shown as dashed lines. 

experimental data demonstrates the directional sensitivity of this technique and confirms 
the predictions based on the F D T D simulation in shown Fig. 5.3a. 

Fig. 5.4c shows the spectra acquired in Damon-Eshbach-like geometry on the structure 
with a = 75 nm at external fields ranging from 550 mT down to OmT. We can observe 
a clear increase in the frequency of all modes with increasing the external field, except 
one constant mode at / = 35 GHz, whose origin is non-magnetic. The analytical model 
with a set of parameters from Tab. 5.1 was used to overlay the expected positions of the 
peaks. In this figure we can also observe very good agreement between the calculation 
and experimental data. 

Table 5.1: Summary of the fitted parameters from Fig. 5.4a. 

d (nm) M s ( ^ ) i m 
28.4 ±0 .9* 10.3 ± 0 . 5 740* 29.5 t 

* Nominal thickness was 30 nm 
f Fixed, see chapter 4. 
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6. Mie-enhanced Brillouin light scat­
tering microscopy 

This chapter deals with the measurement of the coherent spin waves and their spatial 
mapping. For the experiments presented here, I have used a sample with two-step lithog­
raphy containing an excitation antenna and silicon disks in its vicinity. The sample was 
fabricated by Jan Klima and Meena Dhankhar. The used permalloy layer comes from 
the same depositions as the sample investigated in chapter 4. Therefore, I used the same 
magnetic parameters for data analysis. This chapter is structured as follows: I start with 
the introduction, followed by the experiments to prove the detection of free-light inaccessi­
ble spin-waves. Then, the technique of 2-dimensional scanning is introduced. Afterward, 
the phase-resolved measurement of two-wave interference and full-phase reconstruction 
is shown. The reconstructed dispersion relation is discussed. The found results are cor­
roborated by F D T D simulations. Finally, the polarization of the inelastically scattered 
light is discussed. 

In the previous chapters, I have investigated only thermal (incoherent) spin waves on 
one fixed position set by a silicon disk. Such investigation can be very helpful for e.g. 
material research or investigating fundamental physics of nanoscale spin waves. However, 
in applications it is completely necessary to investigate coherent spin waves, as typically 
these carry information. In the framework of spin waves, a lot of ideas for wave-based 
computing were proposed, such as directional coupler [1] or inverse-design devices [2, 211]. 
The biggest drawback of these devices is a large group delay caused by an unfavorably 
low ratio of spin-wave group velocity and wavelength. In recent years, magnonic-research 
community strives to overcome this drawback by moving towards nanoscale, where the 
spin waves propagate faster and do not need to travel long distances, thus the group delay 
is minimized [160]. 

Also, many interesting phenomena occur at nanoscale, such as spin unpinning con­
dition [212], or generation of spin waves using parametric pumping [208, 213]. Another 
approach can be to use collective nanoscale spin wave dynamics [214] or use the non-
collinear spin textures for manipulation [168, 215, 216]. The spin textures can also be 
utilized as excitation and detection perturbation in propagating spin-wave spectroscopy 
(PSSW) [217]. So far, to spatially investigate nanoscale spin waves one has to use x-ray 
radiation, a time- and resource-demanding technique [162, 218-220]. The development 
of an optical method for spin wave measurement capable to go beyond diffraction limit 
is one of the major challenges in the field of magneto-optics [221]. This chapter is mainly 
based on the results presented in [222]. 
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6.1. Coherent excitation 
This section deals with detecting coherently excited spin waves with free-light inaccessible 
wavevectors. I demonstrate the capability of measuring these spin waves by performing 
frequency sweep and obtaining the LL-BLS spectra on a bare film and a film with a sil­
icon disk on top. This section is structured as follows: First, I discuss the theoretical 
background, especially in regard to the differences in the measurement of the thermal 
spin waves. Afterward, I compare measurements on the single disk and bare film and 
show measurements of the nanoscale spin-waves. This is followed by a demonstration of 
the spatial resolution by the measurement of the array of non-interacting silicon disks. 
Finally, I briefly discuss the polarization of the inelastically scattered light in the case of 
the bare film measurement and Mie-enhanced B L S . 

6.1.1. Theoretical description 
To prove that our approach works also for coherent spin waves a sample with 180 nm 
wide microwave (RF) antenna in the vicinity of 200 nm wide silicon disks on the top of 
the permalloy thin film was fabricated. We connected the antenna to a R F generator with 
the excitation power set to 10 dBm, and swept the excitation frequency from 5 GHz to 
17 GHz, see Fig. 6.1a. In the first experiment we only measured on a single fixed position 
(silicon disk marked with the red circle in Fig. 6.1b) at the distance 1 Lim from the antenna. 
The external magnetic field was set to 50 mT. 

In this experiment the signal from monochromatic coherent spin wave is of interest. 
The equation for induced polarization (Eq. 2.20) can be rewritten to the following form 

P (r,u ±um) = x K ) eik™r E (r,u), (6.1) 

where fcm and um are the spin wave wavevector and the frequency, respectively. Both 
are defined by the frequency set on the R F generator, the experiment geometry, and the 
dispersion relation. The above equation (Eq. 6.1) highlights the importance of the field 
localization provided by the silicon disks: the spatial profile of the electric field intensity 

Figure 6.1: Sketch of the detection of nanoscale coherently excited spin waves, a, 
Sketch of the detection of coherently excited spin waves, b, Scanning electron 
microscope image of the excitation antenna and silicon disk array. 
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E determines the area that contributes to the collected BLS signal. Note, that the signal 
is collected by the detector in far-field, i.e. without any spatial information within the 
beam spot on the sample. It means that if the modulation of the spatial profile of the 
electric field intensity (E) within the beam spot is larger than the spin-wave wavelength, 
the exponential factor elkm'r is averaged out and the information about the spin wave 
is lost [113, 169]. 

6.1.2. Experiment on the single silicon disk 

First, we performed measurement on the bare film at the same distance of 1 u_m, see 6.2a. 
In this case, the excitation efficiency of the antenna reaches higher wavevectors than the 
detection sensitivity, which is confirmed by the fact that the signal from coherent spin 
waves ends at the lower frequency compared to the thermal background. Contrary, in 
the case of the measurement on the silicon disk (Fig. 6.2b), the thermal background 
exceeds the signal from coherent spin waves, which means that the coherent spin waves 
were limited by the excitation efficiency of the antenna. To directly compare the data 
acquired on the bare film, and on the Mie resonator we have subtracted background 
from the measurement and extracted the BLS signal along the diagonal using Bresenham 
algorithm [223], see Fig. 6.2c. By direct comparison, we can immediately observe, that on 
silicon disk the signal is detected also at higher frequencies. This confirms the conclusion 
presented in the previous chapter, that the silicon disk allows to detect free-space light 
inaccessible wavevectors. 
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Figure 6.2: Enhancement of BLS signal from coherently excited spin waves, a, b, 
Spin wave spectra acquired at the distance of 1 u.m away from the excitation an­
tenna, measured on a bare film (a), and on a 200 nm wide silicon disk (b). Note, 
that the BLS signal from thermal spin waves is visible for all excitation frequencies, 
whereas coherently excited spin waves manifest themselves as a strong signal on 
the diagonal, c, Signal from coherent spin waves extracted from the diagonal in 
(a), (b) after subtraction of the thermal background. The blue solid line shows 
the dispersion relation of spin waves in Damon-Eshbach geometry. 
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The cut-off wavevector of the used antenna with width of w = 180 nm is approximately 
w/2n is 2 9 ^ [73, 136]. This is consistent with the maximum detected frequency of 
16 GHz, corresponding to k = 30 see dispersion relation (blue solid line) in Fig. 6.2c. 

6.1.3. Two-dimensional spatial scanning of nanoscale spin waves 

The previous section only dealt with Mie-enhanced BLS measurement on a nanoresonator 
at a single (fixed) position. Now, we extend this approach to perform two-dimensional 
spatially resolved measurements. The scanning is done similarly to a standard spatially-
resolved p-BLS experiments, with the difference being that the probing beam is scanned 
across the array of non-interacting array of silicon disks. The positions of the disks define 
the spin-wave measurement positions. 

The square array consisting of 200 nm-wide and 60 nm-thick sputter-deposited silicon 
disks was fabricated by electron beam lithography and lift-off process in the vicinity of the 
antenna. The array had a lattice constant of 500 nm and a tilt of 8° with respect to the 
antenna, see Fig. 6.3a. The S E M image of the measured structure is shown in Fig. 6.3b. 
The tilt was intentional to allow for subdifraction step during the linescans, see following 
sections. 

We performed a 2D scan of the BLS intensity in the vicinity of the excitation antenna 
which was connected to the R F generator with frequency set to 14.5 GHz, in the external 
magnetic field of 50 mT, see Fig. 6.4a. The antenna thus excited coherent spin waves with 
the wavevector k = 2 7 ^ (A = 232 nm) [30, 41]. Such short-wavelength spin waves are 
beyond the detection limit of conventional p-BLS (the detection limit of our p-BLS is k — 
= 117^) [113], thus without any further enhancement we would see no signal. However, 
due to the sub diffract ion localization of the E-Held by the silicon disks, we observed 
a propagating spin wave even with a such short wavelength. The BLS signal naturally 
decays as the wave propagates further from the excitation antenna and it is strongly 
enhanced at the positions of the silicon disks. The low signal in between the positions of 

(a) (b) 

500 nm 

Figure 6.3: Schematics of the spatial scanning of nanoscale spin-waves, a, Schematics 
of the excitation antenna and silicon disks array for spatially resolved measurement, 
b, SEM image of the measured structure. The white dashed line depict scanning 
line used in Figs. 6.6, 6.7, and is tilted by 8° with respect to the antenna. 
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Figure 6.4: Schematics of the spatial scanning of nanoscale spin-waves, a, Schematics 
of the excitation antenna and silicon disks array for spatially resolved measurement, 
b, SEM image of the measured structure with shown direction of the linescans. 

the silicon disks is caused by the fact that the waist of the Gaussian beam (440 nm) [113] 
is comparable to the lattice constant (500 nm) of the silicon disk array. These observations 
agree well with expectations based on Eq. (6.1). 

To evaluate the decay of the spin waves, we integrate spin-wave intensity across the 
^/-dimension, see Fig. 6.4b. The spatial step in measurement was 100 nm, but the silicon 
disks are separated by 500 nm, see Fig. 6.3a. As we can observe spin waves only on 
the fixed positions of the disks (see Fig. 6.4a and Eq. 6.1), we assumed uncertainty in 
the ^-position of 250 nm, which is half of the array constant. The uncertainty in the BLS 
signal was calculated using the Poisson distribution. In the acquired data, the exponential 
decay is clearly visible. This decay was fitted and yielded the decay length 1.8 ± 0.2 [xm. 
This is in perfect agreement with the theoretically predicted value of 1.8 (xm, based on 
Kalinikos-Slavin model. 

6.1.4. Polarization of BLS light from nanoscale coherent spin 
waves 

The polarization of the scattered light is the result of Eq. 6.1 and subsequent emitting 
of the light. In the case of the measurement on the bare film, we described the process 
governing the resulting polarization in the case of coherently excited spin waves in sec­
tion 2.2.5. To experimentally check that the situation is not drastically changed in the 
case of measurement on a silicon disk, we analyzed the polarization of scattered light in 
an experiment with free-light accessible and inaccessible spin waves. 

In Fig. 6.5a, we measured the spin waves at 9 GHz with wavevector ~ 6 ^ . Such 
wavevector can also be measured by means of standard [x-BLS on bare film. We can ob­
serve that the signal is slightly enhanced on the silicon disk compared to the measurement 
on the bare film. However, the polarization axis remains the same. 

In Fig. 6.5b, we measured the spin waves at 14 GHz with wavevector 2 0 ^ . This 
wavevector cannot be measured by the standard [x—BLS. This results in no signal in 
measurement on bare film, see red solid line in Fig. 6.5b. In the case of measurement 
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Figure 6.5: Analysis of the polarization of the BLS light on nanoscale spin waves. 
a, b, BLS signal recorder for different polarization of scattered light for free light 
accessible spin waves at 9 GHz (a) and free light inaccessible spin waves at 14 GHz 
(b) for measurement on bare film and silicon disk. 

on a silicon disk, the signal remains rotated by 90 degrees with respect to the elastically 
scattered light. 

6.2. Phase-resolved measurement 
This section focuses on measuring the spatial evolution of the spin wave phase. This 
information provides valuable insights into the spin wave's propagation. The presented 
technique can enable e.g. studiyng of the phase-shifted of nanoscale spin waves after 
interacting with sub-diffract ion magnetic structure such as skyrmion [224]. This section 
is structured as follows: First the technique of employing spatial symmetry of the spin 
waves along the excitation antenna is shown and used to obtain interference measurement. 
Afterward, the full-phase is reconstructed and used to measure spin-wave dispersion re­
lation. Finally, the obtained results are discussed with use of F D T D simulations carried 
out by Jakub Krcma in Lumerical software with the mesh cell set to 5 nm in all directions. 
More details can be found in chapter 3. 

6.2.1. Two wave interference linescans of nanoscale spin waves 
During the BLS process, the scattered photon acquires the phase of the spin wave, and this 
phase can be reconstructed by observing interference between the BLS signal and reference 
phase signal produced by the electro-optic modulator (EOM). In this experiment, both 
R F switches were switched on [see Fig. 6.3a, or 3.5], and we observed the interference 
of the light inelastically scattered on spin-waves with the light modulated by E O M [129]. 
In order to acquire the phase with spatial resolution sufficient to measure spin waves 
with very short wavelengths, we exploited the symmetry along ?/-axis of the spin wave 
propagating perpendicularly from the excitation antenna and performed a linescan over 
one row of the silicon disk array (see Fig. 6.3b). As the array is tilted by 8°, the distance 
of the disks from the antenna increases by 70 nm for each disk in the row, see Fig. 6.3a. 

This approach can be applied only in cases where the long excitation source is used 
and the magnetic layer is not modulated in this direction. In the case of studying mag­
netic waveguide or layer modulated along the excitation source, one has to prepare more 
structures with precisely positioned silicon disks to achieve similar resolution. E.g., in 
the case of the investigation of nanoscale spin waves in a narrow waveguide, the same 10 
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Figure 6.6: Interference BLS measurement at 14 GHz. a, The BLS intensity along the 
line tilted by 8° with respect to the excitation antenna in different external fields.b, 
c, d, Slices of the data presented in (a) for 100 mT (b), 50mT (c), and 2mT (d) 
are shown together with the corresponding fits by the two-wave interference model. 

waveguide structures can be prepared, and on each structure, one will fabricate silicon 
disks with a spacing of 500 nm. However, the distance from the antenna to the first disk 
is varied by 50 nm on each structure. This way, a spatial step of 50 nm is achieved if the 
experiment is perfectly repeatable. 

The measured dependence of the interference signal (J) on the distance from the 
excitation antenna and on the external magnetic field is plotted in Fig. 6.6a. The cross 
sections of this plot at magnetic field values of 100 mT, 50 mT, and 2mT are shown in 
Fig. 6.6b, c and d, respectively. We can observe how the spin wave wavelengths get shorter 
for the lower values of external magnetic field, as expected. The shortening is apparent 
from the gradual change of the distance between the interference minima and maxima. 
To obtain the exact value of the spin wave wavelength, we fit the data with the two-wave 
interference model [129, 225]: 

/ = Ro exp ( | ) + E + sJE R0 exp (^j cos ( - ^ + </?0) , (6.2) 

where Rq and E are parameters describing the signal intensity from the spin wave and 
the E O M , respectively, A is the spin-wave wavelength, S is the spin-wave decay length, 
and (fo is the initial phase offset. The fitted wavelengths are in the corresponding panels 
of Fig. 6.6. 

6.2.2. Full-phase reconstruction of nanoscale spin waves 
Although it was possible to obtain spin-wave wavelengths from the BLS interference signal 
and the nonlinear fitting with the two-wave interference model, the technique of the full-
phase reconstruction [128, 226] proved to be much more robust. We used this technique to 
obtain the full spin-wave dispersion over a broad range of frequencies and /c-vectors. This 
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technique requires at least four measurements to fully reconstruct the spin-wave phase. 
In order to account for thermally excited spin waves, we added a fifth measurement, 
which must be taken into account if the coherent signal is comparable to the incoherent 
thermal background, as it is in the measured data, especially for the discussed case of 
short wavelengths of spin waves. To calculate the evolution of the spin-wave phase along 
the distance x, real Re[\l/ (x)] and imaginary Im[\l/ (x)] parts of the wave amplitude have 
to be calculated (see chapter 3): 

R e [ W ( x ) ] ^ r ° - J £ - _ £

r

+ r , (6.3) 

M * w = r * ; j t ~ _ E

T

+ T - ( f U ) 

Here, r$ (^71/2) is the interference signal with E O M phase shifted by 0 (TI/2), R is the 
signal from coherent spin waves (which also includes a contribution from thermal spin 
waves), E is the E O M signal, and T is a signal from thermal spin waves. These signals 
are shown in Figs. 6.7a, b, c for 8, 12, and 15 GHz, respectively. The spin-wave phase 
can be calculated as 

e w = a t a n ( ^ M ) ' ( 6 ' 5 ) 

In the case of a monochromatic spin wave, the dependence O (x) is linear, and its slope 
directly represents the spin-wave wavenumber. The phases reconstructed from the exper­
imental data in Fig. 6.7a, b, c are shown in Fig 6.7d, together with linear fits of their 
slopes. 

The wavevectors extracted from the phase profiles acquired in the field of 50 mT at 
various frequencies are compared to the theoretical dispersion relation (see Fig. 6.7e) 
calculated according to the Kalinikos-Slavin model [30, 41]: 

The excellent agreement between the theory and the experimental data (see Fig. 6.7e) 
for wavevectors ranging from 4rad//xm up to 30 ^ means that we were able to reliably 
measure and reconstruct the spin wave phase even for spin-wave wavelengths where the 
BLS process had to be mediated by the silicon disk. The maximum measured wavevector 
corresponds to the excitation limit of the 180nm-wide antenna [73, 136]. By utilizing 
another type of a spin wave source [227-229], spin waves with even shorter wavelengths 
could be measured. 

In the linescan data, we can observe a periodic pattern in areas with an increased 
signal, see Fig. 6.6b, or stair-like pattern in Fig. 6.7d. This pattern has a periodicity of 
70 nm, which is the same as periodicity of the positions of the individual silicon disks under 
the scanning tilt. The linescans were acquired with oversampling, where the spatial step 
in the spin-waves propagation direction [x—axis) was approx. 13 nm, while the distance 
between the silicon disks was approx. 70 nm, i.e. approximately 5 measured points per 
silicon disk position. This periodic pattern in the extracted phase (Fig. 6.7e) suggests 
that the detected phase is defined by the positions of the disks on the thin film and is not 
overly sensitive to the exact positioning of the laser spot relative to the position of the 
nanoresonator. Also note, that we were able to reliably measure the spin-wave wavelength 
A = 4.2 Lim by scanning over a distance of 450 nm only. This would not be possible without 
precisely positioned detection points and without the full-phase reconstruction technique, 
see Fig. 6.6b at 100 mT and corresponding wavelength uncertainty. 
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Figure 6.7: Extraction of the spin-wave dispersion relation from full phase-resolved 
BLS measurement, a, b, c, Five signals needed for the full phase extraction 
at 8, 12, 15 GHz, respectively, d, Evolution of the phase versus the coordinate 
in the direction of propagation of the spin waves at 8, 12, 15 GHz. For (a-d) the 
y-errors are calculated from Poisson distribution x-errors are 35 nm, which is given 
by the x-distance between the disks, see Fig. 6.3. In (a-c) the x-error is omitted 
for clarity, e, Extracted dispersion (squares) and analytical calculation (solid line) 
[30, 41]. The blue rectangle depicts the limit of conventional U.-BLS, see chapter 2. 

6.2.3. F D T D simulation of silicon disks array 

To clarify the phase stability when scanning over the array of silicon disks, the finite-
differences-time-domain (FDTD) simulations of the sample with the same parameters as in 
the experiments were performed. In these simulation we swept the laser positions across 
the silicon-disk array to see the phase evolution and interaction between the individual 
disks. 

Figure 6.8a shows the localization of electromagnetic field into hotspots, that allow 
the detection of high-/c spin waves, see Eq. 6.1. In this case the Gaussian beam is precisely 
positioned on the silicon disk. On the other hand, if we position the beam spot directly 
between the silicon disks (Fig. 6.8 b-c), this localization is suppressed, and the overall light 
intensity is lower. This results in a decrease of the detection sensitivity to high-/c spin 
waves and overall decrease of the BLS signal. We also extracted the phase of the electric 
field from the simulated data (Fig. 6.8d-f). The phase in the axis of the linear polarization 
of the incident light (x) is homogeneous across the high-intensity regions (hotspots), while 
the inner area of the disk has the opposite phase, and this is the same for all simulated 
positions of the beam. This independence of the electric-field phase on the exact position 
of the beam suggests the robustness of the phase reconstruction to external disturbances, 
such as mechanical vibrations. 

Note that even though the two hotspots are localized on the disk edges and separated 
by 200 nm, this does not influence the capability of the system to detect even nanometer 
changes in the spin-wave wavelength. This is analogous to the case of inductive detection 
of spin waves by coplanar waveguides or meander antennas in propagating spin-wave 
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spectroscopy experiments. There, the electromagnetic field distribution under relatively 
large detection antennas with complex geometries is also non-trivial, and still, the spin 
wave phase can be measured [136, 230]. 

E 2 (V 2 /m 2 ) 
0.00 ^ ^ ^ ^ ^ M l l l l I 0.07 

(a) (b) (c) 

y (nm) y (urn) y (nm) 

Figure 6.8: Scanning with a weakly-interacting array of silicon disks, a, b, c, d, e, f, 
Finite-differences-time-domain simulation of the distribution of the squared electric 
intensity (a), (b), (c) and phase (d), (e), (f) in the plane of the Permalloy layer. 
For the precisely positioned beam on the silicon disk in the array (a), (d), case 
in between two disks (b), (e) and the case when the beam hits the exact middle 
of the array (c), (f). The gray dashed line depicts the positions of silicon disks. 
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Conclusion 

During my PhD I focused on investigation of the interaction between light and magnetic 
excitations in the condensed matter. There are two significant contributions presented in 
this thesis: Mie-enhanced Brillouin light scattering technique and semi-analytical descrip­
tion of the micro-focused BLS. 

Mie-enhanced BLS technique allows measurement of nanoscale spin waves with 
a table-top setup. Previously, imaging of nanoscale spin waves required use of large scale 
facilities such as synchrotrons. Presented results prove that the Mie-enhanced BLS is able 
to detect thermal spin waves with /c-vectors exceeding 125 ^ (corresponding to spin wave 
wavelength A = 50 nm). This is enhancement by a factor of 12 from the standard [x-BLS 
technique (k ~ 10 ̂ ) . I also demonstrated, that by utilizing the periodic stripes arrays, 
the resolution to spin wave's in-plane wavevector can be achieved. These findings elevate 
[x-BLS to the forefront of nanoscale magnonics research. Also the possibility to probe 
materials with high momentum photons is relevant also for other applications, e.g., for 
phononic studies [231], or even mechanobiology experiments [232]. 

Mie-enhanced BLS can also be used to study coherently excited spin waves. I have 
proven, that coherent spin-waves can be detected and spatially mapped with the use 
of weakly interacting arrays of Mie resonators. Moreover, this technique can be used 
in combination with phase-resolved [x-BLS, and thus can measure e.g. the dispersion 
of the nanoscale spin waves with nanometer precision. This precision depends on the 
exact positioning of the nanoresonators and on the design of the array. With modern 
electron beam lithography techniques, sub-lOnm precision of placement of individual 
array elements is achievable. 

Easiness of the technique and availability of the [x-BLS setups around the world will 
fuel the spin-wave research and will enable fast prototyping and designing of the devices 
based on the nanoscale spin waves. These devices are typically way more efficient in 
comparison to the devices based on the microscale spin waves, and thus can be appealing 
for industrial applications. 

The semi-analytical description of the [x-BLS allows modeling the BLS signal 
based on optical and magnetic configurations of the measurement. Such tool provides 
a whole new dimension for analysis of the acquired spectra. So far, researchers have been 
analysing only the positions of the BLS peaks, and were not paying much attention to 
their shape. With the presented semi-analytical model, the exact shape of the spin-wave 
spectra can reveal information which were previously hidden, for example thermodynamic 
properties of magnons inside the medium. Furthermore the calculation of the BLS spectra 
is fast (less then few seconds per spectra) and thus can be used even for fitting any optical 
or magnetic parameter of the system. 

Moreover, the model can be used together with micromagnetic simulations to correctly 
interpret more complicated situations, e.g., nonlinear effects like parametric pumping. 
By knowing the exact the sensitivity to specific wavevectors and by modeling the exact 
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shape of the acquired BLS spectra a completely, new phenomena can be discovered and 
studied. A l l codes developed within this thesis (e.g. calculation of spin-wave dispersion 
characteristics, modeling of BLS spectra) are made publicly available on code-sharing 
platform Github [41, 107]. 

Although the achievements summarized in the thesis are already very promising, there 
is definitely a lot of work which needs to be done to fully exploit the potential of Mie-
enhanced BLS. Below, I summarize a few directions that I think have the most promising 
return of investment, and future research should focus on them. 

Optimization of resonator's shape and material can provide lot of improvement 
as the concept of the near-field enhanced BLS is now in the same situation as was en­
hancement of Raman spectra in 1977 [233]. Back then the enhancement factor was not 
more than 100 x. Nowadays, due to thorough understanding of the involved process and 
its optimization the enhancement can reach a factor of 10 1 2 [234]. 

Nano-resonators presented in this thesis were our first design without any optimization 
or tuning parameters such as thickness or shape. The dielectric nanoresonator's geom­
etry and material can be further optimized to excite, e.g. higher-order Mie or anapole 
resonances and reduce quenching, ideally at the same time [235-237]. Even more com­
plicated three-dimensional structures can concentrate the electromagnetic field directly 
into the Permalloy layer. Also, from the simulations it seems that the absorption of the 
dielectric material plays a crucial role. Our preliminary results suggest improvement when 
poly-crystalline silicon is used instead of the amorphous one. 

So far, our research focused on the enhancement of the wavevector sensitivity. If 
we achieve also a large enhancement factors in BLS signal intensity, this can allow us to 
perform studies of e.g. spin wave propagation in single atomic layer magnets (2D magnets), 
or complicated nano structures with dimension way below 100 nm, and thus open whole 
new research fields. 

Benchmarking with coherently excited spin waves may reveal the true potential 
of the Mie-enhanced BLS. My experimental estimates of the maximal detected spin-wave 
wavevector are based on the thermally excited spin waves, which provide only relatively 
weak signals. With technique, which would be able to excite coherent short-wavelength 
spin waves, one can benchmark true possibilities of the wavevector enhancement by Mie 
resonances. Even with current non-optimized design, it seems that distribution of the 
electric field will allow the measurement of spin waves with wavevector exceeding 150 
see Fig. 4.15. 

For this benchmarking, a suitable spin wave source can be e.g. a spin texture (such 
as a domain wall) under the excitation antenna [238], grating coupler [217], or paramet-
rically pumped spin waves [208]. 

Scanning Mie-enhanced BLS microscopy can open new possibilities as all pre­
sented experiments relied on the fabrication of the nanoresonator on the studied sample. 
Even though with modern nano-fabrication facilities, preparation of such structures is easy 
task, additional speed up can be provided by fabricating the Mie resonator on tip and 
approaching the sample surface independently. Such approach is commonly utilized in 
tip enhanced Raman microscopy [239] and was even demonstrated in BLS with subdiffrac-
tion aperture [168]. However, the acquisition times in the presented approach utilizing 
small apertures was unbearably long. If properly optimized, the on-tip Mie resonators 
can provide quick way for prototyping spin-wave devices and even open new directions in 
e.g., biological research. 
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• Wojewoda, O., Ligmajer, F., Klíma, J., Dhankhar, M . , Davídková, K . , Staňo, 
M . , Holobrádek, J., Šikola, T., Urbánek, M . Observing high-k magnons with Mie-
resonance-enhanced Brillouin light scattering. Commun. Phys. 6, 94. (2023) 

• Wojewoda, O., Hula, T., Flajšman, L. , Vaňatka, M . , Gloss, J. , Holobrádek, J . , 
Staňo, M . , Stienen, S., Kórber, L. , Schultheiss, K . , Schmid, M . , Schultheiss, H. , 
Urbánek, M . Propagation of spin waves through a Néel domain wall. Appl. Phys. 
Lett, 117(2), 022405. (2020). | Featured article & Cover page 

Contributing-author publications 
• Klíma, J., Wojewoda, O., Roučka, V . , Molnár, T., Holobrádek, J., Urbánek, M . 

Zero-field spin wave turns. Appl. Phys. Lett. 124, 112404 (2024) | Featured 
article 

• Wang, Q., Verba, R., Heinz, B. , Schneider, M . , Wojewoda, O., Davídková, K. , 
Levchenko, K . , Dubs, C , Mauser, N . , Urbánek, M . , Pirro, P., Chumak, A . V . Deeply 
nonlinear excitation of self-normalised exchange spin waves. Sci. Adv. 11,9 (2023) 

• Flajšman, L. , Wojewoda, O., Qin, H. , Davídková, K. , Urbánek, M . , van Dijken, S., 
Wideband Brillouin light scattering analysis of spin waves excited by a white-noise 
R F generator. App. Phys. Lett. 121, 232402 (2023) 

• Vaňatka, M . , Szulc, K . , Wojewoda, O., Dubs, C , Chumak, A . , Krawczyk, M . , 
Dobrovolskiy, O., Klos, J. , Urbánek, M . , Spin-Wave Dispersion Measurement by 
Variable-Gap Propagating Spin-Wave Spectroscopy. Phys. Rev. Applied 16, 054033 
(2021) 
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• Turčan, L, Flajšman, L. , Wojewoda, O., Roučka, V . , Urbánek, M . , Spin wave 
propagation in corrugated waveguides. Appl. Phys. Lett. 118, 092405 (2021) | 
Editor's pick 

• Ferreira, I, Ayre, M , Bavdaz, M , Guainazzi, M , Stefanescu, A , Komárek, M , Valenta, 
T, Hynek, R, Zavodnik, M , Sobotka, P, Pejchal, T,Badin, V , Kalousek, R, Bacovsky, 
J, Horak, M , Flajsman, L, Wojewoda, O., Zlámal, J, 2018: Design of the charged 
particle diverter for the A T H E N A mission. Space telescopes and instrumentation 
2018: ultraviolet to gamma ray (2018) 

Open-source code 
• SpinWaveToolkit. Object oriented Python code for (semi)analytical calculation 

of spin waves in thin film and coupled bi-layers. 
Available from: github.com/OndrejW/SpinWaveToolkit 

• LABhub. Web-based tool for laboratory book and data management. 
Available from: github.com/OndrejW/LABhub 

• BLSthermalFit. Tool for nonlinear fitting of BLS signal in Matlab employing 
phenomenological model. 
Available from: github.com/CEITECmagnonics/BLSthermalFit 

• MuMaxBlBqCoupling. Example code for implementing of biquadratic interlayer 
interaction in MuMax3. 
Available from: github.com/CEITECmagnonics/MuMaxBlBqCoupling 

• ModelingOfuBLS. Semi-analytical model for calculation of micro-focused BLS 
spectra. 
Available from: github.com/CEITECmagnonics/ModelingOfuBLS 

Projects and support 
• Specific research. 2023. Parametric amplification of magnon detected by Mie-

enhanced BLS technique . Principal investigator. 

• Specific research. 2022. Power-less Spin Wave Source. Principal investigator. 

• KInG - internal grants. 2021-2022. Nanoscale spin waves: from waveguide trans­
mission to competitive device. Principal investigator. 

• Brno PhD talent award 2020-2023. Nanoscale Magnonics. 

Conferences and schools 
. IEEE INTERnational MAGnetics conference ( INTERMAG) . Rio de Janeiro, Brasil. 

2024. Oral and Poster contribution: Application of Mie-enhanced BLS to study 
parametric pumping of spin-waves and Modeling of the micro-focused Brillouin light 
scattering signal. 
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9th International conference on superconductivity and magnetism. Fethyie, Turkey. 
2024. Invited talk: Zero-field spin wave turns. 

IEEE INTERnational MAGnetics conference ( INTERMAG) . Sendai, Japan. 2023. 
Oral contribution: Measuring spatially resolved phase of nanoscale spin waves. 

8th Conference on Magnonics. Le Touquet-Paris-Plage, France. 2023. Oral contri­
bution: Phase-resolved optical characterization of nanoscale spin waves. 

Invited seminar at Helmholtz Zentrum Dresden-Rosendorf. Dresden, Germany. 
2023. Invited talk: Optical characterization of a nanoscale spin waves. 

C E I T E C PhD retreat. Tele, Czech Republic 2022. Oral contribution: Dielectric 
nanoparticle enhanced Brillouin light scattering spectroscopy of spin waves. 

7th Conference on Magnonics. Oxnard, California, United States of America. 2022. 
Poster contribution: Observing high-k magnons with Mie-resonance-enhanced Bril­
louin light scattering. 

Joint European Magnetic Symposium (JEMS) 2022. Warsaw, Poland. Oral contri­
bution: Dielectric nanoparticle enhanced Brillouin light scattering spectroscopy of 
spin waves. 

C E I T E C Nano user meeting. Brno. 2022. Poster contribution: Observing high-
k magnons with Mie-resonance-enhanced Brillouin light scattering. Best poster 
award. 

P E T A S P I N 2022 School on "Spintronics: fundamentals and applications". Messina, 
Italy. 2022. Poster contribution: Observing high-k magnons with Mie-resonance-
enhanced Brillouin light scattering. Best poster award. 

The 4 t h International Advanced School on Magnonics - M A G N E T O F O N . Porto, 
Portugal. 2022. Poster contribution: Observing high-k magnons with Mie-resonance-
enhanced Brillouin light scattering. Best poster award. 

The 18 t h IUVSTA International Summer School on Physics at Nanoscale. Brno. 
2021. 

European School on Magnetism (ESM). Cluj-Napoca, Romania. 2021 Poster con­
tribution: Spin-wave dispersion measurement by variable-gap propagatingspin-wave 
spectroscopy. 

Workshop Correlative materials characterization. Brno, Czech Republic. 2021. In­
vited talk: Correlative microscopy of magnetic nano structures. 

Joint European Magnetic Symposium (JEMS). Online. 2020. Oral contribution: 
Propagation of spin waves through vortex domain wall. 

European School on Magnetism (ESM). Saarbrücken, Germany (online). 2020 
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Supervising of the bachelor students 
• Jan Klima. 2023. Topic: Spin waves in non-trivial magnetic landscapes. Received 

the highest grade A and Industrial Enterprise Price. 

• Zdenek Nekula. 2021. Topic: Development of the scanning time-resolved Kerr 
microscope.. Received the highest grade A. 

Teaching 
• Teaching of the laboratory practical, four semesters 

TR1 20/21L, TR1 21/22L - Mechanics for physical engineers. 
3F20/21Z, 3F21/22Z - Electricity and magnetism. 

• Preparation of material for online teaching of laboratory practicals (due to the 
COVID19 pandemic). 
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