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Abstract
This Ph.D. thesis is devoted to the construction of reparameterisation invariant theory of
Lagrangian formulation, based on Finsler and Kawaguchi geometry. Since we want the
theory to be applicable to the problems of physics, we will use a less restrictive definition
of Finsler geometry, compared to the standard definitions. We will define Kawaguchi
geometry as a natural extension of this less restrictive Finsler geometry, in such way that
the k-dimensional subset of the n-dimensional manifold would be given an invariant k-
area, with respect to reparameterisation. By these settings, we obtain a reparameterisation
invariant Lagrangian and Euler-Lagrange equations. The relations to the conventional
theories that are parameter invariant are discussed.
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Abstrakt
Tato Ph.D práce je věnována konstrukci reparametrizace invariantnı́ teorie Lagrangeovy
formulace založené na Finslerově a Kawaguchiho geometrii. Protože chceme, aby teorie
byla aplikovatelná do fyzikálnı́ch problémů, budeme použı́vat méně restriktivnı́ definici
ve srovnánı́ se standardnı́mi definicemi Finslerovy geometrie. Kawaguchiho geometrii
budeme definovat jako přirozené rozšı́řenı́ této méně restriktivnı́ Finslerovy geometrie
takovým způsobem, že k-rozměrná podmnožina n-rozměrné variety by měla být invari-
antnı́ k-plocha s ohledem na reparametrizaci. Tı́mto způsobem zı́skáme reparametrizaci
invariantnı́ho lagrangiánu a Eulerových-Lagrangeových rovnic. Relace s konvenčnı́ teoriı́,
které jsou parametricky invariantnı́, jsou diskutovány.
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Preface

This thesis was submitted to Palacký university, Faculty of Science, in partial fulfillment
of the requirements for the degree of Ph.D. in Mathematics. Related publications are [9,
14–16].

The work is devoted to the constructions of Lagrangian formulation, which has repa-
rameterisation invariant property. In the basic courses of analytical mechanics, the time
is taken as the parameter, and the motion of a particle is described by a trajectory in a
n-dimensional configuration space. Therefore, position and velocity (or momentum) of
the particle is expressed as a function of time, and if the equations of motion which deter-
mines this trajectory could be derived from a Lagrangian, this Lagrangian was given as a
function of these variables; namely time, position and velocity. Such view point matches
our intuition well, and indeed covers wide range of physical phenomena we experience
in our everyday life. However, since our concept on time and space changed drastically
after the emerging of the theory of relativity, it became a major movement in theoretical
and mathematical physics to reconstruct the existing theory in such a way that does not
distinguish time as a special coordinate among the others of the same spacetime. The
theory which treats time and space equally is said to have the property of covariance. In
case of mechanics, the motion of a particle will be realised as a trajectory on a (n + 1)-
dimensional manifold M , and each point on the trajectory is the position of the particle in
M ; i.e, its local coordinate expression is given by the coordinate functions on M , with-
out any preferrence to a specific one as time. In the case of relativity theory, such case
was considered with the aid of Riemannian geometry. In this thesis, we will try to con-
sider such situation with Finsler and Kawaguchi geometry, which is a generalisation of
Riemannian geometry. While Finsler is viable for first order (velocity) Lagrangian me-
chanics, Kawaguchi is considered for higher order case. These geometries have further
possibilities to express more complicated physical theories such as irreversible systems
or hysterisis, etc. However, these problems are out of the scope of this thesis, and would
be left for future research.

There are further issues similar to the case of mechanics, in the case of field the-
ory. Modern theoritical physics especially in particle physics has sought a theory, which
does not depend on the choice of k-dimensional spacetime M . Now our target is shifted
from position and velocity to field configurations and its derivative with respect to the
spacetime. If we are to consider the “covariant” version of such theory in the analogy
of mechanics, we should now consider a spacetime M lying in a greater manifold; the
total space, which is also made from the fields. This way of thinking is not possible with
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Riemannian geometry, or Finsler geometry, and we have to use the Kawaguchi geometry,
which is still not well-established. In this thesis, we will treat the case only where space-
time lying in the total space is diffeomorphic to closed k-rectangle of Rk. For the case of
higher order, we will also restrict ourselves to where the total space is Rn, n ≥ k. Such
approach essentialy means, that we do not distinguish between the fields and spacetime.
We will call such property as generalised covariance.

We will provide the mathematical foundations for constructing such theories, and in-
troduce the Lagrange formulation in the above context. Some elementary examples are
given to make comparison to the conventional theory. Though the theory is far from com-
plete, we hope that further research will supplement the imperfection, and our foundations
will become useful in constructing more precise and viable theory for both mathematics
and physics.

I would like to thank Prof. Demeter Krupka for his generous and enduring help for
this work, also for giving me the chance to study at Palacký university. I also thank
Prof. Lorenzo Fatibene and Prof. Mauro Francaviglia for both scientific discussions and
support during my stay at Torino University. I also found the discussion with Prof. David
Saunders, Prof. Takayoshi Ootsuka, invaluable and inspiring. Thanks also goes a lot to
Prof. Zbyňek Urban and Ph.D. students at Torino University, who encouraged me a lot
and gave me impressive questions. This thesis would not have finished without the help
of Prof. Jan Brajerčik and Prof. Milan Demko. Also I thank them for the hospitality they
gave me during my stay at Prešov University.

During my Ph.D., I was financially supported by several grants and facilities, Czech
Science Foundation (grant 201/09/0981), Palacký University (PrF-2010-008, PrF-2011-
022, PrF-2012-017), Czech Ministry of Education, Youth, and Sports (grant MEB 041005),
JSPS Institutional Program for Young Researcher Overseas Visits, Slovenská akademická
informačná agentúra (National Scholarship Programme of the Slovak Republic for the
Support of Mobility of Researchers), Yukawa Institute Computer Facility, I espcially
thank Prof. Olga Rossi and Prof. Jan Kuhr for the support.

Finally, I both thank and apologise to my parents who took so much pain for support-
ing me abroad.

Jun. 2013 Olomouc,

Erico Tanaka
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Basic symbol list (unless otherwise stated):

R : real numbers
Rn: real n-dimensional Cartesian vector space with its natural topology
V : vector space over R
V ∗: dual vector space of V
M : C∞-differentiable manifold
TM : tangent bundle of M
ΛkTM : all k-multivectors over M or k-multivector bundle of M
C∞(M): module of C∞-functions
X(M): C∞(M)-module of all vector fields over M
Xk(M) : C∞(M)-module of all k-multivector fields over M
X∧k(M) : C∞(M)-module of all decomposable k-multivector fields over M
X̃∧k(M) : C∞(M)-module of all locally decomposable k-multivector fields over M
Ωk(M): C∞(M)-module of all differential k-forms over M
JrY : r-th jet-prolongation of fibred manifold Y

prk : Cartesian product projection onto the k-th set of product

nCk: Combination nCk :=
n!

(n− k)!k!
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Chapter 1

Introduction

In this thesis, we will discuss the parameterisation invariant theory of Lagrangian for-
mulation in terms of Finsler and Kawaguchi geometry. By setting up a clear and simple
mathematical construction, we hope the theory to be viable for considering and extending
the basic theories of physics, such as mechanics and field theory. The Finsler geometry
is the foundation we will use for the first order mechanics, while Kawaguchi geometry is
considered for the higher order mechanics and field theories. However, we would like to
emphasise that in this thesis, these geometries are not the direct objects of our research,
in contrary, we will only use their basic properties to build the structures we need for
Lagrangian formulation. For instance, no fundamental tensor or connection will be dis-
cussed. Also it must be noted that our definition of Finsler geometry is much looser than
those introduced in standard textbooks [1, 2], for the aim to make it more applicable to
the problems of physics. The only crucial condition we require for the Finsler function is
the homogeneity condition. We also consider the Hilbert form as a fundamental structure
rather than the Finsler function, which we will take as our Lagrangian.

Kawaguchi geometry, which is the generalisation of Finsler geometry, is still in its
developing state, and there are no standard definitions written in modern mathematical
language. There are two directions of generalisation of Finsler geometry, one to higher
order and another to multi-dimensional parameter space. In this thesis, we propose a
new definition of Kawaguchi geometry, especially for the second order 1-dimensional
parameter space, and first order k-dimensional parameter space, using multivector bundle
and a global differential form, which we call as Kawaguchi form. The Kawaguchi form is
constructed in a way such that it satisfies similar properties as the Hilbert form in the case
of Finsler geometry. We will take this Kawaguchi form as our Lagrangian. We will also
consider the structure of second order k-dimensional parameter space, but only locally.

9



10 1. Introduction

Using these structures, we will consider the Lagrange formulation, and obtain the
Euler-Lagrange equations that are reparameterisation invariant. Examples on simple case
as Newton dynamics and De Broglie field is presented, and the results are compared with
the standard formulation, which is parameter dependent.

The reason that we expect Finsler and Kawaguchi geometry (in the above context)
and the Lagrange formulation considered on these setting to be important in constructing
viable theories in physics is because of the parameterisation invariance and its extend-
ability compared to, for example, Riemannian geometry. Ootsuka, Tanaka and Yahagi
proposed concrete examples of such application in [8, 9, 16]. This thesis will provide
the mathematical background for these discussions. Especially, we intended to prepare
a foundation that can provide a classical field theory a geometrically natural extension,
which unifies the spacetime and field, in language of physics. Mathematically, this means
we will consider the spacetime as submanifold embedded in a higher dimensional space,
without any fibration over the parameter space. In this thesis, we will only consider the
case where spacetime is diffeomorphic to a closed k-dimensional rectangle in Rk.

The parameter invariant theories of calculus of variations are also considered in differ-
ent mathematical settings, notably by Grigore, D. Krupka, M. Krupka, Saunders, Urban,
in terms of Jets and Grassmannian fibrations [3, 6, 11, 17].

The structure of this thesis will be as the following. In the following chapter, we
will begin with setting up the basic structures and definitions used in the theory. Ba-
sics definitions such as bundles, multivector bundles, induced charts, multi-tangent maps,
integration on a submanifold are given. In Chapter 3, we will introduce the Finsler geom-
etry and its basic properties. Some historical concepts are described briefly. Curves, arc
segment, its parameterisation and length are described. We will also discuss the reason
why the standard definition of Finsler geometry is too strict for the application to physics.
The relation between Hilbert form and Cartan form is also presented here. In Chapter 4,
we will introduce the Kawaguchi geometry and its basic properties. We propose a global
definition of Kawaguchi geometry, such that for the higher order case, the length of an
arc segment will be invariant with respect to reparameterisation. For the multi dimen-
sional case, we will also introduce k-curve, k-patches and its k-area. Similarly as in the
previous case, we propose a definition of Kawaguchi geometry, such that the k-area of a
k-patch remain unchanged by reparameterisation. We especially construct the second or-
der 1-dimensional parameter case, first order k-dimensional parameter case globally, and
finally the second order k-dimensional parameter case locally (namely, the total space is
Rn, with n ≥ k).

In Chapter 5 we finally discuss on Lagrange formulation, using the structures intro-
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duced in the previous chapters. First for the Finsler case, then Kawaguchi case for second
order 1-dimensional parameter case, and first order k-dimensional case. The obtained re-
sults are compared for concrete example such as Newton dynamics and De Broglie field.
We will summarise our results in Chapter 6.

About the references:

For the basic structures as manifolds, coordinate charts, tangent vectors, vector fields,
we referred to the text by D. Krupka, ”Advanced Analysis on Manifolds (to be pub-
lished)”, Y. Matsumoto, ”Foundation of Manifolds(多様体の基礎)”, B. O’Neill, ”Semi-
Riemannian Geometry With Applications to Relativity”. The book ”Metrical differential
geometry(計量微分幾何学)” by M. Matsumoto is one of the basic references for Finsler
and Kawaguchi geometry, which unfortunately is not translated to English. Other refer-
ences will be stated when appeared.

About the notations:

Unless otherwise stated, the double occurrence of indices in the formula means sum-
mation, following the standard convention of Einstein. The symmetrisation of indices is
denoted by round parenthesis, for example,

A(iBj) :=
1

2!
(AiBj + AjBi) (1.0.1)

The anti-symmetrisation of indices is denoted by square parenthesis, for example,

A[iBj] :=
1

2!
(AiBj − AjBi) (1.0.2)

The bases of k-multivector at a point p ∈ M is often expressed
(

∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
p

,

which abbreviates
(

∂

∂xµ1

)
p

∧· · ·∧
(

∂

∂xµk

)
p

. Throughout this thesis, we will consider a

real smooth manifold, which has Hausdorff, second-countable and connected topology.

About the conventions:

The differential forms (cotangent vectors) are related to the tensor product by the
following convention,

α∧β := α⊗ β − β ⊗ α. (1.0.3)
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α, β are 1-forms(cotangent vectors). The k-covector in the form α1∧α2∧· · ·∧αk ∈ ΛkV ∗,
maps k vectors X1, X2, ···, Xk ∈ V to a number by
α1∧α2∧· · ·∧αk(X1, X2, · · ·, Xk) := det(αi(Xj)). The general k-covector maps k vectors
X1, X2, ···, Xk ∈ V to a number by its linear extension. In coordinate basis

α =
1

k!
αi1···ikdx

i1∧· · ·∧dxik , Xi = Xi
j ∂

∂xj
, (1.0.4)

α(X1, X2, · · ·, Xk) := αii···ikX1
j1 · · ·Xjk

k δ
[j1
i1
· · ·δjk]ik

= αii···ikX1
i1· · ·X ik

k . (1.0.5)



Chapter 2

Basic structures

Our aim here is to set up the space where Finsler and Kawaguchi structure will be en-
dowed, and the calculus of variation could be carried out. We begin by defining standard
vector bundle structures and the products of them, and introduce the k-multivector bundle
which is a k-fold antisymmetric tensor product bundle. This bundle will be the stage for
considering the theory of calculus of variation for first order k parameter space, i.e., first
order field theory, where parameter space corresponds to the spacetime. For construct-
ing the stage for second order field theory, we will extend this concept to second order
k-antisymmetric tensor product space by standard manipulations on vector bundles. We
will begin by introducing the fibred manifold and fibred coordinates, trivialisation and
concept of bundles, then additionally the properties of a vector space to consider vector
bundles and its product spaces. Then we will further consider the sub-bundles of them, by
certain bundle isomorphism. The obtained final bundle will be the stage for our parame-
terisation invariant theory of calculus of variation, which we apply to the field theory. This
chapter mostly refers to the textbook by D. J. Saunders, ”The Geometry of Jet Bundles”,
with slight changes in notations.

2.1 Bundles

Definition 2.1. Fibred manifold
A fibred manifold is a triple (E, π,M) where E and M are manifolds, and π : E → M

is a surjective submersion. E is called the total space, M the base space, and π is a
projection. The subset π−1(p) ⊂ E over each point p ∈M is called a fibre, and is usually
denoted by Ep.

We occasionally use the projection π to denote the total fibred manifold, instead of

13



14 2. Basic structures

writing the triple.

Definition 2.2. Adapted chart of a fibred manifold
Let (E, π,M) be a fibred manifold such that dimM = n, dimE = n +m. The adapted
chart of an open set V ⊂ E is a chart (V, ψ), ψ = (yν), ν = 1, ···, n + m, such that for
any points a, b ∈ V , π(a) = π(b) = p, p ∈ M , then pr1(ψ(a)) = pr1(ψ(b)), where
pr1 := Rn+m → Rn .

The existence of such adapted chart is guaranteed by the following lemma.

Lemma 2.3. Let f : E → M be a Cr(1 ⩽ r ⩽ ∞) map, and dimM = n, dimE =

n + m. If f is a submersion at q0 ∈ E, that is, if for the neighbourhood V of q0, the
tangent map Tqf : TqE → Tf(q)M at ∀q ∈ V is surjective and has constant rank, then
there exists a chart (V, ψ), ψ = (yν) on E such that, for any a, b ∈ V , f(a) = f(b) = p,
p ∈M , then pr1(ψ(a)) = pr1(ψ(b)), where pr1 := Rn+m → Rn.

For the proof, we refer to [5], [10].

The adapted chart (V, ψ) on the total space E induces a chart on the base space M
by π. This induced chart can be denoted as (π(V ), φ), where the coordinate function
φ : π(V ) → Rn is given by setting φ(π(a)) = pr1(ψ(a)), a ∈ V . It is convenient to use
the same notation for the first n coordinate functions for both ψ and φ, so that, (V, ψ),
ψ = (x1, ···, xn, y1, ···, ym) and (π(V ), φ), φ = (x1, ···, xn).

Definition 2.4. Local trivialisation
Let (E, π,M) a fibred manifold and p ∈ M . A local trivialisation of π around p is a
triple (Up, Fp, tp), where Up is a neighbourhood of p, Fp is a manifold, and

tp : π
−1(Up) → Up × Fp (2.1.1)

is a diffeomorphism satisfying the condition pr1◦ tp = π|π−1(Up), with pr1 denoting the
Cartesian product projection onto the first set.

Definition 2.5. Bundle
A fibred manifold which has at least one local trivialisation around each point on M is
called a bundle.

We occasionally use the projection π to denote the bundle itself, instead of writing the
triple.
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Example 2.6. Tangent bundle
For the caseE = TM , a tangent space ofM , the triple (TM, τ,M) with τ being a natural
projection which sends each tangent vector vp ∈ TpM at point p ∈M to p ∈M becomes
a bundle, and is called the tangent bundle.

Each chart on M induces a local trivialisation of TM . The local trivialisation of the
tangent bundle around p ∈ M could be introduced in the following way. Let (Up, φ),
φ = (xµ), µ = 1, ···, n, such that p ∈ Up be a chart on the base space M . For any element

ξ of τ−1(Up) ⊂ TM at p have the coordinate expression, ξ = ξµ
(

∂

∂xµ

)
p

. Then the

trivialisation (Up, Fp, tp) induced by the chart (Up, φ) on the base space M is (Up,Rn, tp),
where tp is given by tp(ξ) = (τ(ξ), (ξ1, ···, ξn)). Let (U,φ) be a chart on M . In general,
the set π−1(U), U ⊂ M of a bundle (E, π,M) cannot be covered by a single chart. H
owever, for the case of a tangent bundle this is possible. The charts on M induces such
specific charts on TM via local trivialisation.

Definition 2.7. Induced charts of a tangent bundle
Let (TM, τ,M) be a tangent bundle with dimM = n, and (U,φ), φ = (xµ) a chart on
U ⊂M . Since for any p ∈M we have the local trivialisation (Up,Rn, tp), tp(τ−1(Up)) =

Up × Rn, we define the induced chart of a tangent bundle on τ−1(Up) ⊂ TM for any
p ∈M by (τ−1(Up), ψ), ψ(ξ) = (φ(τ(ξ)), (ξ1, ···, ξn)), where ξ ∈ τ−1(Up).
Especially, we may use the convenient expressions as ψ = (x1, x2, ···, xn, y1, y2, ···, yn),
where yµ(ξ) = ξµ, µ = 1, ···, n.

These induced charts define on TM the structure of C∞-manifold of dimension 2n.

Definition 2.8. Global trivialisation
Let (E, π,M) be a fibred manifold. A global trivialisation of π is a triple (M,F, t),
where F is a manifold, and t : E →M × F is a diffeomorphism satisfying the condition
pr1◦ t = π, with pr1 denoting the Cartesian product projection onto the first set. F is
called a typical fibre of π.

Definition 2.9. Trivial fibre bundle
A fibred manifold which has a global trivialisation is called a trivial fibre bundle.

We show in Figure 2.1, three diagrams of fibred manifolds： general, bundle, and
trivial.

Definition 2.10. Fibred product bundles
Let (E, π,M) and (H, ρ,M) be bundles over the same base manifold M . The fibred
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Figure 2.1: Fibre bundles

product bundle is a triple (E×MH, π×Mρ,M), where the total space E×MH is defined
by

E ×M H := {(p, q) ∈ E ×H : π(p) = ρ(q)} (2.1.2)

and the projection map π×Mρ is defined by

(π×Mρ)(p, q) = π(p) = ρ(q). (2.1.3)

Bellow we will check that the triple (E×MH, π×Mρ,M) indeed has a bundle struc-
ture.

First, the total spaceE×MH is a submanifold ofE×H , sinceE×MH = (π × ρ)
−1∆M ,

where ∆M is the diagonal set

∆M = {(p, q) ∈M ×M | p, q ∈M, p = q}. (2.1.4)

Suppose the adapted charts on VE ⊂ E, VH ⊂ H , such that π(VE) ∩ ρ(VH) ̸= ∅ are
given by (VE, ψE), ψE = (xµ, ya), (VH , ψH), ψH = (xµ, zA), then it induces a chart
on U = (π(VE) ∩ ρ(VH)) ⊂ M , namely, (U,φ), φ = (xµ). Let the adapted chart
on VE×H ⊂ E × H be (VE×H , ψE×H), with VE×H = (π × ρ)−1U , ψE×H(p, q) =(
φ(π(p)), ya(p), φ(ρ(q)), zA(q)

)
, where (p, q) ∈ E × H . Then by considering the co-

ordinate expressions of equations of a submanifold φ(π(p)) = φ(ρ(q)), the total space
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E×MH has an adapted chart (VE×MH , ψE×MH), where

VE×MH = (E×MH) ∩ VE×H ,

ψE×MH(p, q) =
(
φ(π(p)), ya(p), zA(q)

)
, (2.1.5)

with (p, q) ∈ E ×H, π(p) = ρ(q).
These charts define on E×MH the structures of a C∞-manifold.
Next, we will obtain the local trivialisation (Ur, Fr, tr) on every point of r ∈M in the

following way.
Since (E, π,M) and (H, ρ,M) are both bundles, they have a local trivialisation around

each point r ∈ M . Denote these as (Ur, Er, sr), (Vr, Hr, ur), then sr : π−1(Ur) →
Ur ×Er , ur : ρ−1(Vr) → Vr ×Hr. Then for any r ∈M , we can obtain the local triviali-
sation of (E×MH, π×Mρ,M) around r by tr : (π×Mρ)

−1(Ur ∩ Vr) → (Ur ∩ Vr) × Fr,
where Fr = Er × Hr, and tr(p, q) = (π(p), ya(p), zA(q)) = (ρ(q), ya(p), zA(q)). Ac-
cordingly, the triple (E×MH, π×Mρ,M) becomes a bundle.

Definition 2.11. Bundle morphism
If (E, π,M) and (H, ρ,N) are bundles, then a bundle morphism from π to ρ is a pair
(f, f̄) where f : E → H , f̄ : M → N and ρ◦ f = f̄ ◦π. The map f̄ is called a projection
of f .

Example 2.12. Let (E, π,M) be a bundle, and (TE, Tπ, TM) its tangent bundle. There
is a bundle morphism from Tπ to π, which is a pair of tangent bundle projections (τE, τM).

Example 2.13. Let (E, π,M) be a bundle, and (X, X̄) a bundle morphism to (TE, Tπ, TM).
X is called a projectable vector field, and its projection X̄ satisfies the relation, X̄◦π =

Tπ◦X .

Definition 2.14. Pull-back bundle
Let (E, π,M) be a bundle, and f : N → M a smooth map. The pull-back of the bundle
π by f is denoted by (f ∗E, f ∗π,N), where the total space f ∗E is defined by,

f ∗E = {(u, x) ∈ E ×N |π(u) = f(x)}, (2.1.6)

that is, f ∗E = E×MN , and the projection map f ∗π is defined by f ∗π(u, x) = x. The
bundle f ∗π is called a pull-back bundle of π by f .

Definition 2.15. Sub-bundle
If (E, π,M) is a bundle andE ′ ⊂ E is a submanifold such that the triple (E ′, π|E′ , π(E ′))

is itself a bundle, then π|E′ is called a sub-bundle of π.
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Definition 2.16. Vector bundle
A vector bundle is a quintuple (E, π,M, σ, µ) with the following structures,
1. (E, π,M) is a bundle
2. Denote the fibre over p ∈M as Ep. Namely, Ep = π−1(p). Then,
(a) σ : E×ME → E satisfies, for each p ∈M , σ(Ep × Ep) ⊂ Ep

(b) µ : R× E → E satisfies, for each p ∈M , µ(R× Ep) ⊂ Ep

(c) (Ep, σ|Ep×Ep
, µ|R×Ep

) is a real vector space for each p ∈M

3. for each p ∈ M , there is a local trivialization (Wp,Rn, tp) called a linear local trivial-
isation, satisfying the condition that, for q ∈ Wp, the map pr2◦ tp|Ep

: Ep → Rn where
tp|Ep

: Ep → {q} × Rn and pr2 : {q} × Rn → Rn, is a linear isomorphism.

Under the linear local trivialization, the maps σ and µ correspond to addition of vec-
tors on Rn, and scalar multiplication of vectors on Rn, respectively.

Example 2.17. The tangent bundle (TM, τ,M) is a vector bundle. The linear local trivi-
alisation around each point p ∈M is given by (Up,Rn, tp), for each p ∈M , the fibre TpM
has the property of vector space, therefore av1 + bv2 ∈ TpM, a, b ∈ R, v1, v2 ∈ TpM .

Definition 2.18. Vector bundle adapted charts
Let m = dimM , n = dimE, and (π−1(W ), ψ), ψ = (u1, ···, un) the adapted coordinates
on (E, π,M) induced by the chart (W,φ), φ = (x1, ···, xm) on W ⊂ M , chosen to be
linear on π. Such charts are called vector bundle adapted charts.

In such charts, the elements of E can be expressed by ξ = ξαeα, α = 1, ···,m, where
the base eα ∈ ΓW (π) is a family of local section defined by uβ(eα(p)) = δβα for all p ∈ W .
In this way, linear operations on sections could be defined pointwise.

Example 2.19. The vector bundle adapted chart of the tangent bundle (TM, τ,M), is the
induced chart (τ−1(U), ψ),ψ(ξ) = (xµ(τ(ξ)), ξµ) given in (2.7), and the corresponding

local sections are the vector fields
∂

∂xµ
.

Example 2.20. The vector bundle adapted chart of the cotangent bundle (T ∗M, τ ∗,M),
is the induced chart ((τ ∗)−1(U), ψ∗),ψ∗(α) = (xµ(τ ∗(α)), αµ), where α ∈ T ∗M , and the
corresponding local sections are the 1-forms dxµ.

Definition 2.21. Tensor product
Let (E, π,M) and (F, ρ,M) be vector bundles with fibresEp, Fp respectively. The tensor
product of π and ρ is the vector bundle with fibres Ep ⊗ Fp and is denoted (E ⊗ F, π ⊗
ρ,M).
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Definition 2.22. : Antisymmetric/symmetric tensor product
Let (E1, π1,M), ···, (Ek, πk,M) be vector bundles. The k-fold antisymmetric tensor prod-
uct is a vector bundle with completely antisymmetric properties denoted by (E1∧E2∧···∧Ek,

π1∧π2∧···∧πk,M). For k = 2, every fibre is defined by the antisymmetric product

E1,p∧E2,p = E1,p ⊗ E2,p − E2,p ⊗ E1,p (2.1.7)

for all p ∈M . Similarly, the k-fold symmetric product is a vector bundle with completely
symmetric properties denoted by (E1 ⊙ E2 ⊙ ··· ⊙ Ek, π1 ⊙ π2 ⊙ ··· ⊙ πk,M). For k = 2,
every fibre is defined by the symmetric product

E1,p ⊙ E2,p = E1,p ⊗ E2,p + E2,p ⊗ E1,p (2.1.8)

for all p ∈M .

Any tensor product of tangent and cotangent bundles which has the same base space
M become a tensor product bundle over M .

2.1.1 Second order tangent bundle

Here we will review the definitions of T 2M and its basic properties which will be used
for considering the theory of second order mechanics. Higher order theory could be
constructed by similar induction, and is introduced briefly in the following section. These
method of construction will be also used in order to create the basic structures for the
higher order field theory, which later will be introduced in this chapter.

Definition 2.23. Second order tangent bundle T 2M over TM
Let (TM, τM ,M) be the tangent bundle with base space M and (TTM, τTM , TM) the
tangent bundle with the base space TM . The tangent map TτM of τM also induces the
bundle (TTM, TτM , TM). Denote the subset of elements ξ ∈ TTM which satisfy the
equations of submanifold

τTM(ξ) = TτM(ξ) (2.1.9)

as T 2M , and a map from T 2M to TM by τ 2,1M := τTM |T 2M . The triple (T 2M, τ 2,1M , TM)

becomes a bundle, which is a sub-bundle of (TTM, τTM , TM). We will call this a second
order tangent bundle over TM .

To check (T 2M, τ 2,1M , TM) is a bundle, we first introduce manifold structure on T 2M ,
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namely we will introduce charts, and prove that these charts define a smooth structure on
T 2M . Let dimM = n, and the chart on U ⊂ M be (U,φ), φ = (xµ). The induced chart
on TM and TTM is (V, ψ), V = τ−1

M (U), ψ = (xµ, ẋµ), and (Ṽ 2, ψ̃2), Ṽ 2 = τ−1
TM(V ),

ψ̃2 = (xµ, ẋµ, yµ, ẏµ) respectively. The elements of T 2M have a specific form, namely
they satisfy the condition τTM(ξ) = TτM(ξ), ξ ∈ TTM . Let the local expression of
ξq ∈ TqTM, q ∈ V ⊂ TM be

ξq = ξµ1

(
∂

∂xµ

)
q

+ ξµ2

(
∂

∂ẋµ

)
q

, (2.1.10)

then τTM(ξq) = q and TτM(ξq) = ξµ1

(
∂

∂xµ

)
τM (q)

. In coordinate expressions,

(xµ(q), ẋµ(q)) =

(
xµ

(
ξν1

(
∂

∂xν

)
τM (q)

)
, ẋµ

(
ξν1

(
∂

∂xν

)
τM (q)

))
= ((xµ◦ τM)(q), ξµ1 ) .

(2.1.11)

Therefore, the elements of T 2U have the form

vq = ẋµ(q)

(
∂

∂xµ

)
q

+ vµ
(

∂

∂ẋµ

)
q

, (2.1.12)

for q ∈ V . Furthermore, since every elements of T 2U in chart expression are in the form,

(xµ(vq), ẋ
µ(vq), y

µ(vq), ẏ
µ(vq)) = ((xµ◦ τM(q), ẋµ(q), ẋµ(q), vµ), (2.1.13)

we can choose a chart (V 2, ψ2), ψ2 = (xµ, ẋµ, ẍµ), V 2 = Ṽ 2 ∩ T 2M, µ = 1, . . . , n on
T 2M .

Clearly the fibres of τ 2,1M are not vector spaces, since in general the scalar multiplica-
tion of vq does not belong to the same fibre.

Now, let (V 2, ψ2), ψ2 = (xµ, yµ, zµ) and (V̄ 2, ψ̄2), ψ̄2 = (x̄µ, ȳµ, z̄µ) be two charts on
T 2M , with V 2 ∩ V̄ 2 ̸= ∅. Then express the element ξq ∈ V 2 ∩ V̄ 2, q ∈ TM , by these
charts,

ξq = yµ(q)

(
∂

∂xµ

)
q

+ ξµ
(

∂

∂yµ

)
q

= ȳµ(q)

(
∂

∂x̄µ

)
q

+ ξ̄µ
(

∂

∂ȳµ

)
q

, (2.1.14)
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with zµ(ξq) = ξµ, z̄µ(ξq) = ξ̄µ. The bases of TM will transform as

∂

∂x̄µ
=
∂xν

∂x̄µ
∂

∂xν
+
∂yν

∂x̄µ
∂

∂yν
,

∂

∂ȳµ
=
∂yν

∂ȳµ
∂

∂yν
=
∂xν

∂x̄µ
∂

∂yν
, (2.1.15)

and we have the transformation rule for the new coordinate zµ by

z̄µ =
∂x̄µ

∂xν
zν +

∂ȳµ

∂xν
yν =

∂x̄µ

∂xν
zν +

∂2x̄µ

∂xν∂xρ
yνyρ. (2.1.16)

These transformations are smooth, and the charts form a smooth atlas on T 2M . The
natural inclusion ι : T 2M → TTM has a coordinate expression,

xµ◦ ι = xµ, ẋµ◦ ι = yµ, yµ◦ ι = yµ, ẏµ◦ ι = zµ. (2.1.17)

The it l.h.s. denotes coordinates on TTM while the r.h.s. denotes coordinates on T 2M .
This shows that T 2M is a submanifold of TTM . Now τ 2,1M is a surjective submersion
by definition, so it remains to check the local trivialisation. The local trivialisation of
(T 2M, τ 2,1M , TM) around any point p ∈ TM is given by (Vp,Rn, tp),

tp : (τ
2,1
M )−1(Vp) → Vp × Rn, p ∈ Vp, (2.1.18)

where Vp is an open set of TM , which in chart expression for any ξ ∈ (τ 2,1M )−1(Vp) is

tp(ξ) = (τ 2,1M (ξ), ẍµ(ξ)). (2.1.19)

Therefore, (T 2M, τ 2,1M , TM) is indeed a bundle.

Definition 2.24. Second order tangent bundle
The triple (T 2M, τ 2,0M ,M) with τ 2.0M = τM ◦ τ 2,1M is also a bundle with the trivialisation
(Up,R2n, tp), tp : (τ

2,0
M )−1(Up) → Up×R2n, around any p ∈M , which in chart expression

for any ξ ∈ (τ 2,0M )−1(Up) is

tp(ξ) = (τ 2,0M (ξ), ẋµ(ξ), ẍµ(ξ)). (2.1.20)

We will call this a second order tangent bundle over M , or simply, second order tangent
bundle.

In the theory of second order mechanics, the dynamical variables are the section of
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the second order tangent bundle.

2.1.2 Higher order tangent bundle

Now we will briefly introduce the higher order tangent bundles. This concept will be used
to define the total derivatives of the higher order (Chapter 5), when deriving the reparame-
terisation invariant Euler-Lagrange equations. We will especially give the construction of
(T 3M, τ 3,2M , T 2M), and the r-th order (T rM, τ r,r−1

M , T rM) could be obtained iteratively.

Definition 2.25. Third order tangent bundle T 3M over T 2M

Consider the bundle morphism (Tτ 2,1M , τ 2,1M ) from (TT 2M, τT 2M , T
2M) to (TTM, τTM ,

TM). We define the set T 3M by,

T 3M := {u ∈ TT 2M | ι◦ τT 2M(u) = Tτ 2,1M (u)}, (2.1.21)

where ι is the inclusion map ι : T 2M → TTM , and its coordinate expression given by
(2.1.17). Let (Ṽ 2, ψ̃2), ψ̃2 = (xµ, yµ, ẋµ, ẏµ) be the induced chart on TTM and (Ṽ 3, ψ̃3),
ψ̃3 = (xµ, yµ, zµ, ẋµ, ẏµ, żµ) be the induced chart on TT 2M . The elements of TT 2M

have the local expressions

uq = uµ1

(
∂

∂xµ

)
q

+ uµ2

(
∂

∂yµ

)
q

+ uµ3

(
∂

∂zµ

)
q

, q ∈ T 2M (2.1.22)

and the submanifold equations will give

xµ(Tqτ
2,1
M (u)) = xµ◦ ι(q),

yµ(Tqτ
2,1
M (u)) = yµ◦ ι(q),

ẋµ(Tqτ
2,1
M (u)) = uµ1 = yµ◦ ι(q),

ẏµ(Tqτ
2,1
M (u)) = uµ2 = zµ◦ ι(q), (2.1.23)

where the coordinate functions in the l.h.s. are on TTM , while the r.h.s represents the
coordinate functions of T 2M . Then we will have for coordinate functions on TT 2M ,

xµ(u) = xµ◦ ι(q),

yµ(u) = yµ◦ ι(q),

ẋµ(u) = uµ1 = yµ◦ ι(q),

ẏµ(u) = uµ2 = zµ◦ ι(q), (2.1.24)



2.1. Bundles 23

therefore, the elements of T 3M will have the form

wq = yµ(q)

(
∂

∂xµ

)
q

+ zµ(q)

(
∂

∂yµ

)
q

+ wµ
(

∂

∂zµ

)
q

, (2.1.25)

and we will take the induced chart on T 3M as (V 3, ψ3), ψ3 = (xµ, yµ, zµ, wµ). We can
check the set (T 3M, τ 3,2M , T 2M) with τ 3,2M := τT 2M |T 3M is a bundle in the similar way we
did for the case of (T 2M, τ 2,1M , TM). Clearly, τ 3,2M is a sub-bundle of (TT 2M, τT 2M , T

2M).
We will call the set (T 3M, τ 3,2M , T 2M) the third order tangent bundle over T 2M .

We can similarly construct the r-th order tangent bundle over T r−1M ; namely (T rM,

τ r,r−1
M , T r−1M) by induction. The bundle projection is defined by,

τ r,r−1
M := τT r−1M |T rM . (2.1.26)

Consider the bundle morphism (Tτ r−1,r−2
M , τ r−1,r−2

M ) from (TT r−1M, τT r−1M , T
r−1M) to

(TT r−2M, τT r−2M , T
r−2M). Then we will define the total space T rM by

T rM := {u ∈ TT r−1M |Tτ r−1,r−2
M (u) = ιr−1◦ τT r−1M(u)}, (2.1.27)

where ιr−1 : T r−1M → TT r−2M is the inclusion map. (T rM, τ r,r−1
M , T r−1M) is a sub-

bundle of (TT r−1M, τT r−1M , T
r−1M).

2.1.3 Multivector bundle

The completely antisymmetric tensor product bundles are the structures we need for fur-
ther discussions on calculus of variation, especially when the dimension of parameter
space is greater than one, namely for the consideration of a field theory. It is related to the
concept of multivectors and multivector fields, which is introduced below.

Definition 2.26. k-multivectors
A k-multivector with k ⩽ n is an element of exterior algebra over a vector space V
denoted by Λk(V ). It is a linear combination of the multivectors of the form v1∧···∧vk,
v1, ···, vk ∈ V . When the k-multivector is in the form v1∧···∧vk, it is called a decomposable
multivector.

This space Λk(V ) has a natural space of the vector space.
One geometric way to understand the vector field was to see it as a section of a tangent

bundle, (TM, τ,M). Similarly, the multivector fields could be understood as a section of
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the k-fold antisymmetric tensor product bundle of (ΛkTM,ΛkτM ,M). We denote

ΛkTM :=
∪
p∈M

ΛkTpM (2.1.28)

and ΛkτM := τM∧···∧τM (k-alternating products). Below we will give the definition, and
see that this is indeed a vector bundle.

Definition 2.27. k-Multivector bundle
The triple (ΛkTM, π,M) where π = ΛkτM is a projection π(v) = p for v ∈ ΛkTM ,
p ∈M , has a vector bundle structure, and is called the k-multivector bundle.

First, we will introduce a smooth structure on ΛkTM . Let the chart on the base space
M be (U,φ), φ = (xµ), and v ∈ π−1(p), p ∈ U . The bases of k-multivector constructed

from natural bases

((
∂

∂x1

)
p

, · · ·,
(

∂

∂xn

)
p

)
onU are in the form

(
∂

∂xi1

)
p

∧· · ·∧
(

∂

∂xik

)
p

,

where i1, ···, ik are integers taken from 1, ···, n without overlapping, and we denote this by

the abbreviation
(

∂

∂xi1
∧· · ·∧ ∂

∂xik

)
p

. The coordinate expression of v by these bases is

v =
1

k!
vi1···ik

(
∂

∂xi1
∧· · ·∧ ∂

∂xik

)
p

, (2.1.29)

where vi1···ik are real numbers with alternating superscripts. We may also use the local
expression of v using ordered bases, i.e.,

v =
∑

i1<i2<···<ik

vi1···ik
(

∂

∂xi1
∧· · ·∧ ∂

∂xik

)
p

. (2.1.30)

Define the functions yµ1···µk on π−1(U) by yµ1···µk(v) = vµ1···µk , then we can obtain the
induced chart on V ⊂ ΛkTM , by (V, ψ), V = π−1(U), ψ = (xµ, yµ1···µk). When
considering an exact value, we assume the superscripts are ordered.

To see the coordinate transformations, let (V, ψ), V = π−1(U), ψ = (xµ, yµ1···µk) and
(V̄ , ψ̄), V̄ = π−1(Ū), ψ̄ = (x̄µ, ȳµ1···µk) be two charts on ΛkTM , with V ∩ V̄ ̸= ∅. Then
express the element vp ∈ V ∩ V̄ , p ∈ U ∩ Ū ⊂M by these charts,

vp =
1

k!
yµ1···µk(p)

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
p

=
1

k!
ȳµ1···µk(p)

(
∂

∂x̄µ1
∧· · ·∧ ∂

∂x̄µk

)
p

.

(2.1.31)
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The bases of ΛkTM will transform as

∂

∂x̄µ1
∧· · ·∧ ∂

∂x̄µk
=
∂xν1

∂x̄µ1
· · ·∂x

νk

∂x̄µk
∂

∂xν1
∧· · ·∧ ∂

∂xνk
, (2.1.32)

so the transformation equation for the coordinate functions on ΛkTM are

x̄µ = x̄µ(xν), (2.1.33)

ȳν1···νk =
∂x̄ν1

∂xµ1
· · ·∂x̄

νk

∂xµk
yµ1···µk . (2.1.34)

These transformations are smooth. Such induced charts define on ΛkTM the structure of
C∞-manifold of dimension n+ nCk.

Now, (ΛkTM, π,M) naturally becomes a bundle by the projection, π(v) = p for
v ∈ ΛkTpM, p ∈ M , since for any v ∈ ΛkTM , there always exist a unique p ∈ M , such
that v ∈ ΛkTpM , and we assumed dimM and therefore dimΛkTM are both constant.

This bundle structure can be also constructed by taking a k-fold alternating product
of (TM, τ,M), which is denoted by (ΛkTM,Λkτ,M), and is a sub-bundle of the tensor
product bundle (⊗kTM,⊗kτ,M).

Definition 2.28. k-multivector field
k-multivector field is a section of (ΛkTM, π,M). We denote all sections of π by Γ(ΛkTM),
or equivalently Xk(M).

Definition 2.29. Local coordinate expression of k-multivector field
Let (U,φ), φ = (xµ) be a chart on M , the local expression of Y ∈ Γ(ΛkTU) is

Y =
1

n!
f i1···ik

∂

∂xi1
∧· · ·∧ ∂

∂xik
(2.1.35)

with f i1···ik ∈ C∞(U) alternating in all the superscripts.

Definition 2.30. Decomposable k-multivector field
Let X be a k-multivector field. X is a decomposable k-multivector field iff there exists
X1, ···, Xk ∈ X(M) such that X = X1∧···∧Xk. We denote all decomposable k-multivector
fields by X∧k(M).

Definition 2.31. Locally decomposable k-multivector field
Let X be a k-multivector field. We say that X is decomposable at p ∈ M , if there exists
a neighbourhood Up ⊂ M of p, and X1, ···, Xk ∈ X(Up), such that X = X1∧···∧Xk on Up.
X is called locally decomposable k-multivector field iff for every p ∈ M there exists a
neighbourhood Up ⊂M and X1, ···, Xk ∈ X(Up) such that X = X1∧···∧Xk on each Up.
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We denote all locally decomposable k-multivector fields by X̃∧k(M). k-multivector
fields forms a C∞(M)-module, and it is a dual concept to the k-form. We will show this
in the following lemma 2.33, and for this purpose, we introduce the theorem by Morita.

Theorem 2.32. Correspondence of alternating map and Forms (Morita)
Let M be a n-dimensional C∞-manifold, and Ωk(M) a module of all k-forms over M .
Ωk(M) can be naturally identified with the module of C∞(M) multi-linear, alternating
mapping X(M)× · · · × X(M) → C∞(M).

Proof. Suppose we have a map ω which satisfies the above properties. We first prove
that the value ω(X1, ···, Xk)(p), is determined only by the values of X1, ···, Xk ∈ X(M)

at point p ∈ M . By multi-linearity, it is sufficient to prove that for certain Xi, with
1 ⩽ i ⩽ k, ω(X1, ···, Xk)(p) = 0 for Xi(p) = 0. Take i = 1, and local coordinates around

p : (U ;x1, ···, xn). On U , the vector field X1 is expressed by X1 = fj
∂

∂xj
, with fi(p) = 0.

Consider an open set V which V̄ ⊂ U , and a function h ∈ C∞(M) such that,

h(q) =


1 . . . q ∈ V

0 . . . q /∈ U

. (2.1.36)

Let Yj = h
∂

∂xj
, Yj ∈ X(M), and f̃j := hfj , then, f̃j ∈ C∞(M).

By simple modification; X1 = fjYj + (1 − h)X1, and by the multi-linearity of the
map ω,

ω(X1, · · ·, Xk)(p) = ω(fjYj + (1− h)X1, X2, · · ·, Xk)(p)

= fj(p)ω(Yj, X2, · · ·, Xk)(p) + (1− h(p))ω(X1, · · ·, Xk)(p) = 0. (2.1.37)

Having this, we can obtain a k-form as the following. For every p ∈ M , and tangent
vectors X̃1, ···, X̃k ∈ TpM , choose vector fields Xi, (i = 0, ···, k), such that Xi(p) = X̃i.
Put ω̃p(X̃1, ···, X̃k) = ω(X1, ···, Xk)(p). By the previous discussion, this does not depend
on the choice of vector field, and it is obvious that ω̃p is C∞. Then, ω̃ is the differential
form identified with ω.

We can prove a similar result regarding multivector fields in the following lemma.

Lemma 2.33. Duality of locally decomposable k-vector fields and k-form
1. Suppose we have a map ω : Xk(M) → C∞(M) which is C∞(M)-linear. Then there
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exists a unique k-form Ω on M such that, on each chart (U,φ), φ = (xµ) of M is related
to ω by

ω(X) =
1

k!
Xµ1···µkΩ

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
(2.1.38)

for X ∈ Xk(M), Xµ1···µk ∈ C∞(M).
2. Let {(Uι, φι)} be the set of charts covering M . The restriction ω|L.D. : X̃∧k(M) →
C∞(M) given by ω|L.D.(X) = ω(X) where X ∈ X̃∧k(M), is related to Ω by

ω(X) = Ω (X1, · · ·, Xk) (2.1.39)

where X1, ···, Xk ∈ X(Uι) are the arbitrary decomposition of X on each Uι.

Proof. Suppose we have a k-form Ω. Let X1, ···, Xk be vector fields on M , and let

Xi = Xµ
i

∂

∂xµ
, i = 1, . . . , k be the chart expression of Xi in the chart (U,φ), φ = (xµ).

Then by multi-linearity of a k-form,

Ω(X1, · · ·, Xk) = Xµ1
1 · · ·Xµk

k Ω

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
. (2.1.40)

On the other hand, the k-alternating product of X1, ···, Xk forms a decomposable vector

fields, X1∧· · ·∧Xk = Xµ1
1 · · ·Xµk

k

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
, where Xµ1

1 , ···, Xµk
k ∈ C∞(M).

Set

ω

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
= Ω

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
. (2.1.41)

Now we extend ω on Xk(M) by linearity. The chart (U,φ), φ = (xµ) induces the bases

of multivectors in the form
∂

∂xµ1
∧· · ·∧ ∂

∂xµk
, and any multivector field Y ∈ Xk(M) has

a coordinate expression

Y =
1

k!
Y µ1···µk

∂

∂xµ1
∧· · ·∧ ∂

∂xµk
(2.1.42)

with Y µ1···µk ∈ C∞(U). Set

ω(Y ) =
1

k!
Y µ1···µkω

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
=

1

k!
Y µ1···µkΩ

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
. (2.1.43)

We will show that this expression is independent of charts.
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Let (Ū , φ̄), φ̄ = (x̄µ) be another chart on M such that U ∩ Ū ̸= ∅. On U ∩ Ū , we have
also

ω(Y ) =
1

k!
Ȳ µ1···µkΩ

(
∂

∂x̄µ1
, · · ·, ∂

∂x̄µk

)
. (2.1.44)

But since we have

Y =
1

k!
Y µ1···µk

∂

∂xµ1
∧· · ·∧ ∂

∂xµk
=

1

k!
Y ν1···νk

∂x̄µ1

∂xν1
· · ·∂x̄

µk

∂xνk
∂

∂x̄µ1
∧· · ·∧ ∂

∂x̄µk
(2.1.45)

we get

Ȳ µ1···µk = Y ν1···νk
∂x̄µ1

∂xν1
· · ·∂x̄

µk

∂xνk
, (2.1.46)

and since

Ω

(
∂

∂x̄µ1
, · · ·, ∂

∂x̄µk

)
=
∂xν1

∂x̄µ1
· · ·∂x

νk

∂x̄µk
Ω

(
∂

∂xν1
, · · ·, ∂

∂xνk

)
, (2.1.47)

we have

ω(Y ) =
1

k!
Y µ1···µkΩ

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
=

1

k!
Ȳ µ1···µkΩ

(
∂

∂x̄µ1
, · · ·, ∂

∂x̄µk

)
. (2.1.48)

Therefore, this expression does not depend on the chart, and Ω is uniquely determined on
M .

Conversely, suppose we have a C∞(M)-linear map ω : Xk(M) → C∞(M). By the
linearity of ω, for any multivector field Y ∈ Xk(M) we have

ω(Y ) =
1

k!
Y µ1···µkω

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
(2.1.49)

on each chart (U,φ), φ = (xµ) of M . Set

Ω

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
= ω

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
, (2.1.50)

then since the multivectors are multi-linear and skew symmetric in the vector fields
∂

∂xµ
,

by the Theorem 2.32, Ω is identified as a k-form on U . Then for the general

ω(Y ) =
1

k!
Y µ1···µkΩ

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
, (2.1.51)
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1

k!
Y µ1···µkΩ is also a k-form on U , since Y µ1···µk is a function on U . Globalisation is

carried out similarly. Thus we have proved the first part of the Lemma.

Now consider the special case where X ∈ X̃∧k(M) is locally decomposable. Without
any loss of generality, it is always possible to choose an open covering {Uι}ι∈I of M
such that for each Uι, X is decomposable, namely X = Xι,1∧···∧Xι,k, with Xι,1, ···, Xι,k ∈
X(Uι). ι ∈ I is an index taken from countable index set I . Let A = {(Uι, φι)}ι∈I be
an atlas of M , then on each Uι we have ω(X) = ω(Xι,1∧···∧Xι,k). We will prove that
this does not depend on the decomposition of X . Suppose X has another decomposition,
X = X̃ι,1∧···∧X̃ι,k, X̃ι,1, ···, X̃ι,k ∈ X(Uι) on Uι. Let the coordinates on Uι be φ = (xµ),
then the local expression of X becomes,

X = Xµ1
ι,1 · · ·X

µk
ι,k

∂

∂xµ1
∧· · ·∧ ∂

∂xµk
= X̃µ1

ι,1 · · ·X̃
µk
ι,k

∂

∂xµ1
∧· · ·∧ ∂

∂xµk
, (2.1.52)

implying X [µ1
ι,1 ···X

µk]
ι,k = X̃

[µ1
ι,1 ···X̃

µk]
ι,k . Then by the first part of the lemma, we have

ω(Xι,1∧· · ·∧Xι,k)

= Xµ1
ι,1 · · ·X

µk
ι,kΩ

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
= X

[µ1
ι,1 · · ·X

µk]
ι,k Ω

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
= X̃

[µ1
ι,1 · · ·X̃

µk]
ι,k Ω

(
∂

∂xµ1
, · · ·, ∂

∂xµk

)
= ω(X̃ι,1∧· · ·∧X̃ι,k) (2.1.53)

Therefore, this map does not depend on the choice of decomposition, and also implies
ω(Xι,1∧···∧Xι,k) = Ω(Xι,1, ···, Xι,k) on each Uι.

Definition 2.34. Tangent mapping of multivectors
Let M,N be smooth manifolds and f : M → N a C∞-map. Let (U,φ), φ = (xµ)

be a chart on M and (V, ψ), ψ = (yν) a chart on N , such that f(U) ⊂ V . We extend
the bundle morphism (Tf, f) of tangent bundles Tf : TM → TN and f : M → N

to bundle morphism of multivector bundles, (ΛkTM,ΛkτM ,M) to (ΛkTN,ΛkτN , N),
similarly as in the case of contravariant tensor bundles. Let v ∈ ΛkTpM , and let the

coordinate expression be v =
1

k!
vµ1···µk

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
p

. Then we define the image

of this multivector by the tangent map by

ΛkTf(v) =
1

k!
vµ1···µk

(
Tf

(
∂

∂xµ1

)
∧· · ·∧Tf

(
∂

∂xµk

))
f(p)

. (2.1.54)

To distinguish between the usual tangent mappings, we used the notation ΛkTf(v) to
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state that the map is acting on a k-multivector, and occasionally call them multi-tangent
map.

2.1.4 Second order multivector bundle

In the previous sections, we have prepared the basics of multivectors and second order
tangent bundle. With these foundations, we can now construct the underlying structures
required for the second order field theory, which we call the bundle of second order mul-
tivectors, and denote by ((ΛkT )2M,Λkτ 2,1M ,ΛkTM). The section of the bundle of second
order multivectors is called second order multivector field, which corresponds to the phys-
ical fields as we shall see later.

Before constructing the bundle of second order multivectors, we begin with some
basic observations.

Proposition 2.35. If (E, π,M) is a vector bundle, then (TE, Tπ, TM) is a vector bundle.

Proof. Let m = dimM , n = dimE, and (π−1(W ), ψ), ψ = (x1, ···xm, u1, ···, un) a vector
bundle adapted chart onE, induced by the chart (W,φ), φ = (x1, ···, xm) onW ⊂M . The
element of the fibreEp would then have a chart expression ϕ = ϕi(ei)p, i = 1, ···, n, where
ei are the local sections defined from the chart as in Definition 2.18. Let p ∈ U ⊂ W ,
and denote the local trivialisation of (E, π,M) at p by (Up,Rn, sp). The chart on M

and induces the local trivialisation on the bundles (TM, τM ,M) and (TE, τE, E), by
(Up,Rm, tM,p) and (sp(π

−1(Up)) = Up × Rn,Rm+n, tE,q), q ∈ E, π(q) = p, re-
spectively. We take induced charts on TM and TE associated to these trivialisation as
(τM

−1(Up), φ
1), φ1 = (xµ, yµ) and (π−1(τM

−1(Up)), ψ
1), ψ1 = (xµ, ui, ẋµ, u̇i). Further-

more, these trivialisations gives rise to the local trivialisation (Ûp, Fp, t̂p) on (TE, Tπ, TM),
by

t̂p : Tπ
−1(Up × Rm) → Up × Rm × R2n, (2.1.55)

where we denoted Up × Rm = Ûp, and R2n = Fp. Here we used the isomorphism of the
trivialisation,

S : Up × Rn × Rm+n → Up × Rm × R2n, (2.1.56)

which in local coordinates could be expressed as S(xµ, uα, ẋµ, u̇α) = (xµ, ẋµ, uα, u̇α).
S is called a swap map. Let us see how this work. Let ξϕ ∈ TϕE, ϕ = ϕiei(p) ∈

Ep. The local coordinate expression of ξϕ is given by ξϕ = ξµ
(

∂

∂xµ

)
ϕ

+ ξ̄i
(
∂

∂ui

)
ϕ

or
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equivalently, ψ1(ξϕ) = (xµ(ϕ), ϕi, ξµ, ξ̄i). The swap map will take this to

Sψ1(ξϕ) = S(xµ(ϕ), ϕi, ξµ, ξ̄i) = (xµ(ϕ), ξµ, ϕi, ξ̄i), (2.1.57)

which by the local section ei, ėi of Tπ, defined by ui(ej(z)) = δij , u̇
i(ėj(z)) = δij

for all z ∈ τM
−1(Up), could be expressed by ξq = ϕi(ei)q + ξ̄i(ėi)q ∈ (TE)q, with

q = (xµ(p), ξµ) ∈ τM
−1(Up). It is easy to see that this point q is consistent with the

projection Tϕπ(ξϕ). The swap map S(ξϕ) = ξq simply changes the base point of the
vector in TE. We can now see the fibres of Tπ becomes a vector space over each point of
z ∈ τM

−1(Up) ⊂ TM . Considering for every p ∈M , these process for each trivialisation,
we can conclude that Tπ is a vector bundle.

Proposition 2.35 tells that the k-multivector bundle (ΛkTM,ΛkτM ,M) induces a vec-
tor bundle (T (ΛkTM), TΛkτM , TM) by the tangent map TΛkτM : T (ΛkTM) → TM .
The element of T (ΛkTM) is a 1-vector at a point on ΛkTM , and if we choose a vector
bundle adapted chart (V, ψ), V = (ΛkTM)−1(Up), ψ = (xµ, yµ1···µk) on ΛkTM , induced
by the chart (U,φ), φ = (x1, ···, xm) on M , it has a coordinate expression

ξv = ξµ
(

∂

∂xµ

)
v

+
1

k!
ξµ1···µk

(
∂

∂yµ1···µk

)
v

, (2.1.58)

with ξv ∈ Tv(Λ
kTM), v ∈ (ΛkTM)p. or similarly,

ψ1(ξv) = (xµ(p), vµ1···µk , ξµ, ξµ1···µk) , (2.1.59)

by the induced chart (V 1, ψ1), V 1 = (τΛkTM)−1(V ), ψ1 = (xµ, yµ1···µk , ẋµ, ẏµ1···µk) on
T (ΛkTM). The swap map

Sψ1(ξv) = S (xµ(p), vµ1···µk , ξµ, ξµ1···µk) = (xµ(p), ξµ, vµ1···µk , ξµ1···µk) (2.1.60)

will give the multivector the expression

ξq =
1

k!
vµ1···µk(

∂

∂yµ1···µk
)q +

1

k!
ξµ1···µk(

∂

∂ẏµ1···µk
)q ∈ (TΛkTM)q, (2.1.61)

with q = (xµ(p), ξµ) ∈ τM
−1(Up), where the local section

eµ1···µk =
∂

∂yµ1···µk
, ėµ1···µk =

∂

∂ẏµ1···µk
(2.1.62)
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of TΛkτM was defined by yµ1···µk(eν1···νk (z)) = k!δ
[µ1
ν1 ···δ

µk]
νk , ẏµ1···µk(ėν1···νk (z)) = k!δ

[µ1
ν1 ···δ

µk]
νk ,

for all z ∈ ΛkτM
−1(Up). The map TΛkτM sends ξv to TΛkτM (v)M by

TΛkτM(ξv) =
∂xµΛkτMψ

−1

∂xν

∣∣∣∣
ψ(v)

ξν
(

∂

∂xµ

)
p

+
1

k!

∂xµΛkτMψ
−1

∂yν1···νk

∣∣∣∣
ψ(v)

ξν1···νk
(

∂

∂xµ

)
p

= ξµ
(

∂

∂xµ

)
p

, (2.1.63)

which is indeed the base point q of ξq, and we see that
(
TΛkτM

)
q

becomes a vector space.

The k-multivector bundle (ΛkTM,ΛkτM ,M) also induces a second order bundle
(ΛkTΛkTM,ΛkτΛkTM ,Λ

kTM) by iteration. We could introduce the induced charts for
ΛkTΛkTM similarly as we did in Definition 2.27. Let (V, ψ), ψ = (xµ, yµ1···µk) be a chart
on ΛkTM , then the natural bases of ΛkTΛkTM on V are(

∂

∂xµ
,

∂

∂yµ1···µk

)
, (2.1.64)

where µ1, ···, µk = 1, ···, n are alternating indices. The element of ΛkTΛkTM at a point
p ∈ ΛkTM will have the form

w =
1

k!
wµ1···µk

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
p

+
1

(k − 1)!
wIµ1···µk−1

(
∂

∂yI
∧ ∂

∂xµ1
∧· · ·∧ ∂

∂xµk−1

)
p

+
1

(k − 2)!2!
wI1I2µ1···µk−2

(
∂

∂yI1
∧ ∂

∂yI2
∧ ∂

∂xµ1
∧· · ·∧ ∂

∂xµk−2

)
p

+ · · ·

+
1

(k − 1)!
wI1I2···Ik−1µ

(
∂

∂yI1
∧· · ·∧ ∂

∂yIk−1
∧ ∂

∂xµ

)
p

+
1

k!
wI1I2···Ik

(
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk

)
p

. (2.1.65)

Here we have introduced a multi-index notation for visibility. The upper case latin index
I1, I2, ···, Ik is a combination of alternating k indices, such that I = µ1···µk, and has its
own unique label, and we suppressed the factorial coefficient which we will understand
as already included in the summation over I appearing consequently. For example, in the
case n = 4 and k = 2, I = 1,2, ···, 4C2 = 6, and

1 := (1 2),2 := (1 3),3 := (1 4),4 := (2 3),5 := (2 4),6 := (3 4), (2.1.66)
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we are able to write explicitly

1

2
wIJ

∂

∂yI
∧ ∂

∂yJ

= w12 ∂

∂y1
∧ ∂

∂y2
+ w13 ∂

∂y1
∧ ∂

∂y3
+ w14 ∂

∂y1
∧ ∂

∂y4
+ w15 ∂

∂y1
∧ ∂

∂y5
+ w16 ∂

∂y1
∧ ∂

∂y6

+ w23 ∂

∂y2
∧ ∂

∂y3
+ w24 ∂

∂y2
∧ ∂

∂y4
+ w25 ∂

∂y2
∧ ∂

∂y5
+ w26 ∂

∂y2
∧ ∂

∂y6

+ w34 ∂

∂y3
∧ ∂

∂y4
+ w35 ∂

∂y3
∧ ∂

∂y5
+ w36 ∂

∂y3
∧ ∂

∂y6

+ w45 ∂

∂y4
∧ ∂

∂y5
+ w46 ∂

∂y4
∧ ∂

∂y6

+ w56 ∂

∂y5
∧ ∂

∂y6

= w(12)(13) ∂

∂y(12)
∧ ∂

∂y(13)
+ w(12)(14) ∂

∂y(12)
∧ ∂

∂y(14)
+ w(12)(23) ∂

∂y(12)
∧ ∂

∂y(23)

+ w(12)(24) ∂

∂y(12)
∧ ∂

∂y(24)
+ w(12)(34) ∂

∂y(12)
∧ ∂

∂y(34)
+ w(13)(14) ∂

∂y(13)
∧ ∂

∂y(14)

+ w(13)(23) ∂

∂y(13)
∧ ∂

∂y(23)
+ w(13)(24) ∂

∂y(13)
∧ ∂

∂y(24)
+ w(13)(34) ∂

∂y(13)
∧ ∂

∂y(34)

+ w(14)(23) ∂

∂y(14)
∧ ∂

∂y(23)
+ w(14)(24) ∂

∂y(14)
∧ ∂

∂y(24)
+ w(14)(34) ∂

∂y(14)
∧ ∂

∂y(24)

+ w(23)(24) ∂

∂y(23)
∧ ∂

∂y(24)
+ w(23)(34) ∂

∂y(23)
∧ ∂

∂y(34)
+ w(24)(34) ∂

∂y(24)
∧ ∂

∂y(34)
. (2.1.67)

Therefore in this notation, coordinate functions are labelled as

yI := yµ1···µk , zI1I2ν3···νk := z(µ
1
1···µ

1
k)(µ

2
1···µ

2
k)ν3···νk , (2.1.68)

etc. The summation conventions between ordered and non-ordered indices are,

∂K

∂yI
yI :=

∑
µ1<µ2<···<µk

∂K

∂yµ1···µk
yµ1···µk =

1

k!

∂K

∂yµ1···µk
yµ1···µk , (2.1.69)

1

l!(k − l)!

∂K

∂zI1···Ilνl+1···νk
zI1···Ilνl+1···νk :=

∑
I1<I2<···<Il

∑
νl+1<νl+2<···<νk

∂K

∂zI1···Ilνl+1···νk
zI1···Ilνl+1···νk

=
∑

ordered by I

∑
µ11<···<µ1k

· · ·
∑

µl1<···<µlk

∑
νl+1<···<νk

∂K

∂z(µ
1
1···µ

1
k)···(µ

l
1···µ

l
k)νl+1···νk

z(µ
1
1···µ

1
k)···(µ

l
1···µ

l
k)νl+1···νk ,

1 ⩽ l ⩽ k, (2.1.70)
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and the induced chart of the space ΛkTΛkTM could be introduced as (W̃ 2, ψ̃2), W̃ 2 =

(ΛkτΛkTM)−1(V ), ψ̃2 = (xµ, yµ1···µk , zµ1···µk , zIµ1···µk−1 , zI1I2µ1···µk−2 , ···, zI1···Ik).

Now, consider the extended tangent map ΛkTΛkτM : ΛkTΛkTM → ΛkTM . This
map sends k-multivector at p ∈ ΛkTM to k-multivector at ΛkτM(p) ∈ M , and induces
a vector bundle (ΛkTΛkTM,ΛkTΛkτM ,Λ

kTM). As we did in the case for constructing
the bundle (T 2M, τTM |T 2M , TM), we can use the bundle isomorphism between the two
bundles, (ΛkTΛkTM,ΛkτΛkTM ,Λ

kTM) and (ΛkTΛkTM,ΛkTΛkτM ,Λ
kTM), to con-

struct the bundle of second order multivectors. Let w ∈ ΛkTΛkTM be the k-multivector
at point p ∈ ΛkTM . Then by the previous definition,

ΛkTΛkτM(w) =
1

k!
wµ1···µk

(
TΛkτM

(
∂

∂xµ1

)
∧TΛkτM

(
∂

∂xµ2

)
∧· · ·∧TΛkτM

(
∂

∂xµk

))
p

+
1

k!
wIµ1···µk−1

(
TΛkτM

(
∂

∂yI

)
∧TΛkτM

(
∂

∂xµ1

)
∧· · ·∧TΛkτM

(
∂

∂xµk−1

))
p

+ · · ·+ 1

k!
wI1I2···Ik−1µ

(
TΛkτM

(
∂

∂yI1

)
∧· · ·∧TΛkτM

(
∂

∂yIk−1

)
∧TΛkτM

(
∂

∂xµ

))
p

+
1

k!
wI1I2···Ik

(
TΛkτM

(
∂

∂yI1

)
∧TΛkτM

(
∂

∂yI2

)
∧· · ·∧TΛkτM

(
∂

∂yIk

))
p

=
1

k!
wµ1···µk

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
ΛkτM (p)

∈ ΛkTΛkτM (p)M. (2.1.71)

On the other hand, ΛkτΛkTM(w) = p, and the equation for the isomorphism is

1

k!
wµ1···µk

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
ΛkτM (p)

= p, (2.1.72)

and in coordinate expression becomes,

xµ(p) = xµ(ΛkτM(p)), yµ1···µk(p) = wµ1···µk = zµ1···µk(w). (2.1.73)

Therefore, we can take as the chart on (ΛkT )2M , (W 2, ψ2),W 2 = (ΛkτΛkTM

∣∣
(ΛkT )2M

)−1(V ),
ψ2 = (xµ, yµ1···µk , zIµ1···µk−1 , zI1I2µ1···µk−2 ···, zI1···Ik). The coordinate zµ1···µk is not present
from the original chart on ΛkTΛkTM because of the above equation of submanifolds.

Definition 2.36. Second order k-multivector bundle (ΛkT )2M over ΛkTM
Let (ΛkTM,ΛkτM ,M) be the k-multivector bundle with the base spaceM and (ΛkTΛkTM,

ΛkτΛkTM ,Λ
kTM) the k-multivector bundle with the base space ΛkTM . Denote the sub-
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set of elements w ∈ ΛkTΛkTM which satisfy the equations of submanifold

ΛkτΛkTM(w) = ΛkTΛkτM(w) (2.1.74)

as (ΛkT )2M , and a map from (ΛkT )2M to ΛkTM by

Λkτ 2,1M := ΛkτΛkTM

∣∣
(ΛkT )2M

. (2.1.75)

The triple ((ΛkT )2M,Λkτ 2,1M ,ΛkTM) becomes a bundle, and we call them second order
k-multi-vector bundle over ΛkTM .

Again this is not a vector bundle, i.e. the fibres of Λkτ 2,1M are not vector spaces, since
in general, the scalar multiplication of wp ∈ (ΛkT )2M , p ∈ ΛkTM does not belong to the
same fibre. As in Section 2.1.1, we can similarly check that ((ΛkT )2M,Λkτ 2,1M ,ΛkTM)

is a bundle. Namely we first introduce manifold structure on (ΛkT )2M , and then consider
the local trivialisation. The charts on (ΛkT )2M are already introduced, so let us check
the coordinate transformations.
Let (W 2, ψ2), ψ2 = (xµ, yµ1···µk , zIµ1···µk−1 , zI1I2µ1···µk−2 ···, zI1···Ik) and (W̄ 2, ψ̄2), ψ̄2 =(
x̄µ, ȳµ1···µk , z̄Iµ1···µk−1 , z̄I1I2µ1···µk−2 , ···, z̄I1···Ik

)
be two charts on (ΛkT )2M , with W 2 ∩

W̄ 2 ̸= ∅. Then express the element wq ∈ W 2 ∩ W̄ 2, q ∈ ΛkTM , by these charts,

wq =
1

k!
yµ1···µk(q)

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
q

+
1

(k − 1)!
wI1µ2···µk

(
∂

∂yI1
∧ ∂

∂xµ2
∧· · ·∧ ∂

∂xµk

)
q

+
1

(k − 2)!2!
wI1I2µ3···µk

(
∂

∂yI1
∧ ∂

∂yI2
∧ ∂

∂xµ3
∧· · ·∧ ∂

∂xµk

)
q

+ · · ·+ 1

(k − l)!l!
wI1···Ilµl+1···µk

(
∂

∂yI1
∧· · ·∧ ∂

∂yIl
∧ ∂

∂xµl+1
∧· · ·∧ ∂

∂xµk

)
q

+ · · ·+ 1

k!
wI1I2···Ik

(
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk

)
q

=
1

k!
ȳµ1···µk(q)

(
∂

∂x̄µ1
∧· · ·∧ ∂

∂x̄µk

)
q

+
1

(k − 1)!
w̄I1µ2···µk

(
∂

∂ȳI1
∧ ∂

∂x̄µ2
∧· · ·∧ ∂

∂x̄µk

)
q

+
1

(k − 2)!2!
w̄I1I2µ3···µk

(
∂

∂ȳI1
∧ ∂

∂ȳI2
∧ ∂

∂x̄µ3
∧· · ·∧ ∂

∂x̄µk

)
q

+ · · ·+ 1

(k − l)!l!
w̄I1···Ilµl+1···µk

(
∂

∂ȳI1
∧· · ·∧ ∂

∂ȳIl
∧ ∂

∂x̄µl+1
∧· · ·∧ ∂

∂x̄µk

)
q

+ · · ·+ 1

k!
w̄I1I2···Ik

(
∂

∂ȳI1
∧ ∂

∂ȳI2
∧· · ·∧ ∂

∂ȳIk

)
q

, (2.1.76)
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with

zI1µ2···µk(wq) = wI1µ2···µk , zI1I2µ3···µk(wq) = wI1I2µ3···µk , · · ·, zI1I2···Ik(wq) = wI1I2···Ik ,

z̄I1µ2···µk(wq) = w̄I1µ2···µk , z̄I1I2µ3···µk(wq) = w̄I1I2µ3···µk , · · ·, z̄I1I2···Ik(wq) = wI1I2···Ik .

(2.1.77)

Since the base of one vectors transform as

∂

∂x̄µ
=
∂xν

∂x̄µ
∂

∂xν
+
∂yI

∂x̄µ
∂

∂yI
,
∂

∂ȳI
=
∂yJ

∂ȳI
∂

∂yJ
= k!

∂xJ

∂x̄I
∂

∂yJ
, (2.1.78)

the bases of ΛkTΛkTM will transform as

∂

∂x̄µ1
∧· · ·∧ ∂

∂x̄µk
=

(
∂xν1

∂x̄µ1
∂

∂xν1
+
∂yI1

∂x̄µ1
∂

∂yI1

)
∧· · ·∧

(
∂xνk

∂x̄µk
∂

∂xνk
+
∂yIk

∂x̄µk
∂

∂yIk

)
=
∂xν1

∂x̄µ1
· · ·∂x

νk

∂x̄µk
∂

∂xν1
∧· · ·∧ ∂

∂xνk
+ kC1

∂yI1

∂x̄µ1
∂xν2

∂x̄µ2
· · ·∂x

νk

∂x̄µk
∂

∂yI1
∧ ∂

∂xν2
∧· · ·∧ ∂

∂xνk

+ kC2
∂yI1

∂x̄µ1
∂yI2

∂x̄µ2
∂xν3

∂x̄µ3
· · ·∂x

νk

∂x̄µk
∂

∂yI1
∧ ∂

∂yI2
∧ ∂

∂xν3
∧· · ·∧ ∂

∂xνk

+ · · ·+ ∂yI1

∂x̄µ1
∂yI2

∂x̄µ2
· · · ∂y

Ik

∂x̄µk
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk
,

∂

∂ȳI1
∧ ∂

∂x̄µ2
∧· · ·∧ ∂

∂x̄µk

= k!
∂xJ1

∂x̄I1
∂

∂yJ1
∧
(
∂xν2

∂x̄µ2
∂

∂xν2
+
∂yI2

∂x̄µ2
∂

∂yI2

)
∧· · ·∧

(
∂xνk

∂x̄µk
∂

∂xνk
+
∂yIk

∂x̄µk
∂

∂yIk

)
= k!

(
∂xJ1

∂x̄I1
∂xν2

∂x̄µ2
· · ·∂x

νk

∂x̄µk
∂

∂yJ1
∧ ∂

∂xν2
∧· · ·∧ ∂

∂xνk

+ k−1C1
∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
∂xν3

∂x̄µ3
· · ·∂x

νk

∂x̄µk
∂

∂yJ1
∧ ∂

∂yJ2
∧ ∂

∂xν3
∧· · ·∧ ∂

∂xνk

+· · ·+ ∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
· · · ∂y

Ik

∂x̄µk
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk

)
,

...

∂

∂ȳI1
∧· · ·∧ ∂

∂ȳµk
= (k!)k

∂xJ1

∂x̄I1
∂

∂yJ1
∧· · ·∧∂x

Jk

∂x̄Ik
∂

∂yJk
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= (k!)k
∂xJ1

∂x̄I1
· · ·∂x

Jk

∂x̄Ik
∂

∂yJ1
∧· · ·∧ ∂

∂yJk
, (2.1.79)

and the coordinate transformations of w ∈ ΛkTΛkTM with base point on ΛkTM will be

w =
1

k!
ȳµ1···µk

∂xν1

∂x̄µ1
· · ·∂x

νk

∂x̄µk
∂

∂xν1
∧· · ·∧ ∂

∂xνk

+

(
1

k!
ȳµ1···µkkC1

∂yJ1

∂x̄µ1
∂xν2

∂x̄µ2
· · ·∂x

νk

∂x̄µk
+

k!

(k − 1)!
w̄I1µ2···µk

∂xJ1

∂x̄I1
∂xν2

∂x̄µ2
· · ·∂x

νk

∂x̄µk

)
× ∂

∂yJ1
∧ ∂

∂xν2
∧· · ·∧ ∂

∂xνk

+

(
1

k!
ȳµ1···µkkC2

∂yJ1

∂x̄µ1
∂yJ2

∂x̄µ2
∂xν3

∂x̄µ3
· · ·∂x

νk

∂x̄µk
+

k!

(k − 1)!
w̄I1µ2···µkk−1C1

∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
∂xν3

∂x̄µ3
· · ·∂x

νk

∂x̄µk

+
(k!)2

(k − 2)!2!
w̄I1I2µ3···µkk−2C0

∂xJ1

∂x̄I1
∂xJ2

∂x̄I2
∂xν3

∂x̄µ3
· · ·∂x

νk

∂x̄µk

)
∂

∂yJ1
∧ ∂

∂yJ2
∧ ∂

∂xν3
∧· · ·∧ ∂

∂xνk

+ · · ·+
(
1

k!
ȳµ1···µkkCl

∂yJ1

∂x̄µ1
· · ·∂y

Jl

∂x̄µl
∂xνl+1

∂x̄µl+1
· · ·∂x

νk

∂x̄µk

+
k!

(k − 1)!
w̄I1µ2···µkk−1Cl−1

∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
· · ·∂y

Jl

∂x̄µl
∂xνl+1

∂x̄µl+1
· · ·∂x

νk

∂x̄µk

+
(k!)2

(k − 2)!2!
w̄I1I2µ3···µkk−2Cl−2

∂xJ1

∂x̄I1
∂xJ2

∂x̄I2
∂yJ3

∂x̄µ3
· · ·∂y

Jl

∂x̄µl
∂xνl+1

∂x̄µl+1
· · ·∂x

νk

∂x̄µk

+· · ·+ (k!)l

(k − l)!l!
w̄I1···Ilµl+1···µk

k−lC0
∂xJ1

∂x̄I1
· · ·∂x

Jl

∂x̄Il
∂xνl+1

∂x̄µl+1
· · ·∂x

νk

∂x̄µk

)
× ∂

∂yJ1
∧· · ·∧ ∂

∂yJl
∧ ∂

∂xνl+1
∧· · ·∧ ∂

∂xνk

+ · · ·+
(
1

k!
ȳµ1···µk

∂yJ1

∂x̄µ1
∂yJ2

∂x̄µ2
· · ·∂y

Jk

∂x̄µk
+

k!

(k − 1)!
w̄I1µ2···µk

∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
· · · ∂y

Ik

∂x̄µk

+ · · ·+ (k!)l

(k − l)!l!
w̄I1···Ilµl+1···µk

∂xJ1

∂x̄I1
· · ·∂x

Jl

∂x̄Il
∂yJl+1

∂x̄µl+1
· · · ∂y

Ik

∂x̄µk

+· · ·+(k!)k

k!
w̄I1I2···Ik

∂xJ1

∂x̄I1
· · ·∂x

Jk

∂x̄Ik

)
× ∂

∂yJ1
∧· · ·∧ ∂

∂yJk
. (2.1.80)

To reduce the space, we made an abbreviation,

∂xJ1

∂x̄I1
:=

∂xj1

∂x̄i1
· · ·∂x

jk

∂x̄ik
. (2.1.81)
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Now we will get the transformation rule for the coordinates as,

ȳν1···νk =
∂x̄ν1

∂xµ1
· · ·∂x̄

νk

∂xµk
yµ1···µk ,

z̄J1ν2···νk = k!zI1µ2···µk
∂x̄J1

∂xI1
∂x̄ν2

∂xµ2
· · ·∂x̄

νk

∂xµk
+ yµ1···µk

∂ȳJ1

∂xµ1
∂x̄ν2

∂xµ2
· · ·∂x̄

νk

∂xµk
,

z̄J1J2ν3···νk = (k!)2zI1I2µ3···µk
∂x̄J1

∂xI1
∂x̄J2

∂xI2
∂x̄ν3

∂xµ3
· · ·∂x̄

νk

∂xµk

+ 2!k!zI1µ2···µk
∂x̄J1

∂xI1
∂ȳJ2

∂xµ2
∂x̄ν3

∂xµ3
· · ·∂x̄

νk

∂xµk
+ yµ1···µk

∂ȳJ1

∂xµ1
∂ȳJ2

∂xµ2
∂x̄ν3

∂xµ3
· · ·∂x̄

νk

∂xµk
,

...

z̄J1···Jlνl+1···νk = (k!)lzI1···Ilµl+1···µk
∂x̄J1

∂xI1
· · ·∂x̄

Jl

∂xIl
∂x̄νl+1

∂xµl+1
· · ·∂x̄

νk

∂xµk

+ lCl−1(k!)
l−1zI1···Il−1µl···µk

∂x̄J1

∂xI1
· · ·∂x̄

Jl−1

∂xIl−1

∂ȳJl

∂xµl
∂x̄νl+1

∂xµl+1
· · ·∂x̄

νk

∂xµk

+ lCl−2(k!)
l−2zI1···Il−2µl−1···µk

∂x̄J1

∂xI1
· · ·∂x̄

Jl−2

∂xIl−2

∂ȳJl−1

∂xµl−1

∂ȳJl

∂xµl
∂x̄νl+1

∂xµl+1
· · ·∂x̄

νk

∂xµk

+ · · ·+ lC1(k!) z
I1µ2···µk

∂x̄J1

∂xI1
∂ȳJ2

∂xµ2
· · ·∂ȳ

Jl

∂xµl
∂x̄νl+1

∂xµl+1
· · ·∂x̄

νk

∂xµk

+ yµ1···µk
∂ȳJ1

∂xµ1
· · ·∂ȳ

Jl

∂xµl
∂x̄νl+1

∂xµl+1
· · ·∂x̄

νk

∂xµk
,

...

z̄J1···Jk = (k!)kzI1···Ik
∂x̄J1

∂xI1
· · ·∂x̄

Jk

∂xIk
+ (k!)k−1

kCk−1z
I1···Ik−1µk

∂x̄J1

∂xI1
· · ·∂x̄

Jk−1

∂xIk−1

∂ȳJk

∂xµk

+ · · ·+ (k!)k−(k−l)
kClz

I1···Ilµl+1···µk
∂x̄J1

∂xI1
· · ·∂x̄

Jl

∂xIl
∂ȳJl+1

∂xµl+1
· · · ∂ȳ

Ik

∂xµk

+ · · ·+ k!kC1z
I1µ2···µk

∂x̄J1

∂xI1
∂ȳJ2

∂xµ2
· · ·∂ȳ

Jk

∂xµk
+ yµ1···µk

∂ȳJ1

∂xµ1
· · ·∂ȳ

Jk

∂xµk
. (2.1.82)

These transformations are smooth, and the charts form a smooth atlas on (ΛkT )2M . The
natural embedding

(xµ, yµ1···µk , zI1µ2···µk , zI1I2µ3···µk , · · ·, zI1···Ik)
→ (xµ, yµ1···µk , yµ1···µk , zI1µ2···µk , zI1I2µ3···µk , · · ·, zI1···Ik) (2.1.83)

shows that (ΛkT )2M is a submanifold of ΛkTΛkTM . To save the space, we will fre-

quently use the abbreviation such as ȳI = k!
∂x̄I

∂xJ
yJ , instead of ȳν1···νk =

∂x̄ν1

∂xµ1
· · ·∂x̄

νk

∂xµk
yµ1···µk .
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In case of k = 2,

w =
1

2
yµ1µ2

∂

∂xµ1
∧ ∂

∂xµ2
+ wI1µ2

∂

∂yI1
∧ ∂

∂xµ2
+

1

2
wI1I2

∂

∂yI1
∧ ∂

∂yI2

=
1

2
ȳµ1µ2

∂xν1

∂x̄µ1
∂xν2

∂x̄µ2
∂

∂xν1
∧ ∂

∂xν2
+

(
ȳµ1µ2

∂yJ1

∂x̄µ1
∂xν2

∂x̄µ2
+ 2w̄I1µ2

∂xJ1

∂x̄I1
∂xν2

∂x̄µ2

)
∂

∂yJ1
∧ ∂

∂xν2

+
1

2

(
ȳµ1µ2

∂yJ1

∂x̄µ1
∂yJ2

∂x̄µ2
+ 4w̄I1µ2

∂xJ1

∂x̄I1
∂yJ2

∂x̄µ2
+ 4w̄I1I2

∂xJ1

∂x̄I1
∂xJ2

∂x̄I2

)
∂

∂yJ1
∧ ∂

∂yJ2

ȳν1ν2 =
∂x̄ν1

∂xµ1
∂x̄ν2

∂xµ2
yµ1µ2 ,

z̄J1ν2 = 2zI1µ2
∂x̄J1

∂xI1
∂x̄ν2

∂xµ2
+ yµ1µ2

∂ȳJ1

∂xµ1
∂x̄ν2

∂xµ2
,

z̄J1J2 = 4zI1I2
∂x̄J1

∂xI1
∂x̄J2

∂xI2
+ 4zI1µ2

∂x̄J1

∂xI1
∂ȳJ2

∂xµ2
+ yµ1µ2

∂ȳJ1

∂xµ1
∂ȳJ2

∂xµ2
. (2.1.84)

Now Λkτ 2,1M is a surjective submersion by definition, so it remains to check the local
trivialisation. The local trivialisation of ((ΛkT )2M,Λkτ 2,1M ,ΛkTM) around any point p ∈
ΛkTM is given by (Vp,Rn, tp), tp : (Λkτ

2,1
M )−1(Vp) → Vp × Rl, l = nCk, p ∈ Vp, where

Vp is an open set of ΛkTM , which in chart expression for any ξ ∈ (Λkτ 2,1M )−1(Vp) ⊂
(ΛkT )2M is

tp(ξ) = (Λkτ 2,1M (ξ), zI1µ2···µk(ξ), zI1I2µ3···µk(ξ), · · ·, zI1···Ik(ξ)). (2.1.85)

Therefore, ((ΛkT )2M,Λkτ 2,1M ,ΛkTM) is indeed a bundle.

Definition 2.37. Second order k-multivector bundle
Similarly as in the case of mechanics (k = 1), the triple ((ΛkT )2M,Λkτ 2,0M ,M) with
Λkτ 2.0M = ΛkτM ◦Λkτ 2,1M , Λkτ 2,1M := ΛkτΛkTM

∣∣
(ΛkT )2M

is also a bundle with the triviali-

sation (Up,RN−n, tp), tp : (Λkτ 2,0M )−1(Up) → Up × RN , where Up is an open set of M ,
and

N = (n+l)Ck = l + nCk−1 × lC1 + nCk−2 × lC2 + · · ·+ lCk, (2.1.86)

where l = nCk, around any p ∈ Up ⊂ M . We call this a Second order k-multivector
bundle over M or simply, Second order k-multivector bundle.

In the second order field theory, the dynamical variables are the section of the second
order k-multivector bundle, and (ΛkT )2M will be the space where the Lagrangian should
be defined.
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2.1.5 Higher order k-multivector bundle

Here we will briefly introduce the higher order k-multivector bundles. The construction is
the same as the Section 2.1.2, and the r-th order k-multivector bundle over (ΛkT )r−1M ;
namely, ((ΛkT )rM,Λkτ r,r−1

M , (ΛkT )r−1M) can be constructed by induction. The projec-
tion map is defined by

Λkτ r,r−1
M := Λkτ(ΛkT )r−1M

∣∣∣
(ΛkT )rM

. (2.1.87)

Consider the bundle morphism ((ΛkT )Λkτ r−1,r−2
M ,Λkτ r−1,r−2

M ) from (ΛkT ((ΛkT )r−1M),

Λkτ(ΛkT )r−1M , (Λ
kT )r−1M) to (ΛkT ((ΛkT )r−2M),Λkτ(ΛkT )r−2M , (Λ

kT )r−2M). Then we
will define the total space (ΛkT )rM by

(ΛkT )rM := {u ∈ ΛkT ((ΛkT )r−1M)|(ΛkT )Λkτ r−1,r−2
M (u) = ιr−1◦Λ

kτ(ΛkT )r−1M(u)},
(2.1.88)

where ιr−1 : (Λ
kT )r−1M → ΛkT ((ΛkT )r−2M) is the inclusion map. ((ΛkT )rM,Λkτ r,r−1

M ,

(ΛkT )r−1M) is a sub-bundle of (ΛkT ((ΛkT )r−1M),Λkτ(ΛkT )r−1M , (Λ
kT )r−1M).

2.2 Integration of differential forms

For the calculus of variations on the Kawaguchi manifold, we need to integrate a La-
grangian which is a k-form on a k-dimensional submanifold. In this section, we will
describe how to implement such integrals, and begin by introducing the method to define
the integration of a n-form on a n-dimensional compact oriented manifold M . The inte-
gration of k-form (k < n) on a k-dimensional compact oriented submanifold would then
be given, first in the case where there is an immersion map (which is called parameterisa-
tion) from the parameter space to the total space M , and second for the case where there
is no such map. We will begin with basic definitions and theorems.

Definition 2.38. Orientation of two charts
Let (U,φ), φ = (xi) and (Ū , φ̄), φ̄ = (yj) be two charts on M such that U ∩ Ū ̸= ∅. We
say that (U,φ) and (Ū , φ̄) has the same orientation, when

det

(
∂yi

∂xj

)
> 0. (2.2.1)
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Definition 2.39. Orientable manifold
We say that a manifold M is orientable, if there exist an atlas A = {(Uι, φι)}ι∈I such that
for any pair of intersecting charts from A, has the same orientation. The manifold which
is given such an atlas is called an oriented manifold, and it has the orientation associated
to this atlas.

Suppose we have an oriented manifold with an atlas A, then by definition, this man-
ifold has a specific orientation associated to A. Transfer one axis in opposite direction
for every chart in A, and denote this new atlas by Ã. Every chart in Ã still has the same
orientation, but it is opposite to the orientation of A. In this way, orientable manifold can
always have two orientations.

Definition 2.40. Orientation preserving (reversing) map
Let Mand N be two smooth n-dimensional oriented manifolds, α :M → N a diffeomor-
phism. In particular, the tangent mapping Tpα : TpM → Tα(p)N has constant rank n for
every p ∈ M . Choose a chart (U,φ) on M and a chart (V, ψ) on N such that α(U) ⊂ V .
We define a number εα, equal to 1 or −1, by the chart expressions

| detDψαφ−1| = εα · detDψαφ−1. (2.2.2)

This number is independent of the choice of charts that has the same orientation. To see
this, let (Ū , φ̄) be a chart on M which has the same orientation as (U,φ), and (V̄ , ψ̄) a
chart on N which has the same orientation as (V, ψ). Then,

εα = sgn detDψαφ−1

= sgn(detDψψ̄−1 · detDψ̄αφ̄−1 · detDφ̄φ−1)

= sgn(detDψψ̄−1 · detDφ̄φ−1) · sgn detDψ̄αφ̄−1

= sgn detDψ̄αφ̄−1. (2.2.3)

Thus, the number εα is independent of the charts with the same orientation. We say that
α is orientation preserving map (resp. orientation-reversing map), if εα = 1 (εα = −1).

Example 2.41. The special case is when M = U , N = Rn and α = φ, where φ = (xµ)

are the coordinate functions of the domain U . We assume that we always choose the map
φ as to be orientation preserving with respect to the canonical coordinates on Rn.

Definition 2.42. support of k-form(k ⩽ n) α

The support of α is the closure of {p ∈M |αp ̸= 0}. We denote it by supp(α)
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Definition 2.43. σ-compact
We say that the topological spaceX is σ-compact whenX is a union of countable number

of compact subsets, Xi, (i = 1, 2, 3, ···). Namely, X =
∞∪
i=1

Xi.

Theorem 2.44. Partition of Unity
LetM be a σ-compact C∞-manifold, and {U ι}ι∈I an arbitrary open covering ofM . ι ∈ I

is an index taken from countable index set I . Then, there exists countable number of C∞-
functions hj :M → R, j = 1, 2, 3, ···, such that satisfies the following conditions:
1. 0 ⩽ hj ⩽ 1, for ∀j = 1, 2, 3, ···

2. The family {supp(hj)}j∈I is a locally finite open covering of M and also a refinement
of {U ι}ι∈I
3.
∑
j∈I

hj = 1.

The sum in 3. is over finite functions, since {supp(hj)}j∈I is a locally finite set. The
proof could be found in the standard textbooks, e.g., Spivak [12].

Definition 2.45. The family {hi}i∈I satisfying the conditions 1., 2., 3. in Theorem 2.44
is called a partition of unity subordinate to {U ι}ι∈I .

Definition 2.46. Rectangular region
Let V be an open subset of U . We call V a rectangular region, when there exists a
chart (U,φ), such that by appropriate shrinking of the domain, induces a chart (V, φ̃),
φ̃(V ) = {p ∈ Rn|φ̃i(p) ∈ (−ai, ai), ai ∈ R, i = 1, ···, n}. We call (V, φ̃) a rectangle
chart.

Now we will introduce the integral of an n-form on a n dimensional manifold M .

Definition 2.47. Integration of a top form
Let ω be a n-form on M , and (U,φ), φ = (x1, ···, xn) a chart on M . First, suppose that
supp(ω) ⊂ V , where V is a rectangular region of U . Let the local coordinate expression
of ω be ω = fdx1∧···∧dxn, with f ∈ C∞(M). The integration of ω is defined by,∫

M

ω =

∫
V

ω =

∫
φ̃(V )

φ̃∗(fdx1∧· · ·∧dxn) : =
∫ a1

−a1
· · ·
∫ an

−an
f(x1, · · ·, xn)dx1· · ·dxn,

(2.2.4)

where for simplicity, we denoted the pull back of the coordinates on U to Rn also as (xµ).
The right hand side is the standard multiple integral.
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Lemma 2.48. The Right hand side of (2.2.4) does not depend on the choice of the rect-
angular region which contains the support of ω, provided that it has the same orientation.

Proof. Suppose there is another chart (Ū , φ̄), φ̄ = (y1, ···, yn), such that U ∩ Ū ̸= ∅, and
V ⊂ U ∩ Ū . By definition, the rectangle chart of V on the first chart is

φ̃(V ) = {p ∈ Rn|φ̃i(p) ∈ (−ai, ai), ai ∈ R, i = 1, · · ·, n}.

The second chart, φ̄(V ) is not a rectangle chart in general, however in Rn we can always
choose a open rectangle such that contains φ̄(V ). For instance, choose

L := {(−b1, b1)× · · · × (−bn, bn)|bi = sup{
∣∣φ̄i(p)∣∣ , p ∈ V } ∈ R},

then since φ̄ is a diffeomorphism, we can always choose a ϕ ∈ Diff(Rn) such that
ϕ◦ φ̄(V ) = L. Let φ′ = ϕ◦ φ̄, and the local coordinate expression of ω in this chart
be ω = gdy1∧···∧dyn, with g ∈ C∞(M). Since

dy1∧· · ·∧dyn =
1

k!
εi1···indy

i1∧· · ·∧dyin =
1

k!
εi1···in

∂yi1

∂xj1
· · ·∂y

in

∂xjn
dxj1∧· · ·∧dxjn

=
1

k!
εi1···inε

j1···jn
∂yi1

∂xj1
· · ·∂y

in

∂xjn
dx1∧· · ·∧dxn = εj1···jn

∂y1

∂xj1
· · · ∂y

n

∂xjn
dx1∧· · ·∧dxn

= det

(
∂yi

∂xj

)
dx1∧· · ·∧dxn, (2.2.5)

we will have

f = g det

(
∂yi

∂xj

)
. (2.2.6)

We suppose our manifold M is orientable, then it is always possible to choose two charts

such that det
(
∂yi

∂xj

)
> 0 on U ∩ Ū . Then,

∫
V

ω =

∫
φ̃(V )

φ̃∗(fdx1∧· · ·∧dxn) =
∫ a1

−a1
· · ·
∫ an

−an
f(x1, · · ·, xn)dx1· · ·dxn

=

∫ a1

−a1
· · ·
∫ an

−an
g(y1, · · ·, yn) det

(
∂yi

∂xj

)
dx1· · ·dxn

=

∫ a1

−a1
· · ·
∫ an

−an
g(y1, · · ·, yn)

∣∣∣∣det( ∂yi∂xj

)∣∣∣∣ dx1· · ·dxn
=

∫ b1

−b1
· · ·
∫ bn

−bn
g(y1, · · ·, yn)dy1· · ·dyn. (2.2.7)
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Accordingly, the value does not depend on the choice of charts.

Now, suppose M is orientable and compact. Since every point p ∈ M is in some
rectangle region, M could be covered by finite number of rectangle regions {V 1, ···, V s}.
Then, choose the atlas of M as A = {(V 1, φ1), ···, (V s, φs)}, where all charts in A have
the same orientation. Take a partition of unity {hi}i∈I , subordinate to {V 1, ···, V s}. Then
the integral of n-form ω on M can be calculated by∫

M

ω :=

∫
M

∞∑
i=1

hiω =
∞∑
i=1

∫
M

hiω =
∞∑
i=1

∫
supp(hi)

hiω =
s∑
j=1

∑
i:supp(hi)⊂V j

∫
V j

hiω,

(2.2.8)

since supp(hiω) ⊆ supp(hi), and {supp(hi)}i∈N is a refinement of {V 1, ···, V s}, for any
i ∈ N, supp(hiω) ⊂ V j for some j, 1 ⩽ j ⩽ s. We can calculate the r.h.s. of (2.2.8) by
(2.2.7),

s∑
j=1

∑
i:supp(hi)⊂V j

∫
V j

hiω =
s∑
j=1

∑
i:supp(hi)⊂V j

∫
φ̃j(V j)

φ̃∗
j(hifjdx

1
j∧· · ·∧dxnj )

=
s∑
j=1

∑
i:supp(hi)⊂V j

∫ aj1

−aj1
· · ·
∫ ajn

−ajn
(hi◦ φ̃j)(fj◦ φ̃j)(x

1, · · ·, xn) det

(
∂xbj
∂xa

)
dx1· · ·dxn,

(2.2.9)

where

fjdx
1
j∧· · ·∧dxnj (2.2.10)

is a local expression of ω on the rectangle chart (V j, φ̃j), φ̃j = (x1j , ···, x
n
j ), induced by the

chart (V j, φj). This expression does not depend on the choice of partition of unity. To
see this, consider just two coordinate patches V1, V2.∫

V 1∪V 2

ω :=

∫
V 1∪V 2

∑
i∈I

hiω (2.2.11)

For V 1 ∩ V 2 = ∅,∫
V 1∪V 2

∞∑
i=1

hiω =
∑

i:supp(hi)⊂V 1

∫
V 1

hiω +
∑

i:supp(hi)⊂V 2

∫
V 2

hiω
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=
∑
i∈I

∫
V 1

hiω +
∑
i∈I

∫
V 2

hiω =

∫
V 1

∑
i∈I

hiω +

∫
V 2

∑
i∈I

hiω =

∫
V 1

ω +

∫
V 2

ω.

(2.2.12)

For V 1 ∩ V 2 ̸= ∅,∫
V 1∪V 2

ω :=

∫
V 1∪V 2

∞∑
i=1

hiω

=
∑

i:supp(hi)⊂V 1

∫
V 1\(V 1∩V 2)

hiω +
∑

i:supp(hi)⊂V 2

∫
V 2\(V 1∩V 2)

hiω +
∑
i∈I

hi

∫
V 1∩V 2

ω

=
∑
i∈I

∫
V 1\(V 1∩V 2)

hiω +
∑
i∈I

∫
V 2\(V 1∩V 2)

hiω +
∑
i∈I

hi

∫
V 1∩V 2

ω

=

∫
V 1\(V 1∩V 2)

∑
i∈I

hiω +

∫
V 2\(V 1∩V 2)

∑
i∈I

hiω +

∫
(V 1∩V 2)

∑
i∈I

hiω

=

∫
V 1\(V 1∩V 2)

ω +

∫
V 2\(V 1∩V 2)

ω +

∫
(V 1∩V 2)

ω. (2.2.13)

The extension to the arbitrary number of covers is apparent.
Now we introduce two ways of defining an integration of a k-form on a k-dimensional

compact subset S ofM . The first is when S is given by an inclusion (injective immersion)
of k-dimensional manifold P into M , namely S is an immersed submanifold of M , and
the second is when S is an embedded submanifold ofM . Though in the further discussion
we always consider the case when we have the inclusion map, we will also introduce the
definition for the second case as well.

Definition 2.49. Integration of k-form on n-dimensional manifold
Let S be a immersed submanifold of M , given by S = ι(P ) ⊂M , where P is a compact
k-dimensional manifold and ι an inclusion map. Suppose we have a k-form ω on M . The
integration of k-form on M is given by,∫

ι(P )

ω =

∫
P

ι∗ω. (2.2.14)

Then since the r.h.s. is an integration of a k-form over a k-dimensional manifold, the
previous definition could be applied to calculate the integral.

S will be diffeomorphic to P , and will inherit the topology of P by ι. In general this
is not the same as the subset topology. In the later chapters, we will consider especially
when P a closed k-rectangle. Then P is called a parameter space and the map ι is called
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a parameterisation.
Now, suppose we have a submanifold S of M , we can still define the integration of

k-form on S in terms of pieces and adapted charts of a submanifold.

Definition 2.50. Submanifold and adapted charts
Let M be a n-dimensional C∞-manifold and choose a non-empty subset S ⊂ M . S is
said to be a k-dimensional submanifold of M , if to every point p0 ∈ S there exists a chart
(U,φ), φ = (xµ) on M at p0 such that the set S ∩ U is given by the equation,

xk+1(p) = 0, xk+2(p) = 0, · · ·, xn(p) = 0. (2.2.15)

for ∀p ∈ S ∩ U . Coordinate system (U,φ), φ = (xµ) with the above properties is said to
be adapted to the submanifold S at p0.

Definition 2.51. Half space
Let t1, ···, tn be the canonical coordinates of Rn, and Rn

− = {y ∈ Rn|t1(y) ⩾ 0} and
∂Rn

− = {y ∈ Rn
−|tn(y) = 0}. The subset Rn

− of Rn, considered with the subspace
topology, is called the half space ofRn, and ∂Rn

− considered as the topological subspace
of Rn

−, is canonically isomorphic with Rn−1, and is called the boundary of Rn
−.

Definition 2.52. Open sets in Rn
−

Let U be a subset of Rn
−. We say that U is open in Rn

− when U = Ω ∩ Rn
−, where Ω is

some open subset of Rn.

LetM be a n-dimensional C∞-differentiable manifold, and Ω be a nonempty compact
subset of M . Let p0 ∈ Ω be a fixed point, and (U,φ), φ = (xµ) a chart on M such that
p0 ∈ U . We say that the chart (U,φ) is adapted to Ω at p0, if φ(Ω ∩ U) is open in Rn

−. If
the chart (U,φ) is adapted to Ω at p0, it is adapted at every point of p ∈ Ω ∩ U , and we
say a chart (U,φ) is adapted to Ω. Clearly, since Ω is supposed to be compact, there exist
finitely many points p1, p2, ···, pN of Ω and adapted charts (U1, φ1), ···, (UN , φN), such that
p1 ∈ U1, p2 ∈ U2, ···, pN ∈ UN , and Ω ⊂

∪
ι

Uι.

Definition 2.53. Pieces of a manifold
Ω ⊂M is called a piece of M , if it is compact and to each point p ∈ Ω there exists a chart
at p adapted to Ω.

Let int Ω be the set of interior points of Ω, and set ∂Ω = Ω\ int Ω. Let q0 ∈ ∂Ω,
and let (U,φ), φ = (xµ) be a chart adapted to Ω at q0. Then for every q ∈ ∂Ω ∩ U ,
xn(q) = 0, and the set ∂Ω has on ∂Ω∩U the equation xn = 0. Thus by the definition ∂Ω
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is a submanifold of Ω, of dimension dim ∂Ω = n − 1. The submanifold ∂Ω is called the
boundary of Ω. It is easily seen that ∂Ω is compact.

Example 2.54. A ball B1 = {(x, y) ∈ R2|x2 + y2 ⩽ 1} is a piece of R2. B1 is compact
so it suffices to show that to each point p ∈ B1 there exists a chart at p adapted to B1. For
the points p ∈ intB1, it is apparent we can find an open chart on R2 which is adapted to
B1. For the points on the boundary, p ∈ ∂B1, let (U, ϕ), ϕ = (r, θ) be a chart on R2, with
−1 < r < R, c < φ < c + π with R some constant greater than 0, and c a constant such
that p ∈ U . Then ϕ(B1 ∩ U) = (−1, 0] × (c, c + π) = {(−1, R) × (c, c + π)} ∩ R2

− is
open in Rn

−. By choosing appropriate c, we can always find such adapted chart for any
p ∈ ∂B1.

One can also show that if Ω is orientable, ∂Ω is also orientable. Let Ω be a piece of
M , p0 ∈ ∂Ω a point. We say that a vector ξ ∈ Tp0M is oriented outwards Ω, if there
exists a chart (U,φ), φ = (xµ) on M adapted to Ω at p0, such that the chart expression

ξ = ξi
(
∂

∂xi

)
p0

satisfies the condition ξn > 0. We show that this definition is independent

of the choice of adapted chart which has the same orientation. Let (Ū , φ̄), φ̄ = (x̄µ) be
the second adapted chart which has the same orientation as (U,φ), φ = (xµ). Then on
this second chart,

ξ = ξ̄i
(
∂

∂x̄i

)
p0

, ξ̄n =

(
∂x̄n

∂xi

)
p0

ξi, (2.2.16)

but on U ∩ Ū ∩ ∂Ω, x̄n(x1, x2, ···, xn−1, 0) = 0.

Hence,
∂x̄n

∂x1
= 0,

∂x̄n

∂x2
= 0, · · ·, ∂x̄n

∂xn−1
= 0 at φ(p0), and we have

ξ̄n =
∂x̄n

∂xn
ξn. (2.2.17)

However, since both charts are adapted and has the same orientation,
∂x̄n

∂xn
> 0, and there-

fore ξ̄n > 0. In particular if (U,φ), φ = (xi) is a chart adapted to Ω at p0 ∈ ∂Ω, then the

vector
(

∂

∂xn

)
p0

is oriented outwards Ω. Now suppose Ω is oriented with the orientation

S. Then by the compactness of Ω, we have finitely many charts (Uk, φk), φk = (xik),
1 ⩽ k ⩽ N , adapted to Ω with the same orientation, and Ω ⊂

∪
k

Uk. We set Vk =

Uk ∩ ∂Ω, ψk = (x1k, x
2
k, ···, x

n−1
k ), where the coordinate functions x1k, ···, x

n−1
k are con-

sidered to be restricted to Vk. The pairs (Vk, ψk), ψk = (xik), 1 ⩽ k ⩽ N form a smooth
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atlas on ∂Ω. Then by definition and from
∂x̄n

∂x1
= 0,

∂x̄n

∂x2
= 0, · · ·, ∂x̄n

∂xn−1
= 0, for any

pair of 1 ⩽ k, l ⩽ N , detDφkφl−1 =
∂xnk
∂xnl

· detDψkψl−1. But since detDφkφl
−1 > 0

and
∂xnk
∂xnl

> 0, detDψkψl−1 > 0. Therefore by definition, ∂Ω is an orientable manifold.

The orientation of ∂Ω defined by the atlas (Vk, ψk), 1 ⩽ k ⩽ N is said to be associated
with the given orientation of M , defined by the charts (Uk, φk), 1 ⩽ k ⩽ N .

Definition 2.55. Integration of a k-form on n-dimensional manifold (by submanifold
chart)
Consider a manifold M and an orientable submanifold S ⊂M with dimS = k. Suppose
we have a k-form ρ on the neighbourhood of S. We will now introduce the integration
of this form on S by means of adapted charts of a submanifold. Let Ω ⊂ S be a com-
pact piece (compact submanifold with boundary) which is covered by the adapted chart
(U,φ), φ = (x1, ···, xk, 0, ···, 0). In this chart, the local expression of ρ is

ρ =
1

k!
ρi1···ikdx

ii∧· · ·∧dxik , (2.2.18)

where ρi1···ik is a function of x1, ···, xk. Then we can define the integral of ρ on the piece
Ω by ∫

Ω

ρ =

∫
φ(Ω)

(φ−1)
∗
ρ. (2.2.19)

If we choose Ω and φ appropriately, this can be expressed as∫
Ω

ρ =

∫
φ(Ω)

(φ−1)
∗
ρ =

∫ b1

a1

∫ b2

a2

· · ·
∫ bk

ak

1

k!
εi1···ikρi1···ik◦φ

−1 dx1· · ·dxk, (2.2.20)

since we assumed that the orientation are preserved by the mapping by φ.
To consider the integral over whole S, consider the finite family of submanifold charts

on X, {(U1, φ1), (U2, φ2), . . . , (UN , φN)}, such that the family of open sets (in S) {U1 ∩
S, U2∩S, . . . , UN∩S} covers S. Let {χ1, χ2, . . . , χN} be a partition of unity, subordinate
to this covering. Since by definition suppχj ∩ S is a closed subset of the compact set S,
it must be compact; on the other hand, suppχj ∩ S is a subset of the set Uj ∩ S, the chart
neighbourhood of the induced chart by (Uj, φj) on S. In particular, the integral∫

suppχj∩S
χjη (2.2.21)
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is defined by formula (2.2.20) for each j. We set

∫
S

η =
N∑
j=1

∫
suppχj∩S

χjη. (2.2.22)

The real number given by the formula (2.2.22), is called the integral of the form η on S.

We show that the right-hand side of (2.2.22) is independent of the choice of the fam-
ily of submanifold charts {(U1, φ1), (U2, φ2), . . . , (UN , φN)} and the partition of unity
{χ1, χ2, . . . , χN}. Let {(Ū1, φ̄1), (Ū2, φ̄2), . . . , (ŪM , φ̄M)} be another family of charts
and {χ̄1, χ̄2, . . . , χ̄M} the corresponding partition of unity. By (2.2.22), for each j,

∫
suppχj∩S

χjη =
M∑
i=1

∫
supp χ̄i∩suppχj∩S

χ̄iχjη, (2.2.23)

and similarly for each i,

∫
supp χ̄i∩S

χ̄iη =
N∑
j=1

∫
suppχj∩supp χ̄i∩S

χjχ̄iη. (2.2.24)

Thus

N∑
j=1

∫
suppχj∩S

χjη =
N∑
j=1

M∑
i=1

∫
supp χ̄i∩suppχj∩S

χ̄iχjη =
M∑
i=1

N∑
j=1

∫
supp χ̄i∩suppχj∩S

χjχ̄iη

=
M∑
i=1

∫
supp χ̄i∩S

χ̄iη (2.2.25)

as required.





Chapter 3

Basics of Finsler geometry and
parameterisation

In this chapter 3, we will briefly introduce the properties of Finsler geometry and some
related structures that we will use for the considerations of calculus of variations. Since
our motivation is to construct a theory applicable to concrete models of physics, there are
certain aspects that may differ from the standard approach of a geometer, whose main
interest lies on the construction or understanding of the geometrical structure itself. In
particular, some of the standard definitions that allows further inquiries into problems
of geometry may simply be unsuitable for tackling problems of physics. Therefore, in
such cases, we have to modify or loosen some conditions. For instance, if we require
strong convexity for the definition of Finsler manifold, most of the standard physical
problems would be out of the scope. Also, if we require convexity (or “regularity” in
some references), no gauge theories can be handled. We therefore propose to use only the
minimal definitions, and use the name Finsler manifold in such broad sense. Nevertheless,
for the construction of the theory of calculus of variation, the minimal definitions turn
out to be sufficient, and no additional structures such as connections and curvature are
required. We will begin with a very short historical review on how Finsler geometry was
introduced, and then give the basic structures of Finsler geometry in the more modern
terms, namely the tangent bundle and Finsler function, and introduce the Finsler length
and its parameterisation. Then we will introduce the important concept of Finsler-Hilbert
form, which is directly connected with Finsler length. These objects are the main tools
for the calculus of variation, discussed in chapter 5.

51
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3.1 Introduction to Finsler geometry

Historically, in his inaugural lecture, Riemann already mentioned on the special case of
Finsler metric by stating, ‘…the line element can be an arbitrary homogeneous function of
first degree in the quantities dx which remains the same when all the quantities dx change
the sign, and in which the arbitrary constants are function of the quantities x.’ [12], where
he referred to dx as an “infinitesimal displacement” from the position x. This statement
can be translated to the formula

F (x1, x2, · · ·, xn, λdx1, λdx2, · · ·, λdxn) = |λ|F (x1, x2, · · ·, xn, dx1, dx2, · · ·, dxn),
λ ∈ R. (3.1.1)

Then in the subsequent discussion, ‘...and consequently ds equals the square root of an
everywhere positive homogeneous function of the second degree in the quantities dx, in
which the coefficients are continuous functions of the quantities x.’ Therefore, by this
statement he restricted this function F = ds to a more special case where it is given by,
F (xi, dxi) =

√
gij(x)dxidxj , which is the infinitesimal length of a curve on a Rieman-

nian manifold. After the development of tensor analysis and exterior differential calculus,
the theory was reformed in such a way that infinitesimal displacements dx was replaced
by one forms, therefore allowing the concept to be treated in the realm of linear algebra,
and the square of the structure dswas replaced by a symmetric tensor g = gij(x)dx

i⊙dxj ,
which gives an inner product of tangent vectors at each point p on M . In other words, the
concept of infinitesimal displacement was in a sense abandoned; instead of considering a
length of infinitesimal piece of a curve, the new structure g defines the length of any finite
sized vector at a point p on M . Also, since g is an inner product, it will give not only the
length but also defines the angle between the two vectors.

In this modern view, the geometry is described by considering the tangent bundle, the
arena of “vectors”, not only by its base manifoldM and the curveC, as in the original idea
of Riemann. The additional structure at each point of M is called a fibre in mathematics,
and in physics it is frequently called the “internal space”.

Finsler geometry also has these two perspectives, one from the study on the prop-
erties of infinitesimal length on M , that is, a view as a geometry of calculus of varia-
tions (Finsler, Carathéodory), and then another view from the study of bundles and tensor
analysis (Synge, Berwald, Cartan). Now it has become more standard to understand the
Riemann geometry in this latter perspective, and likewise can be said for Finsler geom-
etry. In this and the following chapter 4, we will also discuss on Finsler geometry and
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the further extensions of Kawaguchi geometry using this perspective. However, it is also
very useful to remember the original Riemann’s idea as well. Finsler geometry is simply
a consideration of an arc length in more general setting than Riemann geometry. It has
no inner product structure, and therefore more fundamental. The arc length of the line
element ds is a homogeneous function of degree one, homogeneous with respect to the
infinitesimal dislocation dx, where ds and dx are simply functions on M . There are re-
searches on Finsler and Kawaguchi geometry in this direction as well, especially in cases
where calculus of variations are important [8, 16], and indeed we take such works as an
inspiring reference to our later discussions in chapter 5.

The main reference used in this section is Matsumoto [7], Chern, Chen and Lam [1],
and Tamassy [13].

3.2 Basic definitions of Finsler geometry

The geometric structure that defines the Finsler manifold is a function on the total space of
a tangent bundle (TM, τM ,M). This structure is called Finsler function or Finsler metric
in some references.

Let M be a C∞-differentiable manifold, (TM, τM ,M) its tangent bundle, T 0M :=

TM\0 the slit tangent bundle excluding the zero section from TM , and (U,φ), φ =

(xµ, yµ), µ = 1, ···, n an induced chart on TM .

Definition 3.1. Finsler manifold
The n-dimensional Finsler manifold is a pair (M,F ) where F is a C0 function on TM
and C∞ function on T 0M , satisfying the following conditions.
(I) Homogeneity

F (λv) = λF (v), v ∈ T 0M,λ > 0 (3.2.1)

or in coordinate expression,

F (xµ, λvµ) = λF (xµ, vµ), λ > 0. (3.2.2)

This condition (I) also implies the condition of Euler’s homogeneous function theo-
rem,

∂F

∂yµ
yµ = F. (3.2.3)
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Function with such properties is called a Finsler function.

Remark 3.2. Depending on the authors, usually there are several additional properties
required for a Finsler manifold. Besides the above homogeneity condition, other require-
ments are such as,
(I’) absolute homogeneity

F (λv) = |λ|F (v), λ ∈ R (3.2.4)

This corresponds to the condition (3.1.1) suggested by Riemann, sometimes it is called
symmetric Finsler manifold.
(II) non-negativity of F

F : TM → R+. (3.2.5)

(III) Convexity (Regularity)
The determinant of the matrix

gij :=
1

2

∂2F

∂yi∂yj
, (3.2.6)

i = 1, ···, n is non-zero.
The structure gij ∈ C∞(TM) is usually called a fundamental tensor, or fundamental
form. (Refer to : [1, 2, 7, 13])
(IV) Strong Convexity

gij(v)v
ivj :=

1

2

∂2F

∂yi∂yj

∣∣∣∣
v

vivj > 0, (3.2.7)

∀v ̸= 0 ∈ TpM, ∀p ∈M. (Refer to : [1, 2, 13])
Together with (II) this equation is equivalent to the triangular inequality,

F (v) + F (w) > F (v + w), (3.2.8)

for ∀p ∈M , v, w ∈ TpM, v ̸= w. However, the condition (II), (III), (IV) is too restrictive
for the application to physics. Therefore, we will only require the minimal condition (I).
This condition is sufficient for our following discussions.

The Finsler function F is the main structure of Finsler geometry, and this definition
gives the view to Finsler geometry as geometry of tangent bundle endowed with a specific



3.3. Parameterisation and Finsler length 55

feature. In the following, we will define the Finsler length of a curve on M , and show that
the homogeneity condition is equivalent to the parameterisation invariant property of this
arc length. In this way the two perspectives of Finsler geometry become connected.

3.3 Parameterisation and Finsler length

Here we introduce the curves, arc segments, their parameterisations and Finsler length.
The notion of the Finsler length is naturally extended to 1-dimensional immersed sub-
manifolds.

Definition 3.3. Cr-curves
Let M be a smooth manifold, and σ : I →M a Cr-mapping, where I is an open interval
of a real line R. We denote the image of I by C; C := σ(I) ⊂ M , and call C, the
Cr-curve on M .

Definition 3.4. Lift of Cr-curves
Consider a tangent bundle (TM, τM ,M) where τM is the natural projection. By differen-
tiating the map σ : I → M , we get a natural mapping σ̂ : I → TM . Denote the image
of I by Ĉ := σ̂(I) ⊂ TM , where τM(Ĉ) = C, and σ̂(t), t ∈ I is a tangent vector at the
point σ(t) ∈M , namely

σ̂(t) =
d(xµ◦σ)

dt

∣∣∣∣
t

(
∂

∂xµ

)
σ(t)

. (3.3.1)

The map σ̂ and its image Ĉ is called the lift, or the tangent lift of σ (resp. C).

Definition 3.5. Regularity of σ
The Cr-map σ : I →M is called regular, if its lift σ̂ is nowhere 0.

Definition 3.6. Parameterisation of an immersed curve
TheCr-map σ : I →M is called an immersion, if its lift σ̂ is injective, and the imageC =

σ(I) is called an immersed curve. The map σ is called a parameterisation of immersed
curve C, and I is called a parameter space, when σ is an immersion, and preserves
orientation.

Definition 3.7. Parameterisation
Let σ : I → M be a Cr-map, and C = σ(I). The map σ is called a parameterisation of
C, and I is called a parameter space, when σ is injective, and preserves orientation.
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Figure 3.1: Example of curves in R2

Definition 3.8. Lift of a parameterisation
We call σ̂ the lift of parameterisation σ, when σ is a parameterisation.

Given a curve C on M , more than one map and open interval may exist, namely for
cases such as C = σ(I) = ρ(J), where σ, ρ are the maps, and I, J are the open intervals
in R. We can classify the curves by considering the properties of these maps. Some
example of the curves are shown in Figure 3.1.

Definition 3.9. Regular curve
Let C be a Cr-curve on M . C is called a regular curve on M , if there exists a regular Cr

map σ and an open interval I of R such that σ(I) = C.

Definition 3.10. Parameterisable immersed curve
Let C be a Cr-curve on M . C is called a parameterisable immersed curve on M , if there
exists an immersion σ and an open interval I of R such that σ(I) = C.

Definition 3.11. Parameterisable curve
Let C be a Cr-curve on M . C is called a parameterisable curve on M , if there exists an
injective Cr-map σ and an open interval I of R such that σ(I) = C.

Example 3.12. S1 embedded in R2 is neither a parameterisable curve nor a pararameter-
isable immersed curve. For instance, consider a map σ : R → R2, which in coordinates
are given by σ(t) := (cos(t), sin(t)). The lift σ̂ will be σ̂ = (− sin(t), cos(t)), so nowhere
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zero, meaning it is a regular curve, but neither σ nor σ̂ are injective. Indeed we can con-
sider different parameterisations, but since this is a closed curve, no injective map from an
open subset of R exists. Furthermore, since it is also a smooth closed curve, no immersion
from an open subset of R exists. Nevertheless, by restricting σ to finite interval (0, 2π),
we can have the parameterisation of the corresponding part of the circle.

Example 3.13. A curve “∞” in R2 is neither a parameterisable curve nor a pararameter-
isable immersed curve, since it is smooth and closed. Nevertheless, we may consider a
map such as σ(t) := (cos(t), sin(t)), and by restricting the open interval to finite interval
(0, 2π), we can have the parameterisation of the corresponding part of the circle.

Example 3.14. A curve defined by a map σ : R → R2, which in coordinates are given by
σ(t) := (cos(t), sin(t)− t), is a parameterisable curve, but not regular. The lift σ̂ will be
σ̂ = (− sin(t), cos(t)− 1), which becomes 0 at t = 2nπ, for integer n.

Example 3.15. A spiral curve in R2 (on the right of Fig. 3.1) is a regular, and param-
eterisable immersed curve. There exists a regular parameterisation defined by a map
σ : R → R2, which in coordinates are given by σ(t) := (cos(t), sin(t)− t/2). The lift σ̂
will be σ̂ = (− sin(t), cos(t) − 1/2), σ is not injective since it gives the same point for t
such that t− sin(t) = π.

Example 3.16. In some cases, we can find a regular parameterisation of a curve that
was originally given by a map which is not a regular parameterisation. Consider a curve
defined by a map σ : I → R2, I = (0, 2π), which in coordinates are given by σ(t) :=

(sin(t),− cos(2t)). σ is not regular, since its lift σ̂ becomes 0 at t = π/2. However,
there exists a regular parameterisation of this curve C = σ(I) by the map σ̃ : J → R2,
J = (−1, 1), which in coordinates are given by σ̂(s) := (s, 2s2−1), and its lift is nowhere
0.

Occasionally, we implicitly refer to the pair (σ, I) by the parameterisation σ. In the
following discussion, we will only consider regular, parameterisable curves.

Now we will introduce the concept of a length of a curve by integration on the param-
eter space. For simplicity, we will restrict ourselves to curves that are parameterisable,
and consider its closed subset, which we define below.

Definition 3.17. arc segment
Let C̃ be a parameterisable curve onM with some parameterisation σ : I →M . A subset
of C̃ given by C := σ([ti, tf ]) ⊂ C̃, where [ti, tf ] ⊂ I is called the arc segment on M , σ
is called the parameterisation of the arc segment and the closed interval [ti, tf ] is called
the parameter space of an arc segment.
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Figure 3.2: Parameterisation of a curve

The Finsler function defines a geometrical length of an arc segment C on M .

Definition 3.18. Finsler length
Let (M,F ) be the n-dimensional Finsler manifold, and C the arc segment onM such that
C = σ([ti, tf ]). We assign to C the following integral

lF (C) =

∫ tf

ti

F (σ̂(t)) dt. (3.3.2)

We call this number lF (C) the Finsler length of C.

Let (U,φ), φ = (xµ, yµ), µ = 1, ···, n be the induced chart on TM . By chart expres-
sion, (3.3.2) is,

lF (C) =

∫ tf

ti

F (xµ(σ̂(t)), yµ(σ̂(t))) dt =

∫ tf

ti

F

(
xµ(σ(t)),

dxµ(σ(t))

dt

)
dt, (3.3.3)

where we used the definition of σ̂, and definition of induced coordinates of TM ,

(xµ◦ σ̂)(t) = (xµ◦σ)(t), (yµ◦ σ̂)(t) =
d(xµ◦σ)

dt

∣∣∣∣
t

. (3.3.4)

Let ρ : J → C, J ⊂ R be another parameterisation of C. When there exists a
diffeomorphism ϕ : J → I such that ρ = σ◦ϕ, this gives an equivalence relation σ∼ρ.
We are able to find an important property of the Finsler length, which is the following
lemma:
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Lemma 3.19. Reparameterisation invariance of Finsler length
The Finsler length does not change by the reparameterisation ρ = σ◦ϕ, ϕ : J → I , where
ϕ is a diffeomorphism such that preserves the orientation.

Proof. Dividing the interval [ti, tf ] if necessary into smaller closed sub-intervals we can
suppose without loss of generality that the set C = σ([ti, tf ]) lies in the coordinate neigh-
bourhood of a chart (U,φ), φ = (xµ). Then the lift of ρ becomes,

ρ̂(s) =
d(xµ◦σ◦ϕ)

ds

∣∣∣∣
s

(
∂

∂xµ

)
σ◦ϕ(s)

=
d(xµ◦σ)

dt

∣∣∣∣
ϕ(s)

dϕ

ds

∣∣∣∣
s

(
∂

∂xµ

)
σ◦ϕ(s)

=
dϕ

ds

∣∣∣∣
s

σ̂(ϕ(s)),

(3.3.5)

for s ∈ J , and since ρ is a regular parameterisation that preserves orientation,
dϕ

ds
> 0. It

is easy to see that the length of C is preserved by

lF (C) =

∫ sf

si

F (ρ̂(s)) ds =

∫ sf

si

F (σ̂◦ϕ(s)) ds

=

∫ sf

si

F

(
dϕ

ds
(s) σ̂(ϕ(s))

)
ds =

∫ ϕ−1(tf )

ϕ−1(ti)

F (σ̂(ϕ(s)))
dϕ

ds
(s)ds

=

∫ tf

ti

F (σ̂(t))) dt. (3.3.6)

si, sf are the pre-image of the boundary points ti, tf by ϕ.

In the second line of (3.3.6), we have used the homogeneity condition of F . The ho-
mogeneity of F and parameterisation invariance of Finsler length is an equivalent prop-
erty.

Remark 3.20. The “Finsler length” does not have the properties of a “standard” length,
considered by Euclid or Riemannian geometry, since we require only homogeneity condi-
tion of the Finsler function. For instance, when one changes the orientation of the curve,
in general, it gives different values (not just signatures). However, in our following dis-
cussion of the calculus of variations, we can still use this concept to obtain extremals
and equations of motion, and it maybe also an interesting tool for considering differential
geometry of submanifolds, and possible generalisations of mechanics.
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3.4 Finsler-Hilbert form

Given a Finsler manifold, we can obtain a important geometrical structure which is called
a Hilbert form by some authors [1]. In this thesis, we sometimes call them Finsler-Hilbert
form, just to stress it is for the first order mechanics. In chapter 4, we will generalise this
concept to second order and higher dimensional parameter space.

Definition 3.21. Hilbert form
Let (V, ψ), ψ = (xµ, yµ), µ = 1, ···, n be an induced chart on TM . Consider the following
1-form on T 0M , which in local coordinates are expressed by

F =
∂F

∂yµ
dxµ. (3.4.1)

This form is invariant with respect to the coordinate transformations by

xµ → x̃µ = x̃µ(xν), yµ → ỹµ =
∂x̃µ

∂xν
yν , (3.4.2)

therefore, it is a globally defined form on T 0M . We will call this global form with the
local coordinate expression (3.4.1), Hilbert form.

Lemma 3.22. Let F be the Hilbert 1-form on T 0M , C = σ(Ī) the arc segment on M ,
with Ī = [ti, tf ] a closed interval in R. Then,∫

Ĉ

= lF (C). (3.4.3)

Proof. The simple calculation leads,∫
Ĉ

F =

∫
σ̂(Ī)

∂F

∂yµ
dxµ =

∫ tf

ti

∂F

∂yµ
◦ σ̂ d(xµ◦ σ̂)

=

∫ tf

ti

∂F

∂yµ
(σ̂(t))

d(xµ(σ(t))

dt
dt =

∫ tf

ti

∂F

∂yµ
(σ̂(t)) yµ(σ̂(t))dt

=

∫ tf

ti

F (σ̂(t)) dt = lF (C) (3.4.4)

where we used the pulled back homogeneity condition

∂F

∂yµ
◦ σ̂ · yµ◦ σ̂ = F ◦ σ̂. (3.4.5)



3.4. Finsler-Hilbert form 61

Remark 3.23. This lemma extends the notion of Finsler length given by (3.3.2). Namely,
since the Hilbert form can be integrated over any 1-dimensional submanifold of M , the
identity (3.4.3) suggests that it is possible to extend the integration over arc segments to
arbitrary 1-dimensional submanifold of M , by considering the Hilbert form.

Remark 3.24. Now that we showed that Finsler-Hilbert 1-form gives the Finsler length
(and in a more general situation of a submanifold), we can redefine the pair (M,F) as
the Finsler manifold instead of taking (M,F ). This is a more geometrical definition of a
Finsler manifold, and also in close analogy to the case of Riemannian geometry, where
the geometric structure is given by a tensor g, and not by a function. This observation is
important also for the consideration of Kawaguchi geometry.

Remark 3.25. When given a Hilbert form, we can obtain the Cartan form, which is a
one form defined on J1Y , where Y is a n + 1-dimensional manifold, and J1Y is the
prolongation of the bundle (Y, π,R). ( In most cases, Y = R × Q is considered, and is
called an extended configuration space. Q is a configuration space of dimension n. In
such case, the bundle (Y, pr1,R) becomes a trivial bundle. ) Let (U,ψ), ψ = (t, qi),
i = 1, ···, n be the adapted chart on Y , and the induced chart on R be (π(U), t). We denote
the induced chart on J1Y by ((π1,0)−1(U), ψ1), ψ1 = (t, qi, q̇i), where π1,0 : J1Y → Y

is the prolongation of π. Suppose we have a Hilbert form on TY . Take the induced chart
on TY as ((τY )−1(U), ψ1), ψ1 = (x0, xi, y0, yi), i = 1, ···, n. (In order to avoid confusion
we use different symbols, but clearly x0 = t◦ τY , x

i = qi◦ τY .) Since both J1Y and TY are
bundles over Y , around every p ∈ Y , there exists a local trivialisation. Take p ∈ U , and
let (U, Fp, tp), tp : (τY )−1(U) → U × Fp be the local trivialisation of TY and (U,Gp, t̃p),
t̃p : (π1,0)−1(U) → U × Gp be the local trivialisation of J1Y where Fp = R2(n+1)

and Gp = R2n+1. Then there exists a natural inclusion ι : (t̃p)
−1(U × Gp) ↪→ TM,

ι((t̃p)
−1(U ×Gp)) = (tp)

−1(U × Fp), which in coordinate functions are given by

x0◦ ι = t, xi◦ ι = qi, y0◦ ι = 1, yi◦ ι = q̇i,

so that the submanifold equation is y0 = 1. The local coordinate expression of the Hilbert
form is,

F =
∂F

∂y0
dx0 +

∂F

∂yi
dxi =

1

y0

(
F − ∂F

∂yi
yi
)
dx0 +

∂F

∂yi
dxi, (3.4.6)

where the second equality holds by using the Euler’s homogeneity condition. The pull



62 3. Basics of Finsler geometry and parameterisation

back of this Hilbert form by ι is

ι∗F =
1

y0
◦ ι

(
F ◦ ι− ∂F

∂yi
◦ ι · yi◦ ι

)
d(x0◦ ι) +

∂F

∂yi
◦ ι · d(xi◦ ι) (3.4.7)

However, by the submanifold equation y0 = 1, this becomes exactly the Cartan form,

ΘC = ι∗F =

(
L − ∂L

∂q̇i
q̇i
)
dt+

∂L
∂q̇i

dxi, (3.4.8)

should be regarded as the “conventional” Lagrange function 1 defined on J1Y . In fact, the
inclusion map ι can be globalised for all J1Y , and the relation (3.4.8) is global. In other
words, Cartan form is a restriction of a Hilbert form to a submanifold J1Y in TY . Also,
the base manifold of the bundle (Y, π,R) is naturally considered as a parameter space,
and for Cartan form such structure was needed, while Hilbert form does not need such
fibre bundle structure of Y . In this sense, Hilbert form is a generalisation of the Cartan
form that does not depend on specific bundle structures.

In chapter 5, we will also consider the converse and discuss how to obtain the Hilbert
form when a conventional Lagrangian is given.

1We simply use the term “conventional” to distinguish the Lagrangian function over J1Y , from our
Lagrangian which is the Hilbert 1-form over TY .



Chapter 4

Basics of Kawaguchi geometry and
parameterisation

In this chapter 4, we will introduce a geometry which was originally considered by A.
Kawaguchi as a extension of Finsler geometry. In contrast to Finsler geometry, Kawaguchi
geometry still does not have a well-developed consensus yet, and it may be a bit early to
be called as “geometry”. Nevertheless, it follows the same line of thought that originates
from Riemann, and with the hope of its future establishment, we will call so in this thesis.

4.1 Introduction to Kawaguchi geometry

A. Kawaguchi considered the generalisation of Finsler geometry in two directions, one for
the case of higher order derivative, and another for the case of k-dimensional parameter
space, from the viewpoint of calculus of variations [4]. The latter was referred to as Areal
space. In either case, the theory was presented in means of local expressions. In this
thesis, we will make an original exposition of Kawaguchi geometry by using multivector
bundle and differential forms, and extend its validity to global expressions for the second
order 1-dimensional parameter space and first order k-dimensional parameter space. The
higher order k-dimensional parameter space is left for future research.

In the case of Finsler geometry, the definition for the Finsler-Hilbert form was such as
it gives an invariant length of a parameterisable 1-dimensional submanifold. Namely, the
homogeneity of the Finsler function and the parameterisation invariance of Finsler length
was equivalent. For the Kawaguchi geometry, we can also consider a similar property as
the main pillar for setting up the foundation.
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4.2 Second order, 1-dimensional parameter space

Here in this section we will reconstruct the first direction of generalisation of Finsler
geometry originally considered by Kawaguchi in a modern fashion, where the second
order derivatives (acceleration) are considered. Kawaguchi considered the homogeneity
condition of higher order functions by requiring the following invariance on integration
under the change of parameterisation,

∫ t2

t1

K

(
xµ,

dxµ

dt
,
d2xµ

dt2

)
dt =

∫ t2

t1

K

(
xµ,

dxµ

ds

ds

dt
,
d2xµ

ds2

(
ds

dt

)2

+
dxµ

ds

d2s

dt2

)
dt

=

∫ t2

t1

K

(
xµ,

dxµ

ds
,
d2xµ

ds2

)
ds. (4.2.1)

This requirement gives a condition that the length of a curve defined by such function K
becomes invariant, in other words it is a geometrical length. The above expression is in a
single local chart, but we can prove that the condition could be extended globally. Below
we will give a definition of the manifold with such properties.

4.2.1 Basic definitions of Finsler-Kawaguchi geometry

We will first define the geometric structure of the second order Finsler-Kawaguchi man-
ifold by a function on the total space of a second order tangent bundle (T 2M, τ 2,0M ,M),
such that gives a geometrical length to a curve on M . We will call this structure a second
order Finsler-Kawaguchi function.

Definition 4.1. Second order Finsler-Kawaguchi manifold (Second order 1-dimensional
parameter space)
Let (M,K) be a pair of n-dimensional C∞-differentiable manifold M and a function
K ∈ C∞(T 2M), which for a adapted chart on T 2M , (V 2, ψ2), ψ2 = (xµ, yµ, zµ), µ =

1, ···, n, satisfies the second order homogeneity condition,

K(xµ, λyµ, λ2zµ + ρyµ) = λK(xµ, yµ, zµ), λ ∈ R+, ρ ∈ R. (4.2.2)

We will call the function with such properties, a second order Finsler-Kawaguchi func-
tion, and the pair (M,K) a n-dimensional second order Finsler-Kawaguchi manifold.

Compared to the case of first order Finsler, since T 2M is not a vector space, we do not
have an expression such as λv, the vector multiplied by a constant. The condition (4.2.2)
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implies the following, 
yµ
∂K

∂yµ
+ 2zµ

∂K

∂zµ
= K,

yµ
∂K

∂zµ
= 0.

(4.2.3)

which is called the Zermelo’s condition. The proofs are given by Urban and Krupka [18].
These conditions (4.2.3) are coordinate independent. Take another chart (Ū ; φ̄), φ̄ =

(x̄µ, ȳµ, z̄µ) on M , and then from the coordinate transformation rules, we have,

ȳµ =
∂x̄µ

∂xν
yν ,

∂K

∂ȳµ
=
∂K

∂yρ
∂yρ

∂ȳµ
+
∂K

∂zρ
∂zρ

∂ȳµ
=
∂K

∂yρ
∂xρ

∂x̄µ
+ 2

∂K

∂zρ
∂2xρ

∂x̄α∂x̄µ
ȳα,

z̄µ =
∂x̄µ

∂xν
zν +

∂2x̄µ

∂xα∂xβ
yαyβ,

∂K

∂z̄µ
=
∂K

∂zρ
∂zρ

∂z̄µ
, (4.2.4)

and since

∂x̄µ

∂xν
∂2xρ

∂x̄α∂x̄µ
ȳα =

∂

∂x̄α

(
∂x̄µ

∂xν
∂xρ

∂x̄µ
ȳα
)
− ∂2x̄µ

∂xσ∂xν
∂xσ

∂x̄α
∂xρ

∂x̄µ
ȳα = − ∂2x̄µ

∂xσ∂xν
∂xρ

∂x̄µ
yσ,

we obtain

ȳµ
∂K

∂ȳµ
+ 2z̄µ

∂K

∂z̄µ
= yµ

∂K

∂yµ
+ 2zµ

∂K

∂zµ
= K,

ȳµ
∂K

∂z̄µ
= yµ

∂K

∂zµ
= 0. (4.2.5)

4.2.2 Parameterisation invariant length of Finsler-Kawaguchi geom-
etry

In Finsler geometry, the homogeneity condition of Finsler function implied the invariance
of Finsler length and vice versa. We would similarly define the Finsler-Kawaguchi length,
and then show that the condition (4.2.2) and the parameter independence of Finsler-
Kawaguchi length is equivalent. We will begin by introducing the lift of a parameteri-
sation.

Definition 4.2. Second order lift of parameterisation
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Figure 4.1: Second order lift of parameterisation

Consider a second order tangent bundle (T 2M, τ 2,0M ,M) defined in Section 2.1.1, and the
induced chart (V 2, ψ2), ψ2 = (xµ, yµ, zµ), µ = 1, ···, n, on T 2M . Let σ be a parameteri-
sation of C, namely C = σ(I) defined in Section 3.3, and I be an open interval in R. We
call the map σ2 : I → T 2M , such that its local expression is given by

σ2(t) =
d(xµ◦σ)

dt

∣∣∣∣
t

(
∂

∂xµ

)
σ̂(t)

+
d2(xµ◦σ)

dt2

∣∣∣∣∣
t

(
∂

∂yµ

)
σ̂(t)

, (4.2.6)

the second order lift of parameterisation σ to T 2M . The image C2 = σ2(I) is called the
second order lift of C.

Clearly, τ 2,0M (C2) = C. The second order lift of parameterisation σ is constructed
by considering the subset of iterated tangent lift. Namely, construct the tangent lift
ˆ̂σ : I → TTM of the parameterisation σ̂ : I → TM , and then take its subset by
σ2 := {ˆ̂σ|Tσ̂(t)τM(ˆ̂σ(t)) = τTM(ˆ̂σ(t)), t ∈ I}. The iterated tangent lift ˆ̂σ(t) has the local
coordinate expressions

ˆ̂σ(t) =
d(xµ◦ σ̂)

dt

∣∣∣∣
t

(
∂

∂xµ

)
σ̂(t)

+
d(yµ◦ σ̂)

dt

∣∣∣∣
t

(
∂

∂yµ

)
σ̂(t)

,

and the condition for ˆ̂σ(t) to be in T 2M by the Definition 2.23 will give us the coordinates
of σ2(t),

(xµ◦σ2)(t) = (xµ◦ σ̂)(t) = (xµ◦σ)(t),
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(yµ◦σ2)(t) =
d(xµ◦ σ̂)

dt

∣∣∣∣
t

=
d(xµ◦σ)

dt

∣∣∣∣
t

= (yµ◦ σ̂)(t),

(zµ◦σ2)(t) =
d(yµ◦ σ̂)

dt

∣∣∣∣
t

=
d2(xµ◦σ)

dt2

∣∣∣∣
t

. (4.2.7)

From above we conclude σ2(t) has the expression (4.2.6).
The parameterisation σ where its second order lift σ2 is nowhere 0 is called a reg-

ular parameterisation of order 2. In the discussions concerning second order Finsler-
Kawaguchi geometry, we will only consider the regular parameterisation of order 2.

The r-th order parameterisation σr : I → T rM can be obtained by iterative process.

Namely, construct the lift (̂σ)r−1 : I → TT r−1M of the parameterisation σr−1 : I →
T r−1M , and then regarding the construction on the higher-order tangent bundle (2.1.27),
take its subset by

σr := {(̂σ)r−1| Tσr−1(t)τ
r−1,r−2
M ((̂σ)r−1(t)) = ιr−1◦ τT r−1M((̂σ)r−1(t)), t ∈ I}. (4.2.8)

Definition 4.3. r-th order parameterisation
Let σ be a parameterisation of the curve C on M . The map σr : I → T rM given by
(4.4.6) is called the r-th order lift of parameterisation σ.

where ιr−1 : T
r−1M → TT r−2M is the inclusion map.

Definition 4.4. Finsler-Kawaguchi length (second order)
The Finsler-Kawaguchi function defines a geometrical length for an arc segment C =

σ([ti, tf ]) on M by the lifted parameterisation σ2 of order 2 as,

lK(C) =

∫ tf

ti

K
(
σ2(t)

)
dt. (4.2.9)

By chart expression, this is,

lK(C) =

∫ tf

ti

K
(
xµ(σ2(t)), yµ(σ2(t)), zµ(σ2(t))

)
dt

=

∫ tf

ti

K

(
xµ(σ(t)),

d(xµ(σ(t)))

dt
,
d2(xµ(σ(t)))

dt2

)
dt, (4.2.10)

where we used the definition of σ2, and its coordinates expressed by the induced coordi-
nates of T 2M ,

(xµ◦σ2)(t) = (xµ◦σ)(t),
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(yµ◦σ2)(t) =
d(xµ◦ σ)

dt

∣∣∣∣
t

,

(zµ◦σ2)(t) =
d2(xµ◦σ)

dt2

∣∣∣∣
t

. (4.2.11)

We call this lK(C), the (second order) Finsler-Kawaguchi length of the curve C.

For the case of first order Finsler geometry, there was an important property of param-
eterisation independence of the Finsler length (Section 3.3). We will show that the second
order Finsler-Kawaguchi length also has the same property.

Lemma 4.5. Reparameterisation invariance of Finsler-Kawaguchi length
The second order Finsler-Kawaguchi length does not change by the reparameterisation
ρ = σ◦ϕ, ϕ : J → I , where ϕ is a diffeomorphism such that preserves the orientation,
and I, J are open intervals in R.

Proof. The second order lift of ρ becomes,
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, (4.2.12)

for s ∈ J . Its coordinates in T 2M are,

(xµ◦ ρ2)(s) = (xµ◦σ)(ϕ(s)) = (xµ◦σ2)(ϕ(s)),

(yµ◦ ρ2)(s) =

(
d(xµ◦σ)

dt

∣∣∣∣
ϕ(·)

dϕ

ds

)
(s) =

dϕ

ds
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s
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· (yµ◦σ2)(ϕ(s)) (4.2.13)

and since ρ is a regular parameterisation that preserves orientation,
dϕ

ds
> 0.
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Let [si, sf ] ⊂ J and [ti, tf ] ⊂ I be closed intervals, where ϕ(si) = ti, ϕ(sf ) = tf .
Now we can see that the length of C = σ([ti, tf ]) is preserved by

lK(C) =

∫ sf

si

K
(
ρ2(s)

)
ds =

∫ sf
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K
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K(σ2(ϕ(s)))
dϕ

ds
(s)ds
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∫ tf

ti

K(σ2(t))) dt. (4.2.14)

In the second line of (4.2.14), we have used the pull-back of second order homogene-
ity condition (4.2.2). We can conclude that the homogeneity of K and parameterisation
invariance of Finsler-Kawaguchi length is an equivalent property.

4.2.3 Finsler-Kawaguchi form

Given a Finsler-Kawaguchi manifold (M,K), we can obtain an important geometrical
structure, which we call a Finsler-Kawaguchi form. It is a form which is constructed in
accord to the second order homogeneity condition, and gives a conventional Lagrangian
when pulled back to the parameter space by a certain parameterisation. As such as
the Hilbert form reduced to Cartan form by choosing a specific fibration, the Finsler-
Kawaguchi form is expected to give the Higher order Cartan form similarly by fixing the
fibration.

Definition 4.6. Second order Finsler-Kawaguchi form
Let (V 2, ψ2), ψ2 = (xµ, yµ, zµ), µ = 1, ···, n be a chart on T 2M . The second order
Finsler-Kawaguchi form K is a 1-form on T 2M , which in local coordinates are expressed
by

K =
∂K

∂yµ
dxµ + 2

∂K

∂zµ
dyµ. (4.2.15)

This corresponds to the first formula in (4.2.3).

The Finsler-Kawaguchi form is invariant with respect to the coordinate transforma-
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tions by,

xµ → x̄µ = x̄µ(xν),

yµ → ȳµ(xµ, yµ) =
∂x̄µ

∂xν
yν ,

zµ → z̄µ(xµ, yµ, zµ) =
∂x̄µ

∂xν
zν +

∂2x̄µ

∂xα∂xβ
yαyβ (4.2.16)

Note that from the second formula of (4.2.2), we can similarly consider a form
∂K

∂zµ
dxµ,

which is also coordinate independent. Adding such form to (4.2.15) does not contribute
to the conventional Lagrangian or equation of motion which its only dynamical variable is
the time t, since it becomes 0 when pulled back to the parameter space P . Still, it changes
the Lagrangian and equation of motion before the pull-back, giving some ambiguity in
the choice of such forms. Nevertheless, for the arbitrary order of derivatives, only one
condition of Zermelo relates the derivatives of K in the formula to K, and we can always
use this condition to construct the Finsler-Kawaguchi form.

Proposition 4.7. Let K be the second order Finsler-Kawaguchi 1-form on T 2M , I an
open interval in R, [ti, tf ] ⊂ I , and σ2 the second order lifted parameterisation σ2 : I →
T 2M . The integration of K along C2 := σ2([ti, tf ]) is given by the Finsler-Kawaguchi
length lK(C).

Proof. The simple calculation leads,∫
C2
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∫
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K(σ2(t)) dt = lK(C), (4.2.17)

where we used the pull-back second order homogeneity condition

∂K

∂yµ
◦σ2 · yµ◦σ2 + 2

∂K

∂zµ
◦σ2 · zµ◦σ2 = K◦σ2. (4.2.18)
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Remark 4.8. As we redefined the pair (M,F) as the Finsler manifold instead of the
pair (M,F ), we can redefine the pair (M,K) as the n-dimensional Finsler-Kawaguchi
manifold instead of the pair (M,K).

Remark 4.9. We saw in the previous chapter, the relation between Hilbert form and the
Cartan form (Remark 3.25). Similary, we can consider what the Finsler-Kawaguchi form
corresponds to, when specifying the fibration. Let Y be a n + 1-dimensional manifold,
and fix the bundle (Y, π,R). The second order prolongation of Y is denoted as J2Y .
Let (V, ψ), ψ = (t, xi), i = 1, ···, n be the adapted chart on Y , and the induced chart
on R be (π(V ), t). We denote the induced chart on J2Y by ((π2,0)−1(V ), ψ2), ψ2 =

(t, qi, q̇i, q̈i), where π2,0 : J2Y → Y is the prolongation of π. Suppose we have a second
order Finsler-Kawaguchi form K on T 2Y ⊂ TTY . Take the induced chart on T 2Y as
((τ 2,0Y )−1(V ), ψ̃2), ψ̃2 = (x0, xi, y0, yi, ẋ0, ẋi, z0, zi), i = 1, ···, n. Consider an inclusion
map ι : (π2,0)−1(V ) ↪→ (τ 2,0Y )−1(V ), which in coordinates are given by

ι : (t, qi, q̇i, q̈i) ↪→ (x0 = t, xi = qi, y0 = 1, yi = q̇i, ẋ0 = 1, ẋi = q̇i, z0 = 0, zi = q̈i),

so that the submanifold equations are now given by y0 = ẋ0 = 1, yi = ẋi, z0 = 0.
Expressing the Finsler-Kawaguchi form in these coordinates gives,

K =
∂K

∂y0
dx0 +

∂K

∂yi
dxi + 2

∂K

∂z0
dy0 + 2

∂K

∂zi
dyi, (4.2.19)

and using the homogeneity conditions:
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∂z0
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∂zi
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)

1
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,

∂K

∂z0
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1
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, (4.2.20)

becomes

K =
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1
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dx0 +

∂K

∂yi
dxi − ∂K

∂zi
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1

y0
dy0 + 2

∂K

∂zi
dyi.

(4.2.21)

The pull-back of this Finsler-Kawaguchi form by ι is

ι∗K =
1

y0
◦ ι

(
K◦ ι− ∂K

∂yi
◦ ι · yi◦ ι− 2

∂K

∂z0
◦ ι · z0◦ ι− 2

∂K

∂zi
◦ ι · zi◦ ι

)
d(x0◦ ι)
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+
∂K

∂yi
◦ ιdxi◦ ι− 1

y0
◦ ι · ∂K

∂zi
◦ ι · zi◦ ι d(y0◦ ι) + 2

∂K

∂zi
◦ ι d(yi◦ ι). (4.2.22)

By the submanifold equations, this becomes

ΘK := ι∗K =

(
L − ∂L

∂q̇i
q̇i − 2

∂L
∂q̈i

q̈i
)
dt+

∂L
∂q̇i

dqi + 2
∂L
∂q̈i

dq̇i

= Ldt+ ∂L
∂q̇i

ωi + 2
∂L
∂q̈i

ω̇i, (4.2.23)

where we set L := K◦ ι, and

ωi := dqi − q̇idt, ω̇i := dq̇i − q̈idt. (4.2.24)

The 1-forms ωi, ω̇i are called contact forms, and they disappear when pulled back to the
base manifold of the bundle (Y, π,R). ΘK is the second order form which corresponds to
the Cartan form in our context.

4.3 First order, k-dimensional parameter space

Here in this section we will consider the second direction of generalisation of Finsler
geometry, to k-dimensional parameter space. We will begin with the first order case. For
the construction, we will utilise the structure of multivector bundles, introduced in chapter
2 Section 2.1.3.

4.3.1 Basic definitions of Kawaguchi geometry (first order k-multivector
bundle)

We will first define the geometric structure on the total space of a k-multivector bundle
(ΛkTM,ΛkτM ,M). We will call this structure a first order k-areal Kawaguchi function.

Definition 4.10. Kawaguchi manifold (First order k-dimensional parameter space)
Let (M,K) be a pair of n-dimensional C∞-differentiable manifold M and a function
K ∈ C∞(ΛkTM) with k ⩽ n that satisfies the following homogeneity condition,

K(λv) = λK(v), λ > 0, for v ∈ ΛkTM. (4.3.1)

We will call the function with such properties, a first order k-areal Kawaguchi function,
and the pair (M,K) a n-dimensional k-areal Kawaguchi manifold, or simply Kawaguchi
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Figure 4.2: lift of parameterisation for Kawaguchi area

manifold, if the subject of discussion is clear.

Let (V, ψ), ψ = (xµ, yµ1···µk), µ, µ1, ···, µk = 1, ···, n be a chart on ΛkTM , then the
local expression of the above condition can be written as

K(xµ, λyµ1···µk) = λK(xµ, yµ1···µk), λ > 0. (4.3.2)

The condition (4.3.2) implies the following,

1

k!

∂K

∂yµ1···µk
yµ1···µk = K, (4.3.3)

Which corresponds to the Euler’s homogeneous theorem.

4.3.2 Parameterisation invariant k-area of Kawaguchi geometry

In this section we will define the object k-curves, k-patchs, their parameterisations and
Kawaguchi area. Kawaguchi area is invariant with respect to the reparameterisation we
describe in the following, and the notion is naturally extended to k-dimensional immersed
submanifolds. Similarly as in the case of Finsler length and Finsler-Kawaguchi length,
the reparameterisation invariance of Kawaguchi area is due to the homogeneity of k-areal
Kawaguchi function.

Definition 4.11. Cr-k-curves
Let M be a smooth manifold, and σ : P → M a Cr-mapping, where P is an open
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rectangle of Rk. We denote the image of P by Σ; Σ := σ(P ) ⊂ M , and call Σ, the
Cr-k-curve on M .

Definition 4.12. Lift of Cr-k-curves
Consider a k-multivector bundle (ΛkTM,ΛkτM ,M) where ΛkτM is the natural projec-
tion, and (V, ψ), ψ = (xµ, yµ1···µk), µ, µ1, ···, µk = 1, ···, n be the induced chart on ΛkTM ,
and (t1, t2, ···, tk) the global chart of Rk. Let σ : P →M be a Cr-mapping where P is an
open rectangle of Rk. Consider a map σ̂ : P → ΛkTM , such that its image is denoted by
Σ̂ := σ̂(P ) ⊂ ΛkTM , where ΛkτM(Σ̂) = Σ, and its coordinate expressions given by

σ̂(t) =
∂(xµ1◦σ)

∂t1

∣∣∣∣
t

· · ·∂(x
µk◦σ)

∂tk

∣∣∣∣
t

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
σ(t)

, (4.3.4)

for t ∈ P . The map σ̂ and its image Σ̂ is called the lift or the multi-tangent lift of σ (resp.
Σ).

In coordinate charts, (4.3.4) is expressed as

(xµ◦ σ̂)(t) = (xµ◦σ)(t), (yµ1···µk◦ σ̂)(t) =
∂(x[µ1◦σ)

∂t1

∣∣∣∣
t

· · · ∂(x
µk]◦σ)

∂tk

∣∣∣∣
t

. (4.3.5)

Definition 4.13. Regularity of σ
The Cr-map σ is called regular, if its lift σ̂ is nowhere 0.

Definition 4.14. Parameterisation of an immersed curve
The Cr-map σ : P → M is called an immersion, if its lift σ̂ is injective, and the image
Σ is called an immersed k-curve. The map σ is called a parameterisation of immersed
k-curve C, and P is called a parameter space, when σ is an immersion, and preserves
orientation.

Definition 4.15. Parameterisation
Let σ : P → M be a Cr-map, and Σ = σ(P ). The map σ is called a parameterisation of
Σ, and P is called a parameter space, when σ is injective, and preserves orientation.

Definition 4.16. Lift of a parameterisation
We call σ̂ the lift of parameterisation σ, when σ is a parameterisation.

Given a k-curve Σ on M , more than one map and open rectangle may exist, namely
for cases such as Σ = σ(P ) = ρ(Q), where σ, ρ are the maps, and P,Q are the open
rectangles in Rk. We can classify the k-curves by considering the properties of these
maps.



4.3. First order, k-dimensional parameter space 75

Definition 4.17. Regular k-curve
Let Σ be a Cr-k-curve on M . Σ is called a regular k-curve on M , if there exists a regular
Cr map σ and an open rectangle P of Rk such that σ(P ) = Σ.

Definition 4.18. Parameterisable immersed k-curve
Let Σ be a Cr-k-curve on M . Σ is called a parameterisable immersed k-curve on M , if
there exists an immersion σ and an open rectangle P of Rk such that σ(P ) = Σ.

Definition 4.19. Parameterisable curve
Let Σ be a Cr-k-curve on M . Σ is called a parameterisable k-curve on M , if there exists
an injective Cr-map σ and an open rectangle P of Rk such that σ(P ) = Σ.

Occasionally, we implicitly refer to the pair (σ, P ) by the parameterisation σ. In the
following discussion, we will only consider regular, parameterisable k-curves.

Now we will introduce the concept of a k-dimensional area of a k-curve by integra-
tion on the parameter space. For simplicity, we will restrict ourselves to curves that are
parameterisable, and consider its closed subset, which we define below.

Definition 4.20. k-patch
Let Σ̃ be a parameterisable k-curve on M with some parameterisation σ. A subset of Σ̃
given by Σ := σ([t1i , t

1
f ]×[t2i , t

2
f ]× ···×[tki , t

k
f ]) ⊂ Σ̃, where [t1i , t

1
f ]×[t2i , t

2
f ]× ···×[tki , t

k
f ] ⊂

P is called the k-patch on M , σ is called the parameterisation of the k-patch and the
closed rectangle [t1i , t

1
f ] × [t2i , t

2
f ] × ··· × [tki , t

k
f ] is called the parameter space of the k-

patch.

The k-areal Kawaguchi function defines a geometrical area for a k-patch Σ on M .

Definition 4.21. Kawaguchi k-area
Let (M,K) be the n-dimensional k-areal Kawaguchi manifold, and Σ the k-patch on M
such that Σ = σ([t1i , t

1
f ]× [t2i , t

2
f ]× ··· × [tki , t

k
f ]). We assign to Σ the following integral

lK [Σ] =

∫ t1f

t1i

dt1
∫ t2f

t2i

dt2· · ·
∫ tkf

tki

dtkK (σ̂(t)). (4.3.6)

We call this number lK(Σ) the Kawaguchi area or Kawaguchi k-area of Σ.

Let (V, ψ), ψ = (xµ, yµ1···µk), µ, µ1, ···, µk = 1, ···, n be the induced chart on ΛkTM .
By chart expression, (4.3.6) is,

lK [Σ] =

∫ t1f

t1i

dt1
∫ t2f

t2i

dt2· · ·
∫ tkf

tki

dtkK (xµ(σ̂(t)), yµ1···µk(σ̂(t)))
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=

∫ t1f

t1i

dt1
∫ t2f

t2i

dt2· · ·
∫ tkf

tki

dtkK

(
xµ(σ(t)),

∂(x[µ1(σ(t)))

∂t1
· · ·∂(x

µk](σ(t)))

∂tk

)
, (4.3.7)

where we used the definition of σ̂, and definition of induced coordinates of ΛkTM (4.3.5).
Let ρ : Q → Σ, Q ⊂ Rk be another parameterisation of Σ. When there exists a dif-

feomorphism ϕ : Q→ P such that ρ = σ◦ϕ, this gives an equivalence relation σ ∼ ρ. As
in the case of 1-dimensional parameter space, in Kawaguchi geometry of k-dimensional
parameter space, the Kawaguchi area defined above has the important property of repa-
rameterisation invariance.

Lemma 4.22. Reparameterisation invariance of Kawaguchi k-area The Kawaguchi k-area
does not change by the reparameterisation ρ = σ◦ϕ, where ϕ : Q → P is a diffeomor-
phism, and preserves the orientation.

Proof. Dividing the rectangle P̄ := [t1i , t
1
f ]× [t2i , t

2
f ]× ···× [tki , t

k
f ] if necessary into smaller

closed sub-rectangles, we can suppose without loss of generality that the set Σ = σ(P̄ )

lies in the coordinate neighbourhood of a chart (U,φ), φ = (xµ). Then the lift of ρ
becomes,

ρ̂(s) =
∂(xµ1◦σ◦ϕ)

∂s1

∣∣∣∣
s

· · ·∂(x
µk◦σ◦ϕ)

∂sk

∣∣∣∣
s

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
σ◦ϕ(s)

=
∂(xµ1◦σ)

∂ta1

∣∣∣∣
ϕ(s)

· · · ∂(x
µk◦σ)

∂tak

∣∣∣∣
ϕ(s)

∂(ta1◦ϕ)

∂s1

∣∣∣∣
s

· · · ∂(t
ak◦ϕ)

∂sk

∣∣∣∣
s

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
σ◦ϕ(s)

= εa1···ak
∂(ta1◦ϕ)

∂s1

∣∣∣∣
s

· · · ∂(t
ak◦ϕ)

∂sk

∣∣∣∣
s

σ̂(ϕ(s)),

(4.3.8)

for s ∈ Q, a1, ···, ak = 1, 2, ···, k, and since ρ is a regular parameterisation that preserves
orientation,

εa1···ak
∂(ta1◦ϕ)

∂s1

∣∣∣∣
s

· · · ∂(t
ak◦ϕ)

∂sk

∣∣∣∣
s

> 0. (4.3.9)

The k-dimensional area of Σ is preserved by

lK [Σ] =

∫ s1f

s1i

ds1
∫ s2f

s2i

ds2· · ·
∫ skf

ski

dskK (ρ̂(s))

=

∫ s1f

s1i

ds1· · ·
∫ skf

ski

dskK

(
εa1···ak

∂(ta1◦ϕ)

∂s1

∣∣∣∣
s

· · · ∂(t
ak◦ϕ)

∂sk

∣∣∣∣
s

σ̂(ϕ(s))

)
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=

∫ ϕ−1(s1f )

ϕ−1(s1i )

· · ·
∫ ϕ−1(skf )

ϕ−1(ski )

ds1∧· · ·∧dskεa1···ak
∂(ta1◦ϕ)

∂s1

∣∣∣∣
s

· · · ∂(t
ak◦ϕ)

∂sk

∣∣∣∣
s

K (σ̂(ϕ(s)))

=

∫ t1f

t1i

· · ·
∫ tkf

tki

dt1∧dt2∧· · ·∧dtkK (σ̂(t))

=

∫ t1f

t1i

dt1· · ·
∫ tkf

tki

dtkK (σ̂(t)) , (4.3.10)

where s1i , s
1
f , s

2
i , s

2
f , ···, s

k
i , s

k
f are the pre-image of the boundary points t1i , t

1
f , t

2
i , t

2
f , ···, t

k
i , t

k
f

by ϕ. For the third equality of (4.3.10), we have used the pulled back homogeneity con-
dition of K, and the definition of integration of k-form in accord to Section 2.2.

We conclude that the homogeneity ofK and parameterisation invariance of Kawaguchi
k-area is an equivalent property.

Remark 4.23. As similarly in the case of a curve, the “Kawaguchi area” does not have
the properties of a “standard” area, considered by Euclid or Riemannian geometry, since
we require only homogeneity condition of the Kawaguchi function. For instance, when
one changes the orientation of the k-curve, in general, it gives different values (not just
signatures). Nevertheless, in our following discussion of the calculus of variations, we can
still use this concept to obtain extremals and equations of motion. It is especially designed
to use for the applications for extensions of field theory, which unifies spacetime and
fields. Such situation appears commonly in modern theoretical physics, and Kawaguchi
area will be a good geometrical object to consider for constructing viable models.

4.3.3 Kawaguchi k-form

Given a n-dimensional k-areal Kawaguchi manifold (M,K), we can obtain an important
geometrical structure, which we will call a Kawaguchi k-form. Kawaguchi k-form is
constructed in accord with the homogeneity condition, and gives the Lagrangian of a
field theory when pulled back to the parameter space, namely the spacetime, by a certain
parameterisation.

Definition 4.24. Kawaguchi k-form (first order field theory)
Let (V, ψ), ψ = (xµ, yµ1···µk), µ, µ1, ···, µk = 1, ···, n be the induced chart on ΛkTM . The
Kawaguchi k-form K is a k-form on ΛkTM , which in local coordinates are expressed by

K =
1

k!

∂K

∂yµ1···µk
dxµ1∧· · ·∧dxµk . (4.3.11)
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This expression corresponds to the homogeneity condition (4.3.3).

Proposition 4.25. The Kawaguchi form is invariant with respect to the coordinate trans-
formations.

Proof. Let
(
V̄ , ψ̄

)
, ψ̄ = (x̄µ, ȳµ1···µk) be another chart on ΛkTM with intersection V ∩

V̄ ̸= ∅. Then by the coordinate transformation

xµ → x̄µ = x̄µ(xν),

yµ1···µk → ȳµ1···µk(xµ, yµ1···µk) =
∂x̄µ1

∂xν1
· · ·∂x̄

µk

∂xνk
yν1···νk , (4.3.12)

we have

K =
1

k!

∂K

∂yµ1···µk
dxµ1∧· · ·∧dxµk =

1

k!

∂K

∂ȳν1···νk
∂ȳν1···νk

∂yµ1···µk
∂xµ1

∂x̄ν1
· · ·∂x

µk

∂x̄νk
dx̄µ1∧· · ·∧dx̄µk

=
1

k!

∂K

∂ȳν1···νk
∂x̄ν1

∂x[µ1
· · · ∂x̄

νk

∂xµk]
∂xµ1

∂x̄ν1
· · ·∂x

µk

∂x̄νk
dx̄µ1∧· · ·∧dx̄µk

=
1

k!

∂K

∂ȳµ1···µk
dx̄µ1∧· · ·∧dx̄µk . (4.3.13)

Proposition 4.26. Let K be the Kawaguchi k-form on ΛkTM , Σ = σ(P̄ ) the k-patch on
M , with P̄ = [t1i , t

1
f ]× [t2i , t

2
f ]× ··· × [tki , t

k
f ] a closed rectangle in Rk. Then,∫

Σ̂

K = lK(Σ). (4.3.14)

Proof. The simple calculation leads,∫
Σ̂

K =

∫
σ̂(P̄ )

1

k!

∂K

∂yµ1···µk
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· · ·
∫ tkf

tki
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∫ tkf

tki
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∂(xµ1◦σ)

∂t1
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t

· · ·∂(x
µk◦σ)

∂tk
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)
× ∂(xµ1◦σ)

∂t1
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∂tk
dt1∧· · ·∧dtk

=

∫ t1f

t1i

· · ·
∫ tkf

tki

1
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∂K

∂yµ1···µk
(xµ(σ(t)), yµ1···µk(σ̂(t))) yµ1···µk(σ̂(t))dt1∧· · ·∧dtk

=

∫ t1f

t1i

dt1· · ·
∫ tkf

tki

dtkK

(
xµ(σ(t)),

∂(x[µ1(σ(t))

∂t1
· · ·∂(x

µk](σ(t))

∂tk

)
= lK(Σ)

(4.3.15)
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where we used the pull-back homogeneity condition

1

k!

∂K

∂yµ1···µk
◦ σ̂ · yµ1···µk◦ σ̂ = K◦ σ̂. (4.3.16)

Remark 4.27. This lemma extends the notion of Kawaguchi area given by (4.3.6). Namely,
since the Kawaguchi form can be integrated over any k-dimensional submanifold of M ,
the identity (4.3.14) suggests to extend the integration over k-patches to arbitrary k-
dimensional submanifold of M .

Remark 4.28. Now that we showed that Kawaguchi k-form gives the Kawaguchi k-
area (and in a more general situation of a submanifold), we redefine the pair (M,K)

as the n-dimensional k-areal Kawaguchi manifold instead of the pair (M,K). This is a
more geometrical definition of a Kawaguchi manifold, similar as in the case of Finsler
geometry.

4.4 Second order, k-dimensional parameter space

Here in this section, combining the previous two directions of generalisation, we will
consider the case of second order, k-dimensional parameter space. However, unlike the
previous discussions, we will consider only the case of M = Rn, and leave the global
construction for the future work. In this section, M = Rn is assumed.

4.4.1 Basic definitions of Kawaguchi space (second order k-multivector
bundle)

We will first define the geometric structure on the total space of a second order k-multivector
bundle ((ΛkT )2M,Λkτ 2,0M ,M) with Λkτ 2.0M = ΛkτM ◦Λkτ 2,1M , Λkτ 2,1M := ΛkτΛkTM

∣∣
(ΛkT )2M

.
We will call this structure a second order k-areal Kawaguchi function. For visibility, the
multi-index notation (see Section 2.1.4) are used.

Definition 4.29. Kawaguchi space (Second order k-dimensional parameter space) Let
(M,K) be a pair of n-dimensional Cartesian space M = Rn and a function K ∈
C∞((ΛkT )2M), k ⩽ n, which for the induced global chart φ2 = (xµ, yµ1···µk , zI1ν2···νk ,

zI1I2ν3···νk , ···, zI1I2···Ik), µ, µ1, ···, µk, ν2, ···, νk = 1, ···, n, Ij := µi1j ···µikj , on (ΛkT )2M satis-
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fies the following second order homogeneity condition,

K
(
xµ, λyµ1···µk , (λ)2zI1ν2···νk + λν2···νkyI1 , (λ)2zI1I2ν3···νk + λν3···νkyI1yI2 ,

. . . , (λ)2zI1I2···Ik + λ0yI1yI2 · · ·yIk
)

= λK(xµ, yµ1···µk , zI1ν2···νk , zI1I2ν2···νk , ···, zI1I2···Ik), (4.4.1)

for λ > 0, and λν2···νk , λν3···νk , ···, λνk , λ0 being arbitrary constants. We will call the func-
tion with such properties, a second order k-areal Kawaguchi function on M = Rn, and
the pair (M,K) a second order n-dimensional k-areal Kawaguchi space, or simply sec-
ond order Kawaguchi space, if the subject of discussion is clear.

As in the case of second order Finsler-Kawaguchi geometry, (ΛkT )2M is not a vector
space. Therefore, we have only second order homogeneity conditions in chart expres-
sions. This condition (4.4.1) implies the following conditions,

∂K

∂yI1
yI1 +

2

(k − 1)!

∂K

∂zI1ν2···νk
zI1ν2···νk +

2

2!(k − 2)!

∂K

∂zI1I2ν3···νk
zI1I2ν3···νk+

· · ·+ 2

k!

∂K

∂zI1I2···Ik
zI1I2···Ik = K,

∂K

∂zI1ν2···νk
yI1 = 0,

∂K

∂zI1I2ν3···νk
yI1yI2 = · · · = ∂K

∂zI1I2···Ik
yI1yI2· · ·yIk = 0.

(4.4.2)

The last row is simply an identity, by the symmetric and anti-symmetric property of in-
dices. However, this expression is not coordinate invariant, and therefore, we cannot de-
duce the corresponding Kawaguchi k-form of the second order by just these expressions.
In this text we will only consider the case of M = Rn.

4.4.2 Parameterisation invariant k-area of second order
Kawaguchi geometry

In this section we will define the k-dimensional area, which we will call the Kawaguchi
area of second order. This area is invariant with respect to reparameterisation. Similarly
as in the previous cases, this is due to the homogeneity of second order k-areal Kawaguchi
function. We will begin by introducing the second order lift of parameterisation. In this
section, M = Rn is assumed.
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Figure 4.3: lift of parameterisation for Kawaguchi area

Definition 4.30. Second order lift of parameterisation
Consider a second order k-multivector bundle ((ΛkT )2M,Λkτ 2,0M ,M) defined in Sec-
tion 2.1.4, where M = Rn and the induced global chart φ2 = (xµ, yµ1···µk , zI1ν2···νk ,

zI1I2ν3···νk , ···, zI1I2···Ik), µ, µ1, ···, µk, ν2, ···, νk = 1, ···, n, Ij := µi1j ···µikj , on (ΛkT )2M . Let
σ be a parameterisation of Σ, namely Σ = σ(P ) defined in Section 4.3.2, where P is an
open k-rectangle. We call the map σ2 : P → Σ2 ⊂ (ΛkT )2M , such that its coordinate
expression is given by
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∂(yIj ◦ σ̂)

∂ta
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∂

∂ta
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, a, a1, · · ·, ak, b1, · · ·, bk = 1, · · ·, k,

(4.4.3)

the second order lift of parameterisation σ to (ΛkT )2M . The image Σ2 = σ2(P ) is called
the second order lift of Σ.

The above second order lift of parameterisation σ is constructed similarly as in the
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case of 1-dimensional parameter space (Section 4.2.2), by considering the subset of iter-
ated tangent lift. Namely, we first construct the tangent lift ˆ̂σ : P → ΛkTΛkTM of the pa-
rameterisation σ̂ : P → ΛkTM , and then take its subset by σ2 := {ˆ̂σ|ΛkTσ̂(t)ΛkτM(ˆ̂σ(t)) =

ΛkτTM(ˆ̂σ(t)), t ∈ P}. The iterated tangent lift ˆ̂σ(t) has the coordinate expressions,

ˆ̂σ(t) =
∂(xµ1◦ σ̂)

∂t1

∣∣∣∣
t

· · ·∂(x
µk◦ σ̂)

∂tk

∣∣∣∣
t

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
σ̂(t)

+ εa1···ak
∂(yI1◦ σ̂)

∂ta1

∣∣∣∣
t

∂(xµ2◦ σ̂)

∂ta2

∣∣∣∣
t

· · ·∂(x
µk◦ σ̂)

∂tak

∣∣∣∣
t

(
∂

∂yI1
∧ ∂

∂xµ2
∧· · ·∧ ∂

∂xµk

)
σ̂(t)

+ εa1···ak
∂(yI1◦ σ̂)

∂ta1

∣∣∣∣
t

∂(yI2◦ σ̂)

∂ta2

∣∣∣∣
t

∂(xµ3◦ σ̂)

∂ta3

∣∣∣∣
t

· · ·∂(x
µk◦ σ̂)

∂tak

∣∣∣∣
t

(
∂

∂yI1
∧ ∂

∂yI2
∧ ∂

∂xµ3
∧· · ·∧ ∂

∂xµk

)
σ̂(t)

+ · · ·+ εa1···ak
∂(yI1◦ σ̂)

∂ta1

∣∣∣∣
t

∂(yI2◦ σ̂)

∂ta2

∣∣∣∣
t

· · ·∂(y
Ik◦ σ̂)

∂tak

∣∣∣∣
t

(
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk

)
σ̂(t)

,

(4.4.4)

and the condition for ˆ̂σ(t) to be in (ΛkT )2M will give us the coordinates of σ2(t),

(xµ◦σ2)(t) = (xµ◦ σ̂)(t) = (xµ◦σ)(t),

(yµ1···µk◦σ2)(t) =
∂(x[µ1◦ σ̂)

∂t1

∣∣∣∣
t

· · · ∂(x
µk]◦ σ̂)

∂tk

∣∣∣∣
t

=
∂(x[µ1◦σ)

∂t1

∣∣∣∣
t

· · ·∂(x
µk]◦σ)

∂tk

∣∣∣∣
t

= (yµ1···µk◦ σ̂)(t),

(zI1ν2···νk◦σ2)(t) = εa1···ak
∂(yI1◦ σ̂)

∂ta1

∣∣∣∣
t

∂(x[ν2◦σ)

∂ta2

∣∣∣∣
t

· · · ∂(x
νk]◦σ)

∂tak

∣∣∣∣
t

,

= εa1···ak
∂

∂ta1

(
∂(x[µ

1
i ◦σ)

∂t1
· · ·∂(x

µ1k]◦σ)

∂tk

)
t

∂(x[ν2◦ σ)

∂ta2

∣∣∣∣
t

· · · ∂(x
νk]◦σ)

∂tak

∣∣∣∣
t

,

(zI1I2ν3···νk◦σ2)(t)

= εa1···ak
∂

∂ta1

(
∂(x[µ

1
i ◦σ)

∂t1
· · ·∂(x

µ1k]◦σ)

∂tk

)
t

× ∂

∂ta2

(
∂(x[µ

2
i ◦σ)

∂t1
· · ·∂(x

µ2k]◦ σ)

∂tk

)
t

∂(x[ν3◦σ)

∂ta3

∣∣∣∣
t

· · · ∂(x
νk]◦ σ)

∂tak

∣∣∣∣
t

,

...

(zI1I2···Ik◦σ2)(t) = εa1···ak
∂

∂ta1

(
∂(x[µ

1
i ◦σ)

∂t1
· · ·∂(x

µ1k]◦σ)

∂tk

)
t

· · · ∂

∂tak

(
∂(x[µ

k
i ◦σ)

∂t1
· · ·∂(x

µkk]◦σ)

∂tk

)
t

,

(4.4.5)
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giving the formula (4.4.3).

The parameterisation σ where its second order lift σ2 is nowhere 0 is called a regular
parameterisation of order 2. Apparently, if σ2 is nowhere 0, also the tangent lift σ̂ is
nowhere 0. In the discussions concerning second order k-dimensional parameter space
Kawaguchi geometry, we will only consider the regular parameterisation.

The r-th order parameterisation σr : P → (ΛkT )
r
M can be obtained by iterative pro-

cess. Namely, construct the lift (̂σ)r−1 : P → ΛkT ((ΛkT )
r−1

M) of the parameterisation
σr−1 : P → (ΛkT )

r−1
M , and then regarding the construction on the higher-order multi

tangent bundle (2.1.88), take its subset by

σr := {(̂σ)r−1|ΛkTσr−1(t)τ
r−1,r−2
ΛkTM

((̂σ)r−1(t)) = ιr−1◦ τ(ΛkT )r−1M((̂σ)r−1(t)), t ∈ P}.
(4.4.6)

Definition 4.31. r-th order parameterisation
Let σ be a parameterisation of the k-curve Σ on M . The map σr : P → (ΛkT )

r
M given

by (4.4.6) is called the r-th order lift of parameterisation σ .

The second order k-areal Kawaguchi function defines a geometrical area for a k-patch
Σ on M .

Definition 4.32. Kawaguchi k-area (second order)
Let (M,K), M = Rn be the second order n-dimensional k-areal Kawaguchi space, and
Σ the k-patch on M such that Σ = σ(P̄ ), P̄ = [t1i , t

1
f ]× [t2i , t

2
f ]× ··· × [tki , t

k
f ]. We assign

to Σ the following integral

lK(Σ) =

∫ t1f

t1i

dt1
∫ t2f

t2i

dt2· · ·
∫ tkf

tki

dtkK
(
σ2(t)

)
, t ∈ R (4.4.7)

We call this number lK(Σ) the (second order) Kawaguchi area or Kawaguchi k-area of
Σ.

Let φ2 = (xµ, yµ1···µk , zI1ν2···νk , zI1I2ν3···νk , ···, zI1I2···Ik), µ, µ1, ···, µk, ν2, ···, νk = 1, ···, n,
Ij := µi1j ···µikj , be the induced global chart on (ΛkT )2M . Then by chart expression, this
is,

lK(Σ)=

∫ t1f

t1i

dt1· · ·
∫ tkf

tki

dtkK
(
xµ(σ2(t)), yµ1···µk(σ2(t)), zI1ν2···νk(σ2(t)), · · ·, zI1···Ik(σ2(t))

)
(4.4.8)
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with the components given by (4.4.5).

Also for the second order, the Kawaguchi k-area defined above is reparameterisation
invariant.

Lemma 4.33. Reparameterisation invariance of Kawaguchi k-area
The second order Kawaguchi k-area does not change by the reparameterisation ρ = σ◦ϕ,
where ϕ : Q→ P is a diffeomorphism, and preserves the orientation.

Proof. By (4.4.3), the second order lift of ρ = σ◦ϕ is,

ρ2(s) =
∂(xµ1◦ σ◦ϕ)

∂s1

∣∣∣∣
s

· · ·∂(x
µk◦σ◦ϕ)

∂sk

∣∣∣∣
s

(
∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
σ̂◦ϕ(s)

+ εa1···ak
∂(yI1◦ σ̂◦ϕ)

∂sa1

∣∣∣∣∣
s

∂(xµ2◦σ◦ϕ)

∂sa2

∣∣∣∣
s

· · ·∂(x
µk◦σ◦ϕ)

∂sak

∣∣∣∣
s

(
∂

∂yI1
∧ ∂

∂xµ2
∧· · ·∧ ∂

∂xµk

)
σ̂◦ϕ(s)

+ εa1···ak
∂(yI1◦ σ̂◦ϕ)

∂sa1

∣∣∣∣∣
s

∂(yI2◦ σ̂◦ϕ)

∂sa2

∣∣∣∣∣
s

∂(xµ3◦ σ◦ϕ)

∂sa3

∣∣∣∣
s

· · ·∂(x
µk◦σ◦ϕ)

∂sak

∣∣∣∣
s

×
(

∂

∂yI1
∧ ∂

∂yI2
∧ ∂

∂xµ3
∧· · ·∧ ∂

∂xµk

)
σ̂◦ϕ(s)

+ · · ·+ εa1···ak
∂(yI1◦ σ̂◦ϕ)

∂sa1

∣∣∣∣∣
s

· · ·∂(y
Ik◦ σ̂◦ϕ)

∂sak

∣∣∣∣∣
s

(
∂

∂yI1
∧ ∂

∂yI2
∧· · ·∧ ∂

∂yIk

)
σ̂◦ϕ(s)

,

(4.4.9)

with a1, ···, ak, b1, ···, bk = 1, ···, k. By the chain rule, we have relations such as

∂(xµ1◦σ◦ϕ)

∂sa1
=
∂(tc◦ϕ)

∂sa1
∂(xµ1◦σ)

∂tc

∣∣∣∣
ϕ(·)
,

∂(yIj ◦ σ̂◦ϕ)

∂sa1
= T ∂(t

c
◦ϕ)

∂sa1
∂

∂tc
(yIj ◦ σ̂) +

(
∂

∂sa1
T
)
(yIj ◦ σ̂), (4.4.10)

where we put

T := εb1···bk
∂(tb1◦ϕ)

∂s1
· · ·∂(t

bk◦ϕ)

∂sk
= εa1···ak

∂(t1◦ϕ)

∂sa1
· · ·∂(t

k
◦ϕ)

∂sak
. (4.4.11)

The second relation of (4.4.10) follows from:

∂(yIj ◦ σ̂◦ϕ)

∂sa1
=

∂

∂sa1

(
∂(x[µ

j
1◦σ◦ϕ)

∂s1
· · ·∂(x

µjk]◦σ◦ϕ)

∂sk

)
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=
∂

∂sa1

∂(tb1◦ϕ)

∂s1
· · ·∂(t

bk◦ϕ)

∂sk
∂(x[µ

j
1◦σ)

∂tb1

∣∣∣∣∣
ϕ(·)

· · · ∂(x
µjk]◦ σ)

∂tbk

∣∣∣∣∣
ϕ(·)


=
∂(tb1◦ϕ)

∂s1
· · ·∂(t

bk◦ϕ)

∂sk
∂(tc◦ϕ)

∂sa1
∂

∂tc

(
∂(x[µ

j
1◦ σ)

∂tb1
· · ·∂(x

µjk]◦σ)

∂tbk

)

+
∂

∂sa1

(
∂(tb1◦ϕ)

∂s1
· · ·∂(t

bk◦ϕ)

∂sk

)
∂(x[µ

j
1◦σ)

∂tb1

∣∣∣∣∣
ϕ(·)

· · · ∂(x
µjk]◦σ)

∂tbk

∣∣∣∣∣
ϕ(·)

= T ∂(t
c
◦ϕ)

∂sa1
∂

∂tc
(yIj ◦ σ̂) +

(
∂

∂sa1
T
)
(yIj ◦ σ̂). (4.4.12)

Considering each components of ρ2, and using the above relation, we can find the relations
between the two parameterisations ρ, σ, in its coordinate representation:

(xµ◦ ρ2)(s) = (xµ◦σ2)(ϕ(s)) = (xµ◦σ)(ϕ(s)),

(yµ1···µk◦ ρ2)(s) = T (yµ1···µk◦σ2)(ϕ(s)),

(zI1µ2···µk◦ ρ2)(s) = (T )2(zI1µ2···µk◦σ2)(ϕ(s)) + βµ2···µk(yI1◦σ2)(ϕ(s)),

(zI1I2µ3···µk◦ ρ2)(s) = (T )2(zI1I2µ3···µk◦σ2)(ϕ(s)) + βµ3···µk(yI1◦σ2) · (yI2◦σ2)(ϕ(s)),

...

(zI1I2···Ik◦ ρ2)(s) = (T )2(zI1I2···Ik◦σ2)(ϕ(s)) + β0(yI1◦σ2) · (yI2◦σ2) · · · · · (yIk◦σ2)(ϕ(s)),

(4.4.13)

where we set

βµ2···µk := εa1···ak
(

∂

∂sa1
T
)
∂(tc2◦ϕ)

∂sa2
· · ·∂(t

ck◦ϕ)

∂sak
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦σ)

∂tck

∣∣∣∣
ϕ(·)
,

βµ3···µk := εa1···ak
(

∂

∂sa1
T
)(

∂

∂sa2
T
)
∂(xµ3◦σ)

∂tc3

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦σ)

∂tck

∣∣∣∣
ϕ(·)

∂(tc3◦ϕ)

∂sa3
· · ·∂(t

ck◦ϕ)

∂sak
,

...

β0 := εa1···ak
(

∂

∂sa1
T
)
· · ·
(

∂

∂sak
T
)
. (4.4.14)

Below we will show some intermediate calculations. For example, the second formula of
(4.4.13) is obtained by(
∂(x[µ1◦σ◦ϕ)

∂s1
· · ·∂(x

µk]◦σ◦ϕ)

∂sk

)
(s) =

∂(tc1◦ϕ)

∂s1
· · ·∂(t

ck◦ϕ)

∂sk
∂(x[µ1◦σ)

∂tc1

∣∣∣∣
ϕ(s)

· · · ∂(x
µk]◦ σ)

∂tck

∣∣∣∣
ϕ(s)
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= T (yµ1···µk◦σ)(ϕ(s)). (4.4.15)

The third formula uses (4.4.10), namely

εa1···ak
∂(yIj ◦ σ̂◦ϕ)

∂sa1
∂(xµ2◦σ◦ϕ)

∂sa2
· · ·∂(x

µk◦ σ◦ϕ)

∂sak
= (T )2(zIjµ2···µk◦σ2) + βµ2···µk(yIj ◦σ2),

(4.4.16)

The above follows from

εa1···ak
∂(yIj ◦ σ̂◦ϕ)

∂sa1
∂(xµ2◦σ◦ϕ)

∂sa2
· · ·∂(x

µk◦σ◦ϕ)

∂sak

= εa1···ak
(
T ∂(t

c1◦ϕ)

∂sa1
∂

∂tc1
(yIj ◦ σ̂) +

(
∂

∂sa1
T
)
(yIj ◦ σ̂)

)
× ∂(tc2◦ϕ)

∂sa2
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · ·∂(t
ck◦ϕ)

∂sak
∂(xµk◦σ)

∂tck

∣∣∣∣
ϕ(·)

= T εa1···ak ∂(y
Ij ◦ σ̂)

∂tc1
∂(tc1◦ϕ)

∂sa1
∂(tc2◦ϕ)

∂sa2
· · ·∂(t

ck◦ϕ)

∂sak
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦σ)

∂tck

∣∣∣∣
ϕ(·)

+ εa1···ak
(

∂

∂sa1
T
)
(yIj ◦ σ̂)

∂(tc2◦ϕ)

∂sa2
· · ·∂(t

ck◦ϕ)

∂sak
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦σ)

∂tck

∣∣∣∣
ϕ(·)

= (T )2 · εc1···ck ∂(y
Ij ◦ σ̂)

∂tc1
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦σ)

∂tck

∣∣∣∣
ϕ(·)

+ εa1···ak
(

∂

∂sa1
T
)
∂(tc2◦ϕ)

∂sa2
· · ·∂(t

ck◦ϕ)

∂sak
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦ σ)

∂tck

∣∣∣∣
ϕ(·)

(yIj ◦ σ̂)

= (T )2(zIjµ2···µk◦σ2)

+ εa1···ak
(

∂

∂sa1
T
)
∂(tc2◦ϕ)

∂sa2
· · ·∂(t

ck◦ϕ)

∂sak
∂(xµ2◦σ)

∂tc2

∣∣∣∣
ϕ(·)

· · · ∂(x
µk◦ σ)

∂tck

∣∣∣∣
ϕ(·)

(yIj ◦ σ̂).

(4.4.17)

Since we assumed ρ is a regular parameterisation that preserves orientation, T > 0, and
we see that (4.4.13) are in the form of the homogeneity conditions (4.4.1), the second
order k-dimensional area of Σ is preserved by

lK(Σ)=

∫ s1f

s1i

ds1· · ·
∫ skf

ski

dskK
(
ρ2(s)

)
=

∫ s1f

s1i

ds1· · ·
∫ skf

ski

dskK
(
(xµ◦ ρ2)(s), (yI◦ ρ2)(s), (zI1µ2···µk◦ ρ2)(s), · · ·, (zI1I2···Ik◦ ρ2)(s)

)
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=

∫ s1f

s1i

ds1· · ·
∫ skf

ski

dskK
(
(xµ◦σ2)(ϕ(s)), T (yµ1···µk◦σ2)(ϕ(s)),

(T )2(zI1µ2···µk◦σ2)(ϕ(s)) + βµ2···µk(yI1◦σ2)(ϕ(s)), · · ·,
(T )2(zI1I2···Ik◦σ2)(ϕ(s)) + β0(yI1◦σ2) · (yI2◦σ2) · · · · · (yIk◦σ2)(ϕ(s))

)
=

∫ s1f

s1i

ds1· · ·
∫ skf

ski

dskK
(
xµ(σ(ϕ(s))), T yI(σ2(ϕ(s))),

(
(T )2zI1µ2···µk+!βµ2···µkyI1

)
(σ2(ϕ(s))),

· · ·,
(
(T )2zI1I2···Ik + β0yI1yI2 · · ·yIk

)
(σ2(ϕ(s)))

)
=

∫ ϕ−1(t1f )

ϕ−1(t1i )

· · ·
∫ ϕ−1(tkf )

ϕ−1(tki )

ds1∧ds2∧· · ·∧dskT K
(
σ2(ϕ(s))

)
=

∫ t1f

t1i

· · ·
∫ tkf

tki

dt1∧dt2∧· · ·∧dtkK
(
σ2(t)

)
=

∫ t1f

t1i

dt1· · ·
∫ tkf

tki

dtkK
(
σ2(t)

)
, (4.4.18)

where s1i , s
1
f , s

2
i , s

2
f , ···, s

k
i , s

k
f are the pre-image of the boundary points t1i , t

1
f , t

2
i , t

2
f , ···, t

k
i , t

k
f

by ϕ. We have used the homogeneity condition of K, and the definition of integration of
k-form in accord to Section 2.2.

We can conclude that in the second order case, homogeneity of K and parameter-
isation invariance of Kawaguchi k-area is an equivalent property, provided that we are
considering the case of M = Rn.

4.4.3 Second order Kawaguchi k-form

Now we will turn to defining a second order Kawaguchi k-form, which we construct to
have the same property as the previous cases, namely, it should be constructed by referring
to the conditions given by (4.4.2); and should be equivalent to giving a second order k-
dimensional area, when its pull back is integrated over the parameter space. However,
since the conditions (4.4.2) depend on coordinates, from these alone we cannot construct a
global form for general manifolds. For this reason we also restrict our model for M = Rn

case, and leave the general case for future research. Nevertheless, the obtained form
could be used for the consideration of second order field theories with the restriction of
M = Rn.

Definition 4.34. Second order Kawaguchi k-form
Let φ2 = (xµ, yµ1···µk , zI1;ν2···νk , zI1I2;ν3···νk , ···, zI1I2···Ik), µ, µ1, ···, µk, ν2, ···, νk = 1, ···, n,
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Ij, := µi1j ···µikj , be the induced global chart on (ΛkT )
2
M , where M = Rn. The second

order Kawaguchi k-form K is a k-form on (ΛkT )
2
M , which in coordinates are expressed

by

K =
1

k!

∂K

∂yµ1···µk
dxµ1···µk +

2

(k − 1)!

∂K

∂zI1ν2···νk
dyI1∧dxν2···νk

+
2

2!(k − 2)!

∂K

∂zI1I2ν3···νk
dyI1∧dyI2∧dxν3···νk + · · ·+ 2

k!

∂K

∂zI1I2···Ik
dyI1∧· · ·∧dyIk .

(4.4.19)

We used the abbreviation such as

dxµ1···µk := dxµ1∧· · ·∧dxµk , dyI1∧dxν2···νk := dyI1∧dxν2∧· · ·∧dxνk .

This expression (4.4.19) corresponds to the first homogeneity condition in (4.4.2).
As we already mentioned, in general the above form is not invariant with respect to

the coordinate transformations given by (2.1.4).

Proposition 4.35. Let K be the second order Kawaguchi k-form on (ΛkT )
2
M , Σ = σ(P̄ )

the k-patch on M , with P̄ = [t1i , t
1
f ]× [t2i , t

2
f ]× ···× [tki , t

k
f ] a closed rectangle in Rk. Then,∫

Σ2

K = lK(Σ). (4.4.20)

Proof. The simple calculation leads,∫
Σ2

K =

∫
σ2(P )

1

k!

∂K

∂yµ1···µk
dxµ1···µk +

∫
σ2(P )

2

(k − 1)!

∂K

∂zI1ν2···νk
dyI1∧dxν2···νk

+

∫
σ2(P )

2

2!(k − 2)!

∂K

∂zI1I2ν3···νk
dyI1∧dyI2∧dxν3···νk

+ · · ·+
∫
σ2(P )

2

k!

∂K

∂zI1I2···Ik
dyI1∧· · ·∧dyIk

=

∫ t1f

t1i

· · ·
∫ tkf

tki

1

k!

∂K

∂yµ1···µk
◦σ2 d(xµ1◦σ2)∧· · ·∧d(xµk◦σ2)

+

∫
σ2(P )

2

2!(k − 2)!

∂K

∂zI1I2ν3···νk
◦σ2 d(yI1◦σ2)∧d(yI2◦σ2)∧d(xν3···νk◦σ2)

+ · · ·+
∫
σ2(P )

2

k!

∂K

∂zI1I2···Ik
◦σ2 d(yI1◦σ2)∧· · ·∧d(yIk◦σ2)

=

∫ t1f

t1i

· · ·
∫ tkf

tki

∂K

∂yµ1···µk

(
σ2(t)

)
yµ1···µk(σ2(t))dt1∧· · ·∧dtk
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+

∫ t1f

t1i

· · ·
∫ tkf

tki

2
∂K

∂zI1ν2···νk

(
σ2(t)

)
zI1ν2···νk(σ̂(t))dt1∧· · ·∧dtk

+ · · ·+
∫
σ2(P )

2
∂K

∂zI1I2···Ik

(
σ2(t)

)
zI1I2···Ik(σ2(t))dt1∧· · ·∧dtk

=

∫ t1f

t1i

dt1· · ·
∫ tkf

tki

dtkK
(
σ2(t)

)
= lK(Σ) (4.4.21)

where we used the pull-back homogeneity condition

∂K

∂yI1
◦σ2 · yI1◦σ2 +

2

(k − 1)!

∂K

∂zI1ν2···νk
◦σ2 · zI1ν2···νk◦σ2

+
2

2!(k − 2)!

∂K

∂zI1I2ν3···νk
◦σ2 · zI1I2ν3···νk◦σ2 + · · ·+ 2

k!

∂K

∂zI1I2···Ik
◦σ2 · zI1I2···Ik◦σ2

= K◦σ2. (4.4.22)

Remark 4.36. Similarly as in the case of Finsler manifold and second order Finsler-
Kawaguchi manifold, we can redefine the pair (M,K) as the second order n-dimensional
k-areal Kawaguchi manifold, instead of the pair (M,K), where M = Rn.





Chapter 5

Lagrangian formulation of Finsler and
Kawaguchi geometry

In the preceding chapters, we have prepared the foundations for considering the parame-
terisation invariant theory of calculus of variation. Here in this chapter, we will interpret
the Finsler length as the Lagrangian, and derive the Euler-Lagrange equations and con-
servation laws by considering the calculus of variation. We interpret the Finsler manifold
as a dynamical system, and in this context we will also call the Euler-Lagrange equations
the equations of motion. We will begin with the standard first order mechanics, which will
be based on Finsler geometry (Chapter 3), and then extend it to second order mechanics,
based on Finsler-Kawaguchi geometry (Chapter 4, Section 4.2), and finally to the field
theory (first and second order), based on Kawaguchi geometry (Chapter 4, Section 4.3,
4.4). In all cases, the dynamics of the object (particle, field) is described as a motion of a
k-patch (arc segment) Σ of n-dimensional manifold M .

5.1 First order mechanics

Here we introduce the theory of first order mechanics, in terms of Finsler geometry. By
the term first order, we mean that the total space we are considering is the tangent bundle,
and by mechanics, we mean that we are considering the arc segment on M .

The basic structure we consider in this section is introduced in Chapter 2 and 3,
namely the n-dimensional Finsler manifold (M,F), the tangent bundle (TM, τM ,M),
and a 1-dimensional curve (arc segment) C on M , parameterised by σ. The curve (arc
segment) describes the trajectory of the object on M .

In our setting, the Hilbert 1-form is the Lagrangian, and the action will be defined

91



92 5. Lagrangian formulation of Finsler and Kawaguchi geometry

by considering the integration over the lift of the parameterisable curve (arc segment)
C. The Euler-Lagrange equations are derived by taking the variation of the action with
respect to the flow on M that deforms the arc segment C, and fixed on the boundary. We
can show that the action and consequently the Euler-Lagrange equations are independent
with respect to the parameterisation belonging to the same equivalent class.

5.1.1 Action

Suppose we have a dynamical system (differential equations expressing motions) where
the trajectory of the point particle (or any object which dynamics could be considered
as a point) is expressed by an arc segment C of a parameterisable curve, such that C =

σ(I) ⊂M , where I is a closed interval I = [ti, tf ] ⊂ R.
When we can express this system by Finsler geometry, namely the pair (M,F) where

F is a Finsler-Hilbert 1-form, we refer to this dynamical system as first order mechanics,
and conversely call the pair (M,F) a dynamical system.

The action of first order mechanics is defined as follows.

Definition 5.1. Action of first order mechanics
Let (M,F) be a n-dimensional Finsler manifold, (U,φ), φ = (xµ) be a chart on M , and
(V, ψ), V = τM

−1(U), ψ = (xµ, yµ) the induced chart on TM . The local coordinate

expression of the Finsler-Hilbert form F ∈ Ω1(TM) is given by F =
∂F

∂yµ
dxµ, where F

is the Finsler function. Let C be an arc segment on M , σ its parameterisation, σ(I) =

C ⊂M with I = [ti, tf ] ⊂ R, and σ̂ the tangent lift of σ, defined in Chapter 3 (Definition
). We call the functional SF(C) defined by

SF(C) := lF (C) =

∫
Ĉ

F =

∫
σ̂(I)

∂F

∂yµ
dxµ, (5.1.1)

the action of first order mechanics associated with F .

As we have seen in Section 3.3, Lemma 3.19,
Finsler length is invariant with respect to the reparameterisation, therefore the action

is also invariant.

5.1.2 Extremal and equations of motion

Having defined the action, we are able to derive the equations of motion by considering the
extremal of the action. To make the discussion simple, we only consider global flows in
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Figure 5.1: First order mechanics

this thesis. Nevertheless, with some details added, the formulation can be set up similarly
with local flows.

Consider a C∞-flow, α : R × M → M , and its associated 1-parameter group of
transformations {αs}s∈R . The 1-parameter group αs : M → M induces a tangent 1-
parameter group Tαs : TM → TM on TM . This will also deform the curve (arc
segment) C to C ′ = αs(C), and since this is a smooth deformation, it again becomes a
parameterisable curve. By the reparameterisation independence, we can always choose
the parameterisation of this deformed C ′ by a new σ′ : I →M , σ′(I) = C ′, so that it has
the same parameter space as C. The variation of the action will be expressed by the small
deformations made to the action by αs.

Definition 5.2. Variation of the action

Let ξ be a vector field onM which generates the 1-parameter group αs, i.e., ξ =
dαs
ds

∣∣∣∣
s=0

.

We call the functional

δξS
F(C) := lim

s→0

1

s

{
SF(αs(C))− SF(C)

}
= lim

s→0

1

s

{∫
α̂s◦σ(I)

F −
∫
σ̂(I)

F
}
, (5.1.2)

the variation of the action SF(C) with respect to the flow α, associated to F .

It is easy to see that the lift of this modified parameterisation σ′ is given by, σ̂′ =

α̂s◦σ = Tαs◦ σ̂ = Tαs◦ σ̂◦ idI
−1, which we show in Figure 5.1.
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We will get,

δξS
F(C) := lim

s→0

1

s

{∫
Tαs◦ σ̂(I)

F −
∫
σ̂(I)

F
}

= lim
s→0

1

s

{∫
σ̂(I)

(Tαs)
∗F −

∫
σ̂(I)

F
}

=

∫
σ̂(I)

LXF =

∫
Ĉ

LXF . (5.1.3)

where X is a vector field on TM that generates the tangent 1-parameter group Tαs, i.e.,

X =
d(Tαs)

ds

∣∣∣∣
s=0

, and LX is a Lie derivative with respect to X .

Let us calculate the vector field X in local coordinates. As usual, let (U,φ), φ = (xµ)

be a chart on M , and the induced chart of TM ; (V, ψ), V = τM
−1(U), ψ = (xµ, yµ).

Let ξ be be a generator of the 1-parameter group αs and its local expression ξ = ξµ
∂

∂xµ
,

where ξµ ∈ C∞(M). The tangent map Tαs at p ∈ M sends the vector v ∈ TpM to
Tαs(p)M by

Tpαs(v) =
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(p)

vν
(

∂

∂xµ

)
αs(p)

, (5.1.4)

and since (Tαs, αs) is a bundle morphism and from the definition of induced coordinates
of a tangent bundle, we have for its coordinate expressions,

xµ◦Tpαs(v) = xµ◦αs◦ τM(v),

yµ◦Tpαs(v) =
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τM (v))

yν(v). (5.1.5)

By these observations, the vector field X at a point q ∈ TM has a local expression,

Xq =
d(xµ◦Tαs)

ds

∣∣∣∣
s=0

(
∂

∂xµ

)
q

+
d(yµ◦Tαs)

ds

∣∣∣∣
s=0

(
∂

∂yµ

)
q

=
d

ds
(xµ◦αs◦ τM)

∣∣∣∣
s=0

(
∂

∂xµ

)
q

+ yν(q)
d

ds

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τM (q))

)
s=0

(
∂

∂yµ

)
q

= (ξµ◦ τM) (q)

(
∂

∂xµ

)
q

+

(
∂ξµ

∂xν
◦ τM · yν

)
(q)

(
∂

∂yµ

)
q

, (5.1.6)

therefore,

X = ξµ◦ τM

(
∂

∂xµ

)
+
∂ξµ

∂xν
◦ τM · yν

(
∂

∂yµ

)
. (5.1.7)
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We will call X , the induced vector field by ξ, on TM .

The Lie derivative LXF in coordinate expression is

LXF = LX

(
∂F

∂yρ
dxρ
)

= X

(
∂F

∂yρ

)
dxρ +

∂F

∂yρ
dLXx

ρ

=

{
ξµ◦ τM

(
∂2F

∂xµ∂yρ

)
+
∂ξµ

∂xν
◦ τM · yν

(
∂2F

∂yµ∂yρ

)}
dxρ +

∂F

∂yρ
d (ξρ◦ τM)

= ξµ◦ τM

{
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)}
+
∂ξµ

∂xν
◦ τM · yν

(
∂2F

∂yµ∂yρ

)
dxρ + d

(
∂F

∂yρ
· ξρ◦ τM

)
.

(5.1.8)

The result of (5.1.8) is called the infinitesimal first variation formula for the Hilbert form
F .

The variation of action becomes

δξS
F(C) =

∫
σ̂(I)

LXF =

∫
I

σ̂∗LXF

=

∫
I

σ̂∗
(
ξµ◦ τM

{
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)}
+ d

(
∂F

∂yρ
· ξρ◦ τM

))
=

∫
Ĉ

ξµ◦ τM

{
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)}
+ d

(
∂F

∂yρ
· ξρ◦ τM

)
, (5.1.9)

which is called the integral first variation formula. We have used the homogeneity condi-
tion: (

∂2F

∂yµ∂yρ
· yρ
)

◦ σ̂ = 0. (5.1.10)

(5.3.11) is obtained by taking the derivative of (3.2.3) with respect to yµ, and then taking
the pull back.

Now we can proceed to find the equations of motion to this system. We will first give
the definition of an extremal.

Definition 5.3. Extremal of an action

1. We say that an arc segment C is stable with respect to a flow α, when it satisfies

δξS
F(C) = 0, (5.1.11)

where ξ is the generator of α.
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2. We say that an arc segment C is an extremal of the action SF , when it satisfies
(5.1.11) for any α such that its associated 1-parameter group αs satisfies αs(∂C) =
∂C, ∀s ∈ R, where ∂C is the boundary of C.

With this concept of an extremal, we can obtain the following theorem.

Theorem 5.4. Extremals
Let C be an arc segment. The following statements are equivalent.

1. C is an extremal.

2. The equation

ELF µ◦ σ̂ = 0,

ELF µ :=
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)
, (5.1.12)

holds for arbitrary parameterisation σ.

Proof. Suppose C is an extremal. Then, by definition, for all αs : M → M , such that
does not change the boundary of C, we have δξS(C) = 0. On the other hand, the last
term in (5.1.9) becomes 0, since it is the boundary term. Therefore, we have,∫

Ĉ

(
ξµ◦ τM

{
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)})
= 0. (5.1.13)

Since this relation must be true for all ξ, which is the generator of αs, we have(
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

))
◦ σ̂ = 0, (5.1.14)

for any parameterisation σ. To prove the converse, it is sufficient to take the similar steps
backwards.

Definition 5.5. Symmetry of the dynamical system
Let u be a vector field over M , and Y an induced vector field by u over TM . We say that
F is invariant with respect to u, if

LYF = 0, (5.1.15)

and u called a symmetry of the dynamical system (M,F). We also say that u generates
the invariant transformations on the Finsler manifold (M,F).
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Now we will have the following important relation between the symmetry and a con-
served quantity.

Theorem 5.6. Noether
Suppose we are given a symmetry of (M,F). Then there exists a function f on TM ,
which along the extremal γ of SF satisfies,∫

γ̂

df = 0, (5.1.16)

for any parameterisation σ which parameterise γ.

Proof. Let the symmetry be u, with its local coordinate expression u = uµ
∂

∂xµ
, and the

induced vector field Y . Then from (5.1.9), we have

0 =

∫
γ̂

LYF

=

∫
γ̂

(
uµ◦ τM

{
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)}
+ d

(
∂F

∂yρ
· uρ◦ τM

))
=

∫
γ̂

d

(
∂F

∂yρ
· uρ◦ τM

)
, (5.1.17)

The second equality comes from the fact we consider along the extremal γ. Therefore we
have a function on TM ,

f =
∂F

∂yρ
· uρ◦ τM , (5.1.18)

such that satisfies the condition.

We call the relation (5.1.16), the conservation law.
We can express the conservation law (5.1.16) by taking arbitrary parameterisation for

this γ. For instance, by σ : [ti, tf ] →M

0 =

∫
∂γ̂

∂F

∂yρ
· uρ◦ τM =

∂F

∂yρ
· uρ◦ τM(σ̂(ti))−

∂F

∂yρ
· uρ◦ τM(σ̂(tf )). (5.1.19)

Definition 5.7. Noether current
The quantity f is called the Noether current associated with u.

By the coordinate transformation

xµ → x̃µ = x̃µ(xν),
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yµ → ỹµ =
∂x̃µ

∂xν
yν , (5.1.20)

the differential 1-form ELF µ in (5.1.12) transforms as

∂2F

∂x̃µ∂ỹρ
dx̃ρ − d

(
∂F

∂ỹµ

)
=

(
∂xν

∂x̃µ

)(
∂2F

∂xν∂yρ
dxρ − d

(
∂F

∂yν

))
. (5.1.21)

This observation leads us to define a new coordinate invariant form.

Lemma 5.8. Euler-Lagrange form
There exist a global two form on TM , which in local coordinates are expressed by

ELF := dxµ∧ELF µ =

(
∂2F

∂xµ∂yρ
dxµ + d

(
∂F

∂yρ

))
∧dxρ. (5.1.22)

From the previous coordinate transformations, this form is obviously coordinate inde-
pendent.

There is a direct relation between the exterior derivative of F and EL,

dF = ELF − ∂2F

∂xµ∂yν
dxµ∧dxν . (5.1.23)

It can be also checked easily that this is also a coordinate invariant relation.

Remark 5.9. In Chapter 3, Remark 3.25, we showed that when given a Hilbert form,
we can obtain the Cartan form by taking an inclusion map from J1Y to TY . Here we
will show that given a “conventional” Lagrange function on J1Y , we can also construct
its homogeneous counterpart. However, unlike in the case of the former, in general, this
cannot be done globally. ( It is possible only when Y = R × Q. ) As in the Remark
3.25, let (U, ψ), ψ = (t, qi), i = 1, ···, n be the adapted chart on Y , and the induced
chart on R be (π(U), t). We denote the induced chart on J1Y by ((π1,0)−1(U), ψ1), ψ1 =

(t, qi, q̇i) ((π1,0)−1(U), ψ1), ψ1 = (t, qi, q̇i). Take the induced chart on TY as (V, ψ̃1),
V = (τY )

−1(U), ψ̃1 = (x0, xi, y0, yi), i = 1, ···, n, such that y0 ̸= 0. It is always possible
to choose such coordinates for a single chart. (In order to avoid confusion we use different
symbols, but clearly x0 = t◦ τY , x

i = qi◦ τY .) Now consider a map ρ : V ↪→ J1Y ,
ρ(V ) = (π1,0)−1(U), which in coordinates are defined by

t◦ ρ = x0, qi◦ ρ = xi, q̇i◦ ρ =
yi

y0
. (5.1.24)
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Let F be a function on V , defined by,

F/y0 = ρ∗L. (5.1.25)

In coordinates,

F (xµ, yµ) = L(t◦ ρ, qi◦ ρ, q̇i◦ ρ)y0 = L(x0, xi, y
i

y0
)y0, (5.1.26)

for µ = 0, ···, n, i = 1, ···, n. Then on V , F satisfies the homogeneity function. We now

have F =
∂F

∂yµ
dxµ on V . In this way, for a local coordinate chart, (or for the case of

Y = R × Q, also globally) we can construct a local Hilbert 1-form from a Lagrangian,
which also can be used as an reparameterisation invariant action provided that the arc
segment where the integration is carried out is covered by this single chart.

Remark 5.10. Locally (on a single chart), we can also construct a different Finsler func-
tion and local Hilbert form from L by choosing an appropriate map for ρ. Though these
constructions are local, if the arc segment where the integration is carried out is covered
by this single chart, we can take it as a reparameterisation invariant action.

Remark 5.11. We can also check that the equation of motion given by (5.1.12) reduces
to the conventional form of Euler-Lagrange equation by considering the same inclusion
map ι given in Chapter 3, Remark 3.25, which in coordinate expression were given by

x0◦ ι = t, xi◦ ι = qi, y0◦ ι = 1, yi◦ ι = q̇i, (5.1.27)

i = 1, ···, n. We will use Greek indices such as µ, ρ = 0, 1, 2, ···, n, and Latin indices such
as i, j, k = 1, 2, ···, n. Rewrite the 1-form ELF µ,

ELF µ =
∂2F

∂xµ∂yρ
dxρ − d

(
∂F

∂yµ

)
=

∂2F

∂xµ∂y0
dx0 +

∂2F

∂xµ∂yi
dxi − d

(
∂F

∂yµ

)
=

1

y0

(
∂F

∂xµ
− ∂2F

∂xµ∂yj
yj
)
dx0 +

∂2F

∂xµ∂yi
dxi − d

(
∂F

∂yµ

)
, (5.1.28)

the components of µ = 0, and µ = 1, 2, ···, n are

ELF 0 =
∂2F

∂x0∂yρ
dxρ − d

(
∂F

∂y0

)
=

1

y0

(
∂F

∂x0
− ∂2F

∂x0∂yj
yj
)
dx0 +

∂2F

∂x0∂yi
dxi − 1

y0
d

(
F − ∂F

∂yj
yj
)
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+
1

(y0)2

(
F − ∂F

∂yj
yj
)
dy0,

ELF i =
∂2F

∂xi∂yρ
dxρ − d

(
∂F

∂yi

)
=

1

y0

(
∂F

∂xi
− ∂2F

∂xi∂yj
yj
)
dx0 +

∂2F

∂xi∂yi
dxi − d

(
∂F

∂yi

)
. (5.1.29)

The pull back to J1Y becomes

ι∗ELF 0 =

(
1

y0

(
∂F

∂x0
− ∂2F

∂x0∂yj
yj
)
dx0 +

∂2F

∂x0∂yj
dxj − 1

y0
d

(
F − ∂F

∂yj
yj
))

◦ ι

+

(
1

(y0)2

(
F − ∂F

∂yj
yj
)
dy0
)

◦ ι

=

(
∂F

∂x0
− ∂2F

∂x0∂yj
yj
)

◦ ι dt+
∂2F

∂x0∂yj
◦ ι dqj − d

((
F − ∂F

∂yj
yj
)

◦ ι

)
=

(
∂L
∂t

− ∂2L
∂t∂q̇j

q̇j
)
dt+

∂2L
∂t∂q̇j

dqj − d

(
L − ∂L

∂q̇j
q̇j
)
,

ι∗ELF i =
(

1

y0

(
∂F

∂xi
− ∂2F

∂xi∂yj
yj
)
dx0 +

∂2F

∂xi∂yj
dxj − d

(
∂F

∂yi

))
◦ ι

=

((
∂F

∂xi
− ∂2F

∂xi∂yj
yj
)

◦ ι dt+
∂2F

∂xi∂yj
◦ ι dqj − d

(
∂F

∂yi
◦ ι

))
=

((
∂L
∂qi

− ∂2L
∂qi∂q̇j

q̇j
)
dt+

∂2L
∂qi∂q̇j

dqj − d

(
∂L
∂q̇i

))
. (5.1.30)

Now suppose we have a map γ1 : R → J1Y such that satisfies

ι◦ γ1 = σ̂. (5.1.31)

Then, (
ELF µ◦ ι

)
◦ γ1 = ELF µ◦

(
ι◦ γ1

)
= ELF µ◦ σ̂, (5.1.32)

therefore, the equation of motion ELF µ◦ σ̂ = 0 where ELF µ is a form on TM , can be
interpreted as a equation of motion

(
ELF µ◦ ι

)
◦ γ1 = 0, where ELF µ◦ ι is a form on J1Y .

In the special case where Y = R × Q, where Q is the n-dimensional configuration
space, and J1Y is the prolongation of the bundle (Y, pr1,R), we can consider a section γ
of (Y, pr1,R), and take its prolongation J1γ as γ1. In such case, the pull back equation
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(
ELF µ◦ ι

)
◦ γ1 = 0 becomes,

ELF 0◦ ι◦ J
1γ =

((
∂L
∂t

− ∂2L
∂t∂q̇j

q̇j
)
dt+

∂2L
∂t∂q̇j

dqj − d

(
L − ∂L

∂q̇j
q̇j
))

◦ J1γ

=

((
∂L
∂t

− ∂2L
∂t∂q̇j

q̇j
)

◦ J1γ +

(
∂2L
∂t∂q̇j

q̇j
)

◦ J1γ − d

dt

((
L − ∂L

∂q̇j
q̇j
)

◦ J1γ

))
dt

=

(
∂L
∂t

)
◦ J1γ dt

−
(
∂L
∂t

+
∂L
∂qj

q̇j +
∂L
∂q̇j

q̈j − ∂2L
∂t∂q̇j

q̇j − ∂2L
∂qk∂q̇j

q̇kq̇j − ∂2L
∂q̇k∂q̇j

q̈kq̇j − ∂L
∂q̇j

q̈j
)

◦ J1γ dt

= −
(
∂L
∂qj

q̇j − ∂2L
∂t∂q̇j

q̇j − ∂2L
∂qk∂q̇j

q̇kq̇j − ∂2L
∂q̇k∂q̇j

q̈kq̇j
)

◦ J1γ dt

= −
(
∂L
∂qj

◦ J1γ − d

dt

(
∂L
∂q̇j

◦ J1γ

))(
q̇j◦ J1γ

)
dt = 0,

ELF i◦ ι◦ J1γ =

((
∂L
∂qi

− ∂2L
∂qi∂q̇j

q̇j
)
dt+

∂2L
∂qi∂q̇j

dqj − d

(
∂L
∂q̇i

))
◦ J1γ

=

((
∂L
∂qi

− ∂2L
∂qi∂q̇j

q̇j
)

◦ J1γ +

(
∂2L
∂qi∂q̇j

q̇j
)

◦ J1γ − d

dt

(
∂L
∂q̇i

◦ J1γ

))
dt

=

((
∂L
∂qi

)
◦ J1γ − d

dt

(
∂L
∂q̇i

◦ J1γ

))
dt = 0, (5.1.33)

therefore, giving us the well-known form of Euler-Lagrange equations. By fixing the
bundle (Y, pr1,R), the parameterisation independent equation of motion reduces to the
standard notion, and the number of equations degenerates to n.

Example 5.12. Every Newtonian mechanics in the form L = K−V withK the kinemat-
ical energy and V a potential term could be expressed in the setting of Finsler manifold.

Let (M,F) be a Finsler manifold with dimM = n + 1, and the induced chart
(U, ψ), ψ = (xµ, yµ) on TM . The conventional Lagrangian function of the particle mov-
ing in n dimension space with mass m is given on the space J1M , with M = R × Rn.
Let the induced chart on J1M be (Ũ , ψ̃), ψ̃ = (t, qi, q̇i), then the local expression of the
Lagrangian function is,

L =
m

2

(
(q̇1)

2
+ (q̇2)

2
+ · · ·+ (q̇n)2

)
− V (q1, . . . , qn). (5.1.34)

Then the local expression of the Finsler function obtained by (5.1.26) is ,

F =
m

2

(y1)
2
+ (y2)

2
+ · · ·+ (yn)2

y0
− V (x1, . . . , xn)y0. (5.1.35)



102 5. Lagrangian formulation of Finsler and Kawaguchi geometry

It is apparent that F satisfies the homogeneity condition. In the case of M = R×Rn, this

construction could be done globally, and we can create a Hilbert form by F =
∂F

∂yi
dxi,

which we take as our Lagrangian. The parameterisation independent equation of motion
is obtained by the equation

(
ELF µ

)
◦ σ̂ = 0, for any parameterisation σ, and the explicit

coordinate expression can be calculated as,

ELF 0◦ σ̂ =

(
∂2F

∂x0∂yρ
dxρ − d

(
∂F

∂y0

))
◦ σ̂

=

(
∂V

∂xk
dxk −m

(y1)
2
+ · · ·+ (yn)2

(y0)3
dy0 +m

yk

(y0)2
dyk

)
◦ σ̂ = 0,

ELF i◦ σ̂ =

(
∂2F

∂xi∂yρ
dxρ − d

(
∂F

∂yi

))
◦ σ̂

=

(
−∂V
∂xi

dx0 +m
yi

(y0)2
dy0 −m

1

y0
dyi
)

◦ σ̂ = 0, (5.1.36)

for i = 1, ···, n. We have used the relation such as,

∂F

∂y0
= −1

2
m
(y1)

2
+ · · ·+ (yn)2

(y0)2
,

∂F

∂yi
= m

yi

y0
,

∂2F

∂xi∂y0
= −∂V

∂xi
,

∂2F

∂y0∂y0
= m

(y1)
2
+ · · ·+ (yn)2

(y0)3
,

∂2F

∂y0∂yi
= −m yi

(y0)2
,

∂2F

∂yi∂yj
= m

1

y0
δij,

(5.1.37)

during the calculation. There are n + 1 equations; however, once a parameterisation
is chosen and the equations are pulled back, it reduces to n equations by homogeneity
condition. To see this, let us choose some convenient parameterisation σ : I → M , such
that σ : t → (t = x0, x1, . . . , xn). x0 corresponds to the time variable, and now the y0

coordinate of the tangent lift σ̂ becomes 1. Consider the pull back of these equations, and
we get

ELF 0◦ σ̂ =

(
∂V

∂xi
◦ σ̂ +mid(y

i
◦ σ̂)

dt

)
(yi◦ σ̂)dt = 0,

ELF i◦ σ̂ = −
(
∂V

∂xi
◦ σ̂ +m

d(yi◦ σ̂)

dt

)
dt = 0, (5.1.38)

which is the usual Newton’s equation of motion. Apparently, the first equation can be
derived from the second by multiplying by yi and summing up, therefore dependent, and
we only have n equations.
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The choice of σ is arbitrary, and it is not at all necessary to choose the one in Example
5.12. This freedom of choosing the parameterisation could be useful when one tries to
find a good variable for solving equations.

5.2 Second order mechanics

Here we will present the Lagrange formulations for the higher order case of mechanics,
in terms of Finsler-Kawaguchi geometry introduced in Section 4.2. We discuss especially
for the second order. Higher order should follow in the similar extension. By the term
second order, we mean that the total space we are considering is the second order tangent
bundle, and by mechanics, we mean that we are considering the arc segment on M .

The basic structure we consider in this section is introduced in Chapter 2 and 4 (Sec-
tion 4.2), namely the n-dimensional second order Finsler-Kawaguchi manifold (M,K),
the second order tangent bundle (T 2M, τ 2,0M ,M), and a 1-dimensional curve (arc segment)
C on M , which is parameterised by σ. The curve (arc segment) describes the trajectory
of the object on M .

We take the second-order Finsler-Kawaguchi form K as the Lagrangian, and the action
will be defined by considering the integration over the second order lift of the parameter-
isable curve (arc segment) C. The Euler-Lagrange equations are derived by taking the
variation of the action with respect to the flow on M that deforms the arc segment C, and
fixed on the boundary. Similarly as in the previous first order case, we can show that the
action and consequently the Euler-Lagrange equations are independent with respect to the
parameterisation belonging to the same equivalent class.

5.2.1 Action

Suppose we have a dynamical system (differential equations expressing motions) where
the trajectory of the point particle (or any object which dynamics could be considered
as a point) is expressed by an arc segment C of a parameterisable curve, such that C =

σ(I) ⊂M , where I is a closed interval I = [ti, tf ] ⊂ R.
When we can express this system by second order Finsler-Kawaguchi geometry, namely

the pair (M,K) where K is a second order Finsler-Kawaguchi 1-form, we refer to this dy-
namical system as second order mechanics.

The action of second order mechanics is defined as follows.

Definition 5.13. Action of second order mechanics
Let (M,K) be a n-dimensional second order Finsler-Kawaguchi manifold, (U,φ), φ =
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(xµ) be a chart onM , and (V 2, ψ2), V 2 = (τ 2,0M )
−1
(U), ψ = (xµ, yµ, zµ) the induced chart

on T 2M . The local coordinate expression of the Finsler-Hilbert form K ∈ Ω1(T 2M) is
given by

K =
∂K

∂yµ
dxµ + 2

∂K

∂zµ
dyµ, (5.2.1)

where K is the Finsler-Kawaguchi function. Let C be an arc segment on M , and σ its
parameterisation, σ(I) = C ⊂ M with I = [ti, tf ] ⊂ R. We call the functional SK(C)

defined by

SK(C) := lK(C) =

∫
C2

K =

∫
σ2(I)

∂K

∂yµ
dxµ + 2

∂K

∂zµ
dyµ, (5.2.2)

the action of second order mechanics associated with K.

As we have seen in Section 4.2.2, Lemma 4.5, Finsler-Kawaguchi length is invariant
with respect to the reparameterisation, therefore the action is also invariant.

5.2.2 Total derivative

Here we will introduce an operator called the total derivative that is an identity map on
the total space of the bundle we consider. It becomes the derivative with respect to the

parameter on the parameter space, namely
d

dt
in this section, but later we will generalise

this concept to the case of k-dimensional parameter space.

Consider the bundle morphism (Tf, f) from (TE, τE, E) to (TM, τM ,M), intro-
duced in (Example 2.12). For the case E = TM , there is an identity map called the
total derivative.

Proposition 5.14. Consider the bundle morphism (TτM , τM) from (TTM, τTM , TM) to
(TM, τM ,M). Let γ be a section of the sub-bundle τTM |T 2M of τTM , and define a map
D : TM → TM by D = TτM ◦ γ. Then D is an identity map which its local coordinate
expression is given by

D = yµ ·
(

∂

∂xµ

)
τM (·)

. (5.2.3)

Proof. By the definition of T 2M , we have TτM(γ(p)) = τTM(γ(p)) for ∀p ∈ TM . Then
since τTM ◦ γ = τTM |T 2M ◦ γ = idTM , we have TτM ◦ γ = idTM . This is an identity map of
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Figure 5.2: Total derivative

TM , and the coordinate expression becomes, D(p) = p = yµ(p)

(
∂

∂xµ

)
τM (p)

, therefore,

D = yµ ·
(

∂

∂xµ

)
τM (·)

.

Definition 5.15. Total derivative
We call the map D, the total derivative of first order.

Remark 5.16. The pull-back bundle of (TM, τM ,M) by τ̄M : TM → M is ((τ̄M)∗TM,

(τ̄M)∗τM , TM), and the total derivative D defines a unique section δ of (τ̄M)∗τM , which
is called a vector field along τ̄M , by D = (τM)∗τ̄M ◦ δ. By definition of the pull-back
bundle, (τ̄M)∗τM(p, q) = q, (τM)∗τ̄M(p, q) = p where p is a point of the total space of the
bundle τM , and q is the point of the base space of the bundle (τ̄M)∗τM . Suppose we have
δ(q) = (p, q) ∈ (τ̄M)∗TM = TM×MTM , then

D(q) = (τM)∗τ̄M ◦ δ(q) = (τM)∗τ̄M(p, q) = p, (5.2.4)

but since D is an identity, we must have p = q, for all q, which means δ must be unique.

Indeed, consider a map σ : R → M , and then its tangent map Tσ will send the total
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derivative vector field
d

dt
at s ∈ R to TM by

Tsσ(
d

dt
) =

d(xµ◦σ)

dt

∣∣∣∣
s

(
∂

∂xµ

)
σ(s)

, (5.2.5)

where in induced coordinates the components are the yµ coordinates. To see this in the
converse way, consider a smooth function f ∈ C∞(M). D(p) has the coordinate expres-
sion

D(p) = p = yµ(p)

(
∂

∂xµ

)
τM (p)

, (5.2.6)

so we can define a new smooth function Df on TM by

Df(p) := D(p)f = yµ(p)

(
∂f

∂xµ

)
τM (p)

, (5.2.7)

for ∀p ∈ TM , and therefore,

Df = yµ ·
((

∂f

∂xµ

)
◦ τM

)
. (5.2.8)

Consider a parameterisable curve C on M , and let the parameterisation be σ : R →
M , and its lift σ̂ : R → TM . Then, along this curve,

σ̂∗Df = Df ◦ σ̂ = (yµ◦ σ̂) ·
(
∂f

∂xµ
◦ τM

)
◦ σ̂ =

d(xµ◦σ)

dt
·
(
∂f

∂xµ
◦ τM

)
◦ σ̂ =

d

dt
(f ◦σ).

(5.2.9)

The total derivative can be also introduced for the higher order cases (Figure 5.3). Let
(V r, ψr), ψr = (xµ1 , x

µ
2 , ···, x

µ
r+1) the induced chart on T rM . Similar to the Proposition

5.14, we have the following.

Proposition 5.17. Consider the bundle morphism (Tτ r,r−1
M , τ r,r−1

M ) from (TT rM, τT rM ,

T rM) to (TT r−1M, τT r−1M , T
r−1M). Let γ be the section of the sub-bundle τT rM |T r+1M ,

and define a map Dr : T
rM → TT rM by Dr = Tτ r,r−1

M ◦ γ. Then Dr is an inclusion map
Dr = ιr, ιr : T rM → TT rM , such that its local coordinate expression is given by

Dr = xµ2
∂

∂xµ1
+ xµ3

∂

∂xµ2
+ · · ·+ xµr+1

∂

∂xµr
. (5.2.10)
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Figure 5.3: r-th order total derivative

Proof. By the definition of T r+1M , we have Tτ r,r−1
M (γ(p)) = ιr◦ τT rM(γ(p)) for ∀p ∈

T rM . Then since τT rM ◦ γ = τT rM |T r+1M ◦ γ = idT rM , we have Tτ r,r−1
M ◦ γ = ι◦ idT rM .

This becomes an identity map on T rM , and the coordinate expression becomes,

Dr(p) = xµ2(p)

(
∂

∂xµ1

)
τr,r−1
M (p)

+ xµ3(p)

(
∂

∂xµ2

)
τr,r−1
M (p)

+ · · ·+ xµr+1(p)

(
∂

∂xµr

)
τr,r−1
M (p)

,

for ∀p ∈ T rM , therefore,

Dr = xµ2 ·
(

∂

∂xµ1

)
τr,r−1
M (·)

+ xµ3 ·
(

∂

∂xµ2

)
τr,r−1
M (·)

+ · · ·+ xµr+1 ·
(

∂

∂xµr

)
τr,r−1
M (·)

.

Definition 5.18. r-th order total derivative
The identity map Dr is called the r-th order total derivative.

The map Dr for r ≥ 2 cannot be expressed by a section of a vector bundle, therefore
it is not possible to understand it as a vector field as in the case of D. As in the previous
case, we consider the operation of the inclusion map Dr : T

rM → TT r−1M to a smooth
function g on T r−1M , and define a new smooth function Drg on T rM by,

Drg(w) := Dr(w)g = xµ2(w)

(
∂g

∂xµ1

)
τr,r−1
M (w)

+ xµ3(w)

(
∂g

∂xµ2

)
τr,r−1
M (w)



108 5. Lagrangian formulation of Finsler and Kawaguchi geometry

+ · · ·+ xµr+1(w)

(
∂g

∂xµr

)
τr,r−1
M (w)

, (5.2.11)

for ∀w ∈ T rM , where τ r,r−1
M is a projection: τ r,r−1

M : T rM → T r−1M , and defined
iteratively by τ r,r−1

M := τT r−1M |T rM . Now we get,

Drg = xµ2

(
∂g

∂xµ1
◦ τ r,r−1

M

)
+ xµ3

(
∂g

∂xµ2
◦ τ r,r−1

M

)
+ · · ·+ xµr+1

(
∂g

∂xµr
◦ τ r,r−1

M

)
. (5.2.12)

Let us see more details, for the case of r = 2 for simplicity. We will take the induced
chart (V 2, ψ2), ψ2 = (xµ, yµ, zµ) on T 2M for some readability, and denote,

D2 = yµ
∂

∂xµ
+ zµ

∂

∂yµ
. (5.2.13)

D2g = yµ ·
(
∂g

∂xµ
◦ τ 2,1M

)
+ zµ ·

(
∂g

∂yµ
◦ τ 2,1M

)
. (5.2.14)

For the case where g = Df , we will have

D2(Df) = yµ ·
(

∂

∂xµ
Df ◦ τ 2,1M

)
+ zµ ·

(
∂

∂yµ
Df ◦ τ 2,1M

)
= yµ ·

(
∂

∂xµ

(
yρ
∂f

∂xρ
◦ τM

)
◦ τ 2,1M

)
+ zµ ·

(
∂

∂yµ

(
yρ
∂f

∂xρ
◦ τM

)
◦ τ 2,1M

)
= yµyρ ·

(
∂2f

∂xµ∂xρ
◦ τ 2,0M

)
+ zµ ·

(
∂f

∂xµ
◦ τ 2,0M

)
. (5.2.15)

To see this becomes the total derivative with respect to the parameterisation space,
consider a parameterisable curve C on M , and let the parameterisation be σ : R → M ,
its lift σ̂ : R → TM , and its second order lift σ2 : R → T 2M . Then, along this curve,

(σ2)∗D2g = D2g◦σ
2 = (yµ◦σ2) ·

(
∂g

∂xµ
◦ τ 2,1M

)
◦σ2 + (zµ◦σ2) ·

(
∂g

∂yµ
◦ τ 2,1M

)
◦σ2

= (yµ◦ σ̂) ·
(
∂g

∂xµ

)
◦ σ̂ + (zµ◦σ2) ·

(
∂g

∂yµ

)
◦ σ̂

=
d

dt
(g◦ σ̂). (5.2.16)
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In the case of g = Df , we can further use the relation (5.2.9), and get

(σ2)∗D2(Df) =
d

dt
(Df ◦ σ̂) =

d2

dt2
(f ◦σ). (5.2.17)

In order to see the connection to the derivatives with respect to the parameter space,
we used the pull-back. Nevertheless, the total derivative on the total space itself can
be defined by the bundle morphism only, and no consideration of curves on M or its
parameterisation is required.

For general r, similar discussions could be made. For instance, we will have

(σr)∗Dr(Dr−1(· · ·Df)· · ·) =
d

dt
((Dr−1(· · ·Df)· · ·)◦σr−1)

=
d2

dt2
((Dr−2(· · ·Df)· · ·)◦σr−2) = · · · = dr−1

dtr−1
(Df ◦ σ̂) =

dr

dtr
(f ◦σ), (5.2.18)

by iteration.

5.2.3 Extremal and equations of motion

Having defined the action, we are able to derive the equations of motion by considering
the extremal of the action. As in the previous section, we only consider global flows.
Nevertheless with some details added; the formulation can be made similarly with local
flows. Consider a C∞-flow, α : R ×M → M , and its associated 1-parameter group of
transformations {αs}s∈R . The 1-parameter group αs : M → M induces a 1-parameter
group TTαs : T 2M → T 2M generated by the induced tangent mapping. This will also
modify the curve (arc segment) C to C ′ = αs(C), which will be now parameterised by
σ′. As in the first order case, the variation will be expressed by the small deformations
made to the action by αs.

Before proceeding, we will first check that the induced 1-parameter group TTαs :

TTM → TTM is also a 1-parameter group on T 2M .
Let (U,φ), φ = (xµ) be a chart on M , (V, ψ), V = τM

−1(U), ψ = (xµ, yµ) the
induced chart on TM , (Ṽ , ψ̃), Ṽ = τTM

−1(V ), ψ̃ = (xµ, yµ, ẋµ, ẏµ) the induced chart on
TTM , and (V 2, ψ2) V 2 = Ṽ

∣∣∣
T 2M

, ψ2 = (xµ, yµ, zµ) the induced chart on T 2M . The

projection maps are denoted by τM : TM → M , τTM : TTM → TM , τ 2M := τM ◦ τTM ,
τ 2,1M : T 2M → TM , τ 2,0M := τM ◦ τ 2,1M . The local expression of wq ∈ TqTM , q ∈ TM is

wq = wµ
(

∂

∂xµ

)
q

+ w̃µ
(

∂

∂yµ

)
q

. (5.2.19)
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Then, TTαs maps wqby

TTαs(wq) =
∂(xν◦Tαs◦ψ

−1)

∂xµ

∣∣∣∣
ψ(q)

wµ
(

∂

∂xν

)
Tαs(q)

+
∂(yν◦Tαs◦ψ

−1)

∂xµ

∣∣∣∣
ψ(q)

wµ
(

∂

∂yν

)
Tαs(q)

+
∂(yν◦Tαs◦ψ

−1)

∂yµ

∣∣∣∣
ψ(q)

w̃µ
(

∂

∂yν

)
Tαs(q)

,

(5.2.20)

Where Tαs is the induced 1-parameter group on TM by αs.

In components of coordinates of TTM , this is

xµ◦TTαs(wq) = xµ◦Tαs(q) = xµ◦αs◦ τM(q) = xµ◦αs◦ τM ◦ τTM(wq) = xµ◦αs◦ τ
2
M(wq),

yµ◦TTαs(wq) = yµ◦Tαs(q) =

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2M (·))

yν

)
(wq),

ẋµ◦TTαs(wq) =
∂(xµ◦Tαs◦ψ

−1)

∂xν

∣∣∣∣
ψ(τTM (wq))

wν =

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2M (·))

ẋν

)
(wq),

ẏµ◦TTαs(wq) =
∂(yµ◦Tαs◦ψ

−1)

∂xν

∣∣∣∣
ψ(τTM (wq))

wν +
∂(yµ◦Tαs◦ψ

−1)

∂yν

∣∣∣∣
ψ(τTM (wq))

w̃ν

=
∂

∂xν

((
∂(xµ◦αs◦φ

−1)

∂xρ

∣∣∣∣
φ(τM (·))

yρ

)
◦ψ−1

)∣∣∣∣∣
ψ(τTM (wq))

ẋν(wq)

+
∂

∂yν

((
∂(xµ◦αs◦φ

−1)

∂xρ

∣∣∣∣
φ(τM (·))

yρ

)
◦ψ−1

)∣∣∣∣∣
ψ(τTM (wq))

ẏν(wq)

=

(
∂2(xµ◦αs◦φ

−1)

∂xν∂xρ

∣∣∣∣
φ(τ2M (·))

yρẋν +
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2M (·))

ẏν

)
(wq). (5.2.21)

In the case when wq ∈ T 2M , we have wµ = yµ(wq) = ẋµ(wq), and the expressions
become,

xµ◦TTαs(wq) = xµ◦αs◦ τ
2,0
M (wq),

yµ◦TTαs(wq) =

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (·))

yν

)
(wq),

ẋµ◦TTαs(wq) =

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (·))

yν

)
(wq),
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Figure 5.4: Second order mechanics

ẏµ◦TTαs(wq) =

(
∂2(xµ◦αs◦φ

−1)

∂xν∂xρ

∣∣∣∣
φ(τ2,0M (·))

yρyν +
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (·))

ẏν

)
(wq).

(5.2.22)

Therefore, yµ◦TTαs(wp) = ẋµ◦TTαs(wp), and the 1-parameter group TTαswill take
the elements of T 2M to T 2M .

With the above considerations, we define the following.

Definition 5.19. Variation of the action

Let ξ be a vector field onM which generates the 1-parameter group αs, i.e., ξ =
dαs
ds

∣∣∣∣
s=0

.

We call the functional

δξS
K(C) := lim

s→0

1

s

{
SK(αs(C))− SK(C)

}
= lim

s→0

1

s

{∫
(αs(σ))

2(I)

K −
∫
σ2(I)

K
}

(5.2.23)

the variation of the action SK(C) with respect to the flow α, associated to K .

The second order lift of this modified parameterisation σ′ is given by,

(σ′)2 = (αs◦σ◦ idI
−1)2 = TTαs◦σ

2◦ idI
−1, (5.2.24)
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which we show in figure 5.4. We can also check this easily. We will get,

δξS
K(C) = lim

s→0

1

s

{∫
TTαs◦σ2◦ idI

−1(I)

K −
∫
σ2(I)

K
}

= lim
s→0

1

s

{∫
σ2(I)

TTαs
∗K −

∫
σ2(I)

K
}

=

∫
σ2(I)

LXK

=

∫
C2

LXK (5.2.25)

where X is a vector field on T 2M that generates the tangent 1-parameter group TTαs,

i.e., X =
d(TTαs)

ds

∣∣∣∣
s=0

, and LX is a Lie derivative with respect to X .

We use the same definition of extremal given by Definition 5.3. We will calculate the
vector field X and the equation of motion in local coordinates. Let ξ be a vector field

related to the 1-parameter group αs, ξ =
dαs
ds

, and its local expression ξ = ξµ
∂

∂xµ
, where

ξµ ∈ C∞(M). We have already calculated the components of the map TTαs in (5.2.22),
which in the chart of T 2M , becomes

xµ◦TTαs(wq) = xµ◦αs◦ τ
2,0
M (wq),

yµ◦TTαs(wq) =

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (·))

yν

)
(wq),

zµ◦TTαs(wq) =

(
∂2(xµ◦αs◦φ

−1)

∂xν∂xρ

∣∣∣∣
φ(τ2,0M (·))

yνyρ +
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (·))

zν

)
(wq).

(5.2.26)

By these observations, the vector field X on T 2M at a point w ∈ T 2M has a local
expression,

Xw =
d(xµ◦TTαs)

ds

∣∣∣∣
s=0

(
∂

∂xµ

)
w

+
d(yµ◦TTαs)

ds

∣∣∣∣
s=0

(
∂

∂yµ

)
w

+
d(zµ◦TTαs)

ds

∣∣∣∣
s=0

(
∂

∂zµ

)
w

=
d

ds
(xµ◦αs◦ τ

2,0
M )

∣∣∣∣
s=0

(
∂

∂xµ

)
w

+ yν(w)
d

ds

(
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (w))

)
s=0

(
∂

∂yµ

)
w

+
d

ds

(
∂2(xµ◦αs◦φ

−1)

∂xν∂xρ

∣∣∣∣
φ(τ2,0M (w))

yνyρ +
∂(xµ◦αs◦φ

−1)

∂xν

∣∣∣∣
φ(τ2,0M (w))

zν

)(
∂

∂zµ

)
w

=
(
ξµ◦ τ 2,0M

)
(w)

(
∂

∂xµ

)
w

+

(
∂ξµ

∂xν
◦ τ 2,0M · yν

)
(w)

(
∂

∂yµ

)
w
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+

(
∂2ξµ

∂xν∂xρ
◦ τ 2,0M · yνyρ + ∂ξµ

∂xν
◦ τ 2,0M · zν

)
(w)

(
∂

∂zµ

)
w

. (5.2.27)

therefore,

X = (ξµ◦ τ 2,0M )
∂

∂xµ
+

(
∂ξµ

∂xν
◦ τ 2,0M · yν

)
∂

∂yµ
+

(
∂2ξµ

∂xν∂xρ
◦ τ 2,0M · yνyρ + ∂ξµ

∂xν
◦ τ 2,0M · zν

)
∂

∂zµ
.

(5.2.28)

We can make this expression shorter by using the total derivatives we defined in Definition
5.15, 5.2.11 (or (5.2.13) ),

X = ξµ◦ τ 2,0M

∂

∂xµ
+Dξµ◦ τ 2,1M

∂

∂yµ
+D2(Dξ

µ)
∂

∂zµ
. (5.2.29)

The Lie derivative LXK in coordinate expression becomes,

LXK = LX

(
∂K

∂yρ
dxρ + 2

∂K

∂zρ
dyρ
)

= X

(
∂K

∂yρ

)
dxρ +

∂K

∂yρ
dLXx

ρ + 2X

(
∂K

∂zρ

)
dyρ + 2

∂K

∂zρ
dLXy

ρ

=

{
ξµ◦ τ 2,0M ·

(
∂2K

∂xµ∂yρ

)
+Dξµ◦ τ 2,1M ·

(
∂2K

∂yµ∂yρ

)
+D2(Dξ

µ)
∂2K

∂zµ∂yρ

}
dxρ +

∂K

∂yρ
dξρ

+ 2

{
ξµ◦ τ 2,0M ·

(
∂2K

∂xµ∂zρ

)
+Dξµ◦ τ 2,1M ·

(
∂2K

∂yµ∂zρ

)
+D2(Dξ

µ)
∂2K

∂zµ∂zρ

}
dyρ

+ 2
∂K

∂zρ
d (Dξµ)

= ξµ◦ τ 2,0M ·
{

∂2K

∂xµ∂yρ
dxρ − d

(
∂K

∂yµ

)
+ 2

∂2K

∂xµ∂zρ
dyρ
}

+Dξµ◦ τ 2,1M ·
(

∂2K

∂yµ∂yρ
dxρ + 2

∂2K

∂yµ∂zρ
dyρ − 2d

(
∂K

∂zµ

))
+D2(Dξ

µ)

(
∂2K

∂zµ∂yρ
dxρ + 2

∂2K

∂zµ∂zρ
dyρ
)

+ d

(
ξµ◦ τ 2,0M · ∂K

∂yµ
+ 2Dξµ◦ τ 2,1M · ∂K

∂zµ

)
. (5.2.30)

The result of (5.2.30) is called the infinitesimal first variation formula for the Finsler-
Kawaguchi form K.
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The variation of action becomes,

δξS
K(C) =

∫
σ2(I)

LXK =

∫
I

σ2∗LXK

=

∫
C3

ξµ◦ τ 3,0M ·
[{

∂2K

∂xµ∂yρ
dxρ + 2

∂2K

∂xµ∂zρ
dyρ − d

(
∂K

∂yµ

)}
◦ τ 3,2M + d

(
D3

∂K

∂zµ

)]
+

∫
C3

d

(
ξµ◦ τ 3,0M · ∂K

∂yµ
◦ τ 3,2M + 2Dξµ◦ τ 3,1M · ∂K

∂zµ
◦ τ 3,2M −D3

(
ξµ◦ τ 2,0M · ∂K

∂zµ

))
,

(5.2.31)

which is called the integral first variation formula. D3 is the total derivative defined by
Definition 5.2.11. We used the homogeneity condition:

K =
∂K

∂yµ
yµ + 2

∂K

∂zµ
zµ,

∂K

∂zµ
yµ = 0

∂2K

∂xρ∂yµ
yµ + 2

∂2K

∂xρ∂zµ
zµ =

∂K

∂xρ
,

∂2K

∂yρ∂yµ
yµ + 2

∂2K

∂yρ∂zµ
zµ = 0,

∂2K

∂yρ∂zµ
yµ +

∂K

∂zρ
= 0,

∂2K

∂yρzµ
yµ +

∂K

∂yρ
= 0, (5.2.32)

and its pull-back relations on the parameter space.
The detailed calculations are shown in the Appendix.
Now we can obtain the following theorem.

Theorem 5.20. Extremals
Let C be an arc segment. The following statements are equivalent.

1. C is an extremal.

2. The equation

ELKµ◦σ3 = 0,

ELKµ :=

{
∂2K

∂xµ∂yρ
dxρ + 2

∂2K

∂xµ∂zρ
dyρ − d

(
∂K

∂yµ

)}
◦ τ 3,2M + d

(
D3

∂K

∂zµ

)
,

(5.2.33)

holds for arbitrary parameterisation σ.

Proof. Suppose C is an extremal. Then, by definition, for all αs : M → M , such that
does not change the boundary of C, we have δξS(C) = 0. On the other hand, the last
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term in (5.2.31) becomes 0, since it is the boundary term. Therefore, we have,∫
C3

ξµ◦ τ 3,0M

[{
∂2K

∂xµ∂yρ
dxρ + 2

∂2K

∂xµ∂zρ
dyρ − d

(
∂K

∂yµ

)}
◦ τ 3,2M + d

(
D3

∂K

∂zµ

)]
= 0.

(5.2.34)

Since this relation must be true for all ξ, which is the generator of α, we have[{
∂2K

∂xµ∂yρ
dxρ + 2

∂2K

∂xµ∂zρ
dyρ − d

(
∂K

∂yµ

)}
◦ τ 3,2M + d

(
D3

∂K

∂zµ

)]
◦σ3 = 0, (5.2.35)

for any parameterisation σ. To prove the converse, take the similar steps backwards.

Definition 5.21. Symmetry of the dynamical system
Let u be a vector field over M , and Y an induced vector field by u over T 2M . We say
that K is invariant with respect to u, if

LYK = 0, (5.2.36)

and u called a symmetry of the dynamical system (M,K). We also say that u generates
the invariant transformations on the Finsler-Kawaguchi manifold (M,K).

Now we will have the following conservation law.

Theorem 5.22. Noether (second order)
Suppose we are given a symmetry of second order Finsler-Kawaguchi manifold (M,K).
Then there exists a function f on T 3M , which along the extremal γ of SK satisfies,∫

γ3
df = 0, (5.2.37)

for any parameterisation σ which parameterise γ.

Proof. Let the symmetry be u, with its local coordinate expression u = uµ
∂

∂xµ
, and the

induced vector field Y . Then from (5.2.31), we have

0 =

∫
γ3
LYK

=

∫
γ3
uµ◦ τ 3,0M ·

[{
∂2K

∂xµ∂yρ
dxρ + 2

∂2K

∂xµ∂zρ
dyρ − d

(
∂K

∂yµ

)}
◦ τ 3,2M + d

(
D3

∂K

∂zµ

)]
+

∫
γ3
d

(
uµ◦ τ 3,0M · ∂K

∂yµ
◦ τ 3,2M + 2Duµ◦ τ 3,1M · ∂K

∂zµ
◦ τ 3,2M −D3

(
uµ◦ τ 2,0M · ∂K

∂zµ

))
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=

∫
γ3
d

(
uµ◦ τ 3,0M · ∂K

∂yµ
◦ τ 3,2M + 2Duµ◦ τ 3,1M · ∂K

∂zµ
◦ τ 3,2M −D3

(
uµ◦ τ 2,0M · ∂K

∂zµ

))
.

(5.2.38)

The second equality comes from the fact we consider along the extremal γ. Therefore we
have a function on T 3M ,

f = uµ◦ τ 3,0M · ∂K
∂yµ

◦ τ 3,2M + 2Duµ◦ τ 3,1M · ∂K
∂zµ

◦ τ 3,2M −D3

(
uµ◦ τ 2,0M · ∂K

∂zµ

)
(5.2.39)

such that satisfies the condition.

We call the relation (5.2.37), the conservation law. We can express the conservation
law (5.2.37) by taking arbitrary parameterisation for this γ.

Definition 5.23. Noether current
The quantity f is called the Noether current associated with u.

5.3 First order field theory

Here we present the Lagrange formulations for the first order field theory, in terms of
Kawaguchi geometry.

By the term first order field theory, we mean that the total space we are considering
is the first order k-multivector bundle ΛkTM with k-patch in its base space. The total
space is sometimes also called the ambient space, and its coordinate functions represents
the physical fields as well as the spacetime coordinates. In this sense, the coordinate
functions of M are regarded as unified variables, and the k-dimensional submanifold of
M represents the actual spacetime.

The basic structure we consider in this section is introduced in Chapter 2 and 4
(Section 4.3), namely the n-dimensional k-areal Kawaguchi manifold (M,K), the k-
multivector bundle (ΛkTM,ΛkτM ,M), and a k-curve (k-patch) Σ on M , parameterised
by σ.

We take the Kawaguchi form K as the Lagrangian, and the action will be defined by
considering the integration over the lift of the parameterisable k-curve (k-patch). The
Euler-Lagrange equations are derived by taking the variation of the action with respect to
the flow on M that deforms the k-patch Σ, and fixed on the boundary. We can show that
the action and consequently the Euler-Lagrange equations are independent with respect
to the parameterisation belonging to the same equivalent class.
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5.3.1 Action

Suppose we have a dynamical system (differential equations expressing motions) where
the configurations of the k-dimensional spacetime (or any extended object of dimension k)
is expressed as a smooth k-patch Σ of a parameterisable k-area, such that Σ = σ(P ) ⊂M ,
where P is a closed rectangle P = [t1i , t

1
f ]× [t2i , t

2
f ]× ··· × [tki , t

k
f ] ⊂ Rk.

When we can express this system by first order k-areal Kawaguchi geometry, namely
the pair (M,K) where K is a first order Kawaguchi k-form, we refer to this dynamical
system as first order field theory.

The action of first order field theory is defined as follows.

Definition 5.24. Action of first order fields
Let (M,K) be a n-dimensional k-areal Kawaguchi manifold. Consider a k-multivector
bundle (ΛkTM,ΛkτM ,M) and let (U,φ), φ = (xµ) be a chart on M , and (V, ψ), ψ =

(xµ, yµ1···µk) the induced chart on ΛkTM .
The local expression of the Kawaguchi form K ∈ Ωk(ΛkTM) is given by

K =
1

k!

∂K

∂yµ1···µk
dxµ1∧· · ·∧dxµk , (5.3.1)

where K is the first order k-areal Kawaguchi function.
Let Σ be a k-patch on M , and σ its parameterisation, σ(P ) = Σ ⊂ M with P =

[t1i , t
1
f ] × [t2i , t

2
f ] × ··· × [tki , t

k
f ] ⊂ Rk, and σ̂ the lift of σ, defined in chapter 4 (Definition

4.16). We call the functional SK(Σ) defined by

SP
K(σ) =

∫
σ̂(P )

K =

∫
σ̂(P )

1

k!

∂K

∂yµ1···µk
dxµ1···µk (5.3.2)

the action of first order field theory associated with K.

As we have seen in Section 4.3.2, Lemma 4.22, Kawaguchi area is invariant with
respect to the reparameterisation, therefore the action is also invariant.

5.3.2 Extremal and equations of motion

Now we will derive the Euler-Lagrange equations by considering the extremal of the
action. Again, we only consider global flows in this text. Nevertheless, with some details
added, the formulation can be set up similarly with local flows. Consider a C∞-flow,
α : R×M →M , and its associated 1-parameter group of transformations {αs}s∈R . The
1-parameter group αs : M → M induces a multi-tangent 1-parameter group ΛkTαs :



118 5. Lagrangian formulation of Finsler and Kawaguchi geometry

Figure 5.5: First order fields

ΛkTM → ΛkTM generated by the tangent mapping of multivectors. This will also
deform the k-area (k-patch) Σ to Σ′ = αs(Σ), and since this is a smooth deformation,
it again becomes a parameterisable area. By the reparameterisation independence, we
can always choose the parameterisation of this deformed Σ′ by a new σ′ : P → M ,
σ′(P ) = Σ′, so that it has the same parameter space as Σ. The variation of the action will
be expressed by the small deformations made to the action by αs.

Definition 5.25. Variation of the action Let ξ be a vector field on M which generates the

1-parameter group αs, i.e., ξ =
dαs
ds

∣∣∣∣
s=0

. We call the functional

δξS
K(Σ) := lim

s→0

1

s

{
SK(αs(Σ))− SK(Σ)

}
= lim

s→0

1

s

{∫
α̂s(σ)(P )

K −
∫
σ̂(P )

K
}

(5.3.3)

the variation of the action SK(Σ) with respect to the flow α, associated to K .

Since the lift of this modified parameterisation is given by, σ̂′ = α̂s◦σ = ΛkTαs◦ σ̂ =

ΛkTαs◦ σ̂◦ idP
−1, We get,

δξS
K(Σ) = lim

s→0

1

s

[∫
ΛkTαs◦ σ̂(P )

K −
∫
σ̂(P )

K
]
= lim

s→0

1

s

[∫
σ̂(P )

(Tαs)
∗K −

∫
σ̂(P )

K
]
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=

∫
σ̂(P )

LXK

=

∫
Σ̂

LXK (5.3.4)

where X is a vector field on ΛkTM that generates the multi-tangent 1-parameter group

ΛkTαs, i.e., X =
d(ΛkTαs)

ds

∣∣∣∣
s=0

, and LX is a Lie derivative with respect to X .

Now we will calculate the vector field X and the equation of motion in local coordi-
nates. As usual, let (U,φ), φ = (xµ) be a chart on M , and the induced chart of ΛkTM
(V, ψ), V = τM

−1(U), ψ = (xµ, yµ1···µk). Let ξ be generator of the 1-parameter group

αs, ξ =
dαs
ds

, and its local coordinate expression ξ = ξµ
∂

∂xµ
, where ξµ ∈ C∞(M). The

multi-tangent map ΛkTpαs at p ∈ M sends the vector v := vp ∈ ΛkTpM to ΛkTαt(p)M

by

ΛkTpαs(v) =
1

k!

∂xµ1αsφ
−1

∂xν1

∣∣∣∣
φ(p)

· · ·∂x
µkαsφ

−1

∂xνk

∣∣∣∣
φ(p)

vν1···νk
(

∂

∂xµ1
∧· · ·∧ ∂

∂xµk

)
αs(p)

,

(5.3.5)

and since (ΛkTαs, αs) is a bundle morphism and from the definition of canonical coordi-
nates of a tangent vector, we have

xµ◦ΛkTpαs(v) = xµ◦αs◦Λ
kτM(v),

yµ1···µk◦ΛkTpαs(v) =
∂xµ1αsφ

−1

∂xν1

∣∣∣∣
φ(ΛkτM (v))

· · · ∂x
µkαsφ

−1

∂xνk

∣∣∣∣
φ(ΛkτM (v))

yν1···νk(v).

(5.3.6)

The induced vector field X by the 1-parameter group ΛkTαs at a point q ∈ ΛkTM has a
local expression,

Xq =
d(xµ◦ΛkTαs)

ds

∣∣∣∣
s=0

(
∂

∂xµ

)
q

+
1

k!

d(yµ1···µk◦ΛkTαs)

ds

∣∣∣∣
s=0

(
∂

∂yµ1···µk

)
q

=
d

ds
(xµ◦αs◦Λ

kτM)

∣∣∣∣
s=0

(
∂

∂xµ

)
q

+
1

k!
yν1···νk(q)

d

ds

(
∂xµ1αsφ

−1

∂xν1

∣∣∣∣
φ(ΛkτM (q))

· · · ∂x
µkαsφ

−1

∂xνk

∣∣∣∣
φ(ΛkτM (q))

)
s=0

(
∂

∂yµ1···µk

)
q
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=
(
ξµ◦ΛkτM

)
(q)

(
∂

∂xµ

)
q

+
1

(k − 1)!

(
∂ξµ1

∂xν
◦ΛkτM · yνµ2···µk

)
(q)

(
∂

∂yµ1···µk

)
q

,

(5.3.7)

Therefore,

X = ξµ◦ΛkτM

(
∂

∂xµ

)
+

1

(k − 1)!

∂ξµ1

∂xν
◦ΛkτM · yνµ2···µk

(
∂

∂yµ1···µk

)
. (5.3.8)

The Lie derivative LXK in coordinate expression becomes,

LXK = LX

(
1

k!

∂K

∂yρ1···ρk
dxρ1···ρk

)
= X

(
1

k!

∂K

∂yρ1···ρk

)
dxρ1···ρk +

1

(k − 1)!

∂K

∂yρ1···ρk
dLXx

ρ1∧dxρ2···ρk

=
1

k!

{
ξµ◦ΛkτM

(
∂2K

∂xµ∂yρ1···ρk

)
+
∂ξµ1

∂xν
◦ΛkτM · yνµ2···µk

(
∂2K

∂yµ1···µk∂yρ1···ρk

)}
dxρ1···ρk

+
1

(k − 1)!

∂K

∂yρ1···ρk
d
(
ξρ1◦ΛkτM

)
∧dxρ2···ρk

=
1

k!
ξµ◦ΛkτM

{
∂2K

∂xµ∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yµρ2···ρk

)}
∧dxρ2···ρk

+
∂ξµ1

∂xν
◦ΛkτM · yνµ2···µk

(
∂2K

∂yµ1···µk∂yρ1···ρk

)
dxρ1···ρk

+
1

(k − 1)!
d

(
∂K

∂yρ1···ρk
· ξρ1◦ΛkτM

)
∧dxρ2···ρk . (5.3.9)

The result of (5.3.9) is called the infinitesimal first variation formula for the Kawaguchi
k-form K.

The variation of action becomes,

δξS
K(Σ) =

∫
σ̂(P )

LXK =

∫
P

σ̂∗LXK

=

∫
P

σ̂∗
[
1

k!
ξµ◦ΛkτM

(
∂2K

∂xµ∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yµρ2···ρk

))
∧dxρ2···ρk

+
∂ξµ1

∂xν
◦ΛkτM · yνµ2···µk

(
∂2K

∂yµ1···µk∂yρ1···ρk

)
dxρ1···ρk

+
1

(k − 1)!
d

(
∂K

∂yρ1···ρk
· ξρ1◦ΛkτM

)
∧dxρ2···ρk

]
=

∫
Σ̂

[
1

k!
ξµ◦ΛkτM

(
∂2K

∂xµ∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yµρ2···ρk

))
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+
1

(k − 1)!
d

(
∂K

∂yρ1···ρk
· ξρ1◦ΛkτM

)]
∧dxρ2···ρk , (5.3.10)

which is called the integral first variation formula. We used the homogeneity condition:((
∂2K

∂yµ1···µk∂yρ1···ρk

)
· yρ1···ρk

)
◦ σ̂ = 0. (5.3.11)

(5.3.11) is obtained by taking the derivative of (4.3.3) with respect to yµ1···µk , and then
taking the pull back.

Now we can proceed to find the equations of motion to this system. We will begin
with the definition of an extremal.

Definition 5.26. Extremal of an action

1. We say that a k-area Σ is stable with respect to the flow α, when it satisfies

δξS
K = 0, (5.3.12)

where ξ is the generator of α.

2. We say that a k-area Σ is an extremal of the action SK, when it satisfies (5.3.12)
for any α such that its associated 1-parameter group αs satisfies αs(∂Σ) = ∂Σ,
∀s ∈ R, where ∂Σ is the boundary of Σ.

Now we can obtain the following theorem.

Theorem 5.27. Extremals
Let Σ be an k-patch. The following statements are equivalent.

1. Σ is an extremal.

2. The equation

ELKµ◦ σ̂ = 0,

ELKµ :=
1

k!

(
∂2K

∂xµ∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yµρ2···ρk

))
∧dxρ2···ρk , (5.3.13)

holds for arbitrary parameterisation σ.

The proof is given similarly as in the case of mechanics. (see Section 5.1.2)
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Definition 5.28. Symmetry of the dynamical system
Let u be a vector field over M , and Y an induced vector field by u over ΛkTM . We say
that K is invariant with respect to u, if

LYK = 0, (5.3.14)

and u called a symmetry of the dynamical system (M,K). We also say that u generates
the invariant transformations on the Kawaguchi manifold (M,K).

Now we will have the following conservation law.

Theorem 5.29. Noether (first order field)
Suppose we are given a symmetry of (M,K). Then there exists a (k − 1)-form f on
ΛkTM which along the extremal γ of SK satisfies,∫

γ̂

df = 0, (5.3.15)

for any parameterisation σ which parameterise γ.

Proof. Let the symmetry be u, with its local coordinate expression u = uµ
∂

∂xµ
, and the

induced vector field Y . Then from (5.3.10), we have

0 =

∫
γ̂

LYK

=

∫
γ̂

[
1

k!
uµ◦ΛkτM

(
∂2K

∂xµ∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yµρ2···ρk

))
+

1

(k − 1)!
d

(
∂K

∂yρ1···ρk
· uρ1◦ΛkτM

)]
∧dxρ2···ρk

=

∫
γ̂

d

(
1

(k − 1)!

∂K

∂yρ1···ρk
· uρ1◦ΛkτM dxρ2···ρk

)
(5.3.16)

The second equality comes from the fact we consider along the extremal γ. Therefore we
have a (k − 1)-form on ΛkTM ,

f =
1

(k − 1)!

∂K

∂yρ1···ρk
· uρ1◦ΛkτM dxρ2···ρk (5.3.17)

such that satisfies the condition.

We call the relation (5.3.15), the conservation law.
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Definition 5.30. Noether current
The quantity f is called the Noether current of first order field theory, associated with u.

By the coordinate transformation

xµ → x̃µ = x̃µ(xν), yµ1···µk → ỹµ1···µk =
∂x̃µ1

∂xν1
· · ·∂x̃

µk

∂xνk
yν1···νk , (5.3.18)

the k-form ELKµ in (5.3.13) transforms as

1

k!

(
∂2K

∂x̃µ∂ỹρ1···ρk
dx̃ρ − kd

(
∂K

∂ỹµρ2···ρk

))
∧dx̃ρ2···ρk

=
1

k!

(
∂xν

∂x̃µ

)(
∂2K

∂xν∂yρ1···ρk
dxρ1 − kd

(
∂K

∂yνρ2···ρk

))
∧dxρ2···ρk . (5.3.19)

This observation leads us to define a new coordinate invariant form.

Lemma 5.31. Euler Lagrange form
There exist a global (k + 1) form on ΛkTM , which in local coordinates are expressed by

ELK = dxµ∧ELKµ =
1

k!

{
∂2K

∂xµ∂yρ1···ρk
dxµ + d

(
∂K

∂yρ1···ρk

)}
∧dxρ1···ρk . (5.3.20)

From the previous coordinate transformations, this is obviously coordinate indepen-
dent.

There is a direct relation between the exterior derivative of K and EL,

dK = ELK − 1

k!

∂2K

∂xµ∂yρ1···ρk
dxµ∧dxρ1···ρk . (5.3.21)

It can be also checked easily that this is also a coordinate invariant relation.

Example 5.32. De Broglie field (Schrodinger field)
Here we will give a rather trivial, but instructive example for the case of M = R4, with
Kawaguchi structure corresponding to the De Broglie field on 2-dimensional spacetime
R2.

The conventional Lagrangian function of the De Broglie field is given by

L =
i

2

(
ψ̄ · ∂tψ − ∂tψ̄ · ψ

)
− 1

2m
∂xψ̄ · ∂xψ + eψ̄ · φ · ψ, (5.3.22)

on J1Y = J1R4, where J1Y is the prolongation of the total space regarding the bundle
(Y, pr1,R2), Y = R2 ×R2. We take for the global fibre bundle coordinates; (t, x) for R2,
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(t, x, ψ, ψ̄) for Y , and (t, x, ψ, ψ̄, ∂tψ, ∂tψ̄, ∂xψ, ∂xψ̄) for J1Y . t, x denotes the space-
time, ψ, ψ̄ the fields, φ = φ(x) the external field, and m, e are constants. In an orthodox
physics notation, the pull-back of L to R2 is also called the Lagrangian, namely

L := L◦ J1γ =
i

2

(
ψ̄
∂ψ

∂t
− ∂ψ̄

∂t
ψ

)
− 1

2m

∂ψ̄

∂x

∂ψ

∂x
+ eψ̄ φψ, (5.3.23)

ψ := ψ◦ γ = ψ(t, x), ψ̄ = ψ̄◦ γ = ψ̄(t, x), where γ is a section of the bundle (Y, pr1,R2),
and J1γ its prolongation.

We will try to construct the Kawaguchi manifold that corresponds to such model. Let
M = R4, and the parameter space P = R2. In this case, we have global charts on M and
P . Let the canonical coordinates on P and M be (t0, t1) and (x0, x1, x2, x3) respectively,
σ : P →M be a parameterisation, and σ̂ : P → Λ2TM its lift. The Kawaguchi form is a
2-form on Λ2TM . Let (xµ, yν1ν2) be the induced global chart on Λ2TM = Λ2TR4 with
µ, ν1, ν2 = 0, 1, 2, 3. We will consider a pair of maps,

f : ΛkTM → J1R4 (5.3.24)

and idR2 : P → R2 such that, f ◦ σ̂ := J1γ◦ idR2 , where γ is a section of the bundle
(Y, pr1,R2), and J1γ its prolongation. The identity map on the base space will imply,

t0 = t◦ idR2 , t1 = x◦ idR2 . (5.3.25)

With such f , we will construct the Kawaguchi function K by K = f ∗L, then K gives the
same Lagrangian for the De Broglie field, when pulled back to the parameter space by σ̂,
by

σ̂∗K = σ̂∗f ∗L = L◦ f ◦ σ̂ = L◦ J1γ◦ idR2 . (5.3.26)

From this Kawaguchi function, we can construct the Kawaguchi 2-form K.

The choice of the map f is not unique, nevertheless, we can consider a map that is
convenient for calculation. One such choice is the following. For notational convenience,
now we will write the coordinates on J1Y as (t̄0, t̄1, z0, z1, z00 , z

1
0 , z

0
1 , z

1
1), so that t =

t̄0, x = t̄1, ψ = z0, ψ̄ = z1, ∂tψ = z00 , ∂tψ̄ = z10 , ∂xψ = z01 , ∂xψ̄ = z11 . We define the
map f such that its coordinate expressions are given by,

xµ = f ∗t̄µ,

yν1ν2 = f ∗(z
[ν1
0 z

ν2]
1 ) (5.3.27)
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then, at point σ̂(p) ∈ Λ2TM , p ∈ P , we will have,

xµ(σ̂(p)) = t̄µ(f ◦ σ̂(p)) = t̄µ(J1γ(p)),

yν1ν2(σ̂(p)) = z
[ν1
0 (f ◦ σ̂(p)) z

ν2]
1 (f ◦ σ̂(p)) = z

[ν1
0 (J1γ(p)) z

ν2]
1 (J1γ(p))

=
∂(t̄[ν1◦ γ)

∂t̄0

∣∣∣∣
p

∂(t̄ν2]◦ γ)

∂t̄1

∣∣∣∣
p

. (5.3.28)

calculating (5.3.28) explicitly, and rewriting in the original notation gives

y01◦ σ̂ =
∂(x̄[0◦ γ)

∂t̄0
∂(x̄1]◦ γ)

∂t̄1
=

1

2
, y02◦ σ̂ =

∂(x̄[0◦ γ)

∂t̄0
∂(x̄2]◦ γ)

∂t̄1
=

1

2

∂(ψ◦ γ)

∂x
,

y03◦ σ̂ =
∂(x̄[0◦ γ)

∂t̄0
∂(x̄3]◦ γ)

∂t̄1
=

1

2

∂(ψ̄◦ γ)

∂x
, y12◦ σ̂ =

∂(x̄[1◦ γ)

∂t̄0
∂(x̄2]◦ γ)

∂t̄1
= −1

2

∂(ψ◦ γ)

∂t
,

y31◦ σ̂ =
∂(x̄[3◦ γ)

∂t̄0
∂(x̄1]◦ γ)

∂t̄1
=

1

2

∂(ψ̄◦ γ)

∂t
,

y23◦ σ̂ =
∂(x̄[2◦ γ)

∂t̄0
∂(x̄3]◦ γ)

∂t̄1
=

1

2

(
∂(ψ◦ γ)

∂t

∂(ψ̄◦ γ)

∂x
− ∂(ψ◦ γ)

∂x

∂(ψ̄◦ γ)

∂t

)
. (5.3.29)

From these relations, and σ̂∗K = L◦ J1γ◦ idR2 , we obtain our Kawaguchi function K,

K =
i

2

(
−x3y12 − x2y31

)
− 1

2m

y03y02

y01
+ eφ(x1)x2x3y01 (5.3.30)

and the Kawaguchi structure becomes,

K =

(
1

2m

y03y02

(y01)2
+ eφ(x1)x2x3

)
dx01 − 1

2m

(
y03

y01
dx02 +

y02

y01
dx03

)
− i

2

(
x3dx12 + x2dx31

)
.

(5.3.31)

We will take this as the reparameterisation invariant Lagrangian of the De Broglie field
theory.

The Euler-Lagrange equations obtained from K can be calculated by the formula
(5.3.13), as

EL0◦ σ̂ = d

(
∂K

∂y01
dx1 +

∂K

∂y02
dx2 +

∂K

∂y03
dx3
)

◦ σ̂ = 0,

EL1◦ σ̂ = d

(
∂K

∂y10
dx1 +

∂K

∂y12
dx2 +

∂K

∂y13
dx3
)

◦ σ̂ = 0,

EL2◦ σ̂ =

(
eφx3dx01 − idx31 − 1

2m

(
− y03

(y01)2
dy01 +

1

y01
dy03

)
∧dx0

)
◦ σ̂ = 0,
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EL3◦ σ̂ =

(
eφx2dx01 − idx12 − 1

2m

(
− y02

(y01)2
dy01 +

1

y01
dy02

)
∧dx0

)
◦ σ̂ = 0,

(5.3.32)

which is true for any parameterisation . To compare these equations with the conven-
tional De Broglie field equations; in other name the Schrodinger equations, choose the
parameterisation, which in coordinates are given by

(x0◦σ, x1◦σ, x2◦σ, x3◦σ) = (t0, t1, ψ, ψ̄). (5.3.33)

We get,

σ̂∗EL0 ≡ 0,

σ̂∗EL1 ≡ 0,

σ̂∗EL2 = −
(
i∂tψ̄ − 1

2m
∂i∂iψ̄ − eφψ̄

)
dt01 = 0,

σ̂∗EL3 =

(
i∂tψ +

1

2m
∂i∂iψ + eφψ

)
dt01 = 0, (5.3.34)

which are indeed the well-known Schrodinger equations. The first two equations becomes
identity, when the latter two are taken into account, meaning these equations are indeed
dependent.

Remark 5.33. The expressions such as (5.3.31), (5.3.32) are reparameterisation invari-
ant, and there are other possibilities to choose different parameterisations such that their
pulled back expressions on the parameter space would not look like the conventional ex-
pressions. To consider their meaning and applications would be an interesting theme for
future research.



Chapter 6

Discussion

In this thesis, we have introduced the foundations needed for the calculus of variation in
Finsler and Kawaguchi geometry. For Kawaguchi geometry, we especially constructed
the second order 1-dimensional parameter case, and first order k-dimensional case. For
the second order k-dimensional case, only local version was presented. We have used a
less restricted definition for both Finsler manifold and Kawaguchi manifold compared to
the standard definition, which is considered more applicable to the problems of physics.
We constructed a global form for the Kawaguchi geometry, which has a similar property
as the Finsler-Hilbert form in the Finsler geometry case, in the sense that they define a
reparameterisation invariant k-dimensional area on the subset of the base manifold M .
Lagrange formulation was introduced on these structures in a natural way, and we ob-
tained the reparameterisation invariant Euler-Lagrange expression. We had compared the
results with examples such as Newtonian mechanics and De Broglie field, and confirmed
that with a special choice of parameterisation, the results will reduce to the conventional
expression of these theories. Throughout the discussion, we only used basic methods in
differential geometry, and took the most straightforward path to considering Lagrangian
formulation.

There are many issues in the thesis that remains for further discussions and research.
The main reason of the difficulty in the case of higher order k-dimensional case comes
from the fact that our main pillar; the homogeneity conditions in the simplest expression is
not coordinate independent. However, we believe this difficulty can be solved soon, and
global Kawaguchi form could be constructed for this case too. Nevertheless, for many
concrete problems for physics, our local formalism should also be applicable. In this the-
sis, we only considered the case where the subset Σ of M is diffeomorphic to the closed
k-rectangle in Rk. For a more general case, the action of Σ associated to the Kawaguchi
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(Finsler) form is well-defined provided that there exists an inclusion map ι : P → M ,
where Σ = ι(P ), such that P is an oriented compact manifold. In the case where P
has no boundary, we should have to consider an extension of variational principle, such
as Cartan’s principle, which is also an interesting problem. Since Finsler and Kawaguchi
geometry is less restrictive than Riemannian geometry, we expect it should embrace wider
area of physics where it cannot be expressed by Riemannian geometry. For instance, sys-
tem that is irreversible with time, or shows hysteresis, may be a good non-trivial example
to be modelled by our approach. However, these problems are for the moment left for the
future, and would be presented another time.
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